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Abstract

Hate speech on social media in Turkey re-
mains a critical issue, frequently targeting
minority groups. Effective moderation re-
quires not only detecting hateful posts but
also identifying the specific hateful expressions
within them. To address this, we introduce
HATECAT-TR, a span-annotated dataset of
Turkish tweets, containing 4465 hateful spans
across 2981 posts, each directed at one of
eight minority groups. Annotations were cre-
ated using a semi-automated approach, com-
bining GPT-40-generated spans with human
expert review to ensure accuracy. Each hate-
ful span is categorized into one of five dis-
course types, enabling a fine-grained analysis
of the nature and intent behind hateful con-
tent. We frame span detection as binary and
multi-class token classification tasks and uti-
lize the state-of-the-art language models to
establish a baseline performance for the new
dataset. Our findings highlight the challenges
of detecting and categorizing implicit hate
speech, particularly when spans are subtle and
highly contextual. The source code is avail-
able at github.com/boun-tabi/hatecat-tr
and HATECAT-TR can be shared by comply-
ing with the terms of X upon contacting the
authors.

A Warning: This paper contains hate
speech directed towards specific groups.

1 Introduction

Identifying hateful content is crucial for effective
content moderation. While many automated sys-
tems detect hate speech, they often classify entire
posts as hateful, lacking the granularity needed for
informed decision-making. A recent study found
that structured explanations improve moderator ef-
ficiency, reducing decision-making time by 7.4%
(Calabrese et al., 2024). While explanations can
take many forms, identifying and categorizing hate-
ful spans provides an effective approach, helping

moderators quickly assess which parts of a post
are problematic and why. Consider the following
example where the hateful spans are highlighted:
"@username Bak Yunan tohumu, Feodalite denen
bir sey vardi. Korkudan surlarin arkasina saklan-
mistiniz." (English translation: " @username Look,
Greek seed. There was something called feudal-
ism. You hid behind the walls out of fear."). Here,
"Yunan tohumu" (Greek seed) falls under symbol-
ization, as it reduces a group to a derogatory term,
reinforcing negative stereotypes. Meanwhile, "Ko-
rkudan surlarin arkasina saklanmistiniz" (You hid
behind the walls out of fear) is categorized as threat
of enmity/war, as it implies historical cowardice
and weakness, potentially inciting hostility. Instead
of flagging the entire post, detecting and categoriz-
ing these spans allows moderators to distinguish
the nature of hate speech, prioritize severe cases,
ensure consistency in content moderation, and im-
prove overall transparency in enforcing platform
guidelines.

Beyond post-level classification, span detection
has been explored to provide a more granular under-
standing of hate speech across various languages
and domains. Studies have investigated span de-
tection in English (Zhu et al., 2021; Mathew et al.,
2021; Pavlopoulos et al., 2022; Masud et al., 2022;
Zhou et al., 2023; Jafari et al., 2024), Korean (Jeong
et al., 2022), and Vietnamese (Hoang et al., 2023),
with applications in news, social media platforms,
and extremist forums. These efforts demonstrate
the importance of identifying specific hateful ex-
pressions to improve interpretability and modera-
tion strategies.

Hate speech detection in Turkish has gained in-
creasing attention, with various datasets and mod-
els developed to tackle hateful content (Coltekin,
2020; Beyhan et al., 2022; Toraman et al., 2022).
Shared tasks such as SIU2023 and HSD-2Lang
have contributed benchmark datasets, advancing
the field with transformer-based models and en-
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semble approaches (Uludogan et al., 2024; Arin
et al., 2023). To our knowledge, the only study
that addresses span-level detection in Turkish is JL-
Hate (Biiylikdemirci et al., 2024), which provides
span-level annotations but lacks categorization and
suffers from a limited dataset size (Biiyiikdemirci
et al., 2024). These gaps underscore the need for a
comprehensive Turkish dataset with detailed span
annotations and categorical labels, enabling more
explainable hate speech detection, and improved
content moderation.

To address these gaps, we introduce HATECAT-
TR, a span-annotated dataset of Turkish tweets,
each targeting specific ethnic, religious, and other
minority groups. Our dataset is the first Turkish
dataset for hate speech span detection and catego-
rization, offering a larger, more structured resource
for hate speech research in Turkish. We construct
the dataset using a semi-automated annotation pro-
cess, combining GPT-40 generated spans with hu-
man expert review. Hateful spans are labeled with
five distinct categories.

We approach span detection as both a binary
token classification problem (identifying hateful
spans) and a multi-class token classification prob-
lem (distinguishing between hate speech types).
We establish baseline results using state-of-the-art
language models. The comprehensive dataset with
fine-grained annotations for hate speech spans and
their categories as well as the developed baseline
models will foster further research in this challeng-
ing but important area.

This research can be useful in several areas. For
instance, in sociolinguistics, the detailed data on
hate speech can help researchers understand how
language and culture impact the way hate is ex-
pressed online. The span-level annotations also
make it possible to build more transparent content
moderation tools that not only detect hate speech
but also explain why something is flagged. This
can lead to more effective moderation and even
help guide users toward avoiding hateful language
in the future.

2 HATECAT-TR

Initial Dataset Identifying hateful content spans
is essential for combating hate speech. While
tweet-level detection determines if a tweet contains
hate speech, span detection pinpoints the specific
segments responsible, providing more granular in-
sights. To support this task, we curated a dataset of

tweets annotated with hate speech spans.

The dataset was sourced from a nongovernmen-
tal organization that has been working on tracking
and analysis of hateful discourse in Turkish me-
dia. It consists of tweets labeled for hate speech
presence and the specific target groups affected
including the Armenian, Greek, Jewish, Arab, Im-
migrant/Refugee, LGBTI+, Alevi, and Kurdish
groups. Part of this dataset has been previously
used in the HSD2Lang Hate Speech Detection
Challenge (Uludogan et al., 2024). In this study,
we provide an extended version of this data set an-
notated with hate speech spans and their categories.

Automated span annotation To automate span
annotation, we employed the GPT-40 model (gpt-
40-2024-08-06) (Achiam et al., 2023), extracting
hate speech spans within the tweets. We used a
structured system message, provided in Appendix
B, to guide GPT-40 in identifying and labeling
hate speech spans. Each tweet was pre-assigned a
single target during the prompting stage and pro-
cessed individually using OpenAl’s official API.
The model was queried with the following input
format: "Tweet id: [TWEET_ID], Target: [TAR-
GET], Text: [CONTENT]". It was instructed to
extract specific spans and classify them under one
of the following five predefined categories.

* Exclusive/Discriminatory Discourse: Lan-
guage that excludes or differentiates nega-
tively based on group membership.

» Exaggeration/Generalization/Attribution
/Distortion: Making unfair generalizations or
attributing negative traits to a group.

* Threat of Enmity/War/Attack/Murder
/Harm: Statements inciting violence or harm
towards a group.

» Symbolization: Language that reinforces neg-
ative stereotypes through symbols or indirect
references.

* Swearing/Insult/Defamation/Dehumaniza-
tion: Direct insults or dehumanizing language
targeting a specific group.

The five-category taxonomy used in this study
was originally developed by the Hrant Dink Foun-
dation through expert consultation and qualitative
analysis of hate speech in Turkish media. It was
later refined in collaboration with a multidisci-
plinary academic team and is actively used by the
Foundation in its monitoring work (Foundation,
2019, 2025).

Our categorization aligns with prior work that
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differentiates hate speech based on the nature and
form of discourse. A comparable five-level scheme
was introduced by Beyhan et al. (2022) and later
adopted in the SIU2023-NST Hate Speech De-
tection Contest (Arin et al., 2023), with only mi-
nor differences in category definitions. While our
taxonomy closely mirrors the SIU2023 scheme,
it includes an additional category that explicitly
captures exclusionary or discriminatory discourse.
Similar discourse-based classification is also used
by Sanguinetti et al. (2018), which proposed a four-
level taxonomy for Italian-language content to cap-
ture escalating harmful discourse.

The automated span annotation approach was
prone to errors, including minor modifications to
the original tweet text and hallucinated spans that
introduced unrelated content. To mitigate these
issues, hallucinated spans were discarded, while
minor textual differences were resolved using the
edit distance metric. If a GPT-40-annotated span
differed by fewer than four characters from an exist-
ing span in the original tweet, the closest matching
span in the tweet was retained.

Manual Review Additional refinement was re-
quired to ensure high-quality span annotations. We
conducted a two-stage manual review of the gen-
erated spans, the details of which are provided in
Appendix C and D. Two annotators manually re-
viewed the GPT-40-generated spans, deleting, cre-
ating, or modifying spans to capture hate speech
and assign appropriate categories accurately. An-
notations with substantial disagreements regarding
the hatefulness of spans or an Intersection over
Union (IoU) score below 0.5 between the two an-
notators were re-evaluated by a third annotator.

Statistics After the re-evaluation process, the fi-
nal dataset consists of 2981 tweets and 4465 hateful
spans. Of the 2981 tweets annotated by GPT-40,
1530 were accepted without modification, while
1451 were revised by human annotators. These
revisions involved adjusting span boundaries, cor-
recting category labels, or removing hallucinated
content. Tables 1 and 4 present the dataset statistics
for categories and target groups, respectively. Al-
though the annotation framework supported multi-
label spans, this was rarely observed; most spans
were annotated with a single discourse type. On av-
erage hateful spans are 30.30 characters long with
a 21.69 standard deviation. For all categories, there
are tweets containing multiple instances of hateful
spans within the same tweet. The average number

Category #Tweets #Spans
Exclusive/Discriminatory Discourse 683 856
Exaggeration; Generalization; Attribution; Distortion 868 1104
Threat of Enmity; War; Attack; Murder; or Harm 1015 1396
Symbolization 700 800
Swearing; Insult; Defamation; Dehumanization 1015 1373

Table 1: Statistics based on hate speech categories.

of spans per tweet is 1.50.

Inter-Annotator Agreement Following prior
work (Hoang et al., 2023), we assessed inter-
annotator agreement using character-level Cohen’s
Kappa (McHugh, 2012) and character-level micro-
averaged F1-score. Due to the class imbalance be-
tween negative and positive labels, Cohen’s Kappa
tends to be skewed and may not reliably reflect
agreement on meaningful annotations. Therefore,
we computed the F1-score by excluding negative la-
bels, following Deleger et al. (2012), which suggest
that this approach is more appropriate for evaluat-
ing inter-annotator agreement in NLP tagging tasks.
In contrast, Cohen’s Kappa is calculated over all
character-level labels, including negatives. The
results are summarized in Table 5 (Appendix F).

Annotators achieved a moderate Kappa score of
0.57 and a higher overall Fl-score of 0.77, indi-
cating strong agreement in identifying non-hateful
spans but challenges in categorizing hateful spans
(F1 =0.50). Agreement was highest for the "Threat
of Enmity; War; Attack; Murder; or Harm" cate-
gory (F1 = 0.66), as it involves explicit harmful
actions. In contrast, "Symbolization" was the most
challenging (F1 = 0.29) due to its reliance on subtle
negative stereotypes.

Cohen’s Kappa penalizes disagreements in cate-
gory labels even when annotators select the same
span, which may underestimate agreement in sub-
jective or ambiguous cases. To account for near
matches in span annotations, we computed a re-
laxed version of Cohen’s Kappa using a span-level
evaluation protocol. In this approach, two anno-
tated spans are considered a match if their Intersec-
tion over Union (IoU) exceeds a specified threshold.
This relaxed metric tolerates minor discrepancies
in span boundaries, focusing on whether annota-
tors identified roughly the same region. As a result,
the agreement score increases from 0.57 (standard
Kappa) to 0.65 at 90% IoU, and further to 0.76
at 50% IoU, indicating that annotators often agree
on the approximate region even if their exact span
selections differ.
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3 Experiments

We frame span detection and categorization as
binary and multi-class token classification tasks,
where each token is assigned a label indicating
whether it is part of a hateful span and category.
Due to the complexity of detecting hate speech and
distinguishing between overlapping categories, we
model categorization as a multiclass task by assign-
ing the most salient category to each span. This
reflects the dominant pattern of single-label spans
in the data and simplifies the learning setup.

In the hate speech span detection task, BIO tag-
ging is applied for encoder-based models (e.g.,
BERT variants). The O label marks tokens out-
side of hateful spans, B-HATE denotes the begin-
ning of a hateful span, and I-HATE is used for
tokens continuing the span. For the hate speech cat-
egorization task, we adopt an IO tagging scheme
to simplify the process for encoder-based models.
The label O is assigned to tokens outside any hate-
ful span, while tokens within a span receive an I-
prefix corresponding to the specific hate speech
category (e.g., I-Threat).

For decoder-only LLMs, we do not follow a
token classification framework and therefore do not
use BIO or 10 tagging. Instead, we used the same
natural language prompt format as in our GPT-40
setup, shown in Listing 1 in Appendix B.

4 Results

We establish baseline results using two state-of-the-
art Turkish language models, BERTurk (Schweter,
2020) with finetuning and TurkishBERTweet (Na-
jafi and Varol, 2024), as well as multilingual mod-
els from the LLaMA (Grattafiori et al., 2024) and
Gemma families (Team et al., 2024). Models
were evaluated using span-level Fl-scores. As
shown in Table 2, BERTurk achieves the highest
F1-scores on both tasks, followed by TurkishBER-
Tweet. Both models outperform multilingual vari-
ants of LLaMA and Gemma evaluated under differ-
ent strategies, including zero-shot, few-shot, and
fine-tuning settings. However, all models score
lower on the categorization task, indicating that
this task is more difficult.!

Table 6 in Appendix provides a breakdown of
F1-scores across hate speech categories. Both mod-
els perform best in the "Threat of Enmity; War;

'We couldn’t test Gemma on categorization because of the
model hallucination creating invalid outputs as discussed in
section G of the Appendix.

Attack; Murder; or Harm" category, with BERTurk
reaching 0.44 and TurkishBERTweet achieving
0.35. This suggests that explicit threats and vi-
olent language are easier to classify compared to
more nuanced hate speech types. In contrast, both
models struggle with "Exclusive/Discriminatory
Discourse” and "Exaggeration; Generalization; At-
tribution; Distortion". These results indicate that
more implicit and context-dependent hate speech
categories are difficult to detect and categorize.
Similar trends are observed across multilingual
models.

Task Model Precision Recall F1

TurkishBERTweet 0.50 £0.01 0.55+0.02 0.53 +0.02
BERTurk 0.57£0.02 0.62£0.01 0.59 £ 0.01
Llama-3.3-70B Few Shot  0.44 £ 0.01 0.67 £0.01 0.53 +=0.01
Llama-3.3-70B Zero Shot 036 £0.01 0.71 £0.01 0.48 +0.01
Llama-3.1-8B Finetuning 0.50 + 0.04 0.21 +0.04 0.30 + 0.03
Gemma2-9B-Finetuning  0.62 +0.05 0.36 +0.02 0.46 +0.01

TurkishBERTweet 024 £0.03 0.274+0.02 0.25+0.02
BERTurk 0.29+0.02 0.3440.02 0.31+0.02
Llama-3.3-70B Few Shot  0.18 +0.01 0.27 +£0.01 0.22 +£0.01
Llama-3.3-70B Zero Shot 0.15 +0.01 0.27 £0.01 0.19 +0.05
Llama-3.1-8B Finetuning 0.15 4+ 0.02 0.07 £0.01 0.10 = 0.02

Detection

Categorization

Table 2: Performance comparison of the models on the
hateful span detection and categorization tasks.

The confusion matrix in Figure 1 highlights
key misclassification patterns: (1) Poor recogni-
tion of exclusive/discriminatory discourse, par-
ticularly in ethnic profiling statements such as
"Biitiin Tiirkiyeli siyasilere DNA 1rk testi yapilarak
aciklanmali, kim Yahudi geni tasiyor, kim Yu-
nan geni tasiyor, kim Ermeni geni tasiyor." ("A
DNA ancestry test should be conducted on all
politicians in Turkey, and the results should be
publicly announced—who carries Jewish, Greek,
or Armenian genes."). (2) Failures in detecting
exaggeration and generalization, particularly in
demographic-based fear-mongering, such as "Ay-
nen Arapca 6gren de, 5 sene icinde tilkenin yarisi
Arap olunca Araplara da anlatirsin vatana sahip ¢ik-
may1." ("Learn Arabic, so in five years, when half
the country is Arab, you can explain to them how
to protect the homeland."). (3) False negatives in
threat-related speech, where phrases like "Yunan’1
denize doktik" ("We threw the Greeks into the
sea") were overlooked due to historical or patriotic
framing. (4) Missed swearing and dehumaniza-
tion, particularly obfuscated insults ("pzvnk" for
"pezevenk", "pimp") and indirect comparisons such
as "Bunlarin bir Rum, bir Ermeni kadar bile insan-
Iig1 yok" ("They don’t have even as much humanity
as a Greek or an Armenian"). These findings sug-
gest that the model requires improved handling
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of implicit biases, coded language, and contextual
nuance for more accurate classification.

Confusion Matrix

’ : : : .

- 47 30 0 4 [

True Label

14
n ﬂ 1 22 5) 35 207
0

i i ' 0
1 2 3 4 5
predicted Label

Figure 1: Hate speech categorization confusion matrix
0: Not hateful token 1: Exclusive/Discriminatory Discourse
token 2: Exaggeration; Generalization; Attribution; Distortion
token 3: Threat of Enmity; War; Attack; Murder; or Harm
token 4: Symbolization token 5: Swearing; Insult;
Defamation; Dehumanization token

5 Conclusion

We introduce HATECAT-TR, a Turkish tweet
dataset annotated with hate speech spans and their
categories. The dataset was created using auto-
mated GPT-40 annotations, followed by manual
expert review, ensuring high-quality labeled spans
across five hate speech categories.

Our evaluation demonstrates BERTurk’s better
performance over TurkishBERTweet for the span
detection and categorization tasks. Both models
perform best in detecting explicit threats, particu-
larly in "Threat of Enmity; War; Attack; Murder;
or Harm", but struggle with more implicit cate-
gories like "Exclusive/Discriminatory Discourse"
and "Exaggeration; Generalization; Attribution;
Distortion." Multilingual models, including vari-
ants of LLaMA and Gemma, perform noticeably
worse than the Turkish models across all categories,
highlighting the importance of language-specific
pretraining for nuanced hate speech detection. No-
tably, the categorization task is challenging not only
for the models but also for human annotators, who
showed lower agreement in labeling specific hate
speech types.

Error analysis reveals key challenges, including
false negatives in historically or politically framed
speech, and difficulties in detecting subtle dehu-
manization and coded language. These findings
highlight the need for improved models capable of
handling implicit bias and contextual nuances. We

believe that the dataset and baseline models pre-
sented in this study will form the basis for further
research on fine-grained hate speech detection.

Limitations

Despite the contributions of HATECAT-TR, sev-
eral limitations must be acknowledged. First, an-
notator subjectivity remains a challenge, especially
for implicit and context-dependent hate speech.
While our semi-automated annotation process im-
proves consistency, some spans remain ambiguous,
leading to disagreements among annotators and
affecting inter-annotator agreement. This issue is
particularly pronounced in the categorization task,
where the boundaries between hate speech types
can be blurred.

Second, the dataset is limited to Turkish tweets,
potentially introducing platform-specific biases.
Hate speech manifests differently across social
media, news sites, and online forums, requiring
broader dataset expansion to improve generalizabil-
ity. Moreover, some hate speech categories, such
as symbolization, are underrepresented, which may
affect model performance on more implicit forms
of hate speech.

Third, models struggle with detecting subtle,
coded, and highly context-dependent hate speech,
particularly when expressions carry historical, po-
litical, or cultural connotations. Notably, model per-
formance across categories does not always align
with annotator performance, suggesting that mod-
els rely on different linguistic cues than human
annotators. Future work should explore improving
contextual understanding, increasing data diversity,
and refining annotation guidelines to enhance de-
tection and categorization accuracy.

Finally, Turkish’s agglutinative morphology
presents specific challenges for span-level detec-
tion. Words often contain multiple morphemes,
and subword tokenization may not align well with
morpheme boundaries. In our comparison, Turkish-
specific models produced more coherent segmenta-
tions, while multilingual models tended to gener-
ate fragmented or unnatural subword units. While
tokenization issues alone do not explain the full
performance gap, they likely contribute to reduced
span accuracy.

Ethical Considerations

This study supports hate speech moderation and
research while minimizing potential harm. Since
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the dataset contains hateful speech, including offen-
sive or harmful content, reader discretion is advised.
To mitigate risks, researchers and annotators were
informed in advance about the nature of the con-
tent to ensure mental preparedness when handling
sensitive material.

To ensure ethical dataset construction, we pri-
oritize privacy and anonymization by removing
usernames, preventing individuals from being iden-
tified. The dataset is designed to be inclusive, cov-
ering hate speech targeting eight minority groups,
but some hate speech categories may be underrep-
resented, and biases in annotation or model per-
formance could disproportionately affect certain
groups.

Responsible use of the dataset is essential, as
it is intended strictly for academic research. Any
misuse, such as attempts to amplify hate speech
or evade moderation systems, is strongly discour-
aged. Given the sensitive nature of hate speech, all
annotations underwent manual review to enhance
reliability.

While HATECAT-TR and models trained on
such data provides a valuable resource for Turkish
hate speech detection, responsible and ethical use
is crucial. Future work should focus on reducing
biases, improving contextual detection, and adapt-
ing to the evolving nature of online hate speech to
create safer digital spaces.

Al Assistants
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in early drafts of this document for proofreading,
spell-checking, and grammar correction. The final
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A Initial Dataset

The tweets were collected from 2022 to 2024 based
on current events and specific hashtags/keywords
that focus on groups frequently targeted by hate
speech. The dataset spans a diverse range of top-
ics and targets, including tweets related to the
Israel-Palestine conflict, anti-Greek sentiment in
Turkey, and anti-refugee sentiment. It also includes
tweets from the election period, containing hate
speech directed at various ethnic and religious iden-
tities, such as Arabic, Alevi, Armenian, Kurdish,
and LGBTI+ communities.
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B Automated Span Annotation

We utilized the following system message to in-
struct GPT-40 model during annotation:

You are a crowd-source worker who
identifies and labels hate
speech in Turkish tweets. For
each tweet, find the hate speech
spans targeting the given group
and label them with the hate
speech category.

Hate Speech Categories:
- Exclusive/Discriminatory Discourse
- Exaggeration; Generalization;
Attribution; Distortion
- Threat of Enmity; War; Attack;
Murder; or Harm
- Symbolization
- Swearing; Insult;
Dehumanization
Return a JSON for each tweet:
{
"tweet": {
"id": "t
"span": [
{
"text_span": "",
"hate_speech_category":
}’
{
"text_span”: "",
"hate_speech_category":

}

Defamation;

nn

nn

Listing 1: System message for automated annotation

We used English prompts for Turkish input to
leverage LLMs’ stronger alignment with English
instruction formats. Prior studies have shown that
translating prompts into English can improve per-
formance on non-English tasks when using English-
centric models (Bareif3 et al., 2024; Mondshine
et al., 2025; Liu et al., 2025). Given that LLM
outputs are sensitive to prompt design, we exper-
imented during pilot testing with extended defini-
tions and examples for each hate speech category.
However, these more detailed prompts did not im-
prove annotation quality. As the LLM-generated
spans served only as initial suggestions, all outputs
were subsequently reviewed and corrected by hu-
man annotators, ensuring the reliability of the final
dataset. Due to this human verification step, we did
not further optimize the prompt beyond the pilot
phase.

C Span Annotation Guidelines

C.1 Annotators

The annotators were recruited as part of an ongoing
project and had previously received training from
the Hrant Dink Foundation (HDF) on hate speech
detection, including its identification and catego-
rization. The team consisted of six annotators with
academic backgrounds in various disciplines: two
from linguistics, three from cultural studies, and
one from political science. They were either stu-
dents involved in projects or employees of the orga-
nization. Compensation details were aligned with
the HDF’s standard policies for research assistants
and project contributors.

C.2 Annotation Process

To ensure high-quality span annotations, additional
refinement was performed through manual review.
All GPT-4o-generated spans were manually re-
viewed by human annotators, with each tweet as-
signed to two different annotators. Our process
involved evaluating all spans for each tweet rather
than relying on random subsets per category. The
annotators were randomly assigned tweets, ensur-
ing that each tweet was independently reviewed by
two individuals. Annotations exhibiting substan-
tial disagreements regarding hatefulness or with
an Intersection over Union (IoU) score below 0.5
between annotators were subjected to a secondary
review. A third annotator subsequently conducted
a secondary review, selecting the most appropriate
annotation from the two initial reviewers or reject-
ing both if neither was satisfactory.

The semi-automated approach allowed annota-
tors to verify and revise existing annotations rather
than annotate from scratch. Without this method,
they would have manually labeled all 2981 tweets,
including the 1530 that were ultimately accepted
without changes, which would have significantly
increased the workload. Instead, annotators fo-
cused only on revising 1451 tweets, addressing
span boundaries, correcting category labels, or re-
moving hallucinated content. Given the complexity
of identifying spans and assigning one of five cate-
gories, this approach greatly reduced the annotation
effort.

C.3 Annotation Task Definition

The objective of this task is to identify and label the
hateful text span (i.e., the text fragment containing
hate speech) in tweets targeting specific groups, in-
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cluding Greek, Armenian, Kurdish, Alevi, LGBT,
immigrant/refugees, Arab, and Jewish communi-
ties. For each span identified, annotators must as-
sign the appropriate hate speech category based on
its content.

C.4 Pre-Annotated Predictions

Annotators are provided with initial span predic-
tions and category labels generated by GPT-40
to facilitate the annotation process. These pre-
annotations should be reviewed and adjusted as
necessary: annotators may delete, create, or mod-
ify spans to accurately capture hate speech and
assign appropriate categories.

C.5 Hate Speech Categories and Examples

Annotators are provided with hate speech cate-
gories along with their examples.

Exclusive/Discriminatory Discourse

* Definition: Language that excludes or differ-
entiates negatively based on group member-
ship.

* Tweet Example: “Armenians do not belong
in these lands, they are not one of us.”

* Hateful Span: “Armenians do not belong in
these lands”

* Category: Exclusive/Discriminatory Dis-
course

Exaggeration, Generalization, Attribution, Dis-
tortion
* Definition: Making unfair generalizations or
attributing negative traits to a group.
* Tweet Example: “All Kurds disturb the peace,
that’s why we don’t want them in our cities.”
» Hateful Span: “All Kurds disturb the peace”
» Category: Exaggeration; Generalization; At-
tribution; Distortion

Threat of Enmity, War, Attack, Murder, or
Harm
* Definition: Statements suggesting or inciting
violence or harm toward a group.
* Tweet Example: “We should get rid of these
Jews, we can’t tolerate it anymore.”
* Hateful Span: “We should get rid of these
Jews”
* Category: Threat of Enmity; War; Attack;
Murder; or Harm

Symbolization
* Definition: Using symbols or traits to rein-
force negative stereotypes about a group.

* Tweet Example: “How can a Kurdish deputy
represent us? They can’t work for this coun-
try.”

» Hateful Span: “How can a Kurdish deputy
represent us?”’

* Category: Symbolization

Swearing, Insult, Defamation, Dehumanization

* Definition: Direct insults or dehumanizing
portrayals of a group.

* Tweet Example: “These Syrian scum have
ruined our country.”

» Hateful Span: “These Syrian scum”

» Category: Swearing; Insult; Defamation; De-
humanization

C.6 Annotation Interface and Guidelines

The annotation process is conducted using Label-
Studio*. Figure 2 illustrates the annotation inter-
face used for labeling hate speech spans in tweets.
Key components of the annotation interface in-
clude:

* Green Box: Displays annotation versions (v1
for the model’s prediction and for annotators’
versions).

* Black Box: Highlights the target group af-
fected by the hate speech.

* Blue Box: Contains category buttons for an-
notators to assign labels.

* Red Box: Displays the text to be annotated.

* Yellow Box: Shows all annotated spans, while
the orange box highlights the currently se-
lected annotation.

Annotators should first select a category button

before highlighting the hateful span. The red trash
button allows deletion of incorrect annotations.

D Hate Speech Span Mismatch Review
Guidelines

D.1 Review Task Definition

Each tweet in this task contains two different hate
speech span annotations. The objective is to deter-
mine the correct annotation. Annotators should:
* Select the correct annotation if one of the two
is accurate.
* Reject both annotations if neither is correct.
* Refer to the hate speech categories and exam-
ples for guidance.

*https://github.com/HumanSignal/label-studio/
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Category

Example Text

English Translation

Exclusive/Discriminatory Discourse

"Turk’tin devletinde biri Giircii digeri s6ziim ona
Kiirt iki aday arasinda tercih yapmak zorunda kaldik"

"In the Turkish state, we had the choice between a
Georgian and the other so-called Kurdish candidates"

Exaggeration; Generalization; Attribu-

tion; Distortion

"Kani1 ermeni olanlara anlatamazsiniz! Cekinmenize
gore yok."

"You can’t explain it to those with Armenian blood!
There is no need to hesitate."

Threat of Enmity; War; Attack; Murder;

or Harm

"7 divel degil, 70 diivel de gelseniz Tiirklerin yum-
rugunu hissettiinizde diinyanizi sapitmig olursunuz.
Anadolu higbir zaman Yunan olmadi, Yunan diye bir
medeniyet hi¢ olmadi.

"Not just seven nations, but even seventy nations—
when you feel the fist of the Turks, your world will
be turned upside down. Anatolia was never Greek,
and there was never a Greek civilization. "

Symbolization

"yunan ve ermeni tohumlarin siler atariz"

"We will wipe out the greek and armenian offspring."

Swearing; Insult; Defamation; Dehu-

manization

"15 mayista hesaplasacagiz diyen ermeni kopekler
vard1"

"On May 15th, there were armenian dogs saying ‘we
will settle accounts’”

Table 3: Categories of harmful content with examples. Highlighted spans show span annotations.

Projects / Elif[2.71

/ Labeling

#7361 28

+ | €0

gokceuludogan #TUnho
2 minutes ago

o v1 #28258
¥ about 14 hours ago

I Hedef: Yunan Kariwh I

[ Settings

Info

Ayrimei/Dislayici Soylem 1

| Sembolizm 4

I Abarti; Genelleme; Atif; Carpitma 2

Dismanlik; Savas; Saldiri; Cinayet; veya Zarar Tehdidi

Kifir; Hakaret; Iftira; Insanliktan Cilkarma 5

History

Selection Details

Erdogan uyard.

Peki,

ANSIZIN GELEBILIRIZ

Muhalefet kimi destekleyecek ?

#SakamizYokYunanistan https://t.co/W87NrcbNxn

@baba_1453_ @Fahri35_ @06ckaya @ibrahimCanTR @Svm__Ce @anne_babasiz @mai_ve_siyah34 @dilara_onur34 @akinci7826 @._zlem_50
(@Pak_Turk39 Yunanistan haddini agti

1
T

Regions Relations

= Manual >

O sByTime =1

Yunanis.. + 1.00

AN.. 100

#%a.. + 1.00

Figure 2: Annotation interface used in the labeling process. The interface includes predefined hate speech categories,
model-generated initial annotations, and manual annotations for review. Tweets in Turkish are shown in this example,
where spans such as “Yunanistan haddini agt1” (“Greece has crossed the line”) are labeled under relevant categories.
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D.2 Reviewing Interface

The review process is also conducted in LabelStu-
dio. Figure 3 show the annotation interface used for
reviwing annotations, with the following interface
elements:
* Yellow Box: Displays the targeted group.
* Red Box: Lists possible hate speech cate-
gories.
* Green Box: Contains all annotated spans.
* Blue Box: Allows selection between the two
annotations or rejection of both.

E Target group distribution

The distribution of the target groups is presented in
Table 4.

Table 4: Statistics of the annotated dataset with respect
to target groups.

Number of Tweets Number of Tweets

Target Group Before Mismatch Handling After Mismatch Handling
Jew 1132 925

Greek 1119 1015

Armenian 628 534

Arab 337 301

Alevi 127 108

Kurdish 63 52

LGBTI+ 49 46

F Inter-annotator agreement

The overall and category-specific inter-annotator
agreements are presented in Table 5.

Metric F1
Overall Detection 0.77
Overall Categorization 0.50
Exclusive/Discriminatory Discourse 0.44
Threat of Enmity; War; Attack; Murder; or Harm 0.66
Symbolization 0.29

Exaggeration; Generalization; Attribution; Distortion 0.44
Swearing; Insult; Defamation; Dehumanization 0.54

Table 5: Inter-annotator Agreements

G Implementation Details

We formed our test set by randomly selecting 300
tweets from tweets that reached agreement after
the first human review stage to ensure its reliability.
The remaining tweets were used for training with
5-fold cross-validation. We utilized BERTurk>,

>https://huggingface.co/dbmdz/bert-base-turkish-cased

TurkishBERTweet ©, LLaMa-3.3-70B-Instruct’,
LLaMa-3.1-8B%, and Gemma-2-9B° models.

For BERTurk and TurkishBERTweet models, we
used the AdamW optimizer with the following hy-
perparameters: the learning rate is 0.00005, the
batch size is 4, the number of epochs is 5, the early
stopping patience is 3, and the warm-up ratio is
0.1.

For LLaMa-3.1-8B and Gemma-2-9B, we
applied a parameter efficient finetuning with
rsLoRA (Kalajdzievski, 2023) and used the
AdamW 8 bit optimizer with the following hyper-
parameters: the learning rate is 0.0002, the batch
size is 8, the number of epochs is 1. During the cat-
egorization task, Gemma consistently produced un-
parsable outputs. To address this, we experimented
with various settings, including different number
of epochs, reduced batch sizes of 2 and 4. as well
as 4-bit and 8-bit quantization. Despite these ef-
forts, the issue remained unresolved, and thus we
were unable to report Gemma’s performance on the
categorization task.

We conducted zero-shot and few-shot experi-
ments with with LLaMa-3.3-70B-Instruct. For
zero-shot inference, we used the prompt described
in Appendix B. For the few-shot setting, the same
prompt was extended with additional examples
taken from Appendix C.5.

We performed training using 5-fold cross-
validation and reported the mean and standard de-
viation of all runs. Separate models were trained
for hate speech detection and categorization tasks.

Evaluation was performed using the SeqEval'®
library. Predictions and true labels are flattened,
and precision, recall, and F1 scores are computed.

H Hate Speech Categorization
Performance

Table 6 presents F1 scores for five hate speech
categories across a range of models.

®https://huggingface.co/VRLLab/TurkishBERTweet
"https://huggingface.co/meta-llama/Llama-3.3-70B-
Instruct
8https://huggingface.co/meta-llama/Llama-3.1-8B
“https://huggingface.co/google/gemma-2-9b
https://github.com/chakki-works/seqeval
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Hedef: Yunan Karsit
Info History

Dislama; Aynmci S8ylem 1 |Abanma,Gananeme,mkleme, Carptma 2 | Diismanlik, Savas, Saldin, Oldirme, Yaralama Tehditi 3 |5|mge\estlrme 4
Selection Details

Kilfiir, Hakaret, Asagllama, Insandiilastima

Select the correct annotation or neither if both of them are wrong:
Annotation 161
Annotation 2171

Neitherl®!

nnotation 1:

Ermenistan ile Yunanistan'in en biiyiik ortak 8zelligi ikisinin de an yuvasina comak sokan cocuklar gibi olmasidir.

Ermenistan , Azerbaycan'i taciz etmese idi belki Karabag savasi olmayacakt

Regions Relations
Yunanistan siirekli Tirkiye'yi taciz etmese id belki adalar hala onlarda olacak. (1)

3 Relations (0,
Annotation 2: ©
Ermenistan ile Yunanistan'in en biiyiik ortak 8zelligi ikisinin de an yuvasina comak sokan coeuklar gibi olmasidir.

Ermenistan , Azerbaycan'i taciz etmese idi belki Karabag savasi clmayacakt

Yunanistan stirekli Tarkiye'yi taciz etmese idi belki adalar hala onlarda olacakti.(1)

Figure 3: Review interface used in the annotation process. The example displays a tweet in Turkish where reviewers
must select the correct annotation or reject both if necessary. Highlighted spans correspond to the identified hate
speech segments.

LLaMa-3.3-70B LLaMa-3.3-70B LLaMa-3.1-8B

Category BERTurk TurkishBERTweet Few Shot Zero Shot Finetuning
Exclusive/Discriminatory  0.08 4+ 0.03 0.02 £0.03 0.12 £ 0.01 0.09 £+ 0.01 0.07 £ 0.04
Discourse

Exaggeration; Generaliza- 0.17 & 0.07 0.10 &+ 0.04 0.08 +0.02 0.08 + 0.01 0.02 £0.02
tion; Attribution; Distor-

tion

Threat of Enmity; War; At- 0.44 4+ 0.02 0.35 £0.02 0.33 £ 0.01 0.23 £ 0.01 0.10 £ 0.02
tack; Murder; or Harm

Symbolization 0.22 £+ 0.05 0.21 £0.06 0.00 £ 0.00 0.00 £+ 0.00 0.09 £+ 0.04
Swearing; Insult; Defama- 0.31 £+ 0.02 0.29 + 0.04 0.26 £ 0.01 0.28 + 0.01 0.13 +0.04

tion; Dehumanization

Table 6: Hate speech categorization performance.

25579



