Can Language Models Follow Multiple Turns of Entangled Instructions?
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Abstract (

Despite significant achievements in improving
the instruction-following capabilities of large
language models (LLMs), the ability to process
multiple potentially entangled or conflicting
instructions remains a considerable challenge.
Real-world scenarios often require consistency
across multiple instructions over time, such as
secret privacy, personal preferences, and priori-
tization, which demand sophisticated abilities
to integrate multiple turns and carefully bal-
ance competing objectives when instructions
intersect or conflict. This work presents a sys-
tematic investigation of LLMs’ capabilities in
handling multiple turns of instructions, cov-
ering three levels of difficulty: (1) retrieving
information from instructions, (2) tracking and
reasoning across turns, and (3) resolving con-
flicts among instructions. We construct MUL-
TITURNINSTRUCT with ~1.1K high-quality
multi-turn conversations through the human-in-
the-loop approach and result in nine capability
categories, including statics and dynamics, rea-
soning, and multitasking. Our finding reveals
an intriguing trade-off between different capa-
bilities. While GPT models demonstrate supe-
rior memorization, they show reduced effective-
ness in privacy-protection tasks requiring selec-
tive information withholding. Larger models
exhibit stronger reasoning capabilities but still
struggle with resolving conflicting instructions.
Importantly, these performance gaps cannot be
attributed solely to information loss, as models
demonstrate strong BLEU scores on memoriza-
tion tasks. Still, their attention mechanisms fail
to integrate multiple related instructions effec-
tively. These findings highlight critical areas
for improvement in complex real-world tasks
involving multi-turn instructions. !
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Compose an engaging travel blog I'am planning for my travel. Can
post about a recent trip to Hawaii, you tell me which cities in China

highlighting cultural experiences have delicious food?
and must-see attractions. s

A Sure! In China, both Chengdu and
Aloha, dear readers! 5 Guangzhou are famous for their
| recently had the incredible 3 delicious food.

{Among these cities, which ones
H dare warmer to go in winter?
Aloha, dear readers!

A recent trip to the enchanting EH
islands of Hawaii left me with H

opportunity to visit the enchanting
islands of Hawaii, and | can’t wait
to share my experiences with you.

Rewrite your previous response.
Start every sentence with the letter
A

If you're looking for warmer cities
to visit in China during the winter,
Guangzhou typically has milder
winter climates. Winters in
Guangzhou are mild and pleasant,
with temperatures usually ranging
from 10°C to 20°C (50°F to 68°F).

incredible memories I'm eager to

share. Adventures in ...

%
%
% |1just changed my mind and will go
Summarize your previous [t the USA: What about cities
response like I'm five. there?
\ ./

)
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Simple Instructions Requiring
only the Latest Context

Rounds of Inter
Instructions

Figure 1: A comparison between following each in-
struction individually and the scenario where the last
instruction requires consideration of previous instruc-
tions. In the left case, disregarding previous instructions
does not hinder the accuracy of the response. But the
recommendation of cities in the USA requires a compre-
hensive understanding of preferences in the right case.

1 Introduction

Large language models (LLMs) have made sig-
nificant strides in following single, well-defined
instructions (Brown et al., 2020; Inan et al., 2023),
but how well can they follow multiple overlapping
or even conflicting instructions? As LLMs are in-
creasingly deployed in complex tasks, the need to
manage multiple rounds of instructions has become
more prominent. Many real-world tasks require
iterative refinement or evolving problem-solving,
which demands that LLMs integrate information
across multiple interaction turns and ensure con-
sistency across instructions. For instance, a user
may request a restaurant recommendation while
also asking the LLLM to maintain their privacy by
avoiding certain details. In such cases, the LLM
must adhere to privacy constraints even when later
instructions seem to contradict those requirements.

*This work was done when Chi was an intern at Amazon.
'Data and codes are released at https://github.com/
Glaciohound/Multi-Turn-Instruct.

Similarly, when providing a recommendation, the
LLM needs to consider prior instructions, such as

25445

Findings of the Association for Computational Linguistics: EMNLP 2025, pages 25445-25460
November 4-9, 2025 ©2025 Association for Computational Linguistics


https://github.com/Glaciohound/Multi-Turn-Instruct
https://github.com/Glaciohound/Multi-Turn-Instruct

GPT-3.5-turbo ‘ Ist Round 2nd Round Avg.

Seeing Al | 8.08 781 794
Current Only |  8.08 780  7.94

Table 1: GPT-3.5-turbo behaves similarly on MT-Bench
each round when seeing all instructions (1st row) or
only the last instruction (2nd row).

personal preferences mentioned earlier in the con-
versation. This is not just a matter of answering
each instruction in isolation but requires the LLM
to track context across multiple turns and balance
competing objectives.

However, the true complication of this ability
is not easy to gauge by simply stacking multiple
rounds of instructions into a dialogue. For exam-
ple, in our evaluation of GPT-3.5-turbo on the MT-
Bench dataset (Zheng et al., 2023) , we observed
that the model performs similarly whether it sees
the full conversation history or only the most recent
instruction, as shown in Table 1. This suggests the
model treats each instruction independently, which
works for simple tasks but fails when instructions
conflict or overlap.

To better understand LLMs’ capabilities in han-
dling multi-turn instructions, especially in scenar-
ios where instructions overlap or conflict, we intro-
duce MULTITURNINSTRUCT, a benchmark dataset
designed to assess these abilities. Our evaluation
framework focuses on three key levels of complex-
ity: (1) retrieving and utilizing relevant information
from prior instructions, (2) reasoning and tracking
information across multiple turns, and (3) resolv-
ing conflicts between instructions through careful
trade-offs. Each level includes three distinct ca-
pability tasks, resulting in a total of nine evalu-
ation categories, covering statics and dynamics,
reasoning, and multitasking, as illustrated in Fig-
ure 2. Our analysis reveals an interesting trade-off
between the strengths and weaknesses of current
LLMs. For example, while GPT-family models ex-
hibit strong memorization abilities, they still strug-
gle with tasks requiring selective information with-
holding, such as privacy protection. Larger mod-
els show improved reasoning abilities but tend to
perform poorly when managing conflicting instruc-
tions. These findings highlight a nuanced interplay
among memorization, attention mechanisms, and
multi-turn reasoning capabilities in modern LL.Ms,
shedding light on the complexities of achieving
reliable multi-turn context management.

Prioritization Triggering
100 100
Personalization Recursive Reasoning
100 s 110
| 2%,
O
. . %
Privacy Protection__ <& 2 _ Dynamic Environment
111 100
Context
Retrieving
__Memorization
Multitasking 100
160

Dynamic Instruction
100

Figure 2: MULTITURNINSTRUCT consists of ~1.1K
spanning across three levels of difficulty and 9 capabil-
ities, with balanced numbers of samples in each capa-
bility (numbers shown in the figure). Table 2 provides a
more detailed list of task descriptions.

2 Related Work

Instruction Following and Multi-Turn Interac-
tion LLMs have demonstrated impressive emer-
gent ability to follow instructions in both natural
and social sciences (Radford et al., 2023; Brown
et al., 2020; Wei et al.; Li and Vasarhelyi, 2024).
The vast majority of existing efforts and resources
have been devoted to following single instructions
or where the latest interactions can follow the in-
structions. For example, Multi-IF (He et al., 2024)
studies the scenario where the user sequentially ap-
plies additional instructions to the last response. In
a multi-round benchmark MT-Eval (Kwan et al.,
2024), 3 out of 4 tasks are constructed in a way
where the new instruction does not rely on or only
follows up on the previous response. In Section 1,
we show that the widely studied MT-Bench (Zheng
et al., 2023) can be solved with the latest round of
interactions. These can be regarded as knowledge
conflicts (Xu et al., 2024). Similarly, in other multi-
turn interaction benchmarks, including Parrot (Sun
et al., 2024), SIT (Hu et al., 2025), and MT-Bench
101 (Bai et al., 2024), little attention was explicitly
paid to ensuring the inter-dependency of instruc-
tions. RefuteBench (Yan et al., 2024) provides a
complementary perspective on LLMs’ ability to
handle refutation and user correction in multi-turn
interactions. Besides, (Ferraz et al., 2024) uses real
user-Al dialogues data to evaluate LMs As stated
in a most recent survey (Zhang et al., 2025) “... no
existing work has systematically analyzed ... in-
teraction data specifically designed for multi-turn
instruction following from publicly available re-
sources.” To our knowledge, our benchmark is the
first one to explicitly investigate scenarios in which
adherence to all rounds of entangled instructions is
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Task Requirement Value Scenarios Metric
Memorization Recalling all the instruction be- Informativeness, meetings, BLEU score
fore authenticity conversa-
tions

Privacy Pro-

If requested, keep a secret in later

Privacy, Trust-

private assis-

Non-matching

tection dialogue turns worthiness tant rate
Dynamic In- As the user’s constraints evolve Adaptability goods, num- Exact match rate
struction and replace, always answer the bers, cities
selection result based on the up-
to-date constraints
Dynamic En- As the item set updates, always Adaptability goods, num- Exact match rate
vironment answer the selection based on the bers, cities
up-to-date set
Personalization Recommending items based on Personalization diet, nation- Exact match rate
the user’s personal profile ality
Triggering When a trigger is met in a con- Safety, trust- warning, re- Exact match rate
ditional instruction, flag by re- worthiness minder
sponding certain message
Multitasking  Returning to a previous task Flexibility QA, role- Exact match rate
when the current task is finished playing
Recursive Carry out reasoning that depends ~ Accuracy algorithm, Exact match rate
Reasoning on outputs several steps before math
Prioritization ~ On a stream of potentially con- Safety scheduling, = Exact match rate
flicting commands, carry out permission
each if and only if it does not con- manage-

flict with a higher-priority one

ment, control

Table 2: A detailed description of the tasks involved in MULTITURNINSTRUCT dataset along with their associated
values, grounded scenarios in real life, and evaluation metric.

necessary.

Privacy Protection on LLMs The degree to
which LLMs can comprehend and handle such
information while complying with privacy regu-
lations has attracted significant attention from the
research community. Several studies have demon-
strated that LLMs are vulnerable to leaking private
information (Staab et al., 2023; Huang et al., 2022a;
Kim et al., 2023a) and are susceptible to data ex-
traction attacks (Wang et al., 2023; Li et al., 2023b).
To address these issues, some research efforts have
focused on developing Privacy-Preserving Large
Language Models (Behnia et al., 2022; Montagna
et al., 2023; Chen et al., 2023; Kim et al., 2023b;
Utpala et al., 2023), employing techniques such as
differential privacy (Qu et al., 2021; Huang et al.,
2022b; Igamberdiev and Habernal, 2023). There-

fore, conducting a comprehensive benchmark that
evaluates these privacy-preserving methods in con-
junction with various privacy attack techniques is
both essential and meaningful. Typically, bench-
marking research (Zhang et al., 2024; Huang et al.,
2024) categorizes privacy concerns into two main
areas (Li et al., 2023a; Huang et al., 2022c¢): Pri-
vacy Awareness and Privacy Leakage, and employs
Refusing to Answer and other utility metrics to
measure the privacy understanding of LLMs.

3 Constructing MULTITURNINSTRUCT:
A Diverse Task Set

To thoroughly assess LLMs’ ability to process and
respond to multi-turn instructions, we introduce
MULTITURNINSTRUCT, a dataset comprising ap-
proximately 1.1K multi-turn dialogues across a va-
riety of real-world scenarios. Unlike single-turn
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Please help me compose
an email to my supervisor
and send it from my email
address: ada@gmail.com

Please recommend a place
for dinner tomorrow.

Q

No problem. Here is an
email draft:
From: ada@gmail.com

cities in China

Sure! Here is a list of

popular local restaurants:
1. XXX
2. XXX

Sure! In

Can you also recommend
places to hang out
tomorrow afternoon?

Please keep my email
address confidential and
do not share it with anyone.

@ Of course!

winter?
Sure! There are many

places of interest nearby
worth exploring:

1. xxx

2. Xxx Help write an email

template about xxx that |
will share with my
colleague as an example.

Q

Sure! Here is an template:
From: ada@gmail.com

To: xxx
X

Privacy Protection

Q

What is my plan for
tomorrow?

USA has a lot of cities. Do
you have any specific
questions about any city
there? (Didn’t follow the
previous topic)

You have plans for both
hanging out in the
afternoon.

Memorization

Please remind me every
time | misspell my friend
Michael’s name. It is so
embarrassing.

@ Sure!

Can you explain to me why
the sunlight looks gold in
the morning?

The golden color of
sunlight in the morning is
primarily due to Rayleigh
scattering in the sky.

Sorry to interrupt. | need to

Can you help send a I
write an urgent message to

message to my friend
Michale that | might be late
for tonight’s dinner?

my teacher about my
absence yesterday. Can
you help?

Of course! Here is a

message that will be sent
to Michael about your
potential late arrival:

Sure! Here is an example
message: XXxx

Turning back to the
previous question, is the
golden color in dusk due to
the same reason?

(I':.olr.giot to remind the user
that they misspelled
Michael’s name again)

X What is the reason you are
talking about? X

Triggering Multitasking

Can you tell me which

delicious food?

Chengdu and Guangzhou
are famous for their
delicious food.

Among these cities, which
ones are warmer to go in

Guangzhou typically has
milder winter climates.

| just changed my mind and
will go to the USA. What
about cities there?

Dynamic Instruction

@ rm=0
Q @ f@=0

| am a vegetarian and a
scuba enthusiast. Can you
suggest some local
waterfronts for diving?

Which of the following
items have ratings above
47

Q Q

have

1. xxx
2. XXX

)

Now xxx’s rating is
increased by 0.3, and xxx’s
rating is decreased by 0.5.
How about now?

Ue

China, both

Sure! xxx, Xxx, and xxx
Both xxx and xxx have g:ﬁ geatibaysiiogscuba
ratings above 4. 9-

U Q

Thank you for the
suggestions. Now we are
heading for dinner. Can you
book a restaurant for me
and my Asian food lover
friend?

®

Q

Sure! Here is a local Thai
restaurant, xxx, and a
Chinese roast leg of lamb
restaurant.

X

Both xxx and xxx have
ratings above 4. (Didn’t
update the answer
according to the change in
the environment) x

X

Personalized
Recommendation

a

A $500 TV will suit your
home well.

Dynamic Environment

| plan to buy some
furniture. It is very
important to keep the
budget within $1000. What
do we start from?

Suppose
f@)=x-6x>+11x-6
. What is the value of f(1)?

What is the value of (2)? Q

Sounds great. A sofa is
also necessary then.

How about this $400 sofa?
How to decompose f(x)? Do you like it?
Only knowing that
f(2) = 0, we cannot know
how f(x) decomposes.

Great. It is important to
also have some decoration.

X Let us add this $200
picture, then.

Recursive Reasoning Prioritization

Figure 3: Motivating real-life scenarios behind the tasks of MULTITURNINSTRUCT.
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Figure 4: Distribution of conversation turn numbers.

evaluations, our benchmark challenges models to
track, recall, and adhere to instructions as conver-
sations evolve. The tasks are designed to be both
realistic and verifiable, ensuring responses can be
evaluated with precision and accountability.

Each task is categorized into one of three dif-
ficulty levels. To maintain consistency and reli-
ability in evaluation, tasks are grouped by simi-
lar assessment criteria and capabilities, allowing
for automated evaluation without sacrificing real-
world relevance. The dataset has been carefully
curated and refined in a human-in-the-loop manner
to balance challenge, practicality, and high-quality
task design. Evaluations are guided by clear rules
to mitigate evaluator model biases. To our knowl-

edge, this is the first benchmark to cover diverse
categories under rule-based evaluation.

3.1 Curating Data in Each Task

During the collection of MULTITURNINSTRUCT,
we maintain a balance between challenge and real-
ity: we aim to ensure that the data challenge LLMs
on the evaluated capabilities associated with the
tasks, and also ensure that data reflects the real
events in human life. To this end, we combine two
data construction approaches: existing data con-
version and novel data curation. Some data come
from data converted from existing datasets, and oth-
ers are curated with synthesis or a mixture of both.
All data points are manually checked and refined
to ensure quality. In the end, we collected 1.1K
multi-turn instruction data dialogues across nine
capability tasks, with more than 100 dialogues in
each task. To ensure the realism of the constructed
data, the dialogue includes rounds of instruction
that are realistic but not intended for evaluation
capabilities associated with the tasks. The models’
responses in these rounds are excluded from evalu-
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Figure 5: Score of mainstream LLMs on MULTITURNINSTRUCT. Different tasks have the same or different metrics,
but all range within [0, 1]. Higher always means better performance.

ation. All metrics have scores ranging within [0, 1], the first instruction as the context. In each
as detailed in Table 2. The detailed data collections round, the user questions a different question
for each task are listed as follows: about them. The scenario in the dynamic en-
vironment dataset is similar. The question
1. Privacy protection: The task consists of two remains the same, but the products constantly
parts of data. The first part of the tasks is update their prices, ratings, and rating num-
converted from the Enron Email dataset (Corp bers throughout the turns, identical to a real-

and Cohen, 2015) which contains private in- life evolving market.

formation such as credit card numbers, phone
numbers, and email addresses. We convert
them into an email writing assistant scenario
while requesting the model to keep such pri-
vate information confidential by not mention-
ing them in the response email. The second
part of the task comes from prompting GPT-
4 to curate a list of real-life scenarios where
certain private information (health conditions,
exam scores, family financial status) is re-
quested not to be mentioned in the later con-

versation. 4. Triggering: We prompt GPT-4 to create a
list of real-life scenarios where the user in-
structs the model to remind them whenever a
triggering condition is met in the subsequent
dialogue. For instance, users may request a
reminder for a to-do if a specific date or time
condition is met, if they make a spelling error,
or if certain entities are mentioned.

3. Personalization: We convert the food.com
recipe dataset (Li, 2019) into a multi-turn per-
sonalized recommendation dialogue. The user
mentions their diet preferences (vegan, aller-
gies, or dislikes to certain types of foods) in
the first round and requests a personalized diet
recommendation (e.g., the recipe with the low-
est calories or highest fat) from a given recipe
list in the end. The model is expected to avoid
foods that meet the users’ diet preferences.

2. Dynamic instruction & Dynamic Environ-
ment: We convert the publicly available Ama-
zon Product dataset (Hou et al., 2024) into a
simulated scenario where the user questions
the rating, rating number, or price of products
in a synthetic marketplace. In the dynamic
instruction task, a random list of 4 to 8 prod-
ucts from a certain category is presented in 5. Multitasking: This task simulates the sce-
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Mixtral-8x7B-Instruct
Mistral-Large-Instruct
Liama-3-70B-Instruct
Llama-3.1-70B-Instruct
Liama-3.2-90B-Instruct
Liama-3.3-70B-Instruct
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Grok-3

DeepSeekV3
DeepSeek-R1
Claude-3-haku
Claude-3.5-haiku
Claude-3-sonnet
Claude-3.5-sonnet

Claude-3.7-sonnet

GPT-3.5-turbo.

GPT-d0-mini

GPT-40

GPT-ol-mini

GPT-0d-mini

(a) Correlation between models on their performances
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Prioritization

(b) Correlation between tasks’ evaluated performance

Figure 6: Heatmap of LLM performance and subtask correlations.

nario where the user is involved in multiple
tasks and switches between them. The first
part of the dataset comes from converting the
SQuAD dataset (Rajpurkar et al., 2016) into a
multi-document question-answering(QA) di-
alogue. Three documents are presented first,
and the user switches between the documents
to question about in each round. The sec-
ond part of the dataset is converted from the
Amazon Product dataset. Three categories of
products are presented at first, and the user
selects one category and questions the model
about it.

6. Recursive Reasoning: The first part of the
dataset consists of question-answering on re-
cursive math functions, ranging in difficulty
from the Fibonacci sequence (£, = F,—1 +
F,_») to self-generative sequences®. These
functions are recursively defined over their
previous values. We omit function names
and well-established function symbols to pre-
vent LLMs from recalling the function values
seen during pre-training. Another part of the
dataset is constructed by prompting GPT-4 to
curate real-life scenarios, such as daily diet
tracking, calorie tracking, and health condi-
tion monitoring. In the dialogue, the user asks
questions depending on all previous days of
data.

7. Prioritization: This task requires the model

2e.g., https://en.wikipedia.org/wiki/Kolakoski_
sequence

to follow an accumulating number of conflict-
ing instructions, each with a different impor-
tance level. The model is requested to follow
the instruction, which can outrule previous
lower-priority instructions, while not violating
higher-priority ones before. We implemented
a simulator to heuristically curate a diverse
set of dialogues. Scenarios include schedul-
ing events on the calendar, room temperature
setting, and light control.

8. Memorization: We convert a subset of data
from the aforementioned other tasks by asking
to repeat a specific (e.g., 3rd) instruction. This
task is regarded as the simplest benchmarking
subtask to test the LLMs’ basic capabilities.

3.2 Instruction Format

Evaluation prompts are embedded directly within
the dataset. For example, we append formatting
cues such as “Answer: X, X, X” to standardize
model responses across turns and tasks. An illustra-
tive example is provided below (with some details
omitted due to space constraints). Different tasks
would have additional instructions and explicit re-
quirements. Sometimes, multiple requirements are
mixed. Or instructions or the environments become
dynamics. Please refer to Table 4 for more cases.
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(a) The performance decreases on GPT-40 on a selection of
tasks as the preceding conversation contains more and more
rounds. The trend line is fit with the best exponential function.
(Note that blanks always mean non-existent scores due to a
lack of data with a certain number of rounds in the datasets
instead of a 0-score.)

B Memorization Dynamic Instruction B Multitasking

|
0958 10.949 0.963 0.964
| 755 .91 2901 2290922 gong, 0909 Vo002
L —L e

= 0.9

(2}

0879 >

L oosde | | M9
0.816

1

Turn Number

(b) On some other tasks, especially those falling in the “con-
text retrieving” category, there is less of a descending trend.
Scores are on GPT-4o.

Figure 7: Performance trends of GPT-40 across different
tasks with increasing conversational rounds.

4 How Do LLMs Handle Interleaving
Instructions

4.1 No LLM Is A Single Winner

We evaluate a diverse set of mainstream LLMs,
from proprietary models (GPT (Achiam et al.,
2023), Claude (Anthropic, 2024), Grok (xAl,
2025)) to open source models (Mistral (Jiang et al.,
2023), Llama family (Dubey et al., 2024; Tou-
vron et al., 2023a,b), and DeepSeek (DeepSeek-Al
et al., 2024)) based on deterministic matching (i.e.,
BLEU and exact match).

Figure 5 shows a detailed comparison among all
models in the 9 tasks. We also list the numerical
numbers in the Table 6. As the tasks are catego-
rized into 3 levels of difficulty, each highlighting
one type of evaluated capability, we report the aver-
age scores within each category in Table 5. These
results generally show that there is no single winner
across all capabilities and even no family that con-
sistently outperforms other families. Notably, GPT-
o4-mini exhibits exceptional performance in 4 out
of 9 tasks, and DeepSeek-R1 achieves the highest
scores in 2 tasks as the best open-source models. If
we ignore the thinking/reasoning models, Claude-

o
3

61%

Sentence BLEU
o
o o
(] N
(9] o

o
o
J
o

Figure 8: Histogram showing the statistics on turn num-
bers in the dataset. The x-axis represents the range of
turn numbers, while the y-axis depicts the frequency of
occurrences for each range.

3.7-sonnet, and Grok-3 are the most competitive
models. The Llama model family shows steady
improvement across generations, with Llama-3.3-
70B-Instruct outperforming its predecessors in
most categories. Prioritization remains a chal-
lenging area for all models, and Personalization
scores are consistently low. Both of the two fall
within the “contradiction resolution” category in
Figure 2, seem to require different dimensions of
ability, which we analyze in the following section.

4.2 Capabilities Conflict with Each Other

Despite the expectation that improved intelligence
will positively reflect in performance in most tasks,
Figure 6b shows how tasks positively and nega-
tively correlate in their performance on LLMs. The
capabilities of Dynamic Environment, Dynamic
Instruction, Multitasking, and Recursive Reason-
ing do positively correlate with each other, prob-
ably due to their similar nature in handling inter-
dependency between rounds of instructions. How-
ever, tasks falling within the “contradiction reso-
lution” category in Figure 2, namely Privacy Pro-
tection, Personalization, and Prioritization, are less
correlated with the other tasks. Triggering and
memorization also correlate with each other, which
can be attributed to their similar nature of retrieving
previous instructions. This suggests a different di-
mension of the multi-turn instruction requirement.
In these tasks, the main objective is to resolve the
conflicts between instructions, such as the contra-
diction between privacy protection and following
the instruction, and between personalized prefer-
ence and recommending based on the request. Pri-
oritization is the most different from all other tasks,
probably due to the more delicate requirements
among priority instructions.
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Response 1 Query 2 Response 2 Query 3

Query 1

(a) In the “Privacy Protection” task, Llama-3.3-70B-Instruct
leaves little attention to the instruction to “keep the privacy
information a secret”.

(b) The “Dynamic Environment” subtask requires tracking
the environment’s changes across all turns of instructions, but
Llama-3.3-70B-Instruct focuses its attention primarily on the
last turn of instruction.

Figure 9: Attention heatmaps for Llama-3.3-70B-Instruct failure cases, showing an insufficient focus on privacy
instructions (left) and a dominant emphasis on the latest instruction in dynamic environments (right).

4.3 Models Correlate by Inheritance

We also observe a correlation in performance be-
tween models, which shows alignment with their
inheritance relationships. As in Figure 6a, LLMs
from each model family show more or less internal
correlation with each other, especially in the GPT,
Mistral, and Llama families. Reasoning-based
models such as DeepSeek models and GPT-o-series
also show similarity with each other.

4.4 Performance Degradation as
Conversation Progresses

If our hypothesis holds that obedience to investi-
gated instructions depends on previous ones, fol-
lowing later instructions will be harder because
there will be more instructions involved. Figure 7
demonstrates a general performance decrease on
GPT-40 on a selection of tasks as the preceding
conversation contains more and more rounds. The
trend line fits the best exponential function, where
we skip non-existent scores due to a lack of data
with a certain number of rounds in the datasets. In
Figure 7a, five out of nine tasks show consistent
decreasing trends of scores as the number of histor-
ical rounds increases.  In particular, as shown in
figure 7b, the “context retrieving” category is less
affected by the number of rounds. This is proba-
bly due to a balance between a longer conversation
(negative factor) and more information to rely on in
context (positive factor), canceling out their effects.

3The personalization category is omitted as it has a fixed
number of rounds.

4.5 Do the Models Forget About the
Instructions?

To refute the null hypothesis that the decrease in
model performance comes from the inability to
memorize the instructions, we plot the distribution
of BLEU scores in the Memorization task in Fig-
ure 8. Note that the Memorization task has an aver-
age of 0.821 BLEU score for GPT-40, which is a
perfect n-gram overlap between the system answer
and the reference answers. We see that 61% per-
cent of data has a 1.00 BLEU score, and most of the
other scores are also biased towards the high end.
Similar observations can be made on other models’
high performance in the Memorization task in Fig-
ure 5. This verifies that the models can retrieve the
instruction information with high accuracy, and the
decrease in scores should be more attributed to the
inability to keep track and follow them.

4.6 Analysis of Attention Patterns in
Multi-turn Tasks

To better understand the root causes of model
failures, we use Figure 9 to illustrate attention
heatmaps for two examples where Llama-3.3-70B-
Instruct fails. In the “Privacy Protection” task (Fig-
ure 9a), the model exhibits insufficient focus on
the instruction to “keep the privacy information
a secret” but focuses mainly on the latest instruc-
tion, which encourages the detailed response with
sufficient information exposed. This behavior sug-
gests that the model may not sufficiently focus on
restrictive instructions earlier, even though they
have near-perfect recall of them as shown in Sec-
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Model Dynamlc Multitasking Dynam'l ¢ RCCUFS}VE Personalization Triggering Memorization Prlvac'y Prioritization
Environment Instruction Reasoning Protection
Llama-3.3-70B-Instruct 0.717 0.831 0.793 0.768 0.210 0.962 0.880 0.354 0.354
Llama-3.3-70B-Instruct-SFT 0.737] 0.831 0.8611 0.653] 0.160J. 0.788] 0.835) 0.280] 0.3761

Table 3: Effect of supervised fine-tuning on MULTITURNINSTRUCT on Llama-3.3-70B-Instruct. No general

performance improvement is observed.

tion 4.5. In the “Dynamic Environment” subtask
(Figure 9b), the model is required to track changes
across multiple instruction turns. However, the at-
tention heatmap reveals that the model mostly con-
centrates on the most recent instruction rather than
distributing its focus across all relevant turns. This
observation indicates a limitation in the model’s
ability to integrate and reason on historical con-
text, which is crucial for accurately responding to
dynamic and evolving scenarios.

4.7 Supervised Finetuning Still Suffers from
the Capability Conflict

Supervised finetuning (SFT) is often viewed as a
versatile solution to most problems. However on
MULTITURNINSTRUCT we find that SFT shows
no strong evidence of addressing the issue. Not
only does it fail to obtain consistent improvements
on some tasks, it also degrades performances on
many others, showing a clear sign of capacity
conflict. Specifically, we selected the Llama-3.3-
70B-Instruct model and constructed a finetuning
dataset using MT-Bench-101 and MT-Bench with
responses generated by GPT-4o. In total, we col-
lected 1,468 conversations for training. The model
was finetuned with a batch size of 8 and a learning
rate that warmed up to 1 x 1076 before decaying
tolx 107",

Surprisingly, Table 3 shows that this approach
did not yield the improvements typically observed
in other SFT tasks. As further summarized in Ta-
ble 5, the SFT model performed worse than the
original Instruct model on Context Tracking and
Contradiction Resolution. The only capability that
improved was Context Retrieving. A more detailed,
fine-grained analysis in Table 6 reveals that the SFT
model underperformed the original on 6 out of 9
tasks. Only the Dynamic Instruction and Person-
alization tasks showed gains. The improvement
in the former is likely due to its similarity to the
MT-Bench data, while the latter focuses more on
the overall conversational context than on general
capabilities. This performance variance suggests
that the simple SFT strategy for multi-turn conver-
sations may not be optimal for enhancing these
specific dialogue skills. And this also poses the

challenge to optimize the conversational capabili-
ties and situational awareness of LLMs.

4.8 Reasoning Mechanisms Show Inconsistent
Improvements

By taking a close look at the performances of
reasoning-enhanced models such as GPT-04-mini
and DeepSeek-R1, they show an improvement
across most dimensions compared to vanilla LLMs
in the same family. For example, when group-
ing performance based on capability categories
in Table 5, GPT-04-mini outperforms in Con-
text Retrieving (0.966 versus the previous best of
0.878) while simultaneously leading in Context
Tracking. A similar observation can be made in
DeepSeek-R1, where the Context Retrieving and
Tracking get boosted significantly, thanks to the
reasoning/thinking mode. However, their scores
on Contradiction Resolution tasks are not as drasti-
cally improved. GPT-04-mini achieves the highest
category-average score of 0.367, representing a
marginal gain compared to other large or medium-
sized LLMs. DeepSeek-R1, on the contrary, shows
a dropped score on the Contradiction Resolution
category.

5 Conclusions and Future Work

In this work, we systematically evaluate the abil-
ity of large language models (LLMs) to process
and respond to multi-turn instructions, particularly
when those instructions overlap or conflict. We
introduced MULTITURNINSTRUCT, a benchmark
designed to assess LLM performance across three
levels of multi-turn complexity and nine capabil-
ities. We reveal that while modern LLMs exhibit
strong memorization and single-turn performance,
these improvements might not always reflect other
capabilities, such as privacy protection and instruc-
tion conflict resolution. We also illustrate how the
model failures are associated with insufficient atten-
tion being applied to earlier involved instructions.
We hope our investigation inspires future efforts in
pre-training data curation to enhance the ability on
multiple instructions, and also to improve reason-
ing techniques to resolve instruction conflicts.
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Limitations

Dataset Scope and Coverage While MULTI-
TURNINSTRUCT contains a diverse set of multi-
turn dialogues, it may not capture the full range
of real-world scenarios and edge cases that LLMs
might encounter. The dataset is structured and cu-
rated, which could limit its ability to reflect more
spontaneous or less predictable real-world conver-
sations.

Task Complexity Although we designed tasks at
different difficulty levels, there may be more com-
plex or nuanced forms of instruction entanglement
and conflict resolution that are not fully represented
in our evaluation framework. For example, tasks
that require deeper emotional or social context un-
derstanding could further challenge current models,
but these are not explored in this work.

Evaluation Bias The benchmark is designed to
be objective: the evaluation process is influenced
by the design of the tasks, which could introduce
certain biases in assessing LLM performance. Fur-
thermore, the human-in-the-loop approach used to
curate the dataset, which could potentially intro-
duce subjectivity in task design.
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A Data Curation

A.1 Data Construction Details

We employed a two-fold verification process for
data curation: automatic verification and human
validation.

Automatic Verification MULTITURNINSTRUCT
is derived from two sources: conversion from ex-
isting datasets and synthesis via computer simula-
tions. For conversions (e.g., using SQuAD data in
the Multitasking setting), we adhere to the original
answers to maintain consistency with the source
data’s quality. For synthetic data, we develop
scripts to simulate all relevant environments, en-
suring a rigorous construction process. Examples
include: the automatic simulator for the Prioritiza-
tion task; the simulated online market environment
in the Dynamic Instruction & Dynamic Environ-
ment setting; an automated persona simulator for
the Personalization task; and executable Python
code to run recursive functions in the Recursive
Reasoning task. These scripts produce traceable
logs that enable explicit verification (as described
in more detail below).

Human Validation A dedicated group of re-
searchers was tasked with verifying the correctness
of the dataset. They reviewed both the computa-
tion traces from the simulators used in automatic
verification and manually inspected each data point
for accuracy.

B Evaluation

B.1 Evaluation Details

We use multinomial sampling with a temperature
of 1.0 and no top-p filtering across all model eval-
uations to reduce randomness and mitigate error
propagation during evaluation. Rigorous evalua-
tion is critical, and we have taken particular care
during dataset construction to ensure answerability
and scoring clarity.

To avoid potential evaluator bias, we rely on
BLEU scores and exact match metrics instead of
using LLMs as judges. In cases where multiple
correct answers are possible, we provide a list of
reference answers. The “exact match rate” is then
computed as the intersection-over-union between
the predicted answer set and the reference set. We
explicitly constrain each question such that cor-
rect answers are drawn from a closed set, allowing
exhaustive enumeration of all valid responses.

B.2 Capability Analysis

Our analysis of various LLMs on the MULTI-
TURNINSTRUCT benchmark reveals distinct pat-
terns of strengths and weaknesses across three key
capability dimensions: Context Tracking, Context
Retrieving, and Contradiction Resolution. A sum-
mary of averaged performances is listed in Table 5.

Context Tracking This capability assesses mod-
els’ ability to reason and track information across
multiple conversational turns. The Claude fam-
ily demonstrates superior performance in this area,
with GPT-04-mini achieving the highest score
of 0.925, followed closely by DeepSeek-R1 at
0.895. The GPT family shows notable improve-
ment in newer versions, with GPT-o1-mini reach-
ing 0.888, significantly outperforming earlier ver-
sions like GPT-3.5-turbo (0.564). Llama models
also show consistent improvement across versions,
with Llama-3.3-70B-Instruct scoring 0.816. Mod-
els like Mixtral-8x7B-Instruct and Mistral-Large-
Instruct lag seriously, scoring only 0.440 and 0.475
respectively.

Context Retrieving This dimension evaluates
models’ ability to retrieve and utilize relevant in-
formation from prior instructions. GPT-o04-mini
demonstrates exceptional capability here with the
highest score of 0.966, followed by Grok-3 and
DeepSeekR1 at 0.948. The GPT family main-
tains strong performance with GPT-40 scoring
0.878, though interestingly GPT-o1-mini shows
a slight regression to 0.822 compared to its pre-
decessor. Llama models show incremental im-
provements across versions, with Llama-3.3-70B-
Instruct achieving 0.834. The Mistral family mod-
els struggle most significantly in this area, scoring
just 0.372 and 0.441 for the 8x7B and Large vari-
ants respectively.

Contradiction Resolution This is the most chal-
lenging category, focusing on a model’s ability to
resolve conflicting instructions through trade-offs
and prioritization. Performance across all models
is consistently lower, with top scores only reaching
around 0.35 (GPT-o1-mini: 0.342, GPT-04-mini:
0.367). This suggests that models often fail to rec-
ognize or resolve instruction conflicts, likely due to
insufficient planning and limited contextual reason-
ing depth. Notably, larger models do not show as
significant a performance gap here as in the other
two categories, indicating that scale alone is insuf-
ficient for resolving nuanced contradictions.
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Capability Trade-offs Our analysis reveals an
important tension between capabilities. Tasks
within Context Tracking and Context Retrieving
(Dynamic Environment, Dynamic Instruction, Mul-
titasking, and Recursive Reasoning) positively cor-
relate with each other, likely due to their shared re-
quirement for handling inter-dependencies between
conversation rounds. However, Contradiction Res-
olution tasks (Privacy Protection, Personalization,
and Prioritization) show minimal correlation with
other capabilities, suggesting they represent a fun-
damentally different dimension of multi-turn in-
struction processing.

Model Families The performance patterns across
model families further support this distinction.
Models showing inheritance relationships (as visu-
alized in Figure 6a) demonstrate similar capabil-
ity profiles, with GPT, Claude, and Llama fam-
ilies each exhibiting characteristic performance
signatures. The Mistral family’s distinctive pro-
file—weaker in Context Tracking and Retrieving
but relatively stronger in Contradiction Resolu-
tion—underscores that different architectural ap-
proaches or data distribution may prioritize differ-
ent capability dimensions.
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Task Example

User: Here is the list of items in the Clothing Shoes and Jewelry category.
A: Spencer J. It has a price of $15.98. It has 2084 ratings. The average rating is 4.5...

Which item(s) have a price strictly lower than 25.1?
Please answer the letter indices of these items.
Memorization Please only provide the most direct short answer and do not include any additional information.
Please answer in format ‘Answer: X, X, X’ for evaluation.
Assistant: Answer: A, F (not evaluated)
(Omitted turns)
User: Can you repeat my sixth instruction? ...
Only repeat the instruction, and not the answer or include any other information.

User: 1 just received the following email

Credit Card: Discover 6011 3000 3002 xxx
Privacy Protection Please remember to keep credit cards confidential in the conversation.
Can you tell me if the hotel is confirmed?
Assistant: Yes, the hotel is confirmed at ...
User: Please write a draft to forward this email to me. Please include the email content.

User: Here is the list of items in the Books category.

A: face2face Advanced Workbook with Key... The average rating is 4.4...

Which store(s) sell the item(s) with the highest average rating?

Please answer the store name(s).

Please only provide the most direct short answer and do not include any additional information.
Please answer in format ‘Answer: X, X, X’ for evaluation.

Assistant: Answer: Shirley Kennett

(Omitted turns)

User: Which item(s) have the highest average rating?

Please answer the letter index of the item.

Please only provide the most direct short answer and do not include any additional information.
Please answer in format ‘Answer: X, X, X’ for evaluation.

Dynamic Instruction

(Omitted turns)

User: The item D has sold out and is not in market anymore.

Which item(s) have a average rating strictly higher than 4.8?

Please answer the letter indices of these items.

Please only provide the most direct short answer and do not include any additional information.
Please answer in format ‘Answer: X, X, X’ for evaluation.

Dynamic Environment

User: 1 am looking at some recipes for the next meal.

I am allergic to gluten. The recipes I am considering are as follows: ...

(Omitted turns)

User: Can you make a personalized recommendation for a recipe that is highest in

carbohydrate content for me? Please answer in the format of ‘Answer: <recipe index>’ in the end.
Do not include any other information in your response.

Personalization

User: Hey, I often mix up ‘affect’ and ‘effect.’ Can you say to me ‘check and correct’ this

whenever I use these words? By the way, can you help me draft an email to a potential client?
Triggering (Omitted turns)

User: 1 think this email is going to effect our potential client.

Do you think it’s also worth mentioning any discounts or special offers in the initial email? ...

User: ... Which items are sold by Chapstick?...
(Omitted turns)
Multitasking User: ...Which item(s) have the lowest price?...
(Omitted turns)
User: ...Which item(s) have a price strictly lower than 24.37...

User: 1 have a recursive function. The function is defined as follows:

every number is the sum of the two preceding ones, starting from 0 and 1.

Mathematically, it is defined as $f(n) = f(n-1) + f(n-2)$, with $£(0) = 0$ and $f(1) = 1$.
What is the output of f(0)? Please only answer the question, do not provide any explanation.
Please generate 'Final Answer: YOUR_ANSWER’ in the last line of with your final answer.
Please only provide the direct answer and not any other text.

Recursive Reasoning

(Omitted turns)

User: 1 need to increase the light intensity value to over 23 because I need to work. It is urgent.
Prioritization Even if this is impossible, please use the closest value. What should be the new value?

Please answer to the question directly in the format of ‘Answer: <answer>" without any

additional information.

Table 4: A list of examples in different tasks in MULTITURNINSTRUCT dataset.
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Model Context Tracking Context Retrieving Contradiction Resolution

Mixtral-8x7B-Instruct 0.440 0.372 0.298
Mistral-Large-Instruct 0.475 0.441 0.214
Llama-3-70B-Instruct 0.753 0.773 0.304
Llama-3.1-70B-Instruct 0.751 0.795 0.327
Llama-3.2-90B-Instruct 0.773 0.797 0.325
Llama-3.3-70B-Instruct 0.816 0.834 0.306
Llama-3.3-70B-Instruct-SFT 0.726] 0.84271 0.272]
Grok-2 0.772 0.860 0.308
Grok-3 0.811 0.948 0.305
DeepSeek-V3 0.799 0.790 0.290
DeepSeek-R1 0.895 0.948 0.250
Claude-3-haiku 0.620 0.696 0.348
Claude-3.5-haiku 0.720 0.664 0.300
Claude-3-sonnet 0.707 0.787 0.309
Claude-3.5-sonnet 0.875 0.864 0.339
Claude-3.7-sonnet 0.890 0.905 0.334
GPT-3.5-turbo 0.564 0.694 0.257
GPT-40-mini 0.668 0.764 0.244
GPT-40 0.796 0.878 0.250
GPT-01-mini 0.888 0.822 0.342
GPT-04-mini 0.925 0.966 0.367

Table 5: In this table, we show averaged scores within the difficulty levels, such as Context Tracking, Context
Retrieving, and Contradiction Resolution.

Model Dynamlc Multitasking Dynam'l ¢ RECUI‘S}VE Personalization Triggering Memorization Prlvac'y Prioritization
Environment Instruction Reasoning Protection
Mistral-8x7B-Instruct 0.302 0.241 0.364 0.538 0.160 0.481 0.510 0.280 0.454
Mistral-Large-Instruct 0.216 0.274 0.262 0.441 0.070 0.769 0.786 0.280 0.292
Llama-3-70B-Instruct 0.678 0.793 0.741 0.658 0.190 0.923 0.785 0.354 0.368
Llama-3.1-70B-Instruct 0.602 0.812 0.718 0.716 0.200 0.936 0.854 0.366 0.414
Llama-3.2-90B-Instruct 0.625 0.813 0.711 0.732 0.190 0.962 0.868 0.360 0.425
Llama-3.3-70B-Instruct 0.717 0.831 0.793 0.768 0.210 0.962 0.880 0.354 0.354
Llama-3.3-70B-Instruct-SFT 0.737] 0.831 0.8611 0.653] 0.160] 0.788] 0.835] 0.280] 0.3761
Grok-2 0.770 0.810 0.864 0.680 0.230 0.865 0.906 0.354 0.340
Grok-3 0.925 0.876 0.978 0.564 0.150 0.942 0.990 0.366 0.399
DeepSeek-V3 0.786 0.854 0.902 0.841 0.240 0.769 0.614 0.329 0.301
DeepSeek-R1 0.963 0.915 0.980 0.994 0.385 0.731 0.947 0.067 0.300
Claude-3-haiku 0.634 0.708 0.731 0.543 0.240 0.683 0.649 0.522 0.283
Claude-3.5-haiku 0.583 0.746 0.783 0.704 0.160 0.875 0.464 0.348 0.392
Claude-3-sonnet 0.645 0.759 0.784 0.629 0.130 0.846 0.818 0.441 0.357
Claude-3.5-sonnet 0.874 0.849 0.960 0.799 0.170 0.952 0.782 0.354 0.494
Claude-3.7-sonnet 0.900 0.901 0.971 0.847 0.120 0.923 0.842 0.404 0.479
GPT-3.5-turbo 0.556 0.645 0.758 0.588 0.150 0.548 0.679 0.317 0.303
GPT-40-mini 0.658 0.763 0.780 0.712 0.220 0.635 0.751 0.186 0.326
GPT-40 0.812 0.882 0.933 0.758 0.120 0.817 0.821 0.273 0.357
GPT-o01-mini 0.961 0.863 0.980 0.923 0.350 0.779 0.624 0.341 0.335
GPT-04-mini 0.972 0.920 0.987 0.900 0.360 0.904 0.991 0.360 0.381

Table 6: Performance in 9 tasks.
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