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Abstract

Existing benchmarks do not test Large Mul-
timodal Models (LMMs) on their interactive
intelligence with human users, which is vi-
tal for developing general-purpose Al assis-
tants. We design InterFeedback, an interac-
tive framework, which can be applied to any
LMM and dataset to assess this ability au-
tonomously. On top of this, we introduce
InterFeedback-Bench that evaluates interactive
intelligence using two representative datasets,
MMMU-Pro and MathVerse, to test 10 dif-
ferent open-source LMMs. Additionally, we
present InterFeedback-Human, a newly col-
lected dataset of 120 cases designed for manu-
ally testing interactive performance in propri-
etary models such as OpenAl-ol and Claude-
3.5-Sonnet. Our evaluation results indicate
that even the state-of-the-art LMM, OpenAl-
ol, struggles to refine its responses based on
human feedback, achieving an average score of
less than 50%. Our findings point to the need
for methods that can enhance LMMs’ capabili-
ties to interpret and benefit from feedback.

1 Introduction

In this paper, we are curious about the question
“Can Large Multimodal Models evolve through
Interactive Human Feedback?” 1t is central to de-
veloping general-purpose Al assistants with Large
Multimodal Models (LMMs). While these models
show exceptional performance on tackling multi-
modal tasks directly, their ability to interact with
humans remains largely unknown. We argue that
an LMM functioning as the general assistant should
possess two capabilities: 1) exceptional problem-
solving ability and 2) the ability to improve itself
through feedback (e.g., human feedback, execution
results). In this work, we focus on the latter capa-
bility, which has been rarely examined in existing
benchmarks.
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Humans are highly adaptive, continuously re-
fining their skills through feedback—a fundamen-
tal process for acquiring knowledge and solv-
ing problems. Likewise, advanced LMM mod-
els should be designed to learn from feedback,
ensuring better alignment with real-world needs
and enhancing their problem-solving capabilities in
Human-AlI Interaction (HAI). Recently, a surge of
large multimodal models (LMMs) (OpenAl, 2023;
Wang et al., 2024; Deitke et al., 2024; Zhao et al.,
2024b; Li et al., 2024a; Zhao et al., 2024a; Chen
et al., 2024b) have been developed to handle vari-
ous tasks, including general vision-language un-
derstanding (Liu et al., 2023b; Li et al., 2023),
expert-level multimodal understanding (Yue et al.,
2024a,b), and scientific reasoning (Lu et al., 2022,
2024; Zhang et al., 2024). However, these LMMs
are primarily tested in a static way, overlooking
their great potential in an interactive process such
as interactive coding (Jimenez et al., 2024; Yang
et al., 2025), computer usage (Zhao et al., 2025;
Lin et al., 2024; Gao et al., 2024; Xie et al., 2024),
and clinical reasoning (Li et al., 2024e). Conse-
quently, the interactive intelligence of LMMs re-
mains largely unexplored, and the development of a
standard benchmark for evaluating their interactive
intelligence remains an open challenge.

The key challenge in evaluating the interactive
intelligence of LMMs is the automatic model tests.
In practice, for the same query, different LMMs
often produce varied responses, necessitating that
humans offer tailored feedback for each conver-
sation round. To address this issue, we propose
InterFeedback a straightforward problem-solving
framework that enables any LMM to tackle multi-
modal tasks interactively by leveraging proprietary
models such as GPT-40 (OpenAl, 2023) to simu-
late humans, inspired in previous studies (Yao et al.,
2025; Chen et al., 2024a; Yoon et al., 2024; Luo
et al., 2024).

On top of this framework, we present
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InterFeedback-Bench, a benchmark designed to
comprehensively evaluate LMMs for two purposes:
1) the ability to interactively solve problems and
2) the capability of interpreting the feedback
to improve themselves. We demonstrate with
two challenging pre-existing datasets: MMMU-
Pro (Yue et al., 2024b) and Mathverse (Zhang
et al., 2024). Additionally, for a more in-depth in-
vestigation, we conduct human evaluation on four
closed-source proprietary models: GPT-40 (Ope-
nAl, 2023), OpenAl-ol (OpenAl, 2024), Claude-
3.5-Sonnet (Anthropic, 2024), and Gemini-2.0
(Gemini, 2025) with a trained user acting as the
feedback provider. Finally, we manually collected
a dataset InterFeedback-Human containing 120
samples for this assessment.

Our experimental results reveal several com-
pelling insights: 1) Interactive process could im-
prove the performance of most LMMs in solving
challenging problems; 2) Existing LMMs exhibit
suboptimal performance in interpreting and incor-
porating feedback; 3) Accuracy result may not truly
reflect the model’s capability to improve itself from
feedback; 4) High-quality feedback is essential, as
subpar feedback can degrade performance even
more than a simple binary (0/1) correctness sig-
nal; 5) LMM may not truly reasoning, we find out
that LMMs resort to guessing answer even on a
simple question according to human. These find-
ings point to the need for methods that can enhance
the LMM’s capability to interpret and benefit from
feedback. In summary, our contributions are:

* We take the first step toward exploring the
interactive intelligence of LMMs in improving
themselves through human feedback.

* We propose a straightforward and extensible
framework InterFeedback which allows any
LMM to interactively solve problems.

* We construct InterFeedback-Bench, a novel
and universal benchmark for assessing the
ability of interactive problem-solving of
LMMs.

* We conduct comprehensive evaluations and in-
depth analysis, providing several compelling
insights for future model alignment.

2 Related Work

Large Multimodal Models. The LLaVA-series
works (Liu et al., 2023a, 2024a,b; Li et al.,

2024a) demonstrate that training with supervised
fine-tuning (SFT) multimodal data and expand
the vision lens would produce compatible mul-
timodal reasoning ability. By adopting a large-
scale image-text corpus for instruction tuning,
Qwen2-VL (Wang et al., 2024), CogVLM (Wang
et al., 2023), InternVL2 (OpenGVLab, 2024) have
achieved exceptional performance on various mul-
timodal abilities. Moreover, Molmo (Deitke et al.,
2024) proposes to train an LMM from scratch with
only the human-annotated data. Unlike these large
models, MiniCPM-V (Yao et al., 2024) and Phi-
3.5-Vision (Abdin et al., 2024) propose to train
lightweight yet SOTA LMMs. Despite their excep-
tional performance on multimodal benchmarks of
varying difficulty, such as MMMU-Pro (Yue et al.,
2024b) and MathVista (Lu et al., 2024), it remains
unclear how well these LMMs demonstrate interac-
tive intelligence in Human-AlI Interaction scenarios.
In this paper, we conduct the evaluation of these
LMNMs to explore this basic yet vital capability (i.e.,
evolve through interactive human feedback).
Multimodal Benchmarks. Traditional vision-
language benchmarks focus on visual question
answering (Goyal et al., 2017), image caption-
ing (Chen et al., 2015), as well as other bench-
marks for specialized scenarios such as scene
text understanding (Singh et al., 2019), common-
sense reasoning (Zellers et al., 2019), outside
knowledge (Marino et al., 2019; Schwenk et al.,
2022). The recent development of LMM posts
a strong need for modernized multimodal bench-
marks (Zhao et al., 2025; Liu et al., 2023b; Li et al.,
2023; Yu et al., 2023; Yue et al., 2024a; Lu et al.,
2024; Zhang et al., 2024; Li et al., 2024d) such as
MMBench (Liu et al., 2023b), MMMU-pro (Yue
et al., 2024b), and MathVerse (Zhang et al., 2024)
which involve comprehensively evaluating current
LMMs on various multimodal abilities. However,
these benchmarks primarily focus on static testing
processes, overlooking the interactive testing pro-
cess that is vital in human-Al interaction scenarios.
Human-AlI Interaction. Investigating how hu-
mans and Al systems communicate and collaborate
is critical for shaping applications such as virtual
assistants (Virvou, 2022), personalized recommen-
dations (Dodeja et al., 2024), autonomous vehicles
(Zhang et al., 2021), and healthcare diagnostics
(McKinney et al., 2020). Recent LLMs-driven tech-
niques, such as memory (Park et al., 2023) and iter-
ative (Zhang et al., 2023) mechanisms offer expert-
level collaboration. While LMMs (Deitke et al.,
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Figure 1: Overview of the test data construction process for InterFeedback-Bench. For each LMM serving as the
feedback receiver, we process each instance from a target dataset (e.g., MathVerse) and collect the error cases to
form a negative set. The feedback provider then processes the same instances to build a positive set. Finally, we

curate test data by selecting the intersection of both sets.

2024; Wang et al., 2024) excel in multimodal tasks,
their potential for HAI problem-solving (Yang
et al., 2025; Li et al., 2024e) remains underex-
plored. By offering a unified framework and metic-
ulously curated data, our InterFeedback-Bench en-
ables evaluation of LMMs on these capabilities and
lays a foundation for advancing multimodal HAI
problem-solving.

User Stimulation with LLM. Recently, pre-
vious work in order to build multi-agent system
(Khan et al., 2024), stimulate human-Al interaction
(Yao et al., 2025), evaluate LMMs in video analy-
sis (Luo et al., 2024), stimulate real users in a web
shopping scenario (Chen et al., 2024a), evaluate the
conversational recommender systems (Yoon et al.,
2024) determine whether to use LLM or LMM to
stimulate the user. However, previous works have
overlooked the importance of ensuring the reliabil-
ity of LLMs or LMMs that are used to stimulate the
users. In this paper, we curate test data by select-
ing only the samples that LMMs correctly address,
minimizing unreliable interaction results.

3 InterFeedback-Bench

In this section, we first introduce the automated
interactive benchmarking process in Section 3.1.
We begin by formulating the concept of interactive
problem-solving, followed by a discussion of the
data curation process. We then present the pro-
posed interactive framework, InterFeedback. Next,
in Section 3.2, we elaborate on the human bench-
marking component, detailing the data collection
and the proposed feedback providing strategy.

3.1 Automated Interactive Benchmarking
3.1.1 Formulation

The InterFeedback-Bench formalizes the interac-
tive problem-solving process with feedback in
a partially observable Markov decision process
(POMDP) (S, 0, A, T,R) with state space S, ob-
servation O, action space A, transition function 7:
S x A — S, and reward function R: S x A — R.
In our setting, given a natural language question ¢
(e.g., Please select the sitting camel that is being
led and facing right) and the input image v, the
model first gets the observation o, € O from the
state s; € S in the execution environment and then
generate the action a; € A. The a; is the response
from models in natural language. The reward func-
tion R: S x A — {0, 1} here returns a binary
value indicating the task correctness status. It is
implemented by the exact match: returning 1 if the
predicted answer exactly matches the ground-truth,
and O otherwise. The observation o; includes both
the correctness signal from the reward function and
the feedback from the humans.

3.1.2 Data Curation

Data sources. To ensure the quality and difficulty
of multimodal tasks, inspired by previous bench-
marks demonstrated on pre-existing datasets (Yang
et al., 2023; Li et al., 2024¢), we choose to test
LMMs on two challenging datasets: MathVerse
(Zhang et al., 2024) and MMMU-Pro (Yue et al.,
2024b). MathVerse is a visual math benchmark
that includes various mathematical problems, and
3,940 samples (testmini set) are used in our work.
MMMU-Pro is a comprehensive multimodal bench-
mark and we use 1,730 expert-level questions (sin-
gle image mode). Both datasets are challenging
even for the model GPT-40 which achieves only
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64.7% accuracy on MMMU-Pro (Standard 4 op-
tions).

Data selection process. We choose to use pro-
prietary LMMs, such as GPT-4o0, for stimulating
the humans to give feedback mimicking human-
Al interactions. The primary challenge, however,
is ensuring that the feedback generated by these
models is reliable, as even models like GPT-40 and
Claude-3.5-Sonnet still do not perform correctly
on all test samples. Therefore, we construct the test
data by selecting the intersection set that feedback
provider M, solves correctly while M, does not,
as shown in Figure 1. Specifically, the pipeline
includes three parts: 1) feedback receiver LMM
locally-running; 2) feedback provider LMM API-
calling; and 3) intersection set selection. Such a
data construction process leads to each tested LMM
having a different test data set.

Specifically, given a test dataset DD, we begin
by having the feedback receiver model M, pro-
cess every instance in D to produce a negative set
U, consisting of tasks it fails to solve correctly.
Next, the feedback provider model M, processes
the same dataset to generate a positive set U, com-
prising tasks it solves correctly. We then define
Utest as the intersection of U,, and U, 1.€.,

Utest = Un N Up7

which means that U contains tasks that M),
solves correctly but M, does not. This approach
ensures that the feedback generated by M), is both
relevant and reliable.

3.1.3 InterFeedback Framework

To enable an interactive problem-solving process,
we propose a new straightforward framework Inter-
Feedback. It includes two roles: feedback receiver
M, and feedback provider M,,, as shown in Figure
2. The feedback receiver is the candidate LMMs
(e.g., Qwen2-VL) ready for the benchmark and the
feedback provider is the SOTA LMM (e.g., GPT-
40) for providing the pertinent feedback in each
time step in place of a human. Consider at timestep
t, the output of M, is a;, and the feedback provider
M, has to follow the policy that provides the feed-
back f; from the mapping : F'(a¢, s¢) — f;. The
s¢ denotes the correctness signal from the verifica-
tion process via the reward function. We record the
model outputs for the final evaluation.

Feedback types. Additionally, we propose a
simplified feedback mechanism that only indicates
correctness (i.e., correct or incorrect), without a

detailed explanation. In summary, we evaluate the
models using two feedback types: Detail and Sim-
ple. The Detail feedback comprises both Simple
feedback and detailed LMM-generated explana-
tion.

3.2 Human Benchmarking

In the previous section, we employed proprietary
LMMs as feedback providers. Naturally, how
well do these models perform when receiving feed-
back? We begin to assess the proprietary LMMs
with a human-in-the-loop process. The feedback
provider M, is a trained user who fully under-
stands all the questions in the newly curated dataset
InterFeedback-Human. The feedback receiver M,
is the proprietary LMMs including OpenAl-ol,
GPT-40, Gemini-2.0, and Claude-3.5-Sonnet. This
evaluation aims to assess how effectively these pro-
prietary models can serve as assistants in a human-
Al interaction system.

3.2.1 Data Collection.

We gather challenging data examples across diverse
domains: visual logic, mathematics, and coding.
These were selected to probe the cognitive depth of
the models, especially when confronted with com-
plex, multi-step reasoning problems. The visual
logic data is manually collected from publicly avail-
able resources. The emphasis on visual logic tasks
reflects the growing demand for models to handle
image-based reasoning challenges, such as pattern
recognition (Wei et al., 2025) (e.g., determining
the next shape in a sequence) and character-based
logic (e.g., interpreting transformations between
symbols). We also collect the multimodal mathe-
matics data from the existing dataset MathVerse
(Zhang et al., 2024) and the multimodal expert-
level data from MMMU-Pro (Yue et al., 2024b).
Additionally, we also involve the natural language
task into InterFeedback-Human to analyze such
capability in the NLP area.

In summary, InterFeedback-Human encom-
passes a total of 120 tasks distributed across the five
task types: 80 visual logic tasks, 10 mathematical
logic tasks (sampled from NuminaMath (Li et al.,
2024b)), 10 coding tasks (sampled from CodeCom-
prehension (Imbue, 2024)), 10 MMMU-Pro tasks,
and 10 MathVerse tasks.

3.2.2 Hierarchical Feedback

We design a hierarchical feedback generation
scheme to gradually increase the information in-
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Figure 2: Overview of the proposed framework InterFeedback for assessing an LMM’s ability to improve itself
through feedback. The model interacts with humans to progressively solve a problem, and after each conversation
round, we verify the correctness of the answer. If the answer is incorrect, an LMM-stimulated human will provide
constructive feedback. We implement two types of feedback to investigate the behavior of LMM:s.

tensity. Specifically, we ask the human to give the
following three-level feedback:

* Level 1: Provide a basic and simple descrip-
tion that leads to the correct answer.

* Level 2: Provide an expanded explanation that
leads to the correct answer.

e Level 3: The correct answer is GT Answer.
Provide a comprehensive and detailed expla-
nation that leads to the correct answer.

Since most of our questions have four options,
giving more than three rounds of feedback might let
the model guess the answer by elimination rather
than by reasoning. For example, if the correct an-
swer is A and the model has already given B, C,
and D, a third round of feedback is unnecessary.
Therefore, we directly provide the GT Answer in
Level 3 feedback prompts to test the models’ ability
to explain their thinking process.

3.2.3 Evaluation Integration

To ensure fairness and consistency in our evalua-
tion, we engaged only one experienced user. Since
human-in-the-loop feedback is inherently subjec-
tive, involving multiple participants could intro-
duce variability due to differences in background
and expertise. This approach helps maintain the
reliability of the relative performance comparisons
across candidate LMMs.

4 Experiments

4.1 Experiment Setup

Evaluation Models. We evaluate the perfor-
mance of foundation models served as the
feedback receiver M, across 12 representative
LMMs: LLaVA-1.5-7B (Liu et al.,, 2024a),
LLaVA-1.6-7B (Liu et al., 2024b) (Mistral-7B),
LLaVa-OneVision-7B (Li et al., 2024a) (Qwen2-
7B (Yang et al., 2024)), Qwen2-VL-7B (Wang
et al., 2024), Qwen2.5-VL-7B (Team, 2025b),
GLM-4V-9B (Wang et al., 2023), InternVL2
(OpenGVLab, 2024), Molmo (Deitke et al., 2024),
MiniCPM-V (Yao et al., 2024), Phi-3.5-Vision
(Abdin et al., 2024), Fuyu-8B (Bavishi et al.,
2023), and Seed-1.5-VL-Thinking I (Team,
2025a). The feedback provider M, includes the
three best available models from three model
families: OpenAl (gpt-40-2024-08-06),
Gemini  (Gemini-1.5-Pro), and Claude
(claude-sonnet-4-20250514).

Evaluation Metrics. In addition to the Accu-
racy metric, we leverage the Correction Rate, de-
fined as the percentage of corrected answers of all
erroneous samples. Let N denote the total number
of samples, N, the number of erroneous samples,
and NV, the number of samples that have been cor-
rected. The Accuracy and Correction Rate metrics

!doubao-1-5-thinking-vision-pro-250428
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M | GPT-4o | Gemini-1.5-Flash | Claude-Sonnet-4
odel
Acc (%) #Neg #Test | Detail (%) Simple (%) | # Test | Detail (%) Simple (%) | # Test | Detail (%) Simple (%)
Non-Thinking Models
LLaVa-OneVision-7B 256 2933 373 36.2 18.0 428 29.0 157 820 383 238
Molmo-7B 256 2931 452 55.1 52.0 507 36.5 38.9 987 153 343
MiniCPM-V 162 3301 552 28.4 203 741 16.6 25.4 1195 53 12.1
GLM-4V-9B 202 3146 440 38.6 282 568 30.1 29.9 1015 | 229 21.9
Phi3.5-Vision-4.2B 190 3192 534 36.1 337 579 313 337 1045 | 211 242
LLaVa-1.5-7B 13.5 3409 763 232 14.3 678 18.0 14.7 1256 33 5.8
LLaVa-1.6-Mistral- 7B 14.8 3357 549 41.0 359 661 59 5.9 1212 | 148 17.7
Fuyu-8B 218 3083 582 24.1 19.8 635 15.0 12.9 187 | 179 15.5
InternVL2-8B 381 2440 379 49.6 412 375 48.8 44.4 547 214 26.7
Qwen2-VL-7B 225 3052 295 66.8 722 470 | 419 44.9 774 34.4 35.8
Qwen2.5-VL-7B 315 2698 266 69.2 62.4 350 | 454 426 1521 | 46.8 43.9
Thinking Models
Seed-1.5-VL-Thinking 474 2072 73 | 67.1 630 | 70 | 643 586 | 474 | 886 90.5

Table 1: Correction Rate Results of three Feedback Providers on MathVerse Dataset. Acc (%): The average
accuracy of MathVerse’s testmini set. (Calculated by our prompt template.) The results are tested by ourselves. #
Neg: The number of negative samples produced by the model. # Test: The total number of test samples evaluated.
Detail (%): correction rate of using LMM-generated feedback. Simple (%): correction rate of using simple
feedback (0 or 1).

| GPT-40 | Gemini-1.5-Flash |
Model
Acc (%) #Neg | # Test | Detail (%) Simple (%) | # Test | Detail (%) Simple (%) | # Test | Detail (%) Simple (%)
Non-Thinking Models

Claude-Sonnet-4

LLaVa-OneVision-7B  47.1 915 | 312 317 157 333 354 18.6 539 [ 422 30.6
Molmo-7B 438 973 | 362 | 517 48.9 383 415 43.1 593 19.7 33.9
MiniCPM-V 38.1 1071 | 410 | 273 237 503 21.5 21.7 688 7.0 153
GLM-4V-9B 460 935 | 327 38.8 30.0 359 38.7 315 577 27.6 23.6
Phi3.5-Vision-4.2B 432 983 | 366 | 443 423 396 | 409 39.6 611 31.8 31.1
LLaVa-1.5-7B 365 1099 | 506 31.9 123 470 | 200 16.0 720 8.6 11.8
LLaVa-1.6-Mistral-7B~ 38.8 1058 | 432 | 46.1 36.1 429 147 147 682 273 255
Fuyu-8B 341 1140 | 481 6.0 8.7 1140 3.7 35 768 102 8.7
InternVL2-8B 457 939 | 343 50.1 414 329 57.1 502 435 237 329
Qwen2-VL-7B 48.1 898 | 268 504 44.8 322 39.4 37.6 525 35.6 337
Qwen2.5-VL-7B 500 865 | 839 39.6 36.1 323 44.9 39.0 839 39.6 36.1
Thinking Models
Seed-1.5-VL-Thinking 942 101 | 20 [ 80.0 700 | 31 | 645 645 | 50 [ 740 70.0

Table 2: Correction Rate Results of three Feedback Providers on MMMU-Pro Dataset. We test models on a
single image setting of MMMU-Pro. The accuracy and number of correct answers for the three feedback providers
are GPT-40 with 42.6% (737), Gemini-1.5-Flash with 47.1% (815), and Claude-3.5-Sonnet with 52.3% (905).

can be formulated as follows:

models fail to provide correct answers in subse-
quent rounds, and multiple rounds tend to lead to

N — N,
Accuracy = Te x 100%, (1) answer guessing, which undermines the reliability
N, of quantitative evaluation.
Correction Rate = N X 100%. )
e

Implementation Details. We set the temper-
ature to O for all tested models and API models.
The image resolution of the Qwen2-VL model we
restrict to 512 x 512 to avoid the memory ex-
ceeded error. All evaluations were conducted on
two NVIDIA RTX A6000 GPUs. To ensure the
reliability of results, we obtain the intersection set
for both the feedback receiver and provider models
that are able to output the correct answer format.
Based on our preliminary experiments, we lim-
ited the interactive benchmarking to a single round.
This decision is driven by two observations: most

Feedback Types. As introduced in Section 3.1,
we employ proprietary LMMs to stimulate the hu-
man to provide pertinent feedback at each conversa-
tion round. Additionally, we propose a simplified
feedback mechanism that only indicates correct-
ness (i.e., correct or incorrect), without a detailed
explanation. In summary, we evaluate the models
using two feedback types: Detail and Simple. The
Detail feedback comprises both Simple feedback
and detailed LMM-generated feedback.
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4.2 Experimental Analysis on Interactive
Benchmarking

To thoroughly investigate the ability of LMMs
to integrate feedback and improve their problem-
solving performance, we present evaluation results
for various models on two datasets—MathVerse
(Zhang et al., 2024) in Table 1 and MMMU-Pro
(Yue et al., 2024b) in Table 2, respectively. Below,
we provide a detailed discussion of key findings.

Whether interactive process improves the per-
formance of LMMSs? Yes. As demonstrated in
both tables, integrating our proposed framework
InterFeedback enables most models to benefit from
feedback provided by SOTA LMMs, such as GPT-
40 and Claude-Sonnet-4. Notably, even the weaker
model Fuyu-8B sees 24.1% of its erroneous sam-
ples corrected through GPT-40’s feedback.

Current LMMs struggle to enhance perfor-
mance through feedback. As shown in the tables,
most LMMs are unable to correct all erroneous
samples, even when provided with feedback from
state-of-the-art proprietary models such as Claude-
Sonnet-4 and GPT-40. For example, consider the
two SOTA open-source models, Qwen2-VL-7B
and Molmo. Qwen2-VL-7B achieves a 66.8% cor-
rection rate on the MathVerse dataset with GPT-
40’s feedback, but only a 50.4% correction rate on
the MMMU-Pro dataset. Similarly, Molmo-7B at-
tains correction rates of 55.1% and 51.7% on the
MathVerse and MMMU-Pro datasets, respectively.
Overall, the correction rates for the rest of the mod-
els remain below 50%. This suggests that even
with constructive feedback from advanced LMMs,
current models struggle to enhance performance
through feedback generally.

Accuracy result may not truly reflect the
model’s capability to improve itself from feed-
back. As shown in Table 1, although InternVL2-
8B achieves a higher accuracy (38.1%), its correc-
tion rate is only 49.6%. In contrast, Qwen2-VL-
7B, with a lower accuracy of 22.5%, attains the
highest correction rate of 66.8% when using GPT-
40’s feedback. Similarly, Molmo-7B surpasses
InternVL2-8B in correction rate despite having
lower accuracy. On the MMMU-Pro dataset (see
Table 2), LLaVA-OneVision-7B records 47.1% but
only a 31.7% correction rate, which is lower than
that of several models that have inferior accuracy
(e.g., InternVL2-8B, Molmo-7B, GLM-4v-9B, and
Phi3.5-Vision-4.2B). This inconsistency between
initial answering ability and self-improvement ca-

pability indicates that evaluating models solely on
accuracy may not fully capture their true potential.

Simple feedback also enhances performance.
In addition to using detailed LMM-generated feed-
back, we evaluated models with binary (0/1) feed-
back that simply indicates the correctness of their
current response. Surprisingly, the results show
that all models benefit from this simple feedback
mechanism. This suggests that while LMMs have
the inherent potential to generate correct answers,
they may require additional prompting techniques
to fully harness their problem-solving capabilities.

LMM-generated feedback is not always bet-
ter than simple feedback. By comparing the re-
sults obtained using Detail feedback from GPT-40
with those using Simple binary feedback, we ob-
serve that most models perform better with detailed
feedback. For example, on the MathVerse dataset,
LLaVA-OneVision-7B achieves 36.2% with de-
tailed feedback versus 18.0% with binary feedback;
InternVL2-8B increases from 41.2% to 49.6%; and
MiniCPM-V increases from 20.3% to 28.4%. How-
ever, Qwen2-VL scores 66.8% with detailed feed-
back and 72.2% with simple feedback. Similarly,
on the MMMU-Pro dataset, Fuyu-8B performs
worse with detailed feedback (6.0% vs. 8.7%).

The quality of feedback is crucial: low-quality
feedback can degrade performance more than
simply providing binary (0/1) feedback. We
compare the feedback provided by GPT-40 and
Gemini-1.5-Flash on the challenging MathVerse
dataset, where most models achieve accuracies be-
low 30%, highlighting the difficulty of its prob-
lem instances. We find that delivering simple bi-
nary feedback that merely indicates the correct-
ness of the tested model’s output can outperform
LMM-generated detailed feedback (Gemini-1.5-
Flash). Specifically, the correction rates using
simple feedback exceed those with detailed feed-
back for several models: Molmo-7B (38.9% vs.
36.5%), MiniCPM-V (25.6% vs. 16.6%), Phi3.5-
Vision-4.2B (33.7% vs. 31.3%), and Qwen2-VL-
7B (44.9% vs. 41.9%).

4.3 Experimental Analysis on Human
Benchmarking

In this section, we will introduce the human evalu-
ation results of several well-known closed-source
families: OpenAl (GPT-40, OpenAI-o1), Claude
(Claude-3.5-Sonnet-20241022), and Gemini
(Gemini-2.0-Flash-Exp).

Overall Accuracy Results. In Table 3: (1)
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Model Visual Logic MMMU-Pro MathVerse Math™ Coding™* | Average
Gemini-2.0 21.3 50.0 70.0 50.0 50.0 325
Claude-3.5 37.5 60.0 80.0 70.0 70.0 48.3
OpenAl-ol 28.8 60.0 90.0 90.0 90.0 46.7
GPT-40 25.0 70.0 80.0 60.0 50.0 38.3

Table 3: Human Evaluation Results across LMMs on InterFeedback-Human. Math™ and Coding™" represent
two text-only task categories. The scores represent the average percentage of correct samples among all samples.

Model ‘ # Round ‘ Visual Logic MMMU-Pro MathVerse Math™! Coding™* ‘ Average
1 38.1 20.0 333 0.0 80.0 37.0
Gemini-2.0 2 20.6 0.0 333 20.0 20.0 19.8
3 413 80.0 333 80.0 0.0 432
1 38.0 0.0 50.0 333 66.7 37.1
Claude-3.5 2 32.0 25.0 50.0 333 66.7 30.6
3 30.0 75.0 0.0 66.7 0.0 323
1 38.6 0.0 100.0 11.1 100.0 39.1
OpenAl-ol 2 21.1 0.0 0.0 0.0 0.0 18.8
3 40.4 100.0 0.0 0.0 0.0 422
1 41.7 333 100.0 25.0 40.0 419
GPT-40 2 31.7 0.0 0.0 0.0 0.0 25.7
3 26.7 66.7 0.0 75.0 60.0 324

Table 4: Correction Rate Results across various LMMs on InterFeedback-Human. Math™! and Coding ™
represent two text-only task categories. # Round denotes the number of interaction rounds. The correction rate is
the percentage of corrected samples among all erroneous samples.

The best scores for each subcategory in our
InterFeedback-Human are 37.5% (Claude-3.5-
Sonnet), 70.0% (GPT-40), 90% (OpenAl-ol), and
90% (OpenAl-ol), respectively. (2) Overall,
Claude-3.5 achieves the highest average accuracy
at 48.3%.

Correction rate results analysis. Comparing
the correction rates across rounds in Table 4 re-
veals that GPT-40 benefits the most from human
feedback in the first round, correcting 41.9% of
erroneous samples, while Claude-3.5 exhibits its
strongest correction performance in the second
round, with 30.6% of erroneous samples corrected.
Given that the ground truth answer is provided in
the third round, all LMMs are able to supply their
reasoning steps for selecting the correct answer.

Distribution of Tasks Corrected Across
Rounds. Figure 3 illustrates the distribution of
tasks solved by each LMM across the interaction
rounds. Round O represents the initial accuracy be-
fore beginning human-Al interactions. For exam-
ple, GPT-40 solved 38.3% of instances in Round 0,
25.8% in Round 1, and 20% in Round 2. Addition-
ally, during the first two rounds, both OpenAl-ol
and Claude-3.5-Sonnet solved the same number of

samples, achieving a performance of 67.5%.
Distribution of corrected samples across vari-
ous task categories. As shown in Figure 4, Visual
logic tasks are mostly resolved within the first two
rounds, whereas Math (Text-only) and MMMU-
Pro tasks show little corrections in rounds 1 and
2. In contrast, Coding (Text-only) and MathVerse
tasks exhibit corrections during rounds 1 and 2.

Conclusion

In this work, we introduced InterFeedback-Bench,
the first solution to concern the critical importance
of evaluating the interactive intelligence of current
LMMs. We build an interactive framework Inter-
Feedback which can be applied to any LMM and
dataset to bootstrap the testing in an interactive way.
We conduct the comprehensive evaluations on 10
open-source LMMs by demonstrating with two rep-
resentative datasets MathVerse and MMMU-Pro.
Additionally, we present InterFeedback-Human, a
new benchmark for manually testing the propri-
etary models such as OpenAl-ol and Claude-3.5
with 120 curated samples. Our evaluation results
show that even the SOTA LMM (like OpenAl-ol)
can only correct their results through human feed-
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Figure 4: Distribution of corrected samples across var-

ious task categories. Visual logic tasks are mostly re-

solved within the first two rounds, whereas Math (Text-

only) and MMMU-Pro tasks show few corrections in

rounds 1 and 2. In contrast, Coding (Text-only) and

MathVerse tasks exhibit corrections during rounds 1
and 2.

back with less than 50%. Several findings point
to the essential need for methods that improve the
LMM’s ability to receive feedback to improve it-
self.

Limitations

Our method is not without limitations. First, as
an initial attempt in the field, this work proposes a
straightforward method to bootstrap the LMMs in
an interactive way. We use the proprietary LMM
to stimulate the humans mimicking the human-Al
interaction process. Due to the difficulty of existing
benchmarks, the proprietary LMMSs may not fully
provide all pertinent feedback, though we propose
two strategies: 1) select the intersection set for
testing and 2) record the valid output only. Due to
the limitation of GPU memory, we have to select
the tested LMMs within 7B parameters.
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A Model Sources.

For different LMMSs, we select their latest mod-
els with sizes around 7B for evaluation. Table
5 presents the release time and model sources of
LMMs used in InterFeedback-Bench.

B Error Analysis.

The Table 6 shows the answers generated after
receiving feedback from two feedback providers,
along with the corrected flag compared to the GT
answer. Across these 10 questions, 11 out of 20
samples could not be corrected. Half of the ques-
tions remained uncorrected regardless of the feed-
back provider. Except for the first question in the
table, the LMM generates identical answers after
receiving feedback from different providers. This
pattern implies that the model’s capacity to improve
based on feedback resembles an inherent ability.
Prompting LMM with feedback can be considered
another prompting strategy to invoke the inherent
ability rather than a robust ability to reason and in-
corporate new information to address challenging
questions.

C Qualitative Analysis.

Interactive process could improve the perfor-
mance of proprietary LMMs. In Figure 5, we
provide the qualitative results of different models.
For the same question, Claude-3.5-Sonnet gives the
correct answer C without human feedback, Gemini-
2.0-Flash uses two rounds while OpenAl-ol uses
three rounds. It indicates that 1) even the SOTA
models like OpenAl-ol can not fully address the
visual logic problem which is worse than Claude-
3.5-Sonnet, 2) the responses can be corrected by
human feedback which shows that the models have
the capability of interpreting and incorporating the
feedback into their reasoning, 3) Different models
shows a different level of this capability. Addition-
ally, we provide another example in Figure 6.
LMMs may not truly reasoning-They guess
answers by elimination. In Figure 7, we find that
the model will guess the answer when we only have
four options, the model tends to guess answers. For
the same question, we conduct twice runs and find
that OpenAl-ol could not solve this problem at the
beginning, but two different answers were given in
these two runs. In the first run, the model outputs D
at the beginning while in the second run, the model
outputs the A at the beginning. In the following
rounds, we provide the same prompts to ensure the

fairness comparison, one can see that based on the
same prompt, it outputs the same answer C in the
second round. The left run in the figure shows the
correct answer in the third round while the right
run in the figure shows the incorrect answer D. We
continue to give the third feedback for round 4, and
the right run finally gives answer B. It is obvious
that when a problem cannot solved by a model, it
will 1) outcome answer randomly, and 2) outcome
the answer through an elimination approach. These
results may indicate that LMMs may not always
truly reason they may give the answer by guessing.
Additionally, we provide another example in Figure
8 to illustrate that LMMs may guess answers when
they can not solve the challenging problems.
LMMs still fail when the GT answer is not
provided in the level 3 feedback. As discussed in
Section 3.2, we include the GT answer in the level
3 feedback prompt to examine whether the model
can generate the correct reasoning procedure that
leads to the correct answer. When we remove the
GT answer as in Figure 9, the model still fails to
produce the correct answer, indicating its limited
capability in solving challenging problems even
when detailed feedback is provided as guidance.

D Examples of Feedback.

We provide the examples of feedback provided by
Claude-3.5-Sonnet on MathVerse and MMMU-Pro,
respectively. As these examples show that after
providing the feedback, the questions are solved
correctly, and the provided feedback is concise and
pertinent without leaking the GT. The feedback are
mainly focused on analyzing the question and pro-
viding the reasoning thoughts for the tested LMMs
to use the additional information for solving ques-
tions.

prompt_system= """You are a reason-
ing assistant tasked with solving questions
based on visual analysis. Your goal is to
analyze the provided question and image
carefully and provide the correct answer.
Instructions: 1. Focus on observing all rel-
evant details in the image. 2. Ensure thor-
ough and logical reasoning before arriving
at a conclusion. 3. Respond concisely by
selecting only a single letter: A, B, C, or D.
Remember, no explanations or additional
text are needed—only the chosen letter as
the answer."""

\
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Model Release Time Source

Proprietary Models
GPT-40 (OpenAl, 2023) 2024-08-26 https://openai.com/index/hello-gpt-40/
OpenAl-ol (OpenAl, 2024) 2024-12-17 https://openai.com/o1/
Gemini-1.5-Flash (Gemini, 2024) | 2024-09-24 https://deepmind.google/technologies/gemini/
Gemini-2.0-Flash 2025-01-21 https://deepmind.google/technologies/gemini/
Claude-3.5-Sonnet 2024-10-22 https://www.anthropic.com/claude/sonnet

Claude-Sonnet-4 2025-05-23 https:

//www.anthropic.com/news/claude-4

Open-source Models

LLaVA-One-Vision 2024-08-05 https:
InterVL2-8B 2024-07-04 https:
InterVL3-8B 2025-04-11 https:
Molmo-7B 2024-09-24 https:
MiniCPM-V 2024-08-03 https:
GLM-4V-9B 2024-11-01 https:
Pih3.5-Vision-4.2B 2024-08-20 https:
LLaVA-1.5-7B 2023-10-05 https:
LLaVA-1.6-Mistral-7B 2024-01-30 https:

Fuyu-8B 2023-10-27 https:
Qwen2-VL-7B 2024-08-30 https:
Qwen2.5-VL-7B 2025-02-20 https:
Seed-1.5-VL-Thinking 2025-05-13 https:

//1lava-vl.github.io/blog/2024-08-05-11ava-onevision/
//internvl.github.io/blog/2024-07-02-InternVL-2.0
//huggingface.co/OpenGVLab/InternVL3-8B
//huggingface.co/allenai/Molmo-7B-D-0924
//huggingface.co/openbmb/MiniCPM-V
//huggingface.co/THUDM/glm-4v-9b
//huggingface.co/microsoft/Phi-3.5-vision-instruct
//huggingface.co/liuhaotian/1lava-v1.5-7b
//huggingface.co/1lava-hf/llava-v1.6-mistral-7b-hf
//huggingface.co/adept/fuyu-8b
//huggingface.co/Qwen/Qwen2.5-VL-7B-Instruct
//huggingface.co/Qwen/Qwen2.5-VL-7B-Instruct
//github.com/ByteDance-Seed/Seed1.5-VL

Table 5: The release time and model source of LMMs used in our InterFeedback-Bench.

Enhanced by Claude-3.5-Sonnet GT Answer Has it been corrected?

Task ID Enhanced by Gemini-1.5-Flash Has it been corrected?
History_134 B Yes
Pharmacy_287 A No
validation_Sociology_29 C No
Literature_19 D No
Agriculture_169 C Yes
validation_Economics_12 B No
Electronics_68 A Yes
Design_126 D Yes
Medical_Science_28 A Yes
test_Pharmacy_140 C No

A B No
A B No
C B No
D B No
C C Yes
B A No
A A Yes
D D Yes
A A Yes
C B No

Table 6: Comparison of Enhancements and Corrections on cases from MMMU-Pro(Yue et al., 2024b).

prompt_template = """ Please carefully
analyze the image and choose the correct
answer to the following question.
{question}

Take your time to observe all relevant de-
tails in the image and ensure your reasoning
is thorough before selecting your answer.
Answer with only a single letter (A, B, C,
or D): """

prompt_template_local = """ You are
a reasoning assistant tasked with solving
questions based on visual analysis. Your
goal is to analyze the question and image
carefully and provide the correct answer.
Instructions:

1. Focus on observing all relevant details in
the image.

2. Ensure thorough and logical reasoning
before arriving at a conclusion.

{question}

Answer with only a single letter (A, B, C,
or D): """
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Question:

Select the most appropriate option from four )

choices to complete a sequence or reveal a @ complete the sequence.
pattern.

GT Answer: C.

(The key point of this question is that Figure 3 inside a circle.

represents the common part of Figures 1 and

I

(). o >

- D: 4@»  complete the sequence.

o la [

A:A B: ‘:’ C:(

... the missing figure in the second row should have o
Y thesame shape as the missing figure in the first row.
Therefore, the missing figure in the second row

Claude 3.5 Sonnet

Select one answer from the options "A, B, C, D" to

Gemini 2.0 Flash

Select one answer from the options "A, B, C, D" to

OpenAl-O1

Select one answer from the options "A, B, C, D" to
complete the sequence.

T

In the first box, there are three shapes in squares:
circle, triangle, empty. In the second box, there are
two shapes: a triangle inside a circle, and a square

Following that same cycle, the next (sixth) frame
should be a circle enclosing a circle again. Among
the given choices (A-D), that corresponds to
choice D.

G

The pattern appears to be: if a shape appears
2) alone in the first box, it becomes 'encased' by a
circle in the second box ... the answer is C.

Incorrect. I recommend reevaluating the task from
the perspective of “Relationships between graphs”.

Pe

... So, by that same repeating pattern of “triangle
— square” inside the circle, the missing sixth box
should be a circle containing a triangle again.
Hence, the best answer is A (triangle).

&)

Incorrect. I suggest analyzing the problem from
the perspective of “Figure 3 is the common part of
Figures 1 and 2".

should be a square, which corresponds to option B.

D Incorrect. I recommend reevaluating the task from
4B the perspective of “Relationships between graphs"”.

The missing figure (Figure 3, Right) must contain the
'y shape that is common to both Figure 1 and Figure 2.

... Likewise, Figures 4 and 5 both use the same
circular container but hold different shapes
(triangle vs. square). So, Figure 6 should be just
that common circular container (an empty circle).
Among the choices, the empty circle is option C.

Common Shape: The circle is present in both figures.
The missing figure should be a circle. Therefore, the

correct answer is C.

Figure 5: Qualitative results on different LMMs.

prompt_feedback_system = You are
tasked with generating constructive feed-
back when solving questions.

Instructions:

1. Analyze the provided question and the
incorrect answer.

2. Identify general reasoning flaws or over-
sights that might have led to the incorrect
response.

3. Suggest how the reasoning can be im-
proved, such as paying more attention to
specific observations, question details, or
logical deductions.

4. DO NOT mention the correct answer or
any specific details of the question.

Your feedback should be constructive, and
helpful.

prompt_with_feedback = """ You are an
assistant tasked with re-evaluating a ques-
tion after receiving feedback on a previous
incorrect answer.

Instructions: 1. Carefully review the ques-
tion and the provided feedback.

2. Use the feedback to refine your reasoning
and identify details or logical steps you may
have overlooked.

3. Re-examine all aspects of the question
thoroughly before selecting your answer.
question

Your previously selected answer:
dicted_answer} was incorrect.
Feedback: {feedback}

Answer with only a single letter (A, B, C,
or D): """

{pre-

prompt_feedback = Question: {question}
Previous answer: ’{predicted_answer}’ was
incorrect.

Provide a feedback that helps correctly an-
swer the question.
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Question:

As shown in the figure, it is known that angle
A =80"° angle B = 60, DE parallel BC, then
the size of angle CED is __?

Choices: A:40° B: 60° C:120° D: 140°

GT Answer: D: 140°.

A

Claude 3.5 Sonnet

Select one answer from the options "A, B, C, D" to
complete the sequence.

... Since we know 2 A = 80° and B =60 °, We can
find 2 Cin triangle ABC: £ C = 180°— 2 A — 2B,
42 C =180°—80°—60° = 40°.

Now, because DE is parallel to BC, « CED = 180° -
2C, £ CED = 180° - 40° = 140°.

Therefore, angle CED is 140°. The answer is D: 140°.

Gemini 2.0 Flash

Select one answer from the options "A, B, C, D" to
complete the sequence.

Since DE is parallel to BC, the corresponding
angles are equal. Angle CED is a corresponding
angle to angle C. ..., Therefore, ... The correct
answer is A: 40°.

Incorrect. I recommend reevaluating the task from
the perspective of thinking about the triangle as
180° and the parallel lines' properties.

Since DE is parallel to BC, the consecutive interior
angles on the same side of the transversal are
supplementary. Therefore, ... The correct answer is D:
140°.

T

S

OpenAI-O1

Select one answer from the options "A, B, C, D" to
complete the sequence.

Since DE || BC, triangle ADE is similar to triangle
ABC.

Line AC is a transversal of the parallel lines DE
and BC, so the angle formed at E by CE and
DB (i.e. 2CED) corresponds to « C in triangle ABC.

In triangle ABC, the angles are 80° (at A), 60° (at
B), and thus 40° (at C).

Therefore, 2CED = 40°

Incorrect. I recommend reevaluating the task from
the perspective of thinking about the triangle as
180° and the parallel lines' properties.

... The angles £BCE (at C) and «CED (at E) lie on the
same side of this transversal, so they are co-
interior angles and must sum to 180°.

£BCE is the same as £BCA = 40°. Hence, CED =
180° - 40° = 140°.

Figure 6: Qualitative results on different LMMs.

prompt_with_simple_feedback = """ You
are an assistant tasked with re-evaluating a
question on a previous incorrect answer.
Instructions:

1. Carefully review the question.

2. Refine your reasoning and identify de-
tails or logical steps you may have over-
looked.

3. Re-examine all aspects of the question
thoroughly before selecting your answer.
{question}

Your previously selected answer: {pre-
dicted_answer} was incorrect.

Answer with only a single letter (A, B, C,
or D): """
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ID

Initial Answer New Answer(simple) New Answer(Detail)

GT Feedback

73

A B D

D

"Let me provide some constructive feed-
back to help with this geometry prob-
lem:

1. When analyzing angles formed by
intersecting lines, remember these key
principles: - Adjacent angles sum to
180° - When one line rotates, it affects
multiple angles simultaneously - The
rotation angle is related to the difference
between initial and final positions

2. Common mistakes to avoid: - Don’t
assume the rotation angle is the same as
the given angle - Consider what the fi-
nal position needs to be (parallel to line
a) - Think about the smallest rotation
needed to achieve the desired result

3. Suggested approach: - First identify
the target position (where line b needs
to end up) - Look at the relationship
between angle 1 and the amount of ro-
tation needed - Consider that the rota-
tion should make the lines parallel - Cal-
culate how much movement is needed
from the current position to the final po-
sition

102

"Here’s some constructive feedback to
help solve this problem:

1. When analyzing angles formed by
intersecting lines, remember to look for:
- Corresponding angles - Alternate inte-
rior angles - Alternate exterior angles -
Supplementary angles (angles that add
up to 180°)

2. In this case, pay special attention to:
- The relationship between angle 4 and
the other angles - The fact that angle 1
and angle 2 are on the same side of a
line - How these angles relate to form a
complete picture

3. Key points to improve your approach:
- Draw out all the angle relationships
clearly - Remember that when two par-
allel lines are cut by a transversal, cer-
tain angle relationships are formed -
Use the given information that angles 1,
2, and 3 are all equal to 55°"

Table 7: Feedback examples provided by Claude-3.5-Sonnet on MathVerse Dataset.
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GT

Feedback

B

"Here’s some constructive feedback to
help with answering this type of ques-
tion:

1. When analyzing protein structure
questions, carefully examine the im-
age for key structural characteristics: -
Look for distinct individual polypeptide
chains/subunits - Notice how the helices
are arranged and connected - Consider
whether the structure appears to be a
single unit or multiple units working to-
gether

2. Remember the definition of quater-
nary structure: - Review what specifi-
cally defines quaternary structure in pro-
teins - Don’t confuse complex folding
patterns within a single chain with qua-
ternary structure

3. Methodology for improvement: -
First identify all visible protein chains
in the diagram - Look for points of inter-
action between separate chains - Don’t
assume that just because a protein struc-
ture looks complex, it automatically has
quaternary structure

D Initial Answer New Answer(simple) New Answer(Detail)
test_Pharmacy_287 A B B
test_Math_270 C A A

"Here’s some constructive feedback to
help solve this problem:

1. Approach Organization: - Before div-
ing into calculations, take a moment
to visualize what’s happening: a lad-
der sliding down a wall with its bottom
moving outward at a constant rate - Con-
sider what geometric principles are in-
volved (right triangle, Pythagorean the-
orem) - Think about what information
is specifically asked for (rate of change
of height)

2. Key Considerations: - Pay attention
to the specific moment you’re asked
about (when the top reaches the wall
height) - Remember that this is a re-
lated rates problem where one rate is
given (bottom moving out) and another
is asked for (top moving down) - Con-
sider drawing the triangle at the specific
instant mentioned in the question

3. Problem-Solving Strategy: - Set up
your equation carefully before plugging
in numbers - When dealing with rates of
change, differentiation will be needed

Table 8: Feedback examples provided by Claude-3.5-Sonnet on MMMU-Pro Dataset.
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Question:

Select the most appropriate option from four
choices to complete a sequence or reveal a
pattern.

GT Answer: B.

(This question tests the concept of shape
overlay, with attention to the fact that the
obscured parts are not visible)

ANAE() 2

a3 Ruon e JiN=ss

D b G )

e

9

OpenAl-O1

Select one answer from the options "A, B, C, D" to
complete the sequence.

... only D shows that same offset-overlap arrangement

of ellipse over rectangle, so D is the best fit.

Incorrect. Please focus on the graphic overlay.

... we want the ellipse in front with the rectangle
partly showing behind. Option C is the choice that
clearly shows the ellipse overlaid on the rectangle
with the rectangle partially visible behind, matching
the top-row overlay pattern.

Incorrect. Please focus on the graphics are super-
imposed and the obscured parts are invisible.

Among the answer choices, B clearly shows the
ellipse in front with the rectangle’s edges visible to
the sides, mirroring the top-row overlap pattern.

D b D B I

e

&)

OpenAI-O1

Select one answer from the options "A, B, C, D" to
complete the sequence.

In both rows, there seems to be a progression of
shapes with different orientations or alterations ...
the answer is A.

Incorrect. Please focus on the graphic overlay.

... where the oval has an overlay in the middle, and
this time it should be a 3D-like effect similar to the
triangles in the first row. Option C has an oval with
an overlay in the center, matching the pattern.

Incorrect. Please focus on the graphics are super-
imposed and the obscured parts are invisible.

Option D fits this pattern perfectly. It shows an
oval with a new shape super-imposed, and the
hidden parts of the shape are not visible ...

Incorrect. The correct answer is B. The graphics are
layered on top of each other, which means that any
parts hidden underneath are not visible.

Option B features an oval with a different shape
inside it, continuing the pattern of a shape inside
an oval where parts of the shape are hidden.

Figure 7: An example that model tends to guess answers.

Question:

Select the most appropriate option from four
choices to complete a sequence or reveal a
pattern.

GT Answer: A.

(This question examines the type of figures.
The first group of figures are all plane figures:
the second group of figures are three-
dimensional figures.)
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Claude 3.5 Sonnet

Select one answer from the options "A, B, C, D" to
complete the sequence.

The answer is B, as it shows an octagonal prism, which
is the 3D equivalent of the 2D octagon in the first box.

Incorrect. Please focus on the type of figures.

Therefore, the answer is C, as it shows a circle with a
line through it, which represents how an octagon
would appear when viewed at an angle.

This is similar to how a circle remains a circle, and a
square becomes a cube-like shape when viewed at
an angle.

Incorrect. Please focus on the type of figures. The
first group of figures are all plane figures, and the
second group of figures are solid figures.

... Therefore, the answer is D, as it represents the
circular view you would see when looking at an
octagonal solid from above or below.

Incorrect. Distinguish the solid and plane figures.
... Therefore, the answer must be B - the octagonal

prism. This maintains the pattern of converting 2D
shapes into their 3D equivalents.

@ e

be e

&)

D )e

OpenAl-40

Select one answer from the options "A, B, C, D" to
complete the sequence.

The missing shape should be a 3D object that
corresponds to an octagon, similar to how the
cylinder corresponds to the circle and the cube
corresponds to the square. The correct answer is
the shape that represents an octagonal prism
(Option B).

Incorrect. Please focus on the type of figures.

The correct choice should be Option B, as it

represents an octagonal prism, matching the
pattern of transforming 2D shapes into their
corresponding 3D versions.

Incorrect. Please focus on the type of figures. The
first group of figures are all plane figures, and the
second group of figures are solid figures.

... Therefore, the answer is D, as it represents the
circular view you would see when looking at an
octagonal solid from above or below.

Incorrect. Distinguish the solid and plane figures.

... The correct choice is B, as it represents a solid
shape with an octagonal face, completing the
pattern.

Figure 8: An example that model tends to guess answers.

25399



Question:

As shown in the figure, AB parallel EF, angle
BAC = 50°, then angle ACD = ()

Choices: A:120° B: 130° C: 140° D: 150°

GT Answer: C.
A B
C
E D F
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GPT-40 with GT Answer

Select one answer from the options "A, B, C, D" to
complete the sequence.

Since AB || EF, BAC corresponding to 2ACD
through the supplementary relationship of the
interior angles. The sum of angles on a straight
line is 180°. LACD = 180° — 50° = 30°.The
correct choice is B: 130°.

Incorrect. When parallel lines (AB and EF) are
intersected by a transversal (line AC), alternate
interior angles are equal ...

Since AB || EF and AC is a transversal, alternate
interior angles are equal. Therefore, ZACD =
£BAC = 50°. The sum of angles at point C along a
straight line is 180°. So, ZACD = 180° — 50° =
130°. correct choice is B: 130°.

Incorrect. Add a support straight horizontal line
through point C to help you solve it.

... use the Straight-Line Property: since angles on
a straight-line sum to 180°. ZACD = 180° — 50° =
130°.

Incorrect. The correct answer is C. angle ACD = 140 ...

Using the straight-line property. ZACD = £ACG +
£GCD = 50° + 90° = 140°. Correct choice is C.
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GPT-40 without GT Answer

Select one answer from the options "A, B, C, D" to
complete the sequence.

Since AB || EF, ZBAC corresponding to £ACD
through the supplementary relationship of the
interior angles. The sum of angles on a straight
line is 180°. LACD = 180° — 50° = 30°.The
correct choice is B: 130°.

Incorrect. When parallel lines (AB and EF) are
intersected by a transversal (line AC), alternate
interior angles are equal ...

Since AB || EF and AC is a transversal, alternate
interior angles are equal. Therefore, ZACD =
£BAC = 50°. The sum of angles at point C along a
straight line is 180°. So, ZACD = 180° — 50° =
130°. correct choice is B: 130°.

Incorrect. Add a support straight horizontal line
through point C to help you solve it.

... use the Straight-Line Property: Since angles on
a straight-line sum to 180°. ZACD = 180° — 50° =
130°.

Incorrect. Please reconsider your answer.

Using the straight-line property. ZACD + «DCF =
180°. Substituting known values: 50° + £ACD =
180°. Solving for ACD = 130°.

Figure 9: Qualitative results by removing GT answer in level 3 feedback.
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