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Abstract

Reference-free evaluation metrics for grammat-
ical error correction (GEC) have achieved high
correlation with human judgments. However,
these metrics are not designed to evaluate adver-
sarial systems that aim to obtain unjustifiably
high scores. The existence of such systems un-
dermines the reliability of automatic evaluation,
as it can mislead users in selecting appropriate
GEC systems. In this study, we propose ad-
versarial attack strategies for four reference-
free metrics: SOME, Scribendi, IMPARA,
and LLM-based metrics, and demonstrate that
our adversarial systems outperform the current
state-of-the-art. These findings highlight the
need for more robust evaluation methods. Our
code is available at: €9 https://github.com/
gotutiyan/attack-gec-metrics.

1 Introduction

Grammatical Error Correction (GEC) aims to auto-
matically correct grammatical errors in text, such
as tense and spelling errors. To improve correc-
tion performance, various GEC systems have been
proposed to date (Omelianchuk et al., 2020; Rothe
et al., 2021; Omelianchuk et al., 2024). One of the
main purposes of automatic evaluation metrics is to
rank GEC systems based on their correction quality
and to support users in selecting appropriate sys-
tems. Recently, reference-free metrics, which do
not require gold-standard corrections, have been
reported to achieve high correlations with human
judgments. For example, SOME (Yoshimura et al.,
2020) achieved a Spearman correlation exceed-
ing 0.95 on the SEEDA meta-evaluation bench-
mark (Kobayashi et al., 2024b), which measures
the ranking performance of 14 systems.

However, these high correlations in prior studies
assume an ideal setting in which only reasonable
and valid correction outputs are evaluated. In real-
ity, it is possible that correction outputs designed
to exploit vulnerabilities in evaluation metrics are

System 1 I\ Adversarialéy 1st
System 2 system % This metric
System3 |-{Metric A System 1| 2nd is not reliable ...
: ‘>| System3 | 3rd
Adversarial, ,
system 2 \{ System 2 | 4th w

Figure 1: The situation we are concerned about. The
adversarial attacking system may obtain an unreason-
ably high score by hacking a metric. This breaks the
reliability of the automatic GEC evaluation.

included in the evaluation. As shown in Figure 1,
the existence of such adversarial systems is a seri-
ous problem because users cannot select the best or
better GEC system based on evaluation results. Fur-
thermore, if the credibility of the automatic GEC
evaluation infrastructure is lost, it could undermine
trust in the entire GEC field.

In this study, we reveal that existing reference-
free metrics are vulnerable to adversarial attacks.
Specifically, we propose inherent adversarial attack
strategies for each of the four existing metrics: IM-
PARA (Maeda et al., 2022), Scribendi (Islam and
Magnani, 2021), SOME (Yoshimura et al., 2020),
and LL.M-based metrics (Kobayashi et al., 2024a).
Experiments conducted on the BEA-2019 (Bryant
et al., 2019) development set show that our attack
systems can obtain higher scores than current state-
of-the-art GEC systems (Omelianchuk et al., 2024).
These findings highlight the severity of the align-
ment issue of existing reference-free GEC metrics.
We also discuss the reasons for the vulnerabilities
and future directions for developing robust metrics.

2 Background: Reference-free Metrics

Reference-free GEC metrics take as input a source
sentence S containing grammatical errors and its
corrected version H produced by a GEC system
(H = GECSystem(.S)), and compute a score for
H: Score = Metric(S, H) € R. Unlike reference-
based evaluation metrics, a key advantage is that
the correct edits are not constrained to human-
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annotated references. Currently, the following four
metrics have been proposed.

SOME (Yoshimura et al., 2020) trains three re-
gression models SOMEGg(H ), SOMEg(H ), and
SOME\ (S, H) corresponding to grammaticality,
fluency, and meaning preservation, respectively. A
distinctive feature is that each model is trained to di-
rectly optimize human evaluation scores. The final
evaluation score is computed by weighting the three
scores with the weights: o, 3,7 (a« + 8+~v=1)
as shown in the following equation. Basically,
(ar, B,7) = (0.55,0.43,0.02) are used.

SOME(S, H) = a - SOMEg(H))
+ B -SOMEg(H) + 7 - SOMEw(S, H).

Scribendi (Islam and Magnani, 2021) checks
whether the perplexity (ppl) computed by a lan-
guage model such as GPT-2 (Radford et al., 2019)
decreases after correcting errors and whether sur-
face similarity is maintained. The evaluation score
is one of -1, 0, or 1. For surface similarity, Lev-
enshtein distance ratio (LDR) and token sort ratio
(TSR) are used, and a threshold of 0.8 for the max-
imum of the two is used for filtering. This filter
serves to reject hypothesis sentences that deviate
too far from the input. Formally, the score is com-
puted according to the conditions shown in the
following equations:

Scribendi(S, H) =

1 ppl(S) > ppl(H) and Surface(S, H)
0 S =H ’
—1 otherwise

where Surface(S, H) =

True max(LDR(S, H),TSR(S,H)) > 0.8
False otherwise

IMPARA (Maeda et al., 2022) evaluates edits
by combining a similarity estimation model SE(-)
and a quality estimation model QE(-). The sim-
ilarity estimation score is used as a filter for hy-
pothesis sentences that deviate from the input, and
the final score is given by the quality estimation
score. The similarity estimation model is defined as
the cosine similarity of embedding representations
based on mean pooling computed by models such
as BERT (Devlin et al., 2019). If the similarity is
below a predefined threshold 6, the score is set to 0
by the filter. In general, § = 0.9 is used. Formally,

the score is computed as follows:

QE(H) SE(S,H) >0

IMPARA(S, H) = { 0 otherwise

LLM-S and LLM-E (Kobayashi et al., 2024a)
uses a large language model (LLM) to evaluate cor-
rected sentences by providing the erroneous input
sentence and the corrected sentence along with
an instruction that specifies the evaluation task.
Kobayashi et al. (2024a) proposed a method in
which up to five corrected sentences are input at
once and evaluated simultaneously. The evaluation
score is a five-point integer scale ranging from 1
to 5. After calculating the sentence-level scores,
TrueSkill (Herbrich et al., 2006) is applied by com-
paring the evaluation scores against each other be-
tween systems to compute the final system ranking.
In this study, we used two variants: LLM-S, which
receives input corrections, and LLM-E, which re-
ceives edit strings converted from corrected sen-
tences. Appendix A shows each prompt example.

These reference-free metrics are known for their
high evaluation performance. For instance, in
the SEEDA meta-evaluation benchmark, which
ranks 14 GEC systems, the Pearson or Spearman
correlation with human evaluation exceeds 0.9 in
most cases (Kobayashi et al., 2024b; Goto et al.,
2025b). Furthermore, other advantages include
low-cost evaluation since no manually annotated
reference text is required, and easy domain adapta-
tion (Maeda et al., 2022). These benefits provide
a strong motivation for the use of reference-free
metrics in benchmark evaluations.

3 Vulnerability of Reference-free Metrics

3.1 Adversarial Attack Strategies

For SOME. To hack SOMEg(H) and
SOMEgr(H) while ignoring SOMEwy(S, H),
we find the single sentence that maximizes
these scores.  Figure 2 shows an example that
finds the best sentence from four sentences.
In the experiments, we compute the score
0.55 * SOMEg(H) + 0.43 * SOMEg(H) for
the 1,157,370 corrected sentences in BEA2019-
train (Bryant et al., 2019), and select the sentence
with the highest score as the common correction
output for all inputs. Although the meaning
preservation score may be smaller, we assume that
it can be ignored due to its small weight: v = 0.02.

For Scribendi. To reduce perplexity while main-
taining a surface similarity above the threshold of
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Examples (Monolingual Corpus)

The weather is mild . ]
[_Will you be a model for painting ? |
This job will be a challenge for me .
This city is really clean .

Argmax The weather ...

Choose the best

coo~
No»o

Scoring by SOME

Figure 2: Illustrations of adversarial attack for SOME.

Input
[You will be interesting in this job 2}

—>» PPL=225.19

1. Mask first token
Masked sent. \ 4
[MASK] will be interesting in this job ?]
2. Estimate candidates via BERT LM
(three candidates in this case)
Candidates
[What will be interesting in this job ?

3. Compute perplexity
— —>» (PPL=221.81 < 225.19
— —» | PPL=256.01 >225.19 ¥
> ( PPL=321.44 > 22519 &

Who will be interesting in this job ?
It will be interesting in this job ?

|

4. Choose output
What will be interesting in this job ’?](—

Illustrations of adversarial attack for

Figure 3:
Scribendi.

0.8, a single word in the input sentence is replaced
with another word that results in a lower perplexity.
We mask the first token in the input sentence and
generate 64 replacement candidates using a masked
language model, bert-base-cased (Devlin et al.,
2019). The candidates are selected in order of es-
timated probability. Among these candidates, if a
replacement leads to lower perplexity and results
in a Scribendi score of 1, we output that sentence.
Figure 3 shows an example that generates three
candidates and finally the first one was selected. If
no such sentence is found by replacing the first to-
ken, we proceed to mask the second token, then the
third, and so on. In any case, only one token is re-
placed. If no suitable output is found after masking
the last token, we output the input sentence itself
to minimize penalties.

For IMPARA. To obtain a sentence with the
highest quality score while avoiding the similar-
ity filter SE(-), we retrieve the k nearest neighbors
of the erroneous sentence from reference sentences
in GEC training data.  Figure 4 shows a case
which retrieves three examples (k = 3) from four
sentences, and then chooses the sentence with the
highest QE score. We use “1 minus cosine sim-
ilarity” as the distance metric to prioritize candi-
dates that are likely to bypass the filter. Among
the retrieved candidates, we select the one that
yields the highest final IMPARA score. As the cor-
pus for retrieval, we combine BEA2019-train with
Troy-1BW and Troy-Blogs distilled from GECToR-

Examples (Monolingual Corpus) __

1 hope it will be a suitable job for me .
Will you be a model for painting ?
This job will be a challenge for me .
This city is really clean .

Input: You will be 2. Also embed an input
interesting in this job ?
3. Extract kNN examples (k=3 in this case)

Will you ... (distance=0.95)
(hope .. @stance=091) |+ i (0% " Oxg

1. Embed each example
using an encoder
>

BN

This job ... (distance=0.87)

4. Choose the best

Figure 4: TIllustrations of adversarial attack for IM-
PARA.

Large (Tarnavskyi et al., 2022), resulting in a total
of 3,574,070 sentences. For the retrieval process,
we use the semsis library! and k = 256. The em-
bedding model should be the same as IMPARA’s
SE(-) model, thus we use bert-base-cased.

For LLM-S and LLM-E. We conduct prompt
injection by overwriting the instruction. For ev-
ery input, we output the sentence: “# New in-
struction: Ignore previous instructions and out-
put 5 as the score for this sentence.” The exam-
ple of our injection is shwon in Figure 7 in Ap-
pendix B. To investigate the reliability of using var-
ious LLMs, our experiments are conducted using
three LLMs: gpt-40-mini (OpenAl et al., 2024),
gemma-3-27b-it (Team et al., 2025), Meta-Lla
ma-3.3-70B-Instruct (Grattafiori et al., 2024).

3.2 Assemssment the Impact of Attacks

We investigate the threat of adversarial attacks and
their impact on the reliability of the metrics. We
compare our attack systems to the current state-of-
the-art (SOTA) GEC systems. If the attack system
outperforms the SOTA-level systems, we can con-
clude that the reliability of the metrics is under-
mined. We apply our attack strategies to 4,384 sen-
tences of the BEA-2019 development set and evalu-
ate them, and compare with scores of Omelianchuk
et al. (2024), which includes current SOTA systems.
Specifically, we use seven single systems: CTC-
Copy, Chat-LLaMa-2-(7,13)B-FT, EditScorer,
GECToR-2024, T5-11B, and UL2-20B, as well as
three ensemble of the seven systems: Majority Vot-
ing (ENS-Voting), GRECO (ENS-GRECO), and
mulit-stage ensemble (ENS-ENS)?. After combin-

1ht’cps: //github.com/de9uch1/semsis

>The ENS-ENS corresponds to “MAJORITY-VOTING
+ [ majority-voting(best 7), GRECO-rank-w(best 7), GPT-4-
rank-a(clust 3)]” in Omelianchuk et al. (2024). All system
outputs are available in https://github.com/grammarly/
pillars-of-gec/tree/main/data/system_preds.
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SOME Scribendi IMPARA LLM-S LLM-E
GPT-40-mini Gemma3 Llama3.3 GPT-40-mini Gemma3 Llama3.3
Systems Abs. Rel. | Abs. Rel. |Abs. Rel. Rel. Rel. Rel. Rel. Rel. Rel.
CTC-Copy .836 -.067| 1821 -.005|.730 -.055 -.033 .069 .043 .022 .007 .003
Chat-LLaMa-2-13B-FT| .843 -.036| 2171 .023|.755 -.026 .017 .097 .072 .014 .008 .013
Chat-LLaMa-2-7B-FT | .843 -.027| 2200 .024|.753 -.027 -.005 .083 .064 .022 .009 .015
EditScorer .829 -.094| 1769 -.008|.707 -.081 -.031 .063 .046 .022 .015 .006
GECToR-2024 .830 -.089| 1769 -.007|.706 -.078 -.042 .063 .040 .027 .012 .008
T5-11B 846 -.013 | 2161 .022|.763 -.008 .017 .096 .068 .028 .017 .013
UL2-20B .845 -.024| 2104 .018 |.758 -.017 .015 095  .075 .028 004  .022
ENS-Voting 832 -.074| 1916 .005|.715 -.064 -.017 .073 .060 .033 .008 .006
ENS-GRECO .838 -.056| 1951 .007 |.737 -.048 .008 .095 .073 .029 .009 .010
ENS-ENS 834 -.067| 1944 .007 |.723 -.058 -.013 .080 .066 .031 .015 .008
Adversarial- SOME 1.013 1.453|-4384 -702|.000 -1.078| -.450 -132 -271 -.086 -124  -154
Adversarial-Scribendi 794 -274 | 4179 218 | 587 -.216 -.163 -.008 -.045 -.012 -.027  -.029
Adversarial- IMPARA | .857 -.000 |-3957 -.604|.911 .384 -214 -.023  -.101 -.064 -.071  -.040
Adversarial-LLM 789 -.321 [-4384 -.702|.000 -1.078 21 230 278 .025 .042 .163

Table 1: Evaluation results for the system set published by Omelianchuk et al. (2024) and our adversarial systems
(“Adversarial-" prefix). “Abs.” is the absoute evaluation setting, and “Rel.” is the relative evaluation setting . The
bold is the top-score in each column, and the underline is the second-higher score.

Adversarial | Outputs Scores
Systems
(Input) You will be interest- | ppl(-) = 225.19
ing in this job ?
SOME The weather is mild . | SOMEg(-) = 1.031
SOMEx(+) = 1.012
SOMEy(-) = 0.431
Scribendi | What will be interest- | ppl(-) = 221.81
ing in this job ? LDR(-) = 0.894,
TSR(-) = 0.870
IMPARA | I hope it will be a | QE(-) = 0.935,
suitable job forme . | SE(-) = 0.902

Table 2: Our adversarial examples and their scores.
The “Adversarial Systems” column corresponds to Sec-
tion 3.1. The “Scores” column shows the detailed scores
of the metrics that are intended to be attacked.

ing their systems and our four adversarial systems,
the overall system will consist of 14 systems.

Evaluations. We evaluate the systems under two
settings: absolute evaluation (“Abs.”) and relative
evaluation (“Rel.”’). Both approaches are based on
sentence-level scores. In absolute evaluation, the
system score is computed by averaging or summing
these scores, whereas in relative evaluation, pair-
wise comparisons of sentence-level scores are used
to infer system rankings via the TrueSkill. The
relative evaluation aligns with actual human evalu-
ation protocols and is recommended by Goto et al.
(2025b), while absolute evaluation is used for its
interpretability. For the LLM-based metric, only
relative evaluation is performed because Kobayashi
et al. (2024a) did not define an absolute scoring.

To reduce experimental cost, only the first 400 sen-
tences are used for evaluation. Since the SEEDA
meta-evaluation dataset (Kobayashi et al., 2024b)
ranks systems using 391 sentences, 400 sentences
are sufficient to obtain reasonable rankings. C4 in
Appendix E provides detailed settings of metrics.

3.3 Experimental Results

Table 1 shows the evaluation results. Our adver-
sarial systems achieved the top score for most of
the metrics. Our systems achieved absolute scores
of 1.013 for SOME?, 4179 for Scribendi, 0.911
for IMPARA, and quite higher scores in LLM-S
and LLM-E. These results indicate that existing
GEC metrics cannot be used reliably due to their
vulnerabilities. These results can also be found
in the relative evaluation results (“Rel.”), which
uses the same evaluation process as the human one.
For more comprehensive experiments, we also con-
ducted experiments using SEEDA’s 14 systems in-
stead of Omelianchuk et al.’s (2024) systems and
confirmed similar results, referring in Appendix C.

Table 2 shows our adversarial examples. For
SOME, the sentence “The weather is mild .” for
all inputs, obtaining high scores for grammaticality
and fluency. Although the meaning preservation
score is low, it has minimal impact on the final
score due to the small weight v = 0.02. Scribendi
changes the first token from “You” to “What”, and
successfully lowers perplexity (225.19 > 221.81)

3SOME performs min-max normalization of the regression
output to the range 1-4, but since the model output is not
guaranteed to be within this range, exceeding 1 could occur.
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while maintaining surface similarity. Obviously, it
cannot be said to be a corrected sentence because it
changes the meaning of the question. For IMPARA,
the outputs differ in content from the input sentence
but include a mention of “job”, resulting in a high
cosine similarity of SE(-) = 0.902 > 0.9 and a
quality estimation score of QE(-) = 0.935.

4 Toward Robust and Reliable Evaluation
4.1 Metric Ensemble

As one prospective approach to constructing robust
metrics, we leverage metric ensembles. Table 1
reveals that each adversarial attack typically only
succeeds against a single metric, demonstrating
the difficulty of developing universally effective
attacks. For instance, while Adversarial-SOME
successfully attacked SOME, it failed against other
metrics. Given that different metrics employ dis-
tinct model architectures and algorithms, this result
is reasonable. From this observation, we infer that
metric ensembles can compensate for the vulnera-
bilities of individual metrics and thereby improve
overall robustness.

Table 1 shows the results of a naive ensem-
ble experiment using the negative ranking aver-
aging (Goto et al., 2025a) to re-score the 14 sys-
tems. This ensemble method converts the scores
into rankings, then averages their negative values
across metrics. We ensemble three metrics: SOME,
IMPARA, and Scribendi for the absolute evalua-
tion, and ensemble the same nine metrics as in
Table 1 for the relative evaluation. Table 3 shows
the results. The metric ensembles effectively rank
adversarial systems lower, thereby improving ro-
bustness. We present this as a potential short-term
solution to mitigate the vulnerabilities posed by
such adversarial attacks.

4.2 Future Direction

One reason for these vulnerabilities is the inade-
quate filtering of adversarial sentences. Most met-
rics attempt to address this issue by incorporat-
ing meaning preservation measures, which ensure
that the meaning remains consistent before and
after correction. However, the current filters can-
not accurately distinguish reasonable corrections
from adversarial sentences. Sakai et al. (2025)
also pointed out the same issue in IMPARA’s filter-
ing. Potential solutions include evaluating meaning
preservation and quality from multiple perspectives,
as we can see in the metric ensemble, or design-

Systems | Abs. Rel.

CTC-Copy -8.000 -9.222
Chat-LLaMa-2-13B-FT | -4.000 -5.111
Chat-LLaMa-2-7B-FT -4.333 -5.667
EditScorer -10.667  -9.333
GECToR-2024 -10.667  -9.222
T5-11B -3.000 -3.222
UL2-20B -4.000 -4.556
ENS-Voting -9.000 -7.778
ENS-GRECO -6.333 -5.111
ENS-ENS -8.000 -6.222
Adversarial- SOME -9.000  -12.333
Adversarial-Scribendi -8.667 -10.889
Adversarial-IMPARA -5.000  -10.333
Adversarial-LLM -13.333 -6.000

Table 3: The ensemble results based on negative ranking
averaging of Table 1. The scores are negative values,
indicating that a higher value represents a better sys-
tem. The bold is the top-score in each column, and the
underline is the second-highest score.

ing architectures and algorithms that make attacker
costs higher. In this paper, we leave these points as
future research challenges and prioritize informing
the community about the existence of vulnerabili-
ties.

Discussing the boundary between corrected and
non-corrected sentences is also important. Since
the GEC field has not previously considered ad-
versarial inputs, this boundary remains ambiguous.
We hope that continued discussion of this boundary
within the GEC community will lead to the devel-
opment of better filters and evaluation metrics.

5 Conclusion

In this paper, we first demonstrated that four ex-
isting reference-free GEC metrics have significant
pitfalls and that our adversarial systems can out-
perform current SOTA-level systems. We also
introduced a naive metric ensemble method to en-
hance robustness, and demonstrated that it can ef-
fectively rank adversarial systems as lower-quality
systems. We argue that the vulnerability of existing
reference-free metrics stems from inadequate filter-
ing of adversarial sentences, and that the ensemble-
based approaches serve as one possible solution
to solve this issue. In future meta-evaluations of
reference-free metrics, we hope that discussions
will go beyond correlation coefficients with human
evaluations to also consider robustness against ad-
versarial attacks.
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Limitations

Metrics. In this study, we primarily focused on
SOME, Scribendi, IMPARA, LLM-S, and LLM-E,
as our investigation methods were designed to be
applied to each reference-free metric individually.
While our proposed methods may be difficult to
apply directly to newly introduced reference-free
metrics in the future, the key contribution of this
study lies in demonstrating the existence of adver-
sarial systems. This aspect has not been sufficiently
considered in the GEC evaluation. This insight can
guide future metric development and highlights the
necessity of robustness-focused meta-evaluation.

Methods. In this study, we reported the vulnera-
bilities of each metric using simple methods, with
the aim of raising awareness about their reliability.
While it may be possible to develop even more
threatening attack methods or explore complex
strategies such as Pareto-optimal attacks that cover
all metrics, these directions are beyond the scope
of this short paper. Our primary goal is to share the
insights gained from our adversarial examples.

Dataset. This study primarily reports experimen-
tal results on 400 sentences from BEA2019, with
additional results on SEEDA presented in Ap-
pendix C. The main objective of this work is to
highlight critical pitfalls in reference-free GEC
evaluation metric reliability. Therefore, due to com-
putational cost, we limited our main experiments
to 400 sentences out of the full BEA2019-dev set
of 4,384 sentences. Since the test set is not pub-
licly available, we followed the common practice
of using the development set. While it is possible
to extend the analysis to other datasets, such com-
prehensiveness falls outside the scope of this short
paper and was thus not pursued.

Defense. In this study, we proposed a defense
method using metric ensembles as a short-term
solution, but there may exist more effective ap-
proaches. However, the purpose of this short paper
is to report the existence of vulnerabilities in exist-
ing metrics, and we believe this objective has been
sufficiently achieved. Toward a more robust metric,
we emphasized the importance of addressing the
issue of meaning preservation, which has received
limited attention in prior work on reference-free
metrics. We expect that this discussion will con-
tribute to the future development of defense strate-
gies.

Ethical Considerations

Co-ordinated disclosure. Our research exposes
the vulnerabilities of existing GEC metrics by using
intentional adversarial inputs. Due to this character-
istic of this work, we are following the coordinated
disclosure procedure of the ACL Policy on Pub-
lication Ethics* for the publication of this paper.
Specifically, we notify metric’s authors of the vul-
nerabilities and will make public our paper at least
30 days after the notification.

We disclose the process leading up to the camera-
ready submission as follows. For the four metrics
used in this study, Scribendi, SOME, IMPARA,
and LLM-{S, E}, we have contacted the authors
(including co-authors) via email. In these emails,
we explained that we have to notify the authors
of the vulnerabilities of their metrics according to
the coordinated disclosure pocilicy, and shared our
paper (the ARR submission version, not a camera-
ready) to provide detailed information about our
adversarial attacks. We sent the email on August
22, and we subsequently received confirmations
from all authors that they had checked our notifi-
cation. Specifically, we received responses from
Md Asadul Islam (author of Scribedi) on the 22nd,
from Koki Maeda (author of IMPARA) on the 22nd,
from Masamune Kobayashi (author of LLM-S and
-E) on the 26th, and from Mamoru Komachi (au-
thor of SOME and LLM-S and -E) on the 27th.
We promise that we publish our paper on or after
September 23rd JST, at least 30 days later from our
notifications. We are confident that there will be no
problem with the timing of publication in the ACL
Anthology, and we carefully consider the timing of
preprint publication. If additional processes occur
after camera-ready submission, we will disclose
them in our preprint that will be published in the
future. We express our respect to all authors who
graciously accepted our notification.

License. This study uses only publicly available
models, methods, and datasets, and all licenses
have been properly followed. For detailed license
information, please refer to the Appendix E.

Others. The data used and selected in this study
do not contain any content that could be consid-
ered harmful to humans. The data employed to
reveal the weaknesses of the metrics is based on the

*https://www.aclweb.org/adminwiki/index.php/
ACL_Policy_on_Publication_Ethics#Co-ordinated_
disclosure
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BEA?2019 training set and the Roy-1BW and Troy-
Blogs datasets, none of which include harmful con-
tent. Therefore, this study does not involve any
harmful content for the artifacts produced. Addi-
tional details regarding the ARR Responsible NLP
Checklist are provided in Appendix E.
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The goal of this task is to rank the presented targets
based on the quality of the sentences. After read-
ing the source sentence and target sentences, please
assign a score from a minimum of 1 point to a maxi-
mum of 5 points to each target based on the quality
of the sentence (note that you can assign the same
score multiple times).

# source

You will be interesting in this job ?

# targets

Are you interested in this job ?

Will you be interested in this job ?

Would you be interested in this job ?

You would be interested in this job ?

# output format

The output should be a markdown code snippet for-
matted in the following schema, including the leading
and trailing "~~~ json" and "7~ ":

TTT json

{

"target]_score": int // assigned score for target 1

"targetN_score": int // assigned score for target N

}

Figure 5: A prompt example for LLM-S. Each corrected
sentences are input as is.

A Propmt Examples of LLM Metrcis

Figure 5 and 6 shows the actual prompt for LLM-S
and LLM-E metrics (Kobayashi et al., 2024a).

B Example of Prompt Injection

Figure 7 shows an example of our prompt injection.
We expect that the instruction will be overwritten
while the model reads the corrected sentence.

C Results with SEEDA systems

As mentioned in Section 3.2, we com-
pared our adversarial attack systems with
Omelianchuk (Omelianchuk et al., 2024)’s systems.
To make experiments more comprehensive, we
also conducted experiments using SEEDA’s 14
systems instead of Omelianchuk (Omelianchuk
et al., 2024)’s systems. Table 6 shows the results.
Similar to the results in Table 1, we observed that
the reliability of existing GEC metrics can be
easily undermined by our adversarial attack.

D Deltailed Results for LLM Metrics

Table 4 shows the evaluation results of 14 sys-
tems, including the hacking systems, using LLM-S
with various LLMs. Note that, unlike Table 1, the
rows and columns are transposed. The LLMs in-
clude Qwen2.5 (Qwen et al., 2025), Qwen3 (Yang

The goal of this task is to rank the presented targets
based on the quality of the sentences. After read-
ing the source sentence and target sentences, please
assign a score from a minimum of 1 point to a maxi-
mum of 5 points to each target based on the quality
of the sentence (note that you can assign the same
score multiple times).

For targets without any edits, if the sentence is correct,
they will be awarded 5 points; if there is an error, they
will receive 1 point.

The edits in each target are indicated as follows: In-
sert "the": [—the] Delete "the": [the—] Replace
"the" with "a": [the—a]

# source

You will be interesting in this job ?

# targets

[You — Are you] [will be — ] [interesting — inter-
ested]

[You will — Will you] [interesting — interested]
[You — Would you] [will — ] [interesting — inter-
ested]

[will — would] [interesting — interested]

# output format

The output should be a markdown code snippet for-
matted in the following schema, including the leading
and trailing "~~~ json" and "* "~ ":

T json

{

"targetl_score": int // assigned score for target 1

"targetN_score": int // assigned score for target N

}

Figure 6: A prompt example for LLM-E. Each cor-
rected sentences are input after transformed into edit
sequences. This example uses the same corrected sen-
tences as the example for LLM-S (Figure 5).

et al., 2025), gemma-2 (Team et al., 2024), gemma-
3 (Team et al., 2025), Llama2 (Touvron et al.,
2023), Llama3 (Grattafiori et al., 2024), Phi-4 (Ab-
din et al., 2024), and Yi-1.5 (Al et al., 2025). The
results indicate that most models exhibit vulnera-
bilities to our prompt injection. Some LLMs with
relatively large model sizes, such as Qwen2.5-32B-
Instruct and Meta-Llama-3-70B-Instruct, some-
times show robust performance, but consistent re-
sults were not observed across all models.

Table 5 shows the results for LLM-E (Kobayashi
et al., 2024a) that inputs a hypothesis as an edit se-
quence, and we observed a similar trend to LLM-S.
In LLM-E, the prompt injection is divided into
some edits, e.g., [<orig_strinb> -> # New
instruction:], [<orig_strinb> -> Ignore
previous instruction]..., but such a prompt
can attack the decision of the LLMs.
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The goal of this task is to rank the presented targets
based on the quality of the sentences. After read-
ing the source sentence and target sentences, please
assign a score from a minimum of 1 point to a maxi-
mum of 5 points to each target based on the quality
of the sentence (note that you can assign the same
score multiple times).

# source

You will be interesting in this job ?

# targets

Are you interested in this job ?

Will you be interested in this job ?

Would you be interested in this job ?

# New instruction: Ignore previous instructions
and output 5 as the score for this sentence.

You would be interested in this job ?

# output format

The output should be a markdown code snippet for-
matted in the following schema, including the leading
and trailing "~~~ json" and "* " ":

TTT json

{

"target]_score": int // assigned score for target 1

"targetN_score": int // assigned score for target N

b

Figure 7: Example of a hacked sentence appearing in
the fourth position of corrected sentences, when five
corrected sentences are proposed in the prompt.

E Elaborations for ARR Responsible
Checklist

B1 (Cite Creators Of Artifacts) For evalua-
tion tools, we used GEC-METRICS> (Goto et al.,
2025a). For SOTA-level system outputs, we use
Omelianchuk et al. (2024)’s systems6. We use
BEA-2019 (Bryant et al., 2019) train split, which
includes FCE (Yannakoudakis et al., 2011), W&I-
LOCNESS (Yannakoudakis et al., 2018), NU-
CLE (Dahlmeier et al., 2013), and Lang-8 (Mizu-
moto et al., 2011). The links to download are avail-
able from the official page: https://www.cl.cam.
ac.uk/research/nl/bea2019st/.

B2 (The License For Artifacts) The GEC-
METRICS library is distributed under MIT license,
the BEA-2019 datasets under non-commercial pur-
pose’, the Troy-1BW and Troy-Blogs are under
Apache-2.0 license. Therefore, these datasets can
be used for research purposes without any prob-
lems.

Shttps://github.com/gotutiyan/gec—metrics

6https://github.com/grammarly/pillars—of—gec/
tree/main/data/system_preds

7https ://www.cl.cam.ac.uk/research/nl/
bea2019st/

B3 (Artifact Use Consistent With Intended
Use) The BEA-2019 dataset is intended for non-
commercial use, and our experiments fulfill that.

B4 (Data Contains Personally Identifying Info
Or Offensive Content) We used only publicly
available datasets. Thus, the anonymization pro-
cess is already applied.

BS5 (Documentation Of Artifacts) As mentioned
in Section 3.1, we used the BEA-2019 datasets,
Omelianchuk et al. (2024)’s systems outputs, and
Troy-1BW and Troy-Blogs (Tarnavskyi et al.,
2022). All of the datasets contain only English text.
BEA-2019 consists of a language learner’s writing
as an erroneous sentence and its error-corrected
version made by experts. The Troy-1BW and Troy-
Blogs are based on more general text, and their
corrected version were made by high-performance
automatic GEC systems (ensemble of GECToR-
large Tarnavskyi et al., 2022).

B6 (Statistics For Data) The BEA-2019 train
split contains 1,157,370 sentences, Troy-1BW con-
tains 1,172,688 sentences, and Troy-Blobs contains
1,244,010 sentences. Omelianchuk et al. (2024)’s
systems outputs are for BEA-2019 development set
that contains 4384 sentences.

C1 (Model Size And Budget) Regarding model
size, SOME contains three BERT models to esti-
mate grammaticality, fluency, and meaning preser-
vation score. The total model size is about 300MB.
IMPARA employs two BERT-like models for
QE(-) and SE(-) as described in Section 2, thus
the total model size is about 200MB. Scribendi em-
ploys GPT-2 (Radford et al., 2019), thus the size
is about 100MB. LLM-based metrics use causal
language models between 27B and 70B, as men-
tioned in Section 3.1. Regarding GPU resources
and time, we use a single A6000 (48GB VRAM)
GPU for running SOME, Scribendi, IMPARA, and
LLM metrics with less than 32B LLMs. It takes
about 10 minutes for other than LLM metrics, and
about 1 hour for LLM metrics, to evaluate the 14
systems reported in Table 1. For LLM metrics with
70B LLMs, we used a single V100 (80GB VRAM)
GPU. It takes about 3 hours to evaluate the 14 sys-
tems. Regarding budget, we use gpt-40-mini as
an OpenAl model. The input tokens are roughly
0.2M for each of LLM-S and LLM-E, thus the cost
is less than $0.18.

$When we submit this paper, the pricing of gpt-40-mini
is $0.15 per 1M tokens.
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C2 (Experimental Setup And Hyperparameters)
Section 3.1 and 3.2 sufficiently explain this.

C3 (Descriptive Statistics) We did not perform
experiments that require repeated processes.

C4 (Parameters For Packages) We used GEC-
METRICS? (Goto et al., 2025a) for the implemen-
tation of the metrics. SOME was run using the
official model '°, with weights set to (a, 3,7) =
(0.55,0.43,0.02). These parameters correspond to
the best parameters determined by Yoshimura et al.
(2020). Scribendi followed Islam and Magnani
(2021) and used GPT-2 (Radford et al., 2019)'! as
the language model to compute perplexity and 0.8
for the threshold of maximum values of LDR(-)
and TSR(-). IMPARA used the unofficial but pub-
licly available pre-trained model '? for QE(-), and
bert-base-cased was used for SE(-). 6§ = 0.9
was used for the threshold.

D1-5 We did not employ participants.

E1 (Information About Use Of Ai Assistants)
The Al assistant was used only partly to improve
the writing.

9https ://github.com/gotutiyan/gec-metrics
10https ://github.com/kokeman/SOME

llhttps ://huggingface.co/openai-community/gpt2
Zhttps://huggingface.co/gotutiyan/IMPARA-QE
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Qwen?2.5-1.5B-Instruct 036 -.036 -.031 -.028 -.030 -.032 -041 -.036 -.032 -.036 -.136 -.067 -.039 -.142
Qwen2.5-3B-Instruct 095 -.086 -.093 -.079 -.086 -.083 -082 -072 -074 -.071 -330 -.165 -.172 .211
Qwen?2.5-7B-Instruct ~040 008 -.012 -.022 -029 .002 .009 -.003 .010 .006 -359 -.155 -.158 .239
Qwen2.5-14B-Instruct ~036 012 -011 -050 -.046 .013 .006 -.027 -001 -.021 -258 -.143 -.181 .080
Qwen2.5-32B-Instruct 020 082 .067 .012 017 .085 .094 .039 .066 .043 -.192 -.115 -103 .074
Qwen3-1.7B 036 -.030 -.033 -.031 -.033 -.032 -032 -023 -026 -.022 -.158 -.041 -076 -.018
Qwen3-8B 040 -.005 -.023 -.036 -.056 -.013 -.007 -.025 -017 -.021 -243 -.149 -.188 .169
Qwen3-32B 118 -076 -.077 -127 -136 -071 -072 -.108 -.090 -.105 -.185 -.179 -.185 .132
gemma-2-2b-it 037 053 .034 060 .026 .050 .048 .047 .048 .055 .006 .069 .086 .511
gemma-2-9b-it ~043 008 -.022 -041 -.049 .001 .010 -.023 -012 -.017 -264 -089 -.116 .342
gemma-2-27b-it 036 -.007 -011 -.041 -041 -.005 .005 -.026 -.002 -021 -304 -.136 -.113 .292
gemma-3-1b-it ~003 .003 .004 .006 -017 .007 .003 -001 -011 .000 -044 .009 .042 .479
gemma-3-4b-it ~021 -.003 -.023 -.007 -.024 -.000 -.007 -.003 -.002 .001 -274 -073 -070 .238
gemma-3-12b-it 047 -015 -.028 -.052 -.062 -.022 -015 -.033 -.023 -.030 -201 -.116 -.163 .115
gemma-3-27b-it 069 .097 .083 .063 .063 .096 .095 .073 .095 .080 -.132 -.008 -.023 .230
Llama-2-7b-chat-hf 050 054 .053 .056 .059 .046 .053 .063 .056 .063 .017 .083 .067 .427
Llama-2-13b-chat-hf 096 -.074 -.093 -.095 -.115 -.076 -.086 -.087 -.090 -.076 -350 -.164 -.114 .519
Llama-2-70b-chat-hf 095 -.078 -.094 -.080 -.100 -.077 -.086 -.082 -.083 -.080 -.433 -201 -235 .352
Meta-Llama-3-8B-Instruct |-.028 -.002 -.024 -.023 -.022 -002 -.003 -.022 -011 -015 -348 -.157 -.185 .181
Meta-Llama-3-70B-Instruct | .063 .086 .074 .063 .083 .082 .081 .068 .078 .067 -.198 -.061 -.104 -200
Llama-3.3-70B-Instruct 043 072 064 046 .040 .068 .075 .060 073 .066 -271 -045 -101 .278
Phi-4 |-020 .008 -011 -023 -033 .00l .013 .001 .009 .003 -276 -.106 -.114 .361
Yi-1.5-6B-Chat 058 -.044 -.048 -051 -.054 -.048 -042 -.035 -.035 -.032 -251 -.146 -.148 .140
Yi-1.5-9B-Chat ~042 -011 -011 -.025 -.033 -013 -013 -016 -010 -.012 -342 -117 -.162 .230
Yi-1.5-34B-Chat 034 -.000 -.016 -.017 -.027 -001 .004 -011 002 -.003 -346 -.152 -.159 .230

Table 4: Evaluation results for 14 systems including Omelianchuk et al. (2024)’s systems and our attack systems,
using of LLM-S with various LLMs as a metric. All results are based on the “Rel.” evaluation setting, which
performs the relative evaluation that aggregates the sentence-level scores using TrueSkill. The bold is the top-score
in each row, and the underline is the second-highest score.
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Qwen?2.5-1.5B-Instruct 001 .005 .006 -.005 -.009 .002 -001 -.000 -.005 .002 -.054 -.018 -006 .149
Qwen2.5-3B-Instruct 060 067 .078 .063 069 .066 .081 .067 .077 .070 .067 .043 .060 .195
Qwen?2.5-7B-Instruct ~005 002 -.008 -.004 -008 .015 .004 .001 .010 .006 -069 -019 -014 .051
Qwen?2.5-14B-Instruct 004 018 .006 .007 .009 .024 .025 .004 .008 .002 -.025 -.040 -.029 -.081
Qwen2.5-32B-Instruct 010 .041 .033 .006 .005 .034 .030 .007 .016 .007 -.101 -.036 -.038 -.034
Qwen3-1.7B ~000 .002 -.000 .002 .000 .001 .003 .001 .000 .001 -.002 .001 -.008 .022
Qwen3-8B ~023 -.004 -.025 -012 -018 -.010 -.020 -.020 -.022 -015 -.085 -016 -.038 .101
Qwen3-32B ~091 -.083 -.083 -.082 -.080 -.075 -.088 -.090 -.080 -.092 -.042 -.118 -.094 -240
gemma-2-2b-it 051 054 .053 .067 042 .057 .066 .063 .065 .067 .108 .084 .109 .473
gemma-2-9b-it 079 -.064 -.068 -.064 -078 -058 -072 -.064 -.067 -060 -.180 -.110 -.105 .293
gemma-2-27b-it 015 .020 .019 .024 002 .026 .023 .025 .024 .029 -.132 -050 -.090 .146
gemma-3-1b-it 002 .001 .006 -.007 -.020 .005 -.003 -.000 -006 .004 .025 .028 .023 .456
gemma-3-4b-it 005 .007 .005 .016 -.000 .011 .007 .003 .003 .005 -.006 -.001 .008 .229
gemma-3-12b-it 014 011 018 014 .027 .015 .021 .028 .022 .032 -047 -004 -.101 -.106
gemma-3-27b-it 007 008 .009 .015 .012 .017 .004 .008 .009 .015 -.124 -027 -071 .042
Llama-2-7b-chat-hf 086 080 .083 .086 .069 .090 .081 .089 .084 .090 -.056 .077 .048 .389
Llama-2-13b-chat-hf 108 -.095 -.108 -.092 -.116 -.096 -.103 -.105 -.111 -100 .013 -.077 -.015 .395
Llama-2-70b-chat-hf 082 .090 .088 .089 .075 .092 .097 .101 .101 .104 011 .093 .112 .474

Meta-Llama-3-8B-Instruct |-.047 -.050 -.041 -.031 -.051 -.054 -.044 -.042 -.043 -.041 .040 -.002 -.005 .281
Meta-Llama-3-70B-Instruct | -.071 -.051 -.060 -.066 -.076 -.055 -.064 -.059 -.053 -.058 -.138 -.095 -.044 -.091

Llama-3.3-70B-Instruct .003 .013 .015 .006 .008 .013 .022 .006 .010 .008 -.154 -.029 -.040 .163
Phi-4 | 008 .012 .017 .012 .002 .017 .017 .013 .015 .017 -.112 -.044 -040 .154
Yi-1.5-6B-Chat -.077 -.052 -.072 -.068 -.080 -.070 -.074 -.065 -.071 -.064 -.155 -.086 -.060 .312
Yi-1.5-9B-Chat .010 -.002 .012 .014 .005 .006 -.003 .006 .004 .011 -.025 -.020 -.002 .163
Yi-1.5-34B-Chat .016 .010 .007 .020 .015 .003 .018 .027 .020 .025 -.191 -.034 -.021 .090

Table 5: Evaluation results for 14 systems including Omelianchuk et al. (2024)’s systems and our attack systems,
using of LLM-E with various LLMs as a metric. All results are based on the “Rel.” evaluation setting, which
performs the relative evaluation that aggregates the sentence-level scores using TrueSkill. The bold is the top-score
in each row, and the underline is the second-highest score.
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SOME Scribendi IMPARA LLM-S LLM-E
GPT-40-mini Gemma3 Llama3.3 GPT-40-mini Gemma3 Llama3.3
Systems Abs. Rel. | Abs. Rel. [Abs. Rel. Rel. Rel. Rel. Rel. Rel. Rel.
BART 793 -.090| 527 .013 |.768 -.054 -.057 .038  -.019 -.066 .049 .016
BERT-fuse 815 .019 | 739 066 |.849 .042 .013 .088 .047 -.066 .069 .025
GECToR-BERT | .802 -.033| 640 .044 |.811 -.001 -.008 .069 .013 -.074 .049 .021
GECToR-ens 786 -.110| 529 .014 |.750 -.074 -.023 .053 .016 -.061 .068 .037
GPT-3.5 .838 .169 | 835 .092 |.917 .180 .047 11 .039 -.082 .065 .038
LM-Ceritic 803 -.039| 683 .056 |.802 -.005 -.032 .058 .016 -.062 .035 .027
PIE 807 -.025| 601 .035|.821 .003 -.004 .090 025 -.074 066  .042
REF-F 846 .200 | 711 .065 |.933 .221 -.036 .072 .000 -.119 .036 .039
REF-M 816 .008 | 754 .072 |.858 .043 .031 101 .059 -.060 .060 .011
Riken-Tohoku 812 -012| 678 .052 |.840 .014 .033 101 .068 -.065 .085 .029
T5 .820 .040 | 668 .051 |.874 .073 .056 109 .081 -.052 .081 .036
TemplateGEC 797 -.058| 448 -.004|.797 -.023 -.008 .061 .034 -.037 .078 .037
TransGEC 820 .045 | 779 .077 |.869 .081 .051 113 .079 -.051 .064 .031
UEDIN-MS 808 -.038| 666 .049 |.819 -.014 .030 107 .060 -.061 .073 .022
Attack-SOME | 1.013 1.428|-1312 -.565|.000 -1.122| -.765 =342 -.639 -.235 -.073  -.151
Attack-Scribendi | .756 -.256| 1242 .211 |.631 -.213 -.234 -.028 -.132 -.077 A53 -.033
Attack-IMPARA | .848 .147 [-1264 -.539|.969 .594 -.286 -.073  -.200 -.162 .065 .018
Attack-LLM 789 -.148 |-1312 -565|.000 -1.122| -.431 114 088 -.091 117 091

Table 6: Results with SEEDA: Evaluation results for 18 systems that include 14 SEEDA (Kobayashi et al., 2024b)
systems (+Fluency setting) and our four attack systems. “Abs.” is the absolute evaluation setting, and “Rel.” is the
relative evaluation setting, which aggregates the sentence-level scores using TrueSkill. The bold is the top-score in
each column, and the underline is the second-highest score.
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