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Abstract

Political campaigns increasingly rely on tar-
geted strategies to influence voters on social
media. Often, such campaigns have been stud-
ied by analysing coordinated behaviour to iden-
tify communities of users who exhibit similar
patterns. While these analyses are typically
conducted on static networks, recent extensions
to temporal networks allow tracking users who
change communities over time, opening new
opportunities to quantitatively study influence
in social networks. As a first step toward this
goal, we analyse the messages users were ex-
posed to during the UK 2019 election, compar-
ing those received by users who shifted com-
munities with others covering the same topics.
Our findings reveal 54 statistically significant
linguistic differences and show that a subset
of persuasion techniques, including loaded lan-
guage, exaggeration and minimization, doubt,
and flag-waving, are particularly relevant to
users’ shifts. This work underscores the impor-
tance of analysing coordination from a tempo-
ral and dynamic perspective to infer the drivers
of users’ shifts in online debate.

1 Introduction

The unprecedented rise in social media usage cre-
ates the opportunity to share ideas and opinions
with an ever-broader audience. This is particularly
impactful in the political context, as demonstrated
by the central role of social media in political cam-
paigns and by the widespread use of targeted dig-
ital strategies to influence and coordinate voters
(Ate et al., 2023). Several works study this phe-
nomenon from different angles. Social media con-
tent has been examined for its use of persuasion
techniques (Moral et al., 2023; Alam et al., 2022)
and linguistic tricks (Stepaniuk and Jarosz, 2021),
or through the network of user interactions (Mas-
troeni et al., 2023), e.g., relying on retweets or hash-
tags, to identify coordination among users (Pacheco
et al., 2020). The analysis of coordination yields

clusters of users that allow to extrapolate informa-
tion about them: Nizzoli et al. (2021) show that the
main groups identified correspond to supporters of
political parties and activist groups during the UK
2019 elections.

Recently, Tardelli et al. (2024) extended the
static analysis on coordination to the temporal
dimension. In their work, they uncover differ-
ent classes of user behaviour, which they map to
archetypes. In particular, one of the archetypes,
Archetype 2, corresponds to users that change their
original community and stay in the destination com-
munity for a relatively long time. This temporal
behaviour is especially interesting, as “the shifts de-
tected via dynamic analyses of coordination could
contribute to identifying successful cases of in-
fluence over users or communities in a network”
(Tardelli et al., 2024), therefore possibly provid-
ing an invaluable tool for quantitative studies of
persuasion on social networks.

As an initial step toward this goal, we first verify
the quality of the dynamic communities identified
in Tardelli et al. (2024) by using different types of
user interactions to compute them, i.e. likes instead
of retweets. Then we analyse the messages that
users who changed community (Archetype 2) were
exposed to, in order to detect linguistic cues related
to persuasion.

Specifically, we tackle the following research
questions:

RQ1 Would interaction signals different than
retweets and hashtags still yield comparable
communities?

RQ2 Are there significant differences between the
messages that the users who have changed
community (Archetype 2) have been exposed
to and other messages shared in the same time
period?

The contributions of the paper are the following:
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i) we compare the dynamic communities based
on retweets with the study of the like patterns of
the users and show the consistency of the two re-
sults; ii) in Tardelli et al. (2024) only superspreader
users (the 1% of users with the highest number of
retweets) have been considered; we extend the com-
putation of communities to all users to allow us to
have more complete analyses; iii) we compare the
content of the posts that users who have changed
community have been exposed to with random sets
of posts (still on the election topics), showing dif-
ferences in the use of several linguistic features and
an increased presence of persuasion techniques.

2 Related works

Social media networks and user behaviour. In the
literature, we find multiple works addressing differ-
ent types of user behaviour and their relationship
to influence, such as building a retweet network
to analyse the influence of opinions on wind en-
ergy (Mastroeni et al., 2023). In the context of pol-
itics, another form of user behaviour, coordination,
has gained interest, as it is necessary for large-scale
online campaigns. Nizzoli et al. (2021) present
a network-based framework that discovers coordi-
nation as a significant similarity between users by
constructing a user similarity network. However,
this method aggregates user activities and does not
consider their variations over time. To close this
gap, Tardelli et al. (2024) apply a dynamic commu-
nity detection algorithm to identify groups of users
with similar behaviours, and analyse their changes
over time. In their analysis they describe two types
of users, which they refer to as Archetypes. Specifi-
cally, Archetype 1 or “stationary” users are the ones
who do not change community in the period under
consideration and Archetype 2 users are the ones
who change community and then remain in the des-
tination community for a long time. Related to our
work is the paper from Hristakieva et al. (2022),
which combines the analysis of static coordinated
communities with the messages shared within them
to identify the use of propaganda during the UK
2019 elections. However, besides not taking into
account the temporal evolution of communities, it
applies a classifier for propagandistic texts, while
we focus on the analysis of messages to find lin-
guistic cues related to persuasion.

Influence and social media content. Da San Mar-
tino et al. (2019) propose a BERT-based multi-
granularity model capable of identifying the pres-

ence and location of 18 persuasion techniques, se-
lected from those commonly present in political
propaganda (Nakov et al., 2021b,a). The work
of Stepaniuk and Jarosz (2021) deals with shorter
texts, analysing Facebook posts from Polish travel
agencies. They investigate the presence of Persua-
sive Linguistic Tricks which, however, are textual
cues tailored to marketing and are not adaptable
to the political context. A previous work from Ad-
dawood et al. (2019) identified and measured the
use of 49 potential context-independent deceptive
language cues in tweets from fraudulent accounts.
Their work shows that these types of linguistic
features can help discriminate troll accounts from
authentic ones and may also be useful when ad-
dressing influence.

3 Dataset

As our goal is to investigate the changes in the com-
munities highlighted in the work of Tardelli et al.
(2024), we use the same dataset: the Twitter 2019
UK Election dataset, which was first presented
in Nizzoli et al. (2021). From the 1M distinct
users in the dataset, Tardelli et al. (2024) extract
12K superspreaders, i.e. the 1% of users with the
highest number of retweets, and 3M tweets they
shared, of which 441K are original content (i.e.,
not retweets). They construct a multiplex temporal
network based on co-retweets. The network is built
over overlapping time-windows of 7 days each,
with a 1 day shift between them. Then they apply
the Leiden community detection algorithm to iden-
tify and track the evolution of communities over
time and observe the behaviour of superspreaders,
i.e. whether they stay in the same community or
change it at some point in time.

The main communities found in the dataset
are: LAB1-labourist party, LAB2-labourists with
different temporal behaviours than LAB1, RCH-
labourists spreading the manifesto and pushing
others to vote, B60-users against the pension age
equalization law, TVT-a group composed of multi-
ple political parties militating for a tactical vote in
favor of labourists, SNP-users supporting the Scot-
tish National Party, SNPO-opposers to the Scot-
tish National Party, CON-conservative party, ASE-
conservative party engaged in attacking the labour
party, and BRX-users in favor of Brexit.
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4 Dataset Extension

In the dataset, only 211 out of 12K superspreaders
belong to Archetype 2, not enough to present solid
results. To overcome this, we extend the analy-
sis to non-superspreader users (NonSS), who had
been excluded in the original work. To identify
communities, Tardelli et al. (2024) used the Leiden
community detection algorithm, which identifies
more densely connected groups, as such it cannot
be applied to non-superspreaders, of whom only
6% made at least 20 retweets in the entire month
of collection (see Table 1). Therefore, in the rest of

#retweets made #users percentage
1 retweet 1’167°798 100%

2 retweets 594’786 51%

3 retweets 414°402 35%

5 retweets 264’359 23%

10 retweets 142°602 12%

20 retweets 74’033 6%

Table 1: Retweets made by non superspreaders.

this section we describe a method to assign NonSS
users to communities. Our method leverages on
stationary superspreaders (Archetype 1), users that
are representative of their community because they
have not moved to another one. For each time-
window, we represent each user as the vector of
retweets made during this period. We then assign
NonSS users to the majority community based on
their nearest stationary superspreaders, using co-
sine distance computed from retweet vectors.

In order to evaluate the quality of the algorithm,
we use two methods:

1. we evaluate the accuracy of the assignment us-
ing subsets of superspreaders whose commu-
nity at each time-window is already known;

2. we measure intra-community and inter-
community distances as a way to define the
severity of assignment errors, leveraging the
knowledge that some communities should be
more similar (e.g., two left-leaning communi-
ties) than others (e.g., a left-leaning commu-
nity and a right-leaning one).

Figure 1 shows lineplots of the average cosine
distance between same, similar and dissimilar com-
munities. The distance is computed with respect
to the retweet vectors. Considering vectors com-
posed of all retweets made by the users, the aver-
age distances between same, similar and dissimilar

communities appeared to fall within a very close
range (see "all tweets" in Figure 1), making a clear
separation difficult.

By checking the percentage of tweets in com-
mon between users of each community (Table 2),
we notice that even users belonging to the same
community do not share many retweets.

avg %9common avg % different
intra-community 17.36 82.64
left-left 6.86 93.14
right-right 3.14 96.86
left-right 0.19 99.81

Table 2: Percentage of tweets in common between users
of the same (intra-community), similar (left-left, right-
right) or different community (left-right).

This means that only a subset of retweets is use-
ful to associate users with communities, which, we
hypothesize, results in the high average distance be-
tween users of the same community. We construct
vectors using only tweets retweeted by at least one
eighth and up to one third of the stationary users
in each community. Indeed, by focusing on sub-
sets of tweets that are retweeted by only a ratio of
stationary members (third/.../eighth on the x-axis
in Figure 1), the average distances become more
widespread.

We also observe an overlap between the distance
ranges of similar communities and same commu-
nities. This overlap is consistently given by the
distances between communities RCH, LAB1 and
LAB2, which appear to be so close to each other
that they result comparable with intra-community
distances. As such, any assignment errors made
between this three communities are negligible and
the maximum of their distances is a good upper
bound for the "slight" error category.

Let A be a user belonging to community x but
assigned to community y, and be dist(c,, ¢,) the
distance between communities x and y, we classify
assignment errors as follows:

1. slight, errors between very similar communi-
ties;

dist(cs,cy) < maz(dist(cren,cLaBt)

b
dist(cronH, craB2),dist(cLaBi, cLaB2))

2. moderate, errors between similar communi-
ties;

17’La$(dist(CRCH7 CLABl), diSt(cRCH, CLABQ),
diSt(CLABl, CLABQ)) < dist(cz7 Cy) < 0.99

24394



3. severe, errors between dissimilar communi-
ties.

dist(ce, cy) > 0.99.

To measure the accuracy of our algorithm, we
use stationary and Archetype 2 superspreaders.
Since these classes have very distinct behaviours,
they are ideal for evaluation. We assign a com-
munity to each stationary user using the rest of
the stationary superspreaders, and assign each
Archetype 2 user using all stationary superspread-
ers. We decided to use the subset of tweets
retweeted by at least 1/8 of the stationary commu-
nity members and assign a user to the majority com-
munity among the 4 closest stationary superspread-
ers, as this provided the best trade-off between ac-
curacy and errors, which can be seen in Table 3. In
particular, if we consider slight errors as matches,
since they occur between communities whose dis-
tance is comparable to an intra-community one, we
reach an accuracy of 95.33% for stationary users
and 85.21% for Archetype 2 users. The results for
all subsets can be found in Appendix A.3.

By applying the algorithm and definition of
Archetype 2 users to all NonSS users who have at
least one retweet for each time-window, we obtain
a total of 8562 Archetype 2 users.

5 Analysis

5.1 RQI1: Assesment of dynamic analysis

The dynamic communities in Tardelli et al. (2024)
were identified and analysed using retweets and
hashtags. Since our goal is to determine the robust-
ness of their findings, we repeat the analysis with
respect to user likes, which we retrieved through
the Twitter API, an interaction signal previously
not used, to see if we obtain consistent results.

Methodology - We only consider superspread-
ers since the original analyses were performed on
that subset of users. First, we show that likes are
used differently than retweets. Figure 2 shows a
visual comparison of distributions of user likes and
retweets. We further conducted a chi-square test,
resulting in a p-value of 2.2F — 16 and an effect
size using Cohen’s w (Cohen, 1988) of 41.58, indi-
cating a statistically significant difference.

To assess whether the dynamic communities
found by Tardelli et al. (2024) using retweets re-
main consistent when analysing user likes, we con-
sider the likes given to official accounts of political
parties and their leaders.
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Figure 1: Lineplot of average distances between a same
community (intra-community distance), similar com-
munities (left-left or right-right), and dissimilar com-
munities (left-right) with respect to different subsets of
tweets. The band in each line diagram represents the
range of the distribution: the minimum and maximum
distances. Third = subset of tweets retweeted by at least
1/3 of communities’ stationary members.
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Figure 2: Comparison between users’ likes and retweets.
The values in the distributions were scaled between 0
and 100. Only the significant parts of the long-tailed
distributions are shown.
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all tweets seventh eighth eighth_maj_2 eighth_maj_3 eighth_maj_4 eighth_maj_5
stationary Match 91.41%  91.54% (+0.13) = 91.92% (+0.51)  91.92% (+0.51)  92.43% (+1.02) = 92.52% (+1.11)  92.37% (+0.96)
Vs Mismatch 8.59% 8.46% 8.08% 8.08% 7.57% 7.48% 7.63%
stationary severe errors 0.19% 0.20% 0.20% 0.18% 0.17% 0.18%
2639 users | Match + slight errors 94.34% (+2.93) | 94.74% (+3.33) 94.74% (+3.33)  95.22 (+3.33)% | 95.33% (+3.92)  95.31% (+3.90)
arch2 Match 52.70%  53.11% (+0.41)  54.11 % (+1.41) 54.11% (+1.41)  52.36% (-0.34) = 53.09%(+0.39) 52.90% (+0.2)
vs Mismatch 47.30% 46.89% 45.89% 45.89% 47.64% 46.91% 47.10%
stationary severe errors 0.81% 0.80% 0.80% 0.98% 0.92% 1%
211 users | Match + slight errors 83.26% (+30.56) | 84.30% (+31.6) 84.30% (+31.6) 84.52% (+31.82) | 85.21% (+35.51) 85.42% (+32.72)

Table 3: Accuracy of our algorithm for assigning users to communities considering different subsets of tweets
(seventh, eighth) and number of neighbors(maj_2, maj_3, maj_4, maj_5). Seventh = subset of tweets retweeted by
at least 1/7 of communities’ stationary members, maj_x = assignment given to majority community according to x

closest stationary members. Full results can be seen in Table Al in the Appendix.

At the time, 8 parties were running for the elec-
tion '2: CON-Conservative Party (right-leaning),
LAB-Labour Party (center-left), SCO-Scottish Na-
tional Party (center-left), DEM-Liberal Democrats
(center), CYM-Plaid Cymru (left), GRE-Green
Party of England and Wales (left), REF-Reform UK
(Brexit) Party (right) and CUK-Change UK (cen-
ter). Change UK was dissolved in December 2019,
leaving us unable to identify the official Twitter
account IDs, and was therefore excluded from the
analysis. We assign each superspreader to the party
with the highest number of liked tweets. We con-
clude by visualizing the percentages of user over-
lap between Tardelli’s communities (Algorithm
communities) and the communities created using
likes (Likes communities), as shown in Figure
3. We first calculate the overlap for each time-
window, then we aggregate all time-windows and
scale the results. The same analysis performed on
non-superspreader users, giving the same results,
is reported in Appendix A.2.
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Figure 3: Overlap of superspreaders within communities
created using likes to political parties and communities
found by Tardelli’s algorithm.

1https ://www.bbc.co.uk/newsround/504599421
2https ://en.wikipedia.org/wiki/2019_United_
Kingdom_general_election

As a further consistency check we computed
the political polarization of the communities with
respect to likes and compare it with Tardelli et al.
(2024), where it was computed with respect to hash-
tags. We calculate our polarization score by once
again considering user likes to parties’ official ac-
counts. Each account is assigned a score s € [0, 1]
based on the political orientation declared by the
party: 1 for right-wing parties, 0.75 for the center-
right, 0.5 for the center, 0.25 for center-left and 0
for the left. Finally, the community polarity score is
calculated in two steps. We first multiply the num-
ber of likes that community members have given
to the parties’ official accounts by the respective
polarity score of those accounts. Then, we add up
the values and divide the result by the total number
of likes members collectively gave to official ac-
counts. We calculate the community polarity score
for each time-window, we then aggregate all time-
windows and scale the results so that communities
at the extremes of the spectrum are at the extremes
of the plot, as done by Tardelli et al. (2024). The
results of this process can be seen in Figure 4.

Left

Right

Communities' polarity based on likes

LAB2 SNP SNPO
LABA R;H B60 HT ASE |[BRX  CON
Left Right

Communities' polarity based on hashtags

Figure 4: Comparison of communities’ polarity as in
the original work (using hashtags) and our approach
using likes given to official political party accounts.

Findings - Looking at Figure 3, we can observe
some consistencies with the results obtained by
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Tardelli. There is a high overlap in the commu-
nities REF, Reform UK campaigning for Brexit,
and BRX, which the authors found was composed
by users in favor of Brexit. Similarly, the conser-
vative parties CON and CON and the communi-
ties in favor of the Scottish National Party SCO
and SNP share a high percentage of users. We
can also see a certain degree of overlap in the two
labourist parties LAB and RCH. In addition to that,
the community TVT comprises many left-wing
parties. This aligns with the fact that it is a group
of multiple political parties militating for a tacti-
cal vote favoring labourists. There is only a very
slight overlap between the community LAB and
the labourist communities LAB1, LAB2 and B60.
This is probably due to the fact that RCH and TVT
are bigger in size; they have 80% more users, and
this causes the values of the rest of the communities
to be overshadowed. A similar argument applies
to the conservative ASE community, with CON
having 75% more users. Lastly, there is virtually
no overlap between right-winged communities and
left-leaning ones. This in confirmed by Figure 4,
showing that the polarities are mostly consistent:
left-leaning communities are still left-leaning com-
munities, and the same goes for right-leaning ones.
This consistency confirms that the communities
found are robust.

5.2 RQ2: Comparison between messages
Archetype 2 users were exposed to versus
other messages shared

After having expanded the number of Archetype 2
users, we investigate whether the messages they
were exposed to present any peculiarities.
Methodology - As previously introduced,
Archetype 2 users are individuals who belonged
to a specific community that we call the original
community and who, at a certain point, shift and
remain for a long time in a different community
that we call the destination community. We begin
by investigating whether the shift can be linked to a
change in user behaviour. We compare the number
of likes provided by Archetype 2 users to tweets
written by members of the original community (0g)
and destination community (dest). We consider
the time-window prior to the shift (tw_before),
and the time-window after (tw_after). We mea-
sure the changes in likes given before and after
the shift (likes(tw_after) — likes(tw_be fore)).
The results are reported in Table 4, showing that
for up to 65% of users there is a change in be-

haviour after the shift. The results are quite het-
erogeneous, but when aggregated we see that users
tend to like the destination community more after
the shift (35.89%, compared to 24.47% who like it
less) and like the original community less (24.65%,
compared to 18.44% who like it more). One reason
why no specific trend emerges is that the majority
(97.53%) are non-superspreaders, who were less
active during the period and produced fewer and

noisier data.

all Arch. 2 high-conf. Arch. 2

Total (>= 1 like to a community) 5918 2348
likes og and dest do not change | 2032 (34.33%) 769 (32.75%)
likes og and dest both change 2236 (37.78%) 995 (42.38%)
* -likes og, + likes dest 1127 546

* +likes og, - likes dest 722 304

* -likes og, - likes dest 166 60

* +likes og, + likes dest 221 85
same likes og, dest changes 1336 (22.58%) 437 (18.61%)
* +likes dest 776 262

* -likes dest 560 175
same likes dest, og changes 314 (5.31%) 147 (6.26%)
* +likes og 148 67

* -likes og 166 80

Table 4: Comparison of differences in community likes
given by Archetype 2 users in the time-windows before
(tw_before) and after (tw_after) the shift. We consider
all Archetype 2 users and the subset of those who had
high confidence (> 50%) in the community assignment
before the shift. Confidence is calculated as the percent-
age of neighbors belonging to the assigned community.

To find potential signals that distinguish the con-
tent perceived by Archetype 2 users compared to
the rest, we define five sets of tweets: A2, the
tweets that Archetype 2 users liked in the time-
window just before the shift, and four disjoint ran-
dom sets as control groups (Rand1, Rand, Rand3
and Rand4) with the same number of tweets in
A2 (18°098) and that do not contain any post liked
by Archetype 2 users. Following Addawood et al.
(2019), we measure the occurrences of linguistic
features in our sets of tweets. One of the tools used
to compute the features, LIWC (Tausczik and Pen-
nebaker, 2010), was updated in 2022. While main-
taining the old version of the dictionaries, we also
include the updated sense terms (Attention, Motion,
Space, Visual, Auditory, Feeling), their aggregated
feature Perception, and four new categories: Clout
(language of leadership and status), Authentic (per-
ceived honesty and genuineness), Analytic (metric
of logical and formal thinking) and Tone (degree
of emotional tone). Furthermore, we add other
textual features and metadata that were not con-
sidered in the original work. As features we add
extra punctuation classes (all punctuation, periods,
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exclamation points, commas, and a class for other
punctuation marks) and emojis. As metadata, we
include the number of likes and replies to a tweet.
We end up with a total of 79 features. To verify
the importance of differences among the features
we perform a chi-square test. Table 5 shows the
number of significant features for each comparison.

Randl Rand2 Rand3 Rand4
small ES 0 0 0 0
p-value<0.001 | medium ES 0 0 0 0
large ES 54 54 54 54

Table 5: Number of statistically different features be-
tween A2 and each of the random groups.

The 54 statistically significant features are the
same for all comparisons. We proceed by compar-
ing their average to assess how they change. For
each feature we define an importance score, calcu-
lated as [min(As — Rand)| — 2« maz (| Rand; —
Rand,|). We set a threshold of 0.01 for the impor-
tance score, considering as meaningful those fea-
tures for which the minimum difference between
A2 and the Random sets is at least twice the maxi-
mum difference observed among the Random sets.
We consider values lower than 0.01 to be negligi-
ble. Of the 54 common features, 40 appear more in
content liked by Archetype 2 users, of which 31 are
meaningful: tweet engagement (likes, retweets, fol-
lows), author outreach (following and listed count),
information given and expressivity (length of tweet,
number of words, words per sentence, articles, ad-
jectives, verbs, adverbs, function words, conjunc-
tions), quotations, commas, logic (Analytic), emo-
tional language (Tone), leadership/status (Clout),
genuineness (Authentic), group references (we),
sense terms (all sense terms, see), relativity (space,
time, motion) and focus on the present. Fifteen
appear less, of which 12 are meaningful: author
productivity (tweet count), general punctuation(all,
exclamation point, other less common punctuation
marks), words with more than six letters, hastags,
numbers, emojies and exclusionary markers (nega-
tion, exclusion words). Two are mixed or very close
in values and not meaningful. Table 7 shows the
differences that emerge for all 54 statistically sig-
nificant features we identified to set apart content
proposed to Archetype 2 users.

Finally, we investigate the presence and use of
persuasion techniques using Tanbih API for propa-
ganda techniques detection 3. The model is trained

3https://apihub.tanbih.org/docs

to detect 7 techniques (Loaded Language, Name
Calling, Doubt, Flag Waving, Exaggeration or min-
imisation, Repetition, Flag Waving and Causal
Oversimplification) plus 12 additional less com-
mon techniques that are grouped as Other.

We conduct a chi-square test to assess whether
persuasion techniques are used differently across
the tweets in A2 and the four control sets randomly
selected: Rand1, Rand, Rand3 and Rand4. The
results are reported in Table 6, indicating both sta-
tistical and practical significance.

Randl Rand2 Rand3 Rand4
p-value 1.8E-17 1.0E-11 6.4E-22 3.0E-16
effect-size 0.49 0.35 0.61 0.46

Table 6: Results of chi square test on use of persuasion
techniques between A2 and each of the random groups.
Cohen’s w was used to determine the effect-size.

Findings - We find 54 statistically signifi-
cant features that set apart content proposed to
Archetype 2 users. There are 16 features in com-
mon with the 19 most important in predicting disin-
genuous accounts identified by Addawood et al.
(2019), although with varying degrees of impor-
tance. These are: Hashtags, Number of Retweets
for a Tweet, Nouns, Tweet length, Authors tweet
count, Author followers count, Words per sentence,
Words with more than 6 letters, Self references,
Hedges, Author following, Causation, Sense Terms,
All punctuation, Function words and Verbs. Fur-
thermore, as seen in Table 6, persuasion techniques
are present and used differently. In particular,
loaded language, exaggeration and minimisation,
doubt and flag-waving occur much more in tweets
to which Archetype 2 was exposed (see Appendix
A.5). It is important to note that statistical signif-
icance does not imply causality; there could be
multiple factors explaining why a user switched
communities, factors that can also occur outside
the digital space.

6 Conclusion

The temporal analysis of coordinated behaviour
highlights users that changed community over time.
This may open up new possibilities to quantitatively
study influence in social networks. By analysing
the patterns of likes usage, we provided additional
evidence supporting the communities identified
through temporal analysis. In addition, we anal-
ysed the messages that users who changed commu-
nity have been exposed to, comparing them with
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Feature A2 Randl Rand2 Rand3 Rand4 min(A2 — Randx) | max(/IRandx - Randyl) | importance scores | type diff

Table 7: Comparison of averages of statistically and practically significant linguistic features and metadata. Included
is the minimum difference among A2 and the Random sets, and the maximum difference among the Random sets.

Colors distinguish between types of differences and meaningful versus not meaningful features (importance score >
0.01).
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random messages on the same topic. We found 54
statistically significant different linguistic features,
as well as different use of some persuasion tech-
niques, namely loaded language, exaggeration and
minimisation, doubt, and flag-waving.

However, there are many factors that can push a
user to switch communities, and these can happen
across multiple platforms or even outside the online
sphere. As future work, we plan to set up an ex-
periment with humans in a controlled environment
to test whether messages with the characteristics
we identified tend to be more persuasive than, for
example, messages having other persuasion tech-
niques or other linguistic features.

7 Ethics Policy

Although our work is done to study the effect of
coordinated behaviour in influencing online users,
the features that we found to be more effective
could be exploited with intent to harm. However,
for example, knowing that flag waving seem to be
an effective persuasion strategy does not provide
messages that are effective in every scenario.

8 Limitations

Our work reveals some possible linguistic features
that could be used alongside other NLP techniques
to improve tools that work on targeted digital strate-
gies, but we recognize several limitations. Al-
though we attempted to limit random errors by
using four control groups, our results may not be
generalizable or limited to this dataset. Moreover,
repeating these analyses on other datasets is neces-
sary to consolidate our findings.
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A Appendix
A.1 Checking the possibility of echo chambers

Our findings would have been very limited if we
had found ourselves in the case where Archetype
2 users were the only ones exposed to messages
from other communities, while the rest of the users
lived in an echo chamber and were only exposed to
intra-community messages. To verify that, we look
at the distribution of likes among stationary com-
munity members. We have to put this limitation
because, if we also consider users who shift, since
time-windows have overlapping days, we would
not be able to know which community to assign it
to among those to which they belonged. For each
user, we check which community the author of the
liked tweets belongs to. Finally, we aggregate the
results for each community.

As we can see in Figure 5, users are not in an
echo chamber. There are some communities (i.c.,
RCH, CON, ASE) where a large part of the likes
are given to members of the same community, but
in general, tweets from at least one other commu-
nity are liked.
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Figure 5: Likes given by stationary members to commu-
nities’ posts.

A.2 Checking the consistency of assignments
for NonSS

In our work, we did a series of analyses within Sec-
tion 5.1 to ground the results obtained by Tardelli
et al. (2024) using users’ likes. However, when we
extended the dataset to include non-superspreaders,
we used a different algorithm; therefore, we should
check whether the results obtained using NonSS
remain consistent. We replicate the procedure used
to create Figure 3 using all NonSS users resulting
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in Figure 6. The distribution among communities is
very similar between the two figures, which shows
that the results are consistent also for NonSS users.
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Figure 6: Overlap in NonSS users within communities
created using likes to political parties and communities
found by the algorithm.

A.3 Full results of assignment algorithm

The complete results of our algorithm for assigning
NonSS users to communities are shown in Table
Al.

A.4 Average distance between communities
across subsets

Table A2 shows the average cosine distances be-
tween communities for all subsets of tweets con-
sidered in our work.

A.5 Use of persuasion techniques among A2
and the four Random sets

Figure 7 shows the difference in persuasion tech-
niques occurrences among the tweets in A2 and the
four control sets Rand1, Rand, Rand3 and Rand4
described in Section 5.2. We can see a much
higher occurrence in A2 of the Loaded_Language,
Exaggeration-Minimization and Other, less com-
mon techniques, alongside a slightly higher use of
the techniques Doubt and Flag-Waving.
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all tweets  third fourth fifth sixth  seventh | eighth eighth_maj_2 eighth_maj 3 ' eighth_maj 4 eighth_maj_5

stationary Match 9141% 81.26% 86.95% 89.75% 90.99% 91.54% | 91.92% 91.92% 92.43% 92.52% 92.37%
Vs Mismatch 8.59%  18.74% 13.04% 10.25% 9.01%  8.46%  8.08% 8.08% 7.57% 7.48% 7.63%
stationary slight (%) 3.83% 2.94% 283% 277% 2.80% | 2.82% 2.82% 2.79% 2.82% 2.94%
medium (%) 1443% 10.10% 7.18%  6.00% 547% | 5.06% 5.06% 4.60% 4.49% 4.51%
2639 users severe (%) 0.48%  026% 024% 023% 0.19% = 0.20% 0.20% 0.18% 0.17% 0.18%
Match + slight 85.09% 89.90% 92.58% 93.76% 94.34% | 94.74% 94.74% 95.22% 95.33% 95.31%
Mismatch - slight 1491% 10.10% 742% 6.24% 5.66% | 5.26% 5.26% 4.78% 4.67% 4.69%
arch2 Match 5270% 43.97% 49.80% 51.44% 53.03% 53.11% | 54.11% 54.11% 52.36% 53.09% 52.90%
Vs Mismatch 47.30%  56.03% 50.20% 48.56% 46.97% 46.89% | 45.89% 45.89% 47.64% 46.91% 47.10%
stationary slight (%) 29.14% 28.33% 29.02% 29.41% 30.15% | 30.19% 30.19% 32.16% 32.12% 3251%
medium (%) 25.86% 20.84% 18.58% 16.70% 15.93% | 14.91% 14.91% 14.50% 13.87% 13.58%

211 users severe (%) 1.02% 1.02% 096% 086% 0.81% | 0.80% 0.80% 0.98% 0.92% 1%
Match + slight 73.11% 78.14% 80.46% 82.44% 83.26%  84.30% 84.30% 84.52% 85.21% 85.42%
Mismatch- slight 26.89% 2186% 19.54% 17.56% 16.74% | 15.710% 15.70% 15.48% 14.79% 14.58%

Table Al: Accuracy of our algorithm for assigning users to communities considering different subsets of tweets
(third, fourth, fifth, sixth, seventh, eighth) and number of neighbors(maj_2, maj_3, maj_4, maj_5). Third = subset
of tweets retweeted by at least 1/3 of communities’ stationary members, maj_x = assignment given to majority
community according to X closest stationary members.
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Figure 7: Persuasion techniques occurrences among sets A2, Rand1, Rand, Rand3 and Rand4.
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Com 1 | Com 2 | all tweets | third | fourth | fifth | sixth | seventh | eighth

Table A2: Average distance between communities using different subsets of tweets. Distances are computed as
the average cosine distance among communities’ stationary superspreaders members, represented as the vectors of
retweets made that are present in the subset. Third = subset of tweets retweeted by at least 1/3 of communities’
stationary members. Legend: same community, similar communities, dissimilar communities.
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