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Abstract

LLMs have paved the way for truly simple
document-level machine translation, but chal-
lenges such as omission errors remain. In this
paper, we study a simple method for handling
document-level machine translation, by lever-
aging previous contexts in a multi-turn conver-
sational manner. Specifically, by decomposing
documents into segments and iteratively trans-
lating them while maintaining previous turns,
this method ensures coherent translations with-
out additional training, and can fully re-use
the KV cache of previous turns thus minimiz-
ing computational overhead. We further pro-
pose a ‘source-primed’ method that first pro-
vides the whole source document before multi-
turn translation. We empirically show this
multi-turn method outperforms both translat-
ing entire documents in a single turn and trans-
lating each segment independently according
to multiple automatic metrics in representa-
tive LLMs, establishing a strong baseline for
document-level translation using LLMs."

1 Introduction

Large language models (LLMs) have demon-
strated notable abilities in handling various nat-
ural language processing tasks and following di-
verse instructions effectively. One key applica-
tion is machine translation, whereas previous ap-
proaches relied on specialized encoder-decoder
translation models. Recent studies have explored
both prompting techniques (Chen et al., 2024;
Karpinska and Iyyer, 2023; Lu et al.,, 2024)
and fine-tuning methods (Alves et al., 2024; Wu
et al., 2024) for improving LLMs’ translation ca-
pabilities. While document-level translation re-
mains more challenging than sentence-level tasks
(Kocmi et al., 2024), recent works have explored
ways to enhance the document translation ability

'Code and data are available here:
com/ZurichNLP/multiturn-11m-docmt

https://github.

of LLMs through fine-tuning on parallel datasets
(Wu et al.,, 2024) and various prompting tech-
niques (Wang et al., 2023) to improve context
awareness. These approaches provide analyses of
how current LLMs handle document-level transla-
tion.

Multi-turn conversation is a representative way
of interacting with LLMs. Previous works have
leveraged this ability for following instructions
(Zheng et al., 2023) and building agents (Park
et al., 2024) for reasoning tasks. More recently,
methods have been explored that leverage multi-
ple segments as exemplars in a multi-turn man-
ner to help language models with translation tasks,
but these segments tend to be fixed (Kocmi et al.,
2024) and do not adapt to subsequent translation
data. While retrieval-based approaches have been
proposed (Zhang et al., 2023; Zafar et al., 2024),
they do not make use of context from the same
document. Wang et al. (2023) first explored the
setting of inputting a document’s content sentence-
by-sentence in a multi-turn manner. In this paper,
we extend this setting to translate documents and
use paragraphs as the translation unit in each turn.

Specifically, we separate the document into mul-
tiple segments, and then in each conversational
turn, we pass a segment combined with user in-
structions as input, having the model output the
corresponding translated segment. LLMs have ac-
cess to all previous turns, which helps translate the
current segment. In this manner, we merely ex-
pand the conversation without modifying the pre-
fix, allowing for caching of previous turns. This
strategy has the drawback compared to single-turn
strategies in that initial segments are translated
with little context. Thus, we propose a new variant
that first presents the entire source document be-
fore conducting multi-turn translation. This gives
the model access to future context that previous
multi-turn approaches lack. This approach has
the advantage of providing information about the
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Figure 1: Different settings of document-level translation using LLM:s.

document’s topic and style, which might help the
model generate appropriate tense and formality
levels from the start.

This methodology is simple, effective, and re-
quires no additional training, applicable to any
chat-capable LLMs. Our experiments on various
proprietary and open-weight LLMs demonstrate
its effectiveness compared to the original multi-
turn setting and two baselines: single-turn docu-
ment input and context-free segment input. BLEU,
COMET and BlonDE (Jiang et al., 2022) scores
show that the multi-turn conversational approach
outperforms alternatives and can serve as a stan-
dard for document translation research. We also
analyze how factors like domain type and docu-
ment length affect this method’s performance.

2 Methodology

2.1 Baselines

2.1.1 Single-turn document-level translation

The simplest way of translating a document is to
input the whole source document and translate it at
once in a single turn. It allows the model to see the
context of the entire document, thereby ensuring
coherence to a certain extent, but it relies on the
model’s ability of long-context understanding and
generation.

2.1.2 Segment-level translation

Another approach of translating a document is to
first split it into segments and then translate each
segment independently, as is done in the WMT24
shared task (Kocmi et al., 2024). Segment-level
translation has been standard for decades, but it
lacks global information of document and might
have reduced coherence. There has been a recent

trend to use paragraphs instead of sentences as seg-
ments (Karpinska and Iyyer, 2023; Kocmi et al.,
2024).

2.2 Multi-turn conversational translation

Segment-in-context translation enables LLMs to
leverage document-level context while minimiz-
ing omission errors. Following Wang et al. (2023),
we aim for efficient scalability to long documents,
and thus frame document translation as a multi-
turn conversation where previous turns are acces-
sible but not overwritten, allowing LLMs to com-
pute and cache hidden states once. This approach
utilizes LLMs’ existing training on conversations
without requiring additional fine-tuning. We also
introduce a ‘source primed multi-turn’ variant
that presents the entire source document before
translation, providing access to future context.

3 Experiments

3.1 Models

We used three instruct LLMs to conduct all ex-
periments, due to their general-purpose nature and
chat usage. We use the proprietary model GPT-4o-
mini (OpenAl, 2024), and the open-weight mod-
els Llama-3.1-8B-Instruct (Dubey et al., 2024) and
Qwen-2.5-7B-Instruct (Yang et al., 2025). We run
the open-weight models using the vLLM frame-
work with greedy search.”

3.2 Tasks

We experiment with methods mainly on the
WMT 24 General Track for document-level ma-
chine translation scenarios (Kocmi et al., 2024),

2https://github.com/vllm-project/vllm
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Method Qwen-2.5-7B-Instruct Llama-3.1-8B-Instruct GPT-40-mini
dBLEU COMET_da dBLEU COMET da dBLEU COMET_da

Single-turn 20.83 - 20.68 - 31.98 -

Segment-level 18.72 70.36 21.65 76.40 31.82 83.04
Multi-turn 20.37 72.37 22.85 78.40 31.74 84.30
Multi-turn sp (Ours) 21.46 74.23 23.22 78.95 32.51 84.38
Single-turn + ICL 20.66 - 21.79 - 31.95 -

Segment-level + ICL 20.52 71.98 23.07 78.40 32.37 84.08
Multi-turn + ICL 21.23 72.96 23.47 79.02 32.50 84.30
Multi-turn sp + ICL (Ours) 21.10 73.86 24.23 79.20 32.73 84.42

Table 1: Results on WMT-24 (average across all directions), where ICL means adding few-shot in-context learning
exemplars as prefix. We do not report COMET in the single-turn setting because we lack segment-level alignments.

Multi-turn sp means our source-primed multi-turn variant.

which is segmented and aligned at the paragraph
level. It contains 9 En-to-X (English to Chinese,
Czech, German, Hindi, Icelandic, Japanese, Rus-
sian, Spanish, Ukrainian) directions and 2 X-to-X
(Czech to Ukrainian and Japanese to Chinese) di-
rections. It covers various domains (news, liter-
ary, speech, social media) and has documents of
varying lengths. For further evaluation with the
document-level translation metric BlonDE (Jiang
et al., 2022), we also use the Chinese-to-English
direction from WMT 23 (Kocmi et al., 2023) to
evaluate our methods and baselines.

3.3 Evaluation Metrics

We use the COMET-22 default model (Rei et al.,
2022) and sacreBLEU (Post, 2018) implementa-
tion of BLEU (Papineni et al., 2002) to evaluate
translation quality. For COMET, due to its con-
text length limit, we evaluate each segment inde-
pendently and report average scores; for BLEU,
we consider n-gram matches at the document level
(Liu et al., 2020). Additionally, we use BlonDE
(Jiang et al., 2022) to evaluate document-level
translation, which specifically measures the cor-
rectness of features that are known to benefit from
wider context in Chinese-to-English translation,
such as tense correctness, pronouns, translitera-
tion, entities, and connectives.

3.4 Results

We report our main results in Table 1. It
shows average scores of document-level BLEU
and COMET-22 (Rei et al., 2022) across all direc-
tions in the WMT-24 general track. Following the
setting of the WMT-24 shared task Kocmi et al.
(2024), we also report results with in-context learn-
ing (ICL) where we provide the same prompt with
3 exemplars as the WMT-24 shared task did. De-

Method / Metrics dBLEU BlonDE
Llama-3.1-8B-Instruct

Single-turn 23.67 -

Segment-level 24.44 33.67
Multi-turn 25.04 34.35
Multi-turn sp 25.42 37.91
Single-turn + ICL 22.47 -

Segment-level + ICL 24.92 36.61
Multi-turn + ICL 25.49 38.03
Multi-turn sp + ICL 25.82 38.75

Table 2: Results on WMT-23 Zh-En direction evaluated
with dBLEU and BlonDE.

tailed results for each language direction are in Ap-
pendix Table 7 and Table 8.

The results show that all four multi-turn conver-
sational methods achieve better translation perfor-
mance compared to both segment-level methods
and single-turn methods across both metrics. The
setting of multi-turn with first providing the whole
source document (Multi-turn sp) achieves the best
results in all cases, demonstrating the advantage of
our proposed variant.

Additionally, we report WMT-23 Zh-En re-
sults using Llama-3.1-8B-Instruct (Table 2). The
document-level metric BlonDE shows a clearer
performance gap between multi-turn and segment-
level translation compared to dBLEU.

We also performed a significance test in Ap-
pendix A.2 by comparing Multi-turn sp with
other settings. We find that the improvement of
the Source-primed Multi-turn approach over the
Segment-level baseline in terms of spBLEU is
statistically significant at the .05 level for most
settings. We observe the same when compar-
ing Source-primed Multi-turn to a Multi-turn ap-
proach without source priming.
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Domains / Settings  Seg-level ICL.  Multi-turn ICL

Literary 21.52 22.22 (+0.70)
News 24.59 25.57 (+0.98)
Social 22.07 20.11 (-1.96)

Speech 24.03 24.25 (+0.22)

Personal 20.37 20.09 (-0.28)

Education 26.11 30.27 (+4.16)
Voice 22.45 22.70 (+0.25)
Official 24.95 25.14 (+0.19)

Table 3: Average dBLEU score across all language di-
rections in different domains on WMT-24.

4 Analysis

4.1 Results for different domains

Table 3 shows Llama-3.1-8B-Instruct results on
WMT-24 across domains and language pairs.
Multi-turn conversation outperforms single-turn
and segment-level translation in Literary, Educa-
tion, and News domains. The biggest gain (+4.16
dBLEU) occurs in the educational domain (Czech-
Ukrainian only), which contains short elementary-
school exercises requiring context for interpreta-
tion.

4.2 Omission Errors in Long Documents

We visualize different strategies’ results on long
documents in Figure 2, reporting reference and hy-
pothesis token counts for the top N longest doc-
uments. For the longest 10 documents, single-
turn translation shows a clear gap between refer-
ence and hypothesis lengths, indicating omissions.
Both segment-level and multi-turn translation help
mitigate this problem.

Ref/Trans Tokens Across Top N Longest Docs

---- # Ref Token

—e— Single-turn # Trans Token

—a— Segment-level # Trans Token
Multi-turn # Trans Token

Token Count
w IS I o < ®
(=] o o o o o
o o o o o o

N
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=)

-
o
=)
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Top N Longest Docs
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Figure 2: Token number across top N longest docs

4.3 Comparison with Open Submissions of
WMT-24 General Task

We evaluate representative open submissions of
current state-of-the-art models for WMT-24 gen-
eral tasks using COMET and dBLEU, and report
the results in Appendix Table 4. We used the same
prompts as Kocmi et al. (2024). These results pri-
marily demonstrate that we used competitive mod-
els, even though we chose smaller models for effi-
ciency reasons.

5 Related Work

5.1 Large Language Models For Translation

LLMs have become widely used in a series of lan-
guage tasks including machine translation (Zhu
et al., 2024). There are various methods to im-
prove the translation performance of LLMs, in-
cluding prompting, in-context learning techniques
(Chen et al., 2024; Lu et al., 2024), and creating
instruction tuning data for machine translation to
enhance their capabilities (Alves et al., 2024).

5.2 Document Level and Context Aware
Machine Translations with LLMs

There are works focusing on using LLMs for
document-level machine translation (Wang et al.,
2023; Cui et al., 2024; Mohammed and Niculae,
2024; Wu et al., 2024). Jin et al. (2024) uses LLMs
to handle chapter-level translation and construct
related datasets. Kudo et al. (2024) decodes mul-
tiple sentences at each step and selects the most
probable one sequentially, which also leverages
context information. Luo et al. (2024) uses context
information to help document translation, but dif-
fers from our multi-turn setting in that their prefix
exemplars are not fixed, preventing full KV-cache
reuse. Wang et al. (2023) first explores a multi-
turn setting similar to ours but focuses on com-
paring different numbers of sentences in each turn.
Karpinska and Iyyer (2023) compares paragraph-
level translation and sentence-level translation for
literary translation and finds paragraph-level trans-
lation to be superior.

5.3 Chat Translation

In the WMT24 Chat shared task (Mohammed
et al., 2024), multiple submissions explore
segment-in-context prompts (Pombal et al., 2024),
with a mix of full document context and sliding
window approaches (Yang et al., 2024; Sung et al.,
2024). While the latter only requires O(n) tokens
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to be processed, we aim for full document-level
access with our multi-turn framework.

6 Conclusion

Source-primed multi-turn translation: 1) gives
structure to the translation task, reducing omission
errors; 2) provides access to the full source docu-
ment context at the beginning compared to orig-
inal multi-turn translation, enabling LLMs to im-
prove coherence and other document-level aspects
of translation; and 3) allows for caching attention
keys and values from previous turns, eliminating
the efficiency bottleneck of previous segment-in-
context prompting strategies.

7 Limitations

In this paper, we only use automatic metrics for
evaluating document level machine translation due
to lack of resources. Our evaluation includes a doc-
ument level metric (BlonDE), but human evalua-
tion remains important future work.

Our efficiency argument is a theoretical one
based on the ability to re-use prefixes in our
multi-turn strategy, compared to other segment-in-
context prompts which require re-processing the
full prompt. While we did not implement KV
caching ourselves, we note that current GPT APIs
implement prompt caching, with discounts of 90%
compared to uncached inputs for GPT-5.°
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A Appendix

A.1 Comparison With Submissions of
WMT-24 shared task

Below are the results of submissions from repre-
sentative systems on WMT-24 general tasks and
the results of multi-turn and segment-level set-
tings in our experiments, evaluated using dBLEU
(document-level) and COMET (paragraph-level).

Systems / Metrics dBLEU COMET
Claude-3.5 33.34 85.01
GPT-40-mini (sp MTurn ICL) 32.73 84.42
GPT-40-mini (Seg ICL ) 32.37 84.08
Gemini-1.5-Pro 30.76 83.67
GPT-4 30.43 84.05
CommandR-plus 29.51 82.50
Unbabel-Tower70B 28.81 86.46
Aya23 28.07 79.85
Llama3-70B 27.30 81.32
Mistral-Large 26.78 80.65

Table 4: Results of representative systems submissions
of WMT24.

A.2 Significance Test

We performed a significance test based on sp-
BLEU using flores101’s (Goyal et al., 2022) tok-
enizer, and used the bootstrap resampling method
(Koehn, 2004) with 1000 resamples. For simplic-
ity, the significance test is performed on a concate-
nation of the test sets across all language pairs. We
use sacrebleu (Post, 2018) to implement this exper-
iment. The results are shown in Table 6, and most
of the comparisons are significant at the .05 level.

A.3 Discussion of Non-General LLMs

We also conducted experiments using the machine
translation enhanced LLM Tower-Instruct-7B. We
report the detailed results of this model in Table
7 and Table 8. The results indicate that using the
multi-turn method with Tower-Instruct-7B is not
effective compared to using segment-level trans-
lation, which might be due to TowerInstruct hav-
ing been mostly optimized on single-turn machine
translation data (75% zero-shot data).

A.4 Qualitative Results

In the two examples in Table 5 generated by
Llama-3.1-8B-Instruct, the strength of the multi-
turn ICL setting lies in its accurate use of terminol-
ogy, natural tone, and coherent sentence structure.
In Example 1, it preserves the nuance of “splurg-
ing” omitted by single-turn ICL setting, and cor-
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rectly uses the singular classifier “iXFl” instead
of the awkward plural “jX4t” used by segment-
level ICL. In Example 2, it avoids the referen-
tial ambiguity of segment-level ICL, and its omis-
sion of “‘HE4%%” by explicitly repeating ‘i | {2

55,7 maintaining clarity and alignment with the
source. Compared to single-turn ICL and segment-
level ICL, which suffer from omission, ambiguity,
and literal translation artifacts, multi-turn ICL pro-
duces more faithful and fluent outputs.

A.5 Dataset License

In this paper, we use the WMT-24 and WMT-23
test sets, which comply with their respective li-
cense rules and can be freely used for research pur-
poses.

A.6 Al Assistance

This work is done with Al assistance, we use Cur-
sor* and Claude’ for writing and coding assis-
tance.

4https ://www.cursor.com/
Shttps://claude.ai/
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Example 1

Example 2

Source (EN)
Single_icl (ZH)
Seg_icl (ZH)
Mturn_icl (ZH)

Analysis

I’'m splurging on a new set of frames, these red
ones I reeeeally like.
ﬁ%ﬁi%T*ﬁ%%@%,E%ﬁﬁﬁ%%
HWo
FALKFRMH L T — B HES, XL ()
FEIRE

ALK T RMHE T —RIFHESE, XA ZL G
TR o

Single_icl has omission error where lose the
information about "splurging". Seg_icl literally
carries over “iX4L” ( “these” ), which sounds
plural and unnatural for eyeglasses in Chinese.
Mturn_icl infers that “these red ones” refers to a
single pair of glasses and therefore uses the
classifier “3Xfl,” resulting in a more natural and
context-aware translation.

...I made a decision to get another pair, and that
pair are these.

FepE FK—RIIREE, R AR G2 X L .
Ptk FEE—XL, X AU X 2
Tt FK—RIAR BT, X X .

Seg_icl again mixes “IXXV/iX4Y,” introducing
plural ambiguity and omitting the noun “fiR4%.”
Mturn_icl explicitly adds “HE%%” and repeats
“IXFl” to mirror the demonstrative emphasis of
the English (' “that pair are these” ), preserving the
performative tone and resolving the reference
clearly.

Table 5: Qualitative comparison of Single-turn ICL (Single_icl), segment-level ICL (Seg_icl) and multi-turn ICL
(Mturn_icl) on Llama-3.1-8B-Instruct.

P-Value based on spBLEU

Model / Settings
Mturn icl sp vs. Mturnicl Mturn icl sp vs. Segicl Mturn sp vs. Mturn
GPT-40-mini 0.010 0.001 0.256
Qwen2.5-7B-Instruct 0.001 0.001 0.008
Llama-3.1-8B-Instruct 0.004 0.050 0.109

Table 6: Significant test on the spBLEU using FLORES101°s tokenizer. Bold values indicate cases where the left
setting performs significantly better than the right setting; non-bold values indicate the opposite.
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Model Setup ja-zh cs-uk en-de en-zh en-es en-hi en-ru en-is en-ja en-cs en-uk
Single-turn 1252 415 2790 2839 3459 154 1945 137 556 889 847
Segment-level 21.87 7.28 30.85 37.01 3994 4.87 2246 453 1022 1430 9.26
TowerInstruct-7B-v0.2 Multi-turn 22.03 8.13 2996 3634 40.04 3.15 21.17 2.69 7.20 13.06 7.47
Single-turn + ICL 1298 1090 2427 2545 30.11 1.71 17.57 0.89 535 796 10.93
Segment-level + ICL 21.79 11.40 30.37 37.08 40.71 554 21.62 450 14.80 13.23 13.03
Multi-turn + ICL 2236 9.69 27.67 3590 37.18 4.03 21.04 3.04 1331 12.88 12.37
Single-turn 11.94 2323 27.79 31.06 3890 18.37 17.41 6.09 15.89 19.99 16.84
Segment-level 11.47 2130 27.24 3326 39.12 19.59 1937 6.80 21.53 20.64 17.89
Multi-turn 17.32 2351 27.94 34.87 39.69 2050 19.70 7.85 21.90 19.83 18.22
Llama-3.1-8B-Instruct Multi-turn sp 2278 24.06 26.72 3221 39.75 20.63 20.21 8.72 21.17 20.02 19.18
Single-turn + ICL 20.06 23.33 28.14 32.15 39.12 17.63 20.20 6.38 14.58 19.89 18.16
Segment-level + ICL  23.02 23.02 27.79 36.80 39.97 20.03 19.65 8.54 15.76 20.80 18.40
Multi-turn + ICL 2334 2326 28.08 37.18 40.39 2048 1995 6.68 20.04 20.02 18.70
Multi-turn sp + ICL  26.49 24.10 2694 3741 40.13 2096 19.74 893 2231 20.80 18.67
Single-turn 30.10 1490 2580 41.02 3798 7.71 16.69 453 21.46 1557 13.33
Segment-level 27.85 9.58 2198 36.65 3343 10.34 1539 643 16.80 1449 13.01
Multi-turn 28.37 13.83 2446 3792 36.75 10.81 16.25 7.14 18.55 16.07 1391
Qwen-2.5-7B-Instruct Multi-turn sp 30.31 16.81 2591 41.66 37.84 10.83 1491 425 2261 1728 13.62
Single-turn + ICL 29.24 1646 2556 4122 3696 8.12 1624 4.11 20.50 1537 13.51
Segment-level + ICL 30.06 15.07 23.54 38.10 3545 1042 1621 7.01 2091 15.10 13.82
Multi-turn + ICL 30.50 16.30 24.43 39.57 37.16 10.69 16.69 7.08 2047 16.16 14.48
Multi-turn sp + ICL  30.51 16.15 24.12 4143 37.65 1095 1453 4.64 2221 17.27 12.68
Single-turn 33.99 3248 34.10 45.11 45.75 26.79 23.85 2091 29.55 29.94 29.28
Segment-level 3352 33.17 3431 4435 45.65 26.64 2359 21.12 29.17 29.05 29.48
Multi-turn 3451 3331 34.60 4459 4639 19.68 2425 22.04 2998 29.98 29.82
- Multi-turn sp 3460 3341 3471 45.06 4584 27.19 24.65 2194 2993 30.13 30.20
GPT-40-mini
Single-turn + ICL 33.65 32.19 35.09 45.14 4580 2693 22.78 21.28 29.04 30.10 29.44
Segment-level + ICL  34.04 32.89 34.87 44.51 46.29 2742 24.16 22.04 2991 29.85 30.11
Multi-turn + ICL 34.45 3323 3482 44.86 46.28 2730 24.16 22.18 30.07 29.96 30.09
Multi-turn sp + ICL  34.49 33.37 3494 4488 4593 2751 25.03 2236 30.40 30.74 30.41

Table 7: Comparison of dBLEU results for WMT24 across different setups and language pairs for TowerInstruct-

7B-v0.2, Llama-3.1-8B-Instruct, Qwen-2.5-7B-Instruct and GPT-40-mini.
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Model Setup ja-zh cs-uk en-de en-zh en-es en-hi en-ru en-cs en-is en-ja en-uk

Segment-level 67.04 81.11 82.67 48.04 48.46 7442 80.84 77.74 82.67 75.70 77.62

TowerInstruct-7B-v0.2 Multi-turn 64.76 80.38 82.19 45.17 42.19 70.72 7893 73.44 81.43 7590 76.79

Segment-level + ICL 66.02 80.77 82.36 46.55 43.09 76.30 80.32 72.57 82.53 75.54 78.07
Multi-turn + ICL 64.01 7543 7751 4245 37.80 73.11 79.61 68.00 81.29 73.52 76.19

Segment-level 75.82 80.73 78.10 79.41 8031 7139 7736 7845 5948 81.66 77.71
Multi-turn 79.84 83.32 79.58 82.03 81.52 7294 78.64 79.82 6192 83.61 79.12
Multi-turn sp 80.84 84.32 80.07 82.84 82.05 73.47 79.77 80.46 61.79 83.55 79.28

Llama-3.1-8B-Instruct

Segment-level + ICL  79.70 82.08 78.95 82.39 81.56 73.04 79.28 78.93 62.68 83.51 80.25
Multi-turn + ICL 81.55 83.70 79.70 82.94 8223 73.79 79.46 79.90 62.10 84.26 79.61
Multi-turn sp + ICL ~ 81.42 84.28 80.26 83.03 8231 73.55 79.69 80.51 62.79 84.27 80.13

Segment-level 80.84 68.21 7558 8225 77.79 5579 73.66 70.65 45.58 76.83 66.76
Multi-turn 81.93 72.15 77.75 83.57 80.39 58.84 7427 7293 4755 78.44 68.22
Multi-turn sp 83.00 75.07 7896 8432 8142 6135 7645 7478 4825 82.59 70.33

Qwen-2.5-7B-Instruct

Segment-level + ICL  82.39 7239 76.53 82.99 79.26 58.08 73.52 7136 4691 80.41 67.89
Multi-turn + ICL 83.07 73.69 77.89 83.82 80.61 5899 73.61 72.89 47.77 80.63 69.61
Multi-turn sp + ICL ~ 83.16 74.30 78.64 84.10 81.18 61.42 75.74 74.15 48.10 81.85 69.82

Segment-level 83.60 88.83 8259 84.58 82.99 76.78 81.65 84.18 78.10 86.00 84.13
Multi-turn 84.74 89.24 83.11 8523 84.59 7844 8336 86.05 79.63 87.20 85.75
Multi-turn sp 84.80 89.24 83.06 8535 84.52 7840 83.38 86.10 79.23 87.51 85.63

GPT-40-mini

Segment-level + ICL  84.29 89.00 83.00 84.84 84.33 78.49 83.00 85.78 79.46 8692 85.73
Multi-turn + ICL 84.77 89.23 83.14 8532 84.57 78.46 83.23 86.03 79.54 87.22 85.78
Multi-turn sp + ICL ~ 84.73 89.26 83.24 85.36 84.45 7850 83.47 8632 79.79 87.72 85.80

Table 8: Comparison of COMET score for WMT-24 across different setups and language pairs for Tower-7B-
Instruct, Llama-3.1-8B-Instruct, Qwen-2.5-7B-Instruct, and GPT-40-mini.
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