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Abstract

Emotional reasoning is essential for improving
human-AI interactions, particularly in mental
health support and empathetic systems. How-
ever, current approaches, which primarily map
sensory inputs to fixed emotion labels, fail to
understand the intricate relationships between
motivations, thoughts, and emotions, thereby
limiting their ability to generalize across flexi-
ble emotional reasoning tasks. To address this,
we propose a novel third-person appraisal agent
that simulates human-like emotional reason-
ing through three phases: Primary Appraisal,
Secondary Appraisal, and Reappraisal. In the
Primary Appraisal phase, a third-person gener-
ator powered by a large language model (LLM)
infers emotions based on cognitive appraisal
theory. The Secondary Appraisal phase uses
an evaluator LLM to provide feedback, guiding
the generator in refining its predictions. The
generator then uses counterfactual reasoning to
adjust its process and explore alternative emo-
tional responses. The Reappraisal phase uti-
lizes reinforced fine-tuning (ReFT) by employ-
ing a reflective actor-critic framework to further
enhance the model’s performance and general-
ization. This process uses reward signals and
learns from appraisal trajectories without hu-
man annotations. Our approach outperforms
baseline LLMs in various emotional reasoning
tasks, demonstrating superior generalization
and interpretability. To the best of our knowl-
edge, this is the first cognition-based architec-
ture designed to enhance emotional reasoning
in LLMs, advancing AI towards human-like
emotional understanding. The code is available
here.

1 Introduction

Emotional reasoning is a critical cognitive process
focused on understanding and interpreting emo-
tions by analyzing the intricate relationships be-
tween a speaker’s motivations, thoughts, and emo-
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tional expressions. This capability is essential
in fields such as mental health support systems
and empathetic conversational AI, as enhancing
a model’s ability to comprehend human emotions
can significantly advance human-AI interaction.
However, existing studies (Wondra and Ellsworth,
2015; Ribeiro et al., 2016; Hazarika et al., 2018;
Ong et al., 2019; Jiao et al., 2020; Vellido, 2020;
Gao et al., 2021; Hu et al., 2021a; Li et al., 2022;
Sabour et al., 2022; Zhao et al., 2022; Hong et al.,
2022; Cortiñas-Lorenzo and Lacey, 2023; Hu et al.,
2023) primarily focus on feature extraction-based
approaches that map sensory inputs to a fixed set of
emotion labels, which offer limited interpretability
regarding the underlying reasons for emotion pre-
dictions, thereby reducing their transparency across
a range of emotion reasoning tasks. To address this,
emotional analysis must evolve beyond static labels
and adopt human-like cognitive reasoning, estab-
lishing connections between emotions and their
underlying causes. This leads to a critical research
question: How can we develop emotion reasoning
approaches that more closely mimic human under-
standing of emotions in various contexts?

1.1 Lazarus’s Appraisal Theory
The appraisal theory of emotion (Lazarus, 1991;
Lagattuta et al., 1997; Wondra and Ellsworth, 2015;
Ong et al., 2019) posits that emotions arise from
individuals’ appraisals (i.e., cognitive evaluations)
of situations, particularly in relation to their goals,
desires, intentions, or expectations. Our framework
draws direct inspiration from Lazarus’s threefold
appraisal theory—primary appraisal, secondary ap-
praisal, and reappraisal—which simulates three
stages of the human cognitive appraisal process
(Lazarus, 1991). The goal is to enable the agent to
evaluate and understand emotions in a manner that
closely resembles human emotional processing.

In the primary appraisal phase, we design an
LLM, termed the third-person appraisal generator
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Figure 1: a: Overview of the Third-Person Appraisal Agentic Workflow used to fine-tune the Third-Person Appraisal
Generator. Only the fine-tuned Appraisal Generator is used during inference; the Secondary and Reappraisal phases
operate offline during training. b: Inference-phase performance of the fine-tuned Third-Person Appraisal Generator
on conversational emotion analysis. The example sample is drawn from the IEMOCAP dataset (Busso et al., 2008).

LLM, which acts as an external observer. This
model first analyzes conversations to evaluate how
contextual utterances align with an interlocutor’s
objectives and expectations, subsequently inferring
emotional predictions. For example, as shown in
Figure 1b, Person A’s anger may arise from Person
B’s indifferent attitude, which contradicts Person
A’s expectations. By simulating the cognitive ap-
praisal process, the third-person appraisal genera-
tor can better interpret emotional dynamics within
conversational contexts.

We regard secondary appraisal as a reflective
process that follows primary appraisal. When the
initial evaluation is determined to be inaccurate,
the agent adjusts its appraisals based on the identi-
fied errors and subsequently updates its emotional
predictions. To simulate this process, we introduce
an additional LLM, termed the Appraisal Evaluator
LLM, which evaluates the performance of the Ap-
praisal Generator LLM. The Appraisal Generator
LLM refines its emotional appraisals through coun-
terfactual reasoning (Roese, 1997) by hypothesiz-
ing alternative emotional responses and adjusting
its appraisal process based on how well these alter-
natives align with contextual factors. In this way,
the secondary appraisal process enables the Ap-
praisal Generator LLM to refine its reasoning steps
and improve its predictions using feedback from
the Appraisal Evaluator LLM. This entire phase is
implemented within a verbal reinforcement learn-
ing (VRL)-based framework (Shinn et al., 2024),
where the agent continuously generates and refines
appraisals through an iterative reflective loop that
gathers reflection samples.

Although the secondary appraisal phase im-

proves appraisal accuracy, additional fine-tuning
via direct parameter updates remains essential to
enhance the model’s internal emotional reasoning
capabilities and ensure robust generalization across
diverse tasks. To address this, we introduce a
reappraisal phase to further refine the model us-
ing the reinforced fine-tuning (ReFT) framework
(Trung et al., 2024). Specifically, we employ a re-
flective actor-critic reinforcement learning method
(Flavell et al., 2001; Haarnoja et al., 2018) in this
work. During the reappraisal phase, ReFT inte-
grates reward signals into the model’s learning pro-
cess, refining its performance by learning from ap-
praisal trajectories collected during the secondary
appraisal phase — all without the need for human
annotations. To the best of our knowledge, this
work is among the first to incorporate a ReFT-based
method to improve the emotional reasoning capa-
bilities of LLMs.

1.2 Automated Evaluation of Emotional
Reasoning

Meanwhile, the efficient and reproducible eval-
uation of emotional reasoning remains challeng-
ing due to the reliance on manual annotations
(Kazienko et al., 2023; Madaan et al., 2024; Huang
et al., 2024), which are time-consuming, costly, and
highly variable. This variability limits large-scale
model comparisons and hinders the reliable replica-
tion of results. Recent studies suggest that GPT-4’s
judgments often align reasonably well with human
judgments on language tasks (Du, 2023; Liu et al.,
2023; Hackl et al., 2023; Naismith et al., 2023;
Liang et al., 2024; Ye et al., 2025; Posner and Saran,
2025). As a result, an increasing number of stud-
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ies (Naismith et al., 2023; Koa et al., 2024; Lu
et al., 2024) have begun to adopt GPT-4 directly
as an evaluation proxy, using it to replace human
annotations in model performance assessment. In
light of these findings, we aim to simplify emo-
tion reasoning performance evaluation by enabling
LLMs to automatically assess and score emotional
reasoning tasks. Specifically, we evaluate: (1) Emo-
tional Comprehension, which assesses the ability
to recognize emotional causes and understand the
speaker’s motivations;(2) Contextual Understand-
ing, which measures the understanding of context
and how emotions evolve within a conversation;
and (3) Expressive Coherence and Performance,
which evaluates whether the model communicates
its emotional reasoning clearly and is easy to under-
stand. Based on these three evaluation criteria, we
develop a six-dimensional evaluation metric. By
transforming it into a multiple-choice format, we
enable LLMs to appraise emotional reasoning tasks
efficiently and reproducibly.

The main contributions of this paper are summa-
rized as follows:

• We propose a novel third-person appraisal
agent that simulates human-like emotional rea-
soning by guiding LLMs through cognitive
appraisal theory—marking the first effort to
enhance LLMs’ emotional reasoning via this
framework.

• To improve reasoning and generalization, we
incorporate secondary appraisal and reap-
praisal into the agentic workflow: the model
generates reflections via counterfactual think-
ing and is fine-tuned using a reflective actor-
critic RL strategy with these reflections as
demonstrations.

• Our approach outperforms LLM baselines on
emotional reasoning tasks, including those in-
volving unseen general emotions and vicari-
ous emotions (e.g., empathy, distress). We fur-
ther propose a six-dimensional evaluation met-
ric for assessing the interpretability of LLMs
in emotional reasoning tasks, offering a repro-
ducible, explainable, and efficient alternative
to traditional manual annotation.

2 Related Work

Self-Reflection: Current approaches to emotion
reasoning with LLMs emphasize prompt tuning
for tasks such as emotional cause extraction (Doe

and Smith, 2023; Bhaumik and Strzalkowski, 2024;
Belikova and Kosenko, 2024; Hong et al., 2024).
However, there is limited research exploring the in-
tegration of self-reflection or feedback mechanisms
specifically within emotion reasoning tasks. Cur-
rently, self-reflection or feedback mechanisms have
been explored in other domains, such as mathemati-
cal reasoning, code generation, and so on (Welleck
et al., 2022; Yang et al., 2022; Paul et al., 2023;
Madaan et al., 2024; Shinn et al., 2024). Shinn
et al. (2024) introduces Reflexion, a self-reflection
mechanism that enables LLMs to improve their
reasoning capabilities by learning from past mis-
takes. However, the application of Reflexion to
emotion reasoning tasks has yet to be thoroughly in-
vestigated. Although Madaan et al. (2024) demon-
strates the effectiveness of self-reflection in senti-
ment style transfer—a task that modifies a text’s
sentiment while preserving its meaning—this task
is only tangentially related to emotion reasoning.
In contrast, our work uniquely combines coun-
terfactual reasoning with a reflection mechanism.
Our framework not only enables LLMs to generate
self-feedback and refine their predictions, but also
aligns them with human-like emotion reasoning
processes, thereby simulating how humans under-
stand emotions.

Reinforcement Learning In our task, we em-
ploy an actor-critic reinforcement learning frame-
work to align AI systems with human preferences
(Ouyang et al., 2022). Recently, several novel
training algorithms have emerged to enhance align-
ment effectiveness, including Proximal Policy Op-
timization (PPO) (Schulman et al., 2017), Direct
Preference Optimization (DPO) (Rafailov et al.,
2024), Identity Preference Optimization (IPO)
(Azar et al., 2024), and Kahneman-Tversky Op-
timization (KTO) (Ethayarajh et al., 2023). While
these methods primarily focus on enhancing align-
ment, our approach goes a step further by uniquely
integrating reinforcement learning as a fine-tuning
paradigm (ReFT) to improve emotional reasoning.
This process mirrors how humans iteratively refine
their thought processes to achieve a deeper under-
standing of emotions, ultimately yielding superior
performance compared to conventional supervised
fine-tuning (SFT).
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3 Problem Description: Formulating as a
Generative Task

We propose a generative approach for zero-shot
emotion reasoning and prediction based on tex-
tual input. Each utterance is associated with a spe-
cific speaker and a set of emotional categories that
may vary depending on the emotional types present
in different dialogue datasets. The objectives are
twofold: (1) generate an appraisal ai for each ut-
terance ui, and (2) infer an emotion label ŷi based
on this appraisal. For contextual understanding, we
define a window of length l to gather the dialogue
context Ci for each utterance ui. This context con-
sists of the current utterance and the preceding l−1
utterances, along with their corresponding speaker
information. Therefore, we frame the generative
task using a general question-and-answer prompt
template, as illustrated below:

Question: Given the dialogue context Ci,
predict an emotion label for the target utter-
ance ui. Choose from happy, sad, neutral,
angry, excited, frustrated.
Answer: Generate an appraisal ai for the
target utternace ui and then produce the final
prediction ŷi.

3.1 Three Cognitive Appraisal Phases
We introduce a third-person appraisal agent
composed of two specialized LLMs: the Ap-
praisal Generator and the Appraisal Evalua-
tor. This agentic workflow consists of three
phases—primary appraisal, secondary appraisal,
and reappraisal—which together enable the model
to simulate human cognitive appraisal from a third-
person perspective (see Figure 1a).

Appraisal Generator LLM: The appraisal
generator MA is responsible for generating ap-
praisals and making predictions based on those
appraisals. We prompt MA with an AppraisalIn-
struction prompt (see Appendix B) to generate an
appraisal ai and a predicted emotion label ŷi, given
only the input utterance ui and its corresponding
dialogue context Ci.

Appraisal Evaluator LLM: The Evaluator ME

assesses the accuracy of the appraisals and pre-
dictions, providing feedback upon which reward
values are assigned. We utilize ME to provide two
types of rewards:

• Action Reward ractor: Assigns 0 for correct
emotion label predictions and -1 for incor-

Algorithm 1 VRL: Secondary Appraisal via Coun-
terfactual Reasoning
Require: Input ui, dialogue context Ci, models {MA,ME},

prompts {pa, pc}, true emotion label yi
1: (ai,0, ŷi,0) = MA(pa∥ui∥Ci) ▷ Initial generation

(Eq.1)
2: (ractor

i,0 , rcritic
i,0 ) = ME(ŷi,0, yi, ai,0) ▷ Initial feedback

(Eq.2)
3: Add (ui, ai,0, r

actor
i,0 , rcritic

i,0 ) to appraisal trajectory Di
4: for iteration k = 1, 2, . . . do
5: (ai,k, ŷi,k) = MA(p

k
c∥ui∥xi∥{ŷi,0, . . . , ŷi,k−1}) ▷

Counterfactual reasoning (Eq.3)
6: (ractor

i,k , rcritic
i,k ) = ME(ŷi,k, yi, ai,k) ▷ Feedback

(Eq.4)
7: Add (ui, ai,k, r

actor
i,k , rcritic

i,k ) to appraisal trajectoryDi
8: if ŷi,k = yi then ▷ Stop condition
9: break

10: end if
11: end for
12: return Di

rect ones, reinforcing accurate predictions and
guiding the model to refine its appraisals.

• Critic Reward rcritic: Evaluates the align-
ment of each appraisal’s valence-arousal (VA)
vector with its target emotion class. Valence
and arousal scores are obtained from the NRC-
VAD lexicon (Mohammad, 2018) and nor-
malized to the range [-1, 1] using min-max
scaling. In the Evaluation Prompt (see Ap-
pendix B), the Evaluator ME uses the Cir-
cumplex Model (Russell, 1980) to classify
emotion labels into predefined valence and
arousal ranges. It then checks if the appraisals
fall within these ranges, assigning a score of
0 for alignment and -1 for misalignment.

3.1.1 Primary Appraisal Phase
We prompt the LLM MA, using AppraisalInstruc-
tion Prompt pa, which is designed based on the
principles of cognitive appraisal theory (Watson
and Spence, 2007; Ong et al., 2019), to generate an
appraisal ai for utterance ui. This process can be
formulated as:

(ai,0, ŷi,0) =MA(pa∥ui∥Ci) (1)

The goal of generating appraisals is to enable the
model to reason about emotions by evaluating how
each participant’s goals, desires, intentions, and ex-
pectations align with the conversational context. To
accomplish this, we introduce a primary appraisal
phase in which the model learns to generate ap-
praisals from a third-person perspective, thereby
enhancing its capacity to analyze emotional dynam-
ics through a cognitive process.
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3.1.2 Secondary Appraisal Phase

The secondary appraisal process utilizes the ap-
praisal generator MA to create new appraisals by
adjusting its previous ones based on feedback from
ME (see Algorithm 1).

The secondary appraisal framework is detailed
in the following steps: We first evaluate the ini-
tial appraisal and prediction generated from the
primary appraisal phase with appraisal evaluator
LLM, ME , obtaining actor and critic rewards:

(ractor
i,0 , rcritic

i,0 ) =ME(ŷi,0, yi, ai,0) (2)

If the initial prediction ŷi,0 is incorrect, MA

enters an iterative counterfactual reasoning loop
to generate new appraisals. At each iteration k
(k ≥ 1), the CounterfactualReasoning pkc (see Ap-
pendix B) uses the history of incorrect predictions
{ŷi,0, ŷi,1, . . . , ŷi,k−1} to update the output for ut-
terance ui:

(ai,k, ŷi,k) =MA(p
k
c∥ui∥Ci∥{ŷi,0, . . . , ŷi,k−1})

(3)

We then evaluate the updated appraisal withME :

(ractor
i,k , rcritic

i,k ) =ME(ŷi,k, yi, ai,k) (4)

This reflective process continues until the predic-
tion is correct or a maximum number of iterations
K is reached. After completing the secondary ap-
praisal phase, we collect the appraisal trajectories
into a replay buffer D:

D =

{
(ui,k, ai,k, r

actor
i,k , rcritic

i,k ) | k = 0, . . . ,Ki;

i = 1, . . . , I

}

Ki is the number of iterations for the i-th utterance.
If MA makes a correct prediction at k = 0, we
set Ki = 0, and the trajectory consists only of the
initial appraisal.

Algorithm 2 ReFT: Reappraisal via Reflective
Actor-Critic RL
1: Initialize Appraisal generator, Critics Qθ1 and Qθ2 ,

Value Function Vψ , and Replay Buffer D (an offline
dataset).

2: Initialize Policy πϕ(ai,k′ |ui,k′), where ϕ is the set of
parameters of the appraisal generator.

3: Set t← 0
4: while t < T do
5: Sample batch {ui,k′ , ai,k′ , ri,k′ , ai,k′+1} from D.
6: For terminal steps (where k′ = Ki), set ai,k′+1 =

ai,k′ .
7: Critic Update: Minimize JQ for Qθ1 and Qθ2 (Eq.6)
8: Value Function Update: Minimize JV (Eq.7)
9: Update target networks Qθ̄1

, Qθ̄2
, and Vψ̄ via Polyak

averaging
10: Compute Advantage: A(ui,k′ , ai,k′) (Eq.8)
11: Actor Update: Minimize Jϕ (Eq.9)
12: Increment t← t+ 1
13: end while
14: return Appraisal Mechanism πϕ

3.1.3 Reappraisal Phase
The Reappraisal Phase enhances the model’s emo-
tional reasoning through reward-based learning.
After generating appraisal trajectories in the Sec-
ondary Appraisal Phase, the model enters the Reap-
praisal Phase, where it fine-tunes its predictions
using a ReFT framework(see Algorithm 2). This
phase employs a reflective actor-critic method: the
Actor (appraisal generator) proposes appraisals,
while the Critic evaluates the Actor’s performance
and provides feedback. The iterative interaction be-
tween the Actor and Critic continuously refines the
Actor’s appraisal mechanism, thereby improving
its reasoning capability.

We use off-policy learning, allowing the Critic to
learn from a broader set of experiences by sampling
from the replay buffer D, which is obtained during
the secondary appraisal phase. This approach im-
proves stability and efficiency by leveraging past
appraisals and rewards.

Critic Model: The Critic evaluates the ap-
praisals and provides value estimates to guide
the Actor’s policy refinement. We train three
Multi-Layer Perceptrons (MLPs) (Taud and Mas,
2018): two critics representing utterance-level
Q-functions, Qθ1(ui,k′ , ai,k′) and Qθ2(ui,k′ , ai,k′),
where ui,k′ and ai,k′ are sampled from D. The dou-
ble critic architecture is employed to reduce over-
estimation bias. Additionally, we have an MLP for
the utterance-level value function Vψ(ui,k′). In this
framework, k′ represents the iteration index in D
for the i-th utterance. It ranges from k′ = 0 (initial
appraisal) up to k′ = Ki, where Ki is the total
number of iterations for i-th utterance.
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Target networks Qθ̄1 and Qθ̄2 , and Vψ̄ are de-
layed copies of the respective models, updated via
Polyak averaging (Polyak and Juditsky, 1992). The
parameters θ1, θ2, and ψ are the trainable parame-
ters of the MLPs, while the target network param-
eters θ̄1, θ̄2, and ψ̄ are updated using the moving
averages of θ1, θ2, and ψ, respectively.

The Q-functions are trained by minimizing the
Bellman error using targets derived from Vψ̄. The
value function Vψ is trained to approximate the
expected value of Qθ̄1 and Qθ̄2 . To guide the ap-
praisal process, we use a weighted combination of
two reward signals:

ri,k′ = αractor
i,k′ + βrcritic

i,k′ (5)

JQ(θj) =E(ui,k′ ,ai,k′ ,ri,k′ )∼D

[(
Qθj (ui,k′ , ai,k′)

−
(
ri,k′ + γVψ̄(ui,k′)

))2
]
, j = 1, 2

(6)

JV (ψ) =E(ui,k′ ,ai,k′+1)∼D

[
(
Vψ(ui,k′)−Qθ̄1(ui,k′ , ai,k′+1)

)2

+
(
Vψ(ui,k′)−Qθ̄2(ui,k′ , ai,k′+1)

)2
]

(7)
where α and β are weighting coefficients, and γ is
the discount factor. For terminal steps (i.e., when
the process reaches its final step) where k′ = Ki,
we set ai,k′+1 = ai,k′ .

Actor Model: We train the appraisal generator
using an offline policy gradient approach, utilizing
advantage values derived from the minimum of the
two Q-values from the critic model. The advantage
function measures how much better a particular
action (appraisal) is compared to the expected out-
come, represented by the value function:

A(ui,k′ , ai,k′) =min
(
Qθ1(ui,k′ , ai,k′), Qθ2(ui,k′ , ai,k′)

)

− Vψ(ui,k′)
(8)

These advantage values guide the MA in refin-
ing its appraisal generation mechanism, leading to
more accurate emotional appraisals. The policy
gradient update is performed by minimizing:

Jϕ(π) = −E(ui,k′ ,ai,k′ )∼D
[
A(ui,k′ , ai,k′) log πϕ(ai,k′ |ui,k′)

]

(9)
where ϕ represents the trainable parameters of MA.

4 Experiments & Results

In this section, we present three major experiments
designed to evaluate the performance of our pro-
posed model. The experiments are structured as
follows: (1) a comparative analysis against LLM
baseline models; (2) an ablation study assessing
the agentic workflow; (3) a comparative analysis
of two VRL-based strategies for evaluating the ef-
fectiveness of the secondary appraisal phase and
(4) a qualitative analysis of the model’s appraisal
performance on the DailyDialog dataset.

Baselines: For comparison, we use Mistral-7B-
Instruct-v0.3, Gemma1.1-7B-Instruct, LLaMA3.1-
8B-Instruct, and Mistral-Nemo-Instruct-2407-bnb-
4bit as baseline models. Note: Mistral-Nemo-
Instruct-2407 is a 12B-parameter LLM.

Evaluation Metrics: We report value accu-
racy for all three datasets, including IEMOCAP,
DailyDialog and WASSA2023 datasets. For the
WASSA2023 dataset, the accuracy for empathy and
distress scores is computed based on the absolute
difference between the predicted and gold-standard
values, with a prediction considered correct if the
absolute difference is less than or equal to 2.

Implementation Details: We set the fixed win-
dow length l = 5. The appraisal generator LLM
(MA) uses Mistral-7B-Instruct-v0.3, and the eval-
uator LLM (ME) uses LLaMA3.1-8B-Instruct. In
the secondary appraisal phase, we run 5 reflective
iterations. For reappraisal, each double critic is
a 3-layer MLP, and the value model is a 2-layer
MLP, all initialized with RoBERTa embeddings
(Liu, 2019). The actor and critic models are trained
with Adam (Kingma and Ba, 2014) (batch size =
32, learning rate = 1 × 10−5) for 10 epochs. Co-
efficients α = 0.9, β = 0.45 are selected via grid
search over [0.1, 1.0], yielding the best validation
accuracy. The MA model is fine-tuned using 4-bit
LoRA adapters (Hu et al., 2021b) with rank r = 16.
Inference is performed with a temperature of 0.7.

For supervised fine-tuning, we train for 2 epochs,
with early stopping based on validation perfor-
mance.

All experiments, including supervised fine-
tuning, zero-shot evaluation, and our methods, are
carried out on a single NVIDIA A100 GPU with
40GB of memory.

The dataset information is provided in the ap-
pendix (see Appendix A).
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4.1 Main Results
To evaluate the effectiveness of our third-person ap-
praisal agent, we benchmark it against instruction-
tuned LLM baselines. We select the first 1,000
utterances from the IEMOCAP training dataset,
generating 2,204 appraisal trajectories during the
secondary appraisal phase. These trajectories are
then used to train the third-person appraisal genera-
tor in the reappraisal phase. Finally, the fine-tuned
model is evaluated on the first 700 utterances from
the IEMOCAP test set.

Methods Acc.

Zero-shot

[1] Mistral-7B-Instruct-v0.3
(causal prompt)

45.71

[2] Gemma1.1-7B-Instruct
(causal prompt)

38.23

[3] LLAMA-3.1-8B-Instruct
(causal prompt)

40.13

[4] Mistral-7B-Instruct-v0.3 48.05
[5] Gemma1.1-7B-Instruct 45.29
[6] LLAMA-3.1-8B-Instruct 46.75
[7] Mistral-Nemo-12B-Instruct 50.18

SFT

[8] Gemma1.1-7B-Instruct 49.29
[9] LLAMA-3.1-8B-Instruct 48.71
[10] Mistral-7B-Instruct-v0.3 51.45
[11] Mistral-Nemo-12B-Instruct 52.56

Ours
[12] Gemma1.1-7B-Instruct 51.11
[13] LLAMA-3.1-8B-Instruct 53.14
[14] Mistral-7B-Instruct-v0.3 54.57

Table 1: Performance comparisons in value accuracy of
our model against baselines on the IEMOCAP test set.

Model DailyDialog WASSA
ang sad neu hap surp emp dis

Original 33.43 72.86 34.48 60.41 49.76 68.06 69.13
Ours 78.11 80.44 64.02 61.25 81.47 72.39 75.21

Table 2: Performance comparison between the original
LLM and our model on unseen datasets: DailyDialog
and WASSA2023. Abbreviations: ang (angry), neu
(neutral), hap (happy), surp (surprise), emp (empathy),
dis (distress).

Table 1 presents a performance comparison of
our method against baseline models on the IEMO-
CAP test set, with accuracy values reported for
both zero-shot and fine-tuned configurations. Our
method [14] achieves the highest accuracy of
54.57%, significantly outperforming all baseline
models.

In the zero-shot setting, we observe that mod-
els [1–3] employ a causal prompt (see Appendix
B), inspired by Team (2024), to guide LLMs in
identifying emotion triggers and inferring corre-
sponding emotions. However, this approach results

in lower performance compared to models [4–6],
likely due to the models’ difficulty in comprehend-
ing the causal relationship between emotional trig-
gers and the speaker’s emotional responses. In con-
trast, models [4–7] utilize a general prompt to infer
emotions solely based on the provided dialogue
context.

We observe that all models benefit from SFT
compared to zero-shot. However, our method out-
performs all baseline models in the SFT setting,
even when learning from a limited number of train-
ing samples. Most strikingly, our 7B-parameter
model [14] outperforms the larger 12B-parameter
LLM in both zero-shot [7] and SFT settings [11].
This result underscores the efficiency and effective-
ness of our approach, allowing the smaller model
to achieve superior performance compared to larger
models.

Furthermore, we evaluate the model’s general
reasoning capabilities without fine-tuning by test-
ing it on two previously unseen datasets: 1,000
utterances from the DailyDialog test set to predict
five different emotions in conversational data, and
208 essays from the WASSA test set to measure its
ability to predict empathy and distress in written
text. As shown in Table 2, our approach consis-
tently outperforms the original LLM integrated into
Mistral-7B-Instruct-v0.3 across all tasks.

4.2 Ablation Study on Agentic Workflow
This ablation study (see table 3) shows that includ-
ing all three appraisal phases results in the high-
est accuracy (54.57%), while excluding any phase
leads to a performance drop. Specifically, exclud-
ing the primary appraisal phase causes a signifi-
cant decrease to 46.44%. This indicates the sig-
nificant impact of the primary appraisal phase, as
it serves as the foundational appraisal-driven prin-
ciple for emotion analysis. Since the purpose of
the Secondary Appraisal phase is to generate ad-
ditional appraisal trajectories for learning during
the final Reappraisal phase, we observe that re-
moving it leads to a notable drop in overall model
performance. This underscores the critical role of
Secondary Appraisal in the full reasoning work-
flow. The ‘Primary + Secondary’ variant is ex-
cluded from this analysis, as it does not involve
fine-tuning the generator LLM’s parameters and
thus falls outside our ablation scope.

We further evaluate the reappraisal phase
through an ablation study, where we remove spe-
cific components from the model: 1) no actor re-
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Third-person Appraisal Agentic Workflow
Primary Appraisal Phase Secondary Appraisal Phase Reappraisal Phase Acc.

✓ × ✓ 48.52
× ✓ ✓ 46.44
✓ × × 51.00
✓ ✓ ✓ 54.57

Table 3: The performance of the agentic workflow is evaluated on the IEMOCAP test set. The table highlights
how the inclusion or exclusion of three different appraisal phases influences the agent’s performance in terms of
accuracy.

Model Setting Accuracy
Mistral-7B-Instruct + Reappraisal Phase 54.57

- w/o Actor Rewards 54.29
- w/o Critic Rewards 54.14
- w/o Appraisal Instruction 49.86

Table 4: Ablation study on reappraisal phase.

wards during RL, 2) no critic rewards during RL,
and 3) no appraisal instruction, where the agent is
instruction-tuned without the AppraisalInstruction
Prompt. Table 4 demonstrates that incorporating
both actor and critic rewards enhances the agent’s
appraisal capabilities, indicating that this RL strat-
egy can further enhance the agent’s ability to gener-
ate accurate appraisals and predictions. Conversely,
removing the AppraisalInstruction prompt results
in a significant 4.71% drop in accuracy, indicat-
ing that the appraisal-based instruction plays a cru-
cial role in guiding the model’s reasoning process
(Chung et al., 2024).

4.3 Analysis of Secondary Appraisal Phase
To demonstrate the effectiveness of the counterfac-
tual reasoning strategy, we conduct a comparative
experiment against the Reflexion-based method
(Shinn et al., 2024; Koa et al., 2024). We select 500
utterances from the IEMOCAP training dataset and
apply both strategies during secondary appraisal.

In Figure 2, we show the percentage change in
correct predictions after each reflective iteration,
using the no self-reflection (without the secondary
appraisal phase) baseline as a reference. We ob-
serve that Reflexion yields moderate improvements,
whereas counterfactual reasoning leads to a nearly
30% increase after the third iteration. This suggests
that counterfactual reasoning outperforms Reflex-
ion in enhancing correct predictions of emotions
during secondary appraisal phase. One possible
explanation is that Reflexion only allows the model
to reflect on errors without providing specific guid-

ance for adjustments, thus offering limited improve-
ment in emotional reasoning.
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Figure 2: Percentage change in correct samples during
the secondary appraisal phase, relative to the baseline
values from the phase without secondary appraisal.

4.4 The Performance of Appraisals
We compare the appraisals generated by the same
original LLM with those generated by our third-
person appraisal generator on the same 1,000 ut-
terances from the DailyDialog test set. As shown
in Appendix D, our model effectively identifies un-
derlying motivations and intentions, going beyond
surface-level emotional triggers. In contrast, the
original LLM relies mainly on surface-level cues
and sentiments, offering limited reasoning.

Furthermore, our model shows an improved abil-
ity to generate qualitative appraisals, which is a
challenging task for LLMs as it requires under-
standing how conversational utterances influence
emotions. To assess our agent’s appraisal quality
compared to the original LLM and LLaMA 3.1-8B,
we develop a set of appraisal quality metrics and
use GPT-4 to rate each appraisal on a scale of 1 to
6 using the same DailyDialog test set.

Evaluation metrics are informed by psychologi-
cal theory and best practices in the dialogue system
(Deriu et al., 2021; Giorgi et al., 2023; Feng et al.,
2023), with cognitive evaluation theory (Lazarus,
1991) guiding their design. We introduce a six-
dimensional evaluation framework built on three
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core criteria: Emotional Comprehension, Contex-
tual Understanding, and Expressive Coherence.
This framework assesses a model’s ability to reason
about emotions, interpret conversational context,
and express its reasoning clearly. Detailed metric
descriptions are in Appendix C, and average per-
formance scores are summarized in Table 5. From
these results, we observe the following:

• The original LLM achieves the highest senti-
ment awareness score across all of its metrics,
highlighting its strong emphasis on sentiment
analysis in its reasoning process.

• Both models perform well on clarity and co-
herence, indicating their ability to generate
well-structured appraisals.

• Our model excels in motivational understand-
ing, demonstrating a strong focus on identify-
ing motivations when analyzing emotions.

• Key metrics for evaluating the model’s reason-
ing performance include sentiment awareness,
contextual understanding, responsiveness to
emotional dynamics, and comprehension of
motivations. As shown in the table, our model
consistently outperforms the baseline across
all four metrics, demonstrating superior capa-
bility in conversational emotion analysis.

Metric Mistral
7B

LLaMA
3.1-8B Ours

Sentiment Awareness 4.67 4.70 4.97
Contextual Understanding 4.52 4.58 4.60
Sensitivity to Emotional Causes 4.43 4.40 4.88
Emotional Dynamics Responsiveness 4.23 4.17 4.32
Motivational Understanding 4.42 4.51 5.13
Clarity and Coherence Assessment 4.55 4.67 4.75

Table 5: Comparison of appraisal quality between the
original LLM and our third-person appraisal generator
LLM.

Human Evaluation Results. Table 6 presents
results from a human A/B evaluation compar-
ing our method with LLM baselines across six
criteria: Sentiment Awareness (SA), Contextual
Understanding (CU), Sensitivity to Emotional
Causes (SEC), Emotional Dynamics Responsive-
ness (EDR), Motivational Understanding (MU),
and Clarity and Coherence Assessment (CCA).
Our method consistently outperforms the baselines
on both tasks—vicarious emotion reasoning on
WASSA and general emotion reasoning on DailyDi-
alog—across all six criteria.

DailyDialog WASSA
Comparison Aspects Win Lose Tie Win Lose Tie

Ours
vs.

Mistral-7b

SA 47.2 15.1 37.7 36.2 24.5 39.3
CU 63.8 10.2 26.0 38.3 12.8 48.9
SEC 70.1 8.5 21.4 35.4 18.7 45.9
EDR 68.5 7.6 23.9 32.1 15.3 52.6
MU 71.7 6.3 22.0 36.4 24.1 39.5
CCA 53.2 23.5 23.3 34.5 12.6 52.9

Ours
vs.

LLaMA3.1
-8B

SA 27.6 18.3 54.1 43.9 31.5 24.6
CU 40.3 22.1 37.6 45.7 23.4 30.9
SEC 32.5 26.0 41.5 51.6 36.2 12.2
EDR 35.6 22.5 41.9 48.3 27.8 23.9
MU 36.1 28.2 35.7 44.5 20.1 35.4
CCA 35.2 20.5 44.3 46.3 26.1 27.6

Table 6: Human A/B evaluation results comparing our
method with the baselines.

5 Conclusion

We introduce a novel agentic workflow that en-
ables the training of a model capable of enhancing
emotional reasoning capabilities without human
annotations. Specifically, this workflow allows the
model to iteratively refine its emotional reasoning
through reinforcement learning, even with a limited
number of demonstration samples. Our approach
advances the development of explainable AI by
training the model to perform emotion reasoning
in a way that more closely aligns with human emo-
tional understanding.

6 Limitations

A key limitation of our work is the inherent diffi-
culty LLMs face in interpreting complex emotional
transitions. For example, understanding how an
extremely positive emotion like ‘happiness’ can
shift into an extremely negative one like ‘sadness’
remains a major challenge. Addressing these limita-
tions will be a primary focus of our future research
as we aim to further improve the agent’s ability to
comprehend and reason through complex emotion
shifts. Moreover, the reasoning mechanisms under-
lying vicarious emotion understanding present a
challenging avenue for future work.
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A Dataset

The Third-Person Appraisal Agent was evaluated
on the IEMOCAP benchmark dataset (Busso et al.,
2008), which comprises conversational utterances
paired with gold emotion labels. To further demon-
strate the generalization capability of our frame-
work, we evaluated it on the DailyDialog and
WASSA2023 test datasets without fine-tuning. Dai-
lyDialog contains dialog-level text with previously
unseen emotion labels, while WASSA2023 consists
of essay-level text, requiring the agent to assess
varying levels of empathy and personal distress.

IEMOCAP (Busso et al., 2008) comprises
dyadic conversations between ten speakers, with
the training set derived from the first eight partici-
pants. Each utterance is annotated with an emotion
category.

DailyDialog (Li et al., 2017) covers various ev-
eryday topics, mirroring natural human conversa-
tion. Each utterance is annotated with an emotion
category.

WASSA2023 (Hasan et al., 2023) consists of es-
says in which participants express their emotional
reactions to news articles depicting harm to indi-
viduals, groups, or nature. Each essay is annotated
with two distinct ratings based on Batson’s model
of empathic concern (“feeling for someone”) and
personal distress (“suffering with someone”) (Bat-
son et al., 1987). Empathic concern reflects the
ability to understand and share another’s emotions,
while personal distress signifies the discomfort or
anxiety experienced in reaction to another’s suffer-
ing. Both ratings are measured on a 7-point scale,
with 1 indicating the lowest level and 7 the highest.
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B Full Prompts and Their Responses

This part focuses on general emotional reasoning.

AppraisalInstruction_Prompt ="""
Analyze the given utterance within its dialogue
context. Provide a concise appraisal and predict
an emotion label in the following format:

1. Highlight the key elements of the situation
from the dialogue.

2. Evaluate how the utterance aligns with the
speaker’s goals and expectations.

3. Combine (1) and (2) to determine whether
the utterance supports, contradicts or is
neutral towards those goals and expecta-
tions.

Keep each section to 1-2 sentences. Base your
analysis solely on the provided dialogue.
Dialogue context: {dialogue}
Utterance to analyze: {utterance}

Response Format:
Emotion Label: [choose one from: happy, sad,
neutral, angry, excited, frustrated]
Explanation: [Step-by-step concise appraisal
based on the points above]

Response:
"""

Here is an example of applying AppraisalInstruc-
tion Prompt template:

Dialogue context: "M: Let me see them. F: Is
there a problem? M: Who told you to get in this
line? M: Okay. But I didn’t tell you to get in this
line if you are filling out this particular form. F:
Well what’s the problem? Let me change it."

Utterance to analyze: "F: Well what’s the prob-
lem? Let me change it."

prediction: neutral appraisal: The speaker’s re-
sponse suggests a cooperative and problem-solving
attitude, indicating a neutral emotional tone. She is
focused on resolving the issue and continuing her
task without delay, showing no apparent frustration
or annoyance. Her offer to change lines demon-
strates a neutral, solution-focused approach. The
speaker’s tone is matter-of-fact and practical, indi-
cating a neutral emotional state. Her response does
not convey any strong emotions or reactions to the
situation. Her willingness to adapt and continue her

task indicates a neutral, cooperative stance. The
speaker’s goal is to resolve the issue and proceed,
without expressing any strong emotions. Her re-
sponse is direct and solution-focused, indicating a
neutral emotional tone.
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CounterfactualReasoning_Prompt = """
You made a wrong prediction, please perform a
counterfactual analysis for the target utterance
to refine your understanding of
the speaker’s emotional state. Follow these steps
to guide your thinking:

1. Reflect on why predictions in {previ-
ous_label} mismatch between the predic-
tions and the speaker’s intentions or desires
based on the target utterance.

2. Imagine an alternative emotion that better
aligns with the speaker’s intentions and de-
sires based on the dialogue.

Keep your analysis concise and structured.
Use this counterfactual analysis to propose a
more accurate emotion label that fits the given
context.

Dialogue context: {dialogue}
Utterance to analyze: {utterance}

Response Format:
Emotion Label: [choose one from: happy, sad,
neutral, angry, excited, frustrated]
Explanation: [Step-by-step concise appraisal
based on the points above]

Response:
"""

Here is an example of applying the Counterfac-
tual Reasoning Prompt template:

Dialogue context: M: I don’t understand why
this is so complicated for people when they get here.
It’s just a simple form. I just need an ID. F: How
long have you been working here? F: Clearly. You
know, do you have like a supervisor or something?
M: Yeah. Do you want to see my supervisor? Huh?
Yeah. Do you want to see my supervisor? Fine. I’ll
be right back. F: That would - I would appreciate
that. Yeah."

Utterance to analyze: "F: That would - I would
appreciate that. Yeah."

Previous trial:
Previous label: neutral
Previous appraisal: The female speaker uses po-

lite language, such as Ï would appreciate thatänd
Ÿeah,̈ which suggests a neutral tone, indicating she
is seeking a resolution without expressing strong
emotions. Her goal is to escalate the situation to

a supervisor, implying a focus on finding a solu-
tion rather than expressing negative emotions. The
polite tone and language used maintain a level of
professionalism and decorum, further indicating
a neutral emotion. The speaker’s words and tone
suggest she is trying to navigate the situation ef-
fectively rather than expressing a strong emotional
state. Her response shows a neutral, matter-of-fact
approach, which is in line with her goal of finding
a solution. Overall, her tone and language suggest
she is neutral and focused on finding a resolution.

After counterfactual reasoning:
Prediction: frustrated
Adjusted appraisal: If the speaker were feeling

frustrated, it would suggest that she’s not just seek-
ing a resolution, but is also experiencing a sense
of exasperation or annoyance with the situation.
This could imply that she’s been dealing with the
issue for a while and is getting tired of the bu-
reaucratic process. The frustrated tone would also
indicate that she’s not just neutral, but is actively
seeking a solution to alleviate her frustration. This
would change the dynamics of the interaction, as
she might be more direct or forceful in her approach
to resolve the issue.

Evaluation_Prompt ="""
Given the range of the class of emotion in the
Circumplex Model of Affect, do the valence
score of valence and the arousal score of arousal
together fit within this range?

Answer only ’yes’ or ’no’.
"""

Causal_Prompt = """
You are an expert in emotion classification and
emotion cause recognition.
Dialogue context: {dialogue}
Utterance to analyze: {utterance}
Response Format:

Emotion Label: [choose one from: happy, sad,
neutral, angry, excited, frustrated]
Explanation: [Identify emotion causes in the
given utterance]

Response:
"""
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This part focuses on vicarious emotional rea-
soning.

Empathy_Instruct_Prompt = """
Analyze the given essay and provide a brief ap-
praisal. Then, rate the essay on the Empathic
Concern scale based on your appraisal.

1. Evaluate how the essay aligns with the
writer’s intentions or expectations.

2. Assess the degree to which the essay re-
flects compassion and sympathy in re-
sponse to the writer’s intentions or expec-
tations.

Essay: {essay}

Response Format:
Empathic Concern Rating: [Rate on a scale from
1 (distress) to 7 (empathy)]
Explanation: [Step-by-step concise appraisal
based on the points above]

Response:
"""

Distress_Instruct_Prompt = """
Analyze the given essay and provide a brief ap-
praisal. Then, rate the essay on the Personal
Distress scale based on your appraisal.

1. Determine how the essay reveals the
writer’s distress state through their inten-
tions or expectations.

2. Based on the analysis from step 1, assess
the extent to which the essay conveys dis-
comfort or distress in alignment with the
writer’s intentions or expectations.

Essay: {essay}

Response Format:
Personal Distress Rating: [Rate on a scale from
1 (empathy) to 7 (distress)]
Explanation: [Step-by-step concise appraisal
based on the points above]

Response:
"""

C Evaluation of Appraisal Quality

The metrics below assess the quality of emotional
reasoning by evaluating the model’s generated ap-
praisals. The following descriptions detail the met-
rics, curated with the assistance of ChatGPT. Given
the novelty of this field, research on evaluating
emotional appraisals is limited.

• Emotional Comprehension:

• (1) Sentiment Awareness

Definition: Measures the model’s ability to rec-
ognize and accurately interpret the emotional tone
and sentiment in communication, reflecting the
speaker’s feelings and attitudes.

Evaluation Criteria: Does the appraisal effec-
tively identify and differentiate between various
emotional tones? Does the appraisal consider the
intensity of the expressed emotions?

• (2) Contextual Understanding

Definition: Assesses the model’s capacity to
comprehend and integrate contextual cues when
interpreting emotions.

Evaluation Criteria: Does the appraisal con-
sider contextual cues that influence emotions?

• (3) Sensitivity to Emotional Causes

Definition: Evaluate the model’s ability to iden-
tify and understand the underlying causes of ex-
pressed emotions.

Evaluation Criteria: Does the appraisal accu-
rately identify and articulate the reasons or events
that led to the expressed emotions?

• Contextual Understanding:

• (4) Emotional Dynamics Responsiveness

Definition: Assesses the model’s capability to
detect and respond to changes in emotional states
over time.

Evaluation Criteria: Does the appraisal ef-
fectively track and reflect changes in emotions
throughout the conversation?

• (5) Motivational Understanding

Definition: Measures the model’s ability to rec-
ognize motivations of individuals behind their emo-
tional expressions.

23699



Evaluation Criteria: Does the appraisal iden-
tify the speaker’s motivations or goals behind their
emotional state? Does the appraisal reflect an un-
derstanding of how the speaker’s emotional ex-
pressions relate to their desires or anticipated out-
comes?

• Expression Coherence and Performance:

• (6) Clarity and Coherence Assessment

Definition: Assess the clarity and coherence of
the generated appraisals.

Evaluation Criteria: Is the appraisal clear and
easy to understand? Does the interpretation flow
coherently, linking emotional insights to contextual
information?

D Appraisal Generation Comparison

Example 1:
Dialogue context: "M: I told you it was line two

A. F: Right, well, last time they told me, it was this
line, and obviously, it’s not true. M: I don’t know
who told you that but they were wrong. I’m sorry.
F: Do you have a manager I could speak with? F:
Are you being straight with me?"

Utterance: "F: Are you being straight with me?"
True label: frustrated

Third-person appraisal generator LLM: The
speaker (F) is questioning the honesty of the other
speaker (M), indicating frustration due to a previ-
ous misinformation about the topic (line two A)
and the need for clarification. The question "Are
you being straight with me?" suggests a desire for
truthfulness and transparency, which may not have
been present in the previous conversation. Pre-
dicted emotion label: frustrated

Original LLM: The speaker (F) is asking a di-
rect and straightforward question, "Are you being
straight with me?" without any apparent emotional
tone or inflection. The language used is simple
and lacks any emotional connotation, suggesting
that the speaker is seeking clarity and transparency
rather than expressing frustration or concern. Pre-
dicted emotion label: neutral

Example 2:
Dialogue context: "M: What is it? F: um. F:

I’m sorry. It’s just a lot ahh to explain. ahh I got a
call– F: I got a call today, F: I’m going to need to
go overseas for a while." Utterance to analyze: "F:
I’m going to need to go overseas for a while." True
label: sad

Third-person appraisal generator LLM: F is
announcing a change in plans that involves leaving
for an extended period. This change may cause sep-
aration from loved ones or disrupt current routines,
which can be a source of sadness. The utterance
informs M about F’s plans, potentially causing a
shift in the conversation’s direction and possibly
leading to discussions about the implications of F’s
departure. Predicted emotion label: sad

Original LLM: The speaker’s hesitations and
apologies suggest that they are frustrated with hav-
ing to share the news, and the direct and simple
delivery of the news implies a sense of resignation
or helplessness. The speaker’s tone and language
convey a sense of annoyance or irritation, which is
characteristic of a frustrated tone. Predicted emo-
tion label: frustrated

Example 3:
Dialogue context: "M: You got called up. M: I

thought you said this wasn’t going to happen for at
least a year. M: What am I going to do? F: I don’t
know "sigh". M: The kids-" Utterance to analyze:
"M: The kids-" True label: frustrated

Third-person appraisal generator LLM: M
is expressing concern about the impact of their
sudden promotion on their family, particularly their
children. M’s utterance indicates a sense of worry
and uncertainty about the future, which suggests
frustration. Predicted emotion label: frustrated

Original LLM: Speaker’s perspective: The
speaker is introducing a relevant aspect of the sit-
uation, which is the impact on their children. The
speaker mentions "The kids" as a fact, expressing
a neutral emotional tone. Predicted emotion label:
neutral

Example 4:
Dialogue context: "M: The kids- F: I know. I

know. F: I know. Well, we’ll have to figure all that
out. I mean, I think the Army’s going to provide
childcare and help us out with that. um. M: Where
do you have to go? Where are you going? F: Iraq."
Utterance to analyze: "F: Iraq." True label: sad

Third-person appraisal generator LLM: The
speaker (F) is expressing a location (Iraq) that is
associated with military deployment, which often
carries a negative connotation due to the potential
dangers and separation from family. This suggests
a sense of sadness or worry about the upcoming
situation. Predicted emotion label: sad

Original LLM: F’s utterance "Iraq" can be seen
as a moment of frustration, as it represents a tan-
gible and specific aspect of the deployment that is
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likely to cause worry and anxiety. The fact that
F is being sent to a war zone is a difficult reality
to confront, and the mention of it can be a source
of frustration for both the speaker and the listener.
Predicted emotion label: frustrated

Example 5:
Dialogue context: "F: We didn’t see them the

first time either. M: Look there, what’s that? Is it?
Is that a–Ah, it’s a seaweed isn’t it? M: Oh, this is
great. I wouldn’t miss this for the world. I mean
think about this. I know you are not interested
but think about this for a second. M: Somewhere
out there, is a giant mass of silver fish all swim-
ming in this direction. They don’t know why and
we don’t know why. They didn’t get an invita-
tion. And it wasn’t a vote- it wasn’t a decision.
And nobody sent them a map or anything like that.
M: It’s just some little instinctual time-release fire-
cracker that went off inside them and all this one
they turn around and form a line as long as the Cal-
ifornia coast and just started swimming." Utterance
to analyze: "M: It’s just some little instinctual time-
release firecracker that went off inside them and all
this one they turn around and form a line as long
as the California coast and just started swimming."
True label: excited

Third-person appraisal generator LLM: The
speaker is describing a hypothetical scenario of
a massive school of fish swimming in a coordi-
nated manner, seemingly without a clear reason
or explanation.The speaker is attempting to con-
vey the awe-inspiring and mysterious nature of this
phenomenon, likely to elicit a sense of wonder
and curiosity from the listener.The utterance has
a strong impact on the conversation, as it shifts
the focus from a mundane observation (seaweed)
to a more fantastical and intriguing idea, likely to
captivate the listener’s attention and imagination.
The speaker’s use of vivid imagery and metaphors
("time-release firecracker," "line as long as the Cal-
ifornia coast") contributes to the excitement and
sense of wonder. Predicted emotion label: excited

Original LLM: The speaker’s tone carries an un-
dertone of exasperation and confusion. The phrase
"I wouldn’t miss this for the world" is laced with
irony, hinting that they may not be particularly
enthusiastic about the situation. Their struggle
to grasp the reasoning behind the fish’s behavior
amplifies their frustration. Additionally, expres-
sions like "some little instinctual time-release fire-
cracker" convey a sense of resignation and helpless-
ness, further emphasizing their lack of control over

the situation. Predicted emotion label: frustrated
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