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Abstract

This paper is the first investigation of the con-
nection between emotion, embodiment, and
everyday language in a large sample of natu-
ral language data. First, we created corpora of
body part mentions (BPMs) in online English
text (blog posts and tweets). These include
a subset featuring human annotations for the
emotions of the person whose body part is men-
tioned in the text. Next, we show that BPMs
are common in personal narratives and tweets
(∼5% to 10% of posts include BPMs) and that
their usage patterns vary markedly by time and
location. Using word–emotion association lexi-
cons and our annotated data, we show that text
containing BPMs tends to be more emotionally
charged than text without any BPMs. Finally,
we show a strong and statistically significant
correlation between body-related language and
a variety of negative health outcomes. In sum,
we argue that investigating the role of body-part
related words in language can open up valuable
avenues of future research at the intersection
of NLP, the affective sciences, and the study of
human wellbeing.

1 Introduction

Embodied cognition—the theory that human cog-
nition is rooted in bodily experiences—has gained
significant traction across cognitive science, psy-
chology, linguistics, and philosophy. This frame-
work suggests that our bodily experiences shape
not only how we interact with our physical envi-
ronment, but also how we process, represent, and
share abstract concepts. A wide range of disci-
plines have demonstrated that the intersection of
cognition and language is deeply intertwined with
sensorimotor experiences. For example, a growing
pool of research suggests that: individuals learn
new concepts better when they can use their bod-
ies to simulate the concepts (Cook et al., 2008;
Johnson-Glenberg et al., 2016); language process-
ing involves mental simulation of physical actions

(Pulvermüller, 2005; Glenberg and Kaschak, 2002);
and emotions emerge from interpretations of physi-
ological signals through a process known as intero-
ception (Craig, 2002; Barrett, 2017).

In this paper, we ask the question: to what ex-
tent are our embodied experiences encoded in, and
reflected through, everyday language? To this
end, we use the concept of Body Part Mentions
(BPMs), which we define as instances of language
where words referring to parts of the body are
used.1 Even though BPMs are a relatively simple
method for detecting embodiment-related language,
we propose them as a useful initial tool for investi-
gating the relationship between language and our
embodied selves in everyday language. As such,
we use BPMs in this paper for an exploratory in-
vestigation of how words which are semantically
related to the human body can provide interesting
insights in natural language use.

We introduce two novel BPM corpora,
Spinn3rBPM (a corpus of blog posts) and
TUSCBPM (a corpus of tweets), and conduct
a variety of experiments to show how they can
be used to address three areas of inquiry on the
connection between embodiment and natural
language. First, we investigate the prevalence of
body-part related words in everyday language,
as well as how frequency of these words differs
across different factors such as medium, gendered
pronoun usage, time, and place. Second, we look
at the relationship between BPMs and affect,
motivated by the growing pool of research which
posits that emotions originate from interpretations
of physiological signals. Lastly, we propose
and test the hypothesis that the degree of preva-
lence of BPMs in social media is indicative of
aggregate-level health outcomes.

1Some linguistics paper use the term somatic reference for
such mentions, and the term somatic unit or somatic phrase-
ology for the vocabulary; however, somatic reference and
somatic expression can be used more generally to express
even non-language signals associated with the body.
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A better understanding of embodiment through
language could support work in a range of research
areas, especially NLP in health domains (where
BPM-heavy corpora are frequent (Chaturvedi et al.,
2023)). the growing wave of interest in integrat-
ing embodiment within computational models of
language (especially text-based LLMs, which rely
on BPMs to access information about human em-
bodiment, and struggle with many benchmarks of
human cognition due to their lack of embodiment
(Chemero, 2023)).

All of our code and data is available at our
project repository.2

2 Related Work

2.1 Embodiment, Affect, and Health
According to the theory of constructed emotion
(Barrett, 2017), emotions emerge as interpretations
of our bodies’ physiological signals. A key support-
ing argument for this theory is the wide range of
research establishing a strong connection between
interoception—the ability to feel internal bodily
sensations (Craig, 2002)—and emotional wellbe-
ing. Better interoceptive awareness has been shown
to positively correlate with better emotional regula-
tion (Zamariola et al., 2019), emotional decision-
making (Dunn et al., 2010), and emotional granu-
larity (the ability to distinguish different emotions)
(Feldman et al., 2024). These results indicate that
awareness of our bodily experiences is crucial to
our emotional welfare and dysfunctional interocep-
tion is a contributor to a variety of mental health
conditions (Khalsa et al., 2018).

Embodied experiences manifest frequently in
everyday language. For example, descriptions of
bodily experiences are frequently found in story-
telling contexts (Gallese and Wojciehowski, 2011).
But even outside of their role as explicit physical
referents, BPMs may reveal a deeper connection to
embodied phenomena. The theory of conceptual
metaphor suggests that metaphors are a fundamen-
tal cognitive process (Lakoff and Johnson, 2008).
According to this framework, metaphors help us
understand abstract concepts by mapping them
onto concrete, physical experiences. Treated this
way, the widespread usage of body part words in
language—even those applied in abstract contexts—
are important for understanding how natural lan-
guage is connected to the physical world from
which it originates. Scholars in affective theory

2https://www.github.com/sohpei/bpms/

have argued that this is why expressions of in-
tensely emotional experiences often use body parts
and actions as a metaphor (e.g., my heart is bro-
ken, weight lifted off my shoulders); they are effec-
tive ways of grounding subjective experience in a
shared embodied reality (Kövecses, 2003).

2.2 Embodiment and NLP

Language plays a key role in understanding the
relationship between embodiment and affect. Emo-
tional granularity is measured from the ability to
identify and distinguish different emotions using
words (Tan et al., 2022), and interoception is often
measured through an individual’s ability to describe
their internal state (Desmedt et al., 2022). A range
of NLP projects have taken an interest in body part
words for specific applications, such as identify-
ing gendered representations in literature (Silva
et al., 2024), mapping bodily sensations for health-
care applications (Wang et al., 2019), or building
computational methods for detecting body parts in-
volved in emotional processes to improve machine
emotion recognition (Zhuang et al., 2024). We note
that other related work in NLP largely uses body-
related language to answer adjacent research ques-
tions in specialized settings, rather than investigate
the significance of BPMs themselves. Since this is
the first-ever work investigating the significance of
BPMs in everyday language using NLP methods,
we aim to investigate whether the general relation-
ship between affect and body parts suggested and
observed in laboratory environments (i.e., the rela-
tionship between affect and body part words sug-
gested by the theory of conceptual metaphor, or the
relationship between affect and described bodily
experiences suggested by the theory of constructed
emotion), can be corroborated using textual cor-
pora.

Many word–emotion association lexicons have
been created: mostly for English: e.g., Bradley
and Lang (1999), the NRC Emotion Lexicon
(Mohammad and Turney, 2013, 2010), Warriner
et al. (2013), The NRC VAD lexicon (Mohammad,
2018a); but also for some other languages: e.g.,
Moors et al. (2013) for Dutch, Võ et al. (2009) for
German, and Redondo et al. (2007) for Spanish.
The NRC Emotion Lexicon includes entries for
whether a words is associated with eight categori-
cal emotions: joy, sadness, fear, anticipation, anger,
trust, disgust, and surprise (the Plutchik (1980)

23376

https://www.github.com/sohpei/bpms/


set). It includes entries for about 14,000 words.3

The NRC VAD lexicon (Mohammad, 2018a) has
valence, arousal, and dominance associations for
about 20,000 English words.4 (Version 2 of the
NRC VAD Lexicon was released recently, and it
includes entries for about 44k words and 10k mul-
tiword expressions.)

In this work, we primarily use lexicons of word–
emotion associations—which can be used to create
accurate emotion arcs in streams of text (Teodor-
escu and Mohammad, 2023) or effectively distin-
guish emotional granularity (Vishnubhotla et al.,
2024) —as a computationally inexpensive and in-
terpretable method for beginning to look at the
relationship between affect, language, and embodi-
ment.

3 BPM Corpora

For this work, we investigate two mediums for on-
line, everyday language: blog posts and tweets.
We consider each sentence from a blog post and
each individual tweet from the tweet corpora as
an instance. We created BPM corpora by extract-
ing all instances that included at least one word
referring to a body part from the Spinn3r personal
blog datasets (Burton et al., 2009, 2011), and the
two TUSC datasets: TUSCctry (where tweets are
geo-located to either the United States of America
or Canada) and TUSCcity (where tweets are geo-
located to cities in North America) (Vishnubhotla
and Mohammad, 2022). This results in three final
BPM corpora: Spinn3rBPM , TUSCctry−BPM , and
TUSCcity−BPM . We will refer to the corpora made
up of the rest of the instances as Spinn3rnoBPM

and TUSCnoBPM .
We compile a list of body part words by in-

cluding all the terms in the list used by Zhuang
et al. (2024), which extracts BPM samples
from the Spinn3r corpus to annotate samples
for the presence of explicitly embodied emo-
tion.56Additionally, we include plural forms of
terms (e.g., hearts, hands, eyes, etc.). We refer
to the body part word forms as BP word types. The
list of 295 BP word types we used is available on
the project webpage.

Two issues need to be addressed when working

3http://saifmohammad.com/WebPages/NRC-Emotion-
Lexicon.htm

4http://saifmohammad.com/WebPages/nrc-vad.html
5https://www.collinsdictionary.com/us/word-lists/body-

parts-of-the-body
6https: //www.enchantedlearning.com/wordlist/body.shtml

with BPM corpora to study embodiment. First,
some BP word types are ambiguous (some BPM
instances may not actually be referring to a body
part: e.g, ‘I will be back’). Second, it is useful to
distinguish between the speaker referring to their
own body vs. the speaker referring to someone
else’s body. We are especially interested in men-
tions of one’s own body as a possibly useful indi-
cator for well-being. While we are interested in
the insights that all BPMs, including those with
a more abstract/metaphorical connections to the
human body, can offer on the relationship between
embodiment and language, it would also be useful
to distinguish instances where the speaker refers
directly to their own body parts. and so we use
a simple solution that effectively addresses both
of the issues raised above. We created three sub-
sets for each BPM corpus that only include the
BPM instances preceded by possessive pronouns
‘my’, ‘your’, and ‘his/her/their’, respectively, and
call these instances: possessed BPMs This helps us
create separate corpora for first-, second-, and third-
person references to body parts, and also excludes
a vast majority of mentions that are not explicit ref-
erences to body parts. For example, ‘I will be back’
would not be included in any of these corpora, but
‘my back hurts’ will be. We find that this approach
delivers a high number of references to an individ-
ual’s body part (92% of 100 manually inspected
instances). While this approach sacrifices recall by
excluding possible references to body parts with-
out possessive pronouns, we benefit from higher
precision.7 Additionally, we also conduct some ex-
periments with all BPM instances (the higher-recall
and lower-precision corpus).

3.1 Emotion-Annotated BPM Corpus

We also leverage a specialized subset of Spinn3r,
previously released by Zhuang et al. (2024). This
subset contains sentences with BPMs annotated
for the presence of explicitly embodied emotion,
which is defined as "the physical experience of
an emotion via our body" (i.e., "Julie pouted and
rolled her eyes" is annotated as containing embod-
ied emotion, but "Frank breathed heavily through
his mouth after his run" is not). We refer to this sub-
set in the rest of this paper as Spinn3rBPM−Zhuang .
We extend this work by creating the first human-
annotated dataset that explicitly identifies BPM

7For our experiments, we do not need all BPM instances,
but rather just a large sample.
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ownership (whether the BPM refers to the speaker’s
body or not) and the emotion of the BPM owner
(joy, fear, etc.) as inferred by a human reader.

For full details of all datasets and data collection
methods see Appendix A. Further details for the
emotion annotation process, which includes a set
of quality checks and aggregation methods for final
emotion scores, can be found in Appendix B.

4 Research Questions About BPMs

Despite substantial evidence from medical research
and psychology that points to connections between
the mind and the rest of the body, as well as the
connection between interoception and emotional
well-being, there is little quantitative work using
language to explore this connection. In this sec-
tion and the next, we make use of large amounts
of social media data, massive word–emotion lexi-
cons, and the emotion-annotated corpus described
in the previous section, to examine questions on
how, when, and in what context we refer to our
body parts in text (this section) and whether differ-
ent body parts mentions tend to be used in different
emotional contexts (next section). Since the ques-
tions in this section are relevant to the Body, we
will index them as B1, B2, etc. The questions in
the next section are related to Body and Affect, so
we will index them as BA1, BA2, etc.

B1. To what extent do we use body-related
words? While it may be difficult to get natu-
ral conversational data for privacy reasons, how
often do we mention body parts in social media?
Method: We did not find any past research on how
common BPMs are in language. We do not even
have a sense of the magnitude: do they occur in
0.01%, 0.0001%, 1%, 10%, 60% of utterances, or
something else? To examine the extent to which
body-related vocabulary is used in online language,
we calculated the number of instances containing
at least one BPM.
Results: See Table 1. We find that a substan-
tial proportion of instances contain at least one
BPM: 10.4% of blog post sentences in the Spinn3r
dataset, 6.4% and 7.3% of tweets in in TUSCctry

and TUSCcity , respectively.
Discussion: The consistently high proportion of
BPM-containing instances across our corpora em-
phasizes the ubiquity of body part references in
online English text. The markedly larger propor-
tion of samples containing BPMs in blog sentences
than tweets implies that usage of BPMs may be

Corpus S Tcity Tctry

Instances (80,379) (104,575,991) (3,181,879)

<BPM> instances 10.4 6.4 7.3

Table 1: B1 - Percentage of instances in each corpus
with at least one BPM. S = Spinn3r. T = TUSC.

Corpus Sbpm Tcity_bpm Tctry_bpm
Instances (8,371) (6,710,660) (231,577)

Possessed BPM 28.9 31.9 26.3
“my <BPM>” 16.6 19.2 15.8
your <BPM> 6.5 6.6 5.5
his <BPM> 2.5 3.3 2.7
her <BPM> 2.2 1.6 1.4
their <BPM> 1.2 1.3 1.0

Table 2: B2 - Percentage of instances containing a pos-
sessed BPM out of overall BPM samples.

more pervasive in personal narratives and longer-
form text than in tweets.

B2. To what extent do we talk about our own
body parts (i.e., my BPM) versus others’ body
parts (i.e., your/his/her/their BPM)?
Method: Although BPMs can be used to study the
general significance of body part words in language,
we are also interested in examining the extent to
which these body parts can be attributed to a par-
ticular person (e.g., her heart) vs. body part words
that are not attributed to a human possessor (e.g.,
the heart of the matter). To do this, we introduce
the concept of possessed BPMs, which can be at-
tributed to a particular body using a possessive
pronoun. We look at three general categories of
possessed BPMs: first person instances including

“my <BPM>”, second person instances including
“your <BPM>”, and third person instances includ-
ing “his/her/their <BPM>”. In each corpus, we
determine the frequency of instances containing at
least one instance of a possessed BPM.
Results: Table 2 shows the results. In each cor-
pus, the most common possessed BPM is “my
<BPM>”, and there are more instances contain-
ing “his <BPM>” than “her <BPM”.
Discussion: By evaluating different distributions
of possessed BPM types, we can begin building
an understanding of whose body parts are most of-
ten referred to in conversation. Our results indicate
that individuals are more likely to discuss their own
bodily experiences in online discourse than that of
others. The higher frequencies of “his <BPM>"
over “her <BPM>" instances are also interesting,
considering well-established theories that women’s
bodies are more heavily discussed and scrutinized

23378



Figure 1: B4 - TUSCctry - % of tweets with at least one
“my <BPM>” by month. Colored by season in USA.

in popular media (Bordo, 2023)—our results in-
dicate that in spite of this, men’s bodies may be
referred to more often in everyday speech.

B3. Which of our body parts do we refer to most
often? Do we refer to our body differently in
different online contexts?
Method: To answer this, we calculate the frequen-
cies of each individual BP word type preceded by
the possessive pronoun "my" (i.e., my <BPM>).
Results: We find that there are certain BP word
types that appear very frequently in all corpora—
with twelve “my <BPM>” word types being
shared in the top twenty across all corpora. How-
ever, we also observe variation in frequencies
across corpora, indicating that we describe our
body in different ways across different online con-
texts. Across all corpora, my heart and my head
are among the most frequently mentioned “my
<BPM>” word types. These body parts are likely
central sources for people’s basic understandings
of their embodied experiences, which is reflected
in the prevalence of common figurative expressions
such as my heart is broken and my head hurts. We
also find that the blog dataset has a much stronger
representation of body parts that are strongly re-
lated with human senses, such as my eyes (10.23%
vs. 1.40%), my ears (1.19% vs. <0.1%), and my
hands (3.32% <0.1%). This suggests that the per-
sonal narratives in blogs may be more focused on
sensory, everyday experiences. Additionally, my
hair and my face appear much more frequently in
the TUSC tweet datasets than in the Spinn3r blog
datasets, likely a result of personal grooming and
appearance being more prevalent in social media
updates. This rich divergence between common

“my <BPM>” word types implies that users refer to
their body differently when expressing themselves
in different online mediums. (Table 5 in the Ap-
pendix shows the top 20 “my <BPM>” types in
each corpus.)

B4. Does the time of the week/year impact the

Figure 2: B4 - TUSCctry - % of tweets with at least one
“my <BPM>” for different weekdays.

extent to which we refer to our body?
Method: Each sample in the TUSCctry dataset has
a timestamp indicating the exact time at which it
was posted. We use this data to examine whether

“my <BPM>” usage is higher or lower at different
times.
Results: Frequency of instances containing “my
<BPM>” by day of week and month are shown
in Figures 1 and 2. We find that “my <BPM>”
instances peak during the summer and spring,
decline steadily during the fall, and then stay
relatively low during the winter. We also find that
"<BPM>" instance frequency is highly dependent
on different days of the week, rising steadily from
Sunday to Wednesday and then declining from
Wednesday to Saturday. We find a statistically
significant decline in BPM usage from April
onwards in the year and from Monday onwards
throughout the week. More details on statistical
tests can be found in Appendix H.
Discussion: The seasonal differences in “my
<BPM>” usage in warmer months indicates that
factors such as temperature, sunlight, and time
spent outside could affect awareness and expres-
sion of one’s bodily experiences. The weekly rise
of referral to one’s own body parts may reflect a
renewed engagement with structured activities as
the work week begins, while the decline could
indicate fatigue or decreased energy as the week
progresses, making it difficult to cultivate bodily
awareness, consistent with documented patterns of
weekly fatigue cycles in organizational research
(Zijlstra and Rook, 2008). These results indicate
that embodied language use is not static, but
responds to environmental and social rhythms.

B5. Do individuals in different regions refer to
their bodies at different frequencies?
Method: We take advantage of the geotagged meta
data available for the TUSC tweets to evaluate the
regional proportion of “my <BPM>” tweets.
Results: Figure 3 shows BPM use by city. We
find that “my <BPM>” instances are used more in
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Figure 3: B5 - TUSCcity - % of tweets with at least one “my <BPM>” for different cities.

Figure 4: B5 - TUSCctry - % of tweets with at least one
“my <BPM>” for Canada and USA from 2015 to 2021.

central cities than coastal cities. We also find that
“my <BPM>” instances are more frequent in Ameri-
can tweets than Canadian tweets in the TUSCctry

dataset, as shown in Figure 4 (TUSCcity dataset).
We find also find that the city of a post has a sta-
tistically significant effect on the usage of BPMs
in a city. We also find that country has a slightly
smaller but still statistically significant effect on
usage, but that this pattern also persists across the
different months represented in our dataset. Details
on statistical tests, as well as a figure showing that
usage difference between USA and Canada is con-
sistent across months, can be found in Appendix D.
Discussion: These findings suggest that regional
differences influence how individuals refer to their
bodies, potentially reflecting broader cultural, so-
cial, or environmental factors. Future research
could explore how variables such as climate, health-
care access, or local discourse shape how individu-
als discuss their body in different regions.

5 Research Questions on BPMs–Affect

The primary goal of our work is to explore how lan-
guage can shed light on the connection between the
body, emotion, and well-being. In this section we
explore how BPMs are associated with emotions.
We explore this question using emotions associ-
ated with words that co-occur with BPMs (using
large word–emotion association lexicons) as well

as perceived emotions of the speaker (using the new
human-annotated Spinn3rBPM−Zhuang dataset we
introduced earlier). In this section, we take a spe-
cial interest in samples including "my <BPM>",
since our emphasis is rooted in theories of embod-
ied emotion and health psychology, which suggest
that references to one’s own body are more likely
to reflect internal emotional and physical states.

BA1. Do posts with body part mentions have
markedly different emotional associations?
Method: This question aims to shed light on
whether the relationship between emotion and em-
bodiment manifests in social media text. In this
experiment, we look at the proportion of sam-
ples (tweets/blog posts) containing at least one
word associated with various emotion categories:
anger, anticipation, disgust, fear, joy, sadness, sur-
prise, and trust from Plutchik’s set of emotions
(Plutchik, 2001), and high or low valence (positive–
negative), arousal (calm–sluggish), and dominance
(in control–out of control). We obtain the word–
emotion associations from the NRC Emotion Lex-
icon (Mohammad and Turney, 2013, 2010) and
the NRC VAD Lexicon (Mohammad, 2018b). We
compute these proportions for various BPM cat-
egories: “my <BPM>”, "his/her/their <BPM>",
"your <BPM>", as well as the no BPM corpora.

Results: Figure 5 shows the results for valence,
arousal and dominance. We find that instances con-
taining BPMs have higher percentages of emotion-
associated co-occurring words than instances not
containing BPMs. This is true across 36/42 corpus–
dimension pairs. We also observe that the jump in
scores from the no BPM corpus to BPM corpora is
highest for the low-valence and low-dominance di-
mensions (∼15 percentage points). We find that the
BPM category has a statistically significant effect
on the percentage of samples containing emotion-
associated terms (more details on these tests can be
found in Appendix I).
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Figure 5: BA1 - Percentage of sentences with at least
one high or low valence, arousal, or dominance word
(according to the NRC VAD lexicon) in each corpus in
myBPM, yourBPM, 3pBPM, and noBPM categories.

Discussion: Referral to one’s own body seems
to display a strong co-occurrence with emotion-
associated language, supporting theories of the con-
nection between embodiment and emotion. When
people discuss their own bodies, they tend to use
more negative (low valence) emotional language
and express less control (low dominance), sug-
gesting these self-references often occur in con-
texts of pain or powerlessness. In Figure 17 in the
Appendix, we demonstrate that the most frequent
words associated with BPMs in our corpora support
this theory, such as hurt, sore, and sick.

BA2. What is the impact of explicitly embod-
ied emotion on the emotions expressed through
body part mentions?
Method: Body parts are often referenced as phys-
ically involved in emotional responses (e.g., my
heart skipped a beat, my stomach dropped). Prior
work (i.e. Zhuang et al.) has assumed that such
samples in natural language may be responsible for
the emotional associations between emotional and
body-related language. In BA1, we showed that
BPM instances are more likely to have emotion-
associated co-terms than their no-BPM counter-
parts. With this question we explore whether this
increase only exists in explicitly embodied emo-
tion. To do this, we analyze samples which are
human-annotated by Zhuang et al. (2024) as either
containing embodied emotion (where a body part
physically participates in expressing the emotion—
annotated as embodied) or not (annotated as non-

embodied). Specifically, we looked at the degree
of emotion-word co-occurrences in the embodied
samples and in the non-embodied samples. As a
separate and complementary experiment, we man-
ually annotated these exact instances for whether
the speaker was feeling any of the emotion cat-
egories (anger, fear, joy, sadness, surprise, and
trust), by crowdsourcing on Amazon Mechanical
Turk. We note a high inter-annotator agreement
rate on our human annotations using Split-Half
Class Match Percentage (90.1% on 2 bins to 69.2%
on 10 bins). Further details on annotator agreement
can be found in Appendix B. This allows us to de-
termine the extent to which explicitly embodied
BPMs are more or less emotional than not explic-
itly embodied BPM instances (non-embodied for
short).
Results: Figure 6 shows the percentages of embod-
ied and non-embodied samples where the speaker
is experiencing an emotion. Figure 7 shows the
percentages of embodied and non-embodied sam-
ples that include at least one word associated with
an emotion. We find that both methods indicate
no notable difference in the percentages of emo-
tional samples across explicitly embodied versus
non-embodied (or, more precisely, not explicitly
embodied) BPM instances (<4 percentage points).
In contrast, there is a stark difference between the
the emotion percentages of the no BPM samples
and the embodied/non-embodied BPM samples )
(>30 percentage points).
Discussion: The results show that emotional words
appear more frequently in BPM sentences, regard-
less of whether or not the BPMs are explicitly writ-
ten as physically connected to emotion in in the text
(explicitly embodied). Speakers are also equally
likely to be expressing emotion whether the BPM is
embodied or not. This unexpected finding supports
the theory of constructed emotion and highlights a
stronger connection between emotional expression
and body-related language than theorized by previ-
ous works.

BA3. Do individual body part mentions co-occur
with markedly different emotion distributions?
Method: In BA1, we looked at the co-occurrence
of posts containing “my <BPM>” with emotion-
associated words. Here, we are interested in com-
paring this average score to posts containing spe-
cific “my <BPM>” types. For the most common

“my <BPM>” types that occur in at least 100 in-
stances across each corpus, we calculated the aver-
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Figure 6: BA2 - Spinn3rBPM−Zhuang - Percentages of embodied and non-embodied samples where the speaker is
experiencing an emotion.

Figure 7: BA2 - Spinn3rBPM−Zhuang - Percentages of embodied and non-embodied samples that include at least
one word associated with an emotion.

age proportion of instances that include words asso-
ciated with specific emotion dimensions. We calcu-
lated a mean and standard deviation over these pro-
portions and use these values to find “my <BPM>”
types which are significantly associated with par-
ticular emotional dimensions. We also calculated
the standard deviation for each emotional category
across all common “my <BPM>” types to identify
which types are markedly associated with certain
emotional dimensions.

Results: We find that different “my <BPM>”
types are associated with different emotions to
markedly different degrees, and that different pro-
files of associations for the same type can be found
in different corpora. However, some “my <BPM>”
types carry consistent cross-corpus associations,
such as my stomach being most associated with
sadness in both TUSCctry−BPM and Spinn3rBPM ,
whereas my chest is most associated with anger.
(Proportions for emotional word co-occurrence
across “my <BPM>” types for TUSCctry−BPM

and Spinn3rBPM are shown in Figures 13 through
16 and the most associated emotion for each of the
BPMs—which are often negative—are shown in
Table 8 in the Appendix.)
Discussion: These results indicate that referral
to one’s body parts are associated with different
affective expressions online. Overall trends in
TUSCcity seem to imply that referral to one’s own
body parts online often arise from situations of
pain, lethargy, and a lack of control.

6 Do BPMs Correlate with Health?

The previous two sections show that BPMs are com-
mon in online text and they exhibit many system-
atic and consistent trends across time and region,

as well as w.r.t. co-occurrence with emotion words.
These results are consistent with what we would
expect if BPMs are linguistic indicators of one’s
health. In this section, we directly explore whether,
at an aggregate level, the degree of BPMs in so-
cial media texts correlates with health outcomes.
We hypothesize that this occurs because BPMs are
frequently used online by individuals to express
pain or discomfort in their bodies. If so, regional
discrepancies in BPM usage may also be correlated
with different health outcomes.
Method: To evaluate this hypothesis, we look
at available city-wide health data (City-Health-
Dashboard-Dataset, 2025) for all 25 American
cities in the TUSCcity dataset, and correlations be-
tween the proportion of regional tweets containing

“my <BPM>”/“BPM" and four health measures:
frequent mental distress, frequent physical distress,
life expectancy, and physical inactivity.8 As points
of baseline comparison, we also look at how the
health factors investigated are correlated with the
number of tweets from each region, and the correla-
tion between the proportion of emotion-associated
words (from the NRC Emotion/VAD lexicons) with
the health outcomes studied.

Results: Table 3 shows the Spearman rank correla-
tions as well the p-values (we consider the correla-
tions to be statistically significant if the p-value is
below 0.05). Observe that the number of tweets per
city is not correlated with the health outcomes (See
Row A). We find that most emotion–health out-
come pairs are also not correlated or only slightly
correlated. The highest correlation numbers are
for fear–physical activity (See Row B). (Table 9
in the Appendix shows correlations for each of the

8https://www.cityhealthdashboard.com
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Freq. Mental Distress Freq. Phys. Distress Life Expectancy Physical Inactivity

Spearman’s r p-value Spearman’s r p-value Spearman’s r p-value Spearman’s r p-value

a. Number of tweets -0.170 0.418 -0.167 0.425 0.290 0.160 -0.243 0.242
b. Prop. of <Fear word> tweets -0.230 0.231 -0.370 0.054 0.160 0.403 -0.460 0.014
c. Prop. of “my <BPM>” tweets 0.497 0.012 0.721 0.000 -0.409 0.043 0.704 0.000
d. Prop. of "<BPM>" tweets 0.527 0.007 0.553 0.004 -0.613 0.001 0.539 0.006

Table 3: Health Outcomes - TUSCcity - Spearman’s r correlation and p-values showing the relationship between
different health outcomes across cities and various features drawn from tweets from those cities. Bolded values
indicate statistically significant correlations at p < 0.05.

emotion–health outcome pairs.) In contrast, the
proportion of “<BPM>" and “my <BPM>” men-
tions (rows c and d) are moderately or strongly
correlated with all three negative health outcomes
and anticorrelated with life expectancy (statistically
significant correlations are bolded). Notably, fre-
quent physical distress and physical inactivity are
remarkably correlated with higher myBPM usage
(Spearman’s r = 0.721, Spearman’s r = 0.704 re-
spectively), and life expectancy is strongly nega-
tively correlated with BPM use (Spearman’s r =
-0.613). Overall, these results show that simple
metrics capturing the proportion of mentions of
body parts in social media can be useful indica-
tors of both physical and mental health. While our
findings reveal a statistically significant correlation
between body part mentions (BPMs) and regional
health outcomes, we do not claim a direct causal
relationship. It is likely that both language use
and health indicators are shaped by broader social
and demographic factors—such as educational at-
tainment, economic status, or regional linguistic
norms—which may contribute to the observed pat-
terns. We see this possibility as an exciting result –
rather than treating BPMs as independent predic-
tors of health, we interpret these correlations as
evidence of shared variance that may offer insight
into the sociolinguistic embedding of embodied
experience. We highlight these associations as a
starting point for future research that more directly
models such confounding factors.

7 Conclusion

We created novel corpora designed specifically for
the study of Body Part Mentions (BPMs), which
includes the first-ever dataset of samples explic-
itly annotated for the emotions of human entities
possessing BPMs. Using these corpora, we an-
swered a series of research questions on the signifi-
cance of body-related words in everyday language,
the relationship between embodiment and emotion,
and factors correlated with BPM frequency such

as emotional context, time of week/year, and re-
gion. We showed that BPMs occur frequently
in social media texts and have notable temporal
and geographic trends. We also showed that BPM
instances have markedly higher emotion associa-
tions than non-BPM instances—with an especially
marked increase in low valence (negativity) and
low dominance (helplessness) instances. Most no-
tably, through experiments on data from 25 US
cities, we showed that the degree of BPM usage
can is a powerful indicator of aggregate-level well-
being. Although the connection between language,
embodiment, and affect is now well-established,
this paper is – to our knowledge – the first-ever ap-
proach to understanding this relationship grounded
in large amounts of language data. We release our
BPM corpus to the public, and hope that our work
demonstrates body-related language as a rich and
interesting source of material for future NLP re-
search to investigate the deeper connection between
language, embodiment, and emotional wellbeing.
Although BPMs are a relatively simple tool for in-
vestigating the relationship between embodiment
and everyday language, they offer a scalable, inter-
pretable signal for understanding this connection
empirically. We hope that our initial exploratory
work, through showing that body-related language
carries diverse and meaningful associations, em-
phasizes the richness of studying the intersection
of embodiment and natural language.

Limitations

Our work introduces the relevance of BPMs to NLP,
and we argue for BPMs as a source of interesting
research by demonstrating that their usage is cor-
related to the presence of emotional expression on
social media as well as certain indicators of physi-
cal health and emotional wellbeing. But since we
focus on BPMs occurring in a specific medium
(online social media, specifically blog posts and
tweets), much remains to be discovered about how
body part words – and their relationship to every-
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day language and affect – manifest differently in
other contexts.

Cultural and linguistic backgrounds significantly
influence how people express emotions. Addition-
ally, social media platforms and other digital com-
munication channels produce unique language use
patterns that may not reflect everyday language use
in other environments (i.e., spoken conversation).
We hope that in the future, other researchers can
consider the relevance and limitations of produc-
ing BPM lists and conducting similar experiments
in other languages and with other datasets. This
can both extend our general knowledge of embodi-
ment within language as well as help us consider
the ways in which our results may differ in other
linguistic contexts.

Since the primary aim of this paper is descriptive
rather than explanatory to highlight that there are
diverse and meaningful associations which BPMs
carry, warranting future study, we do not isolate
any specific mechanisms (i.e. effects of social vari-
ables, classification of BPM usage types, or deeper
linguistic analysis) which could explain these as-
sociations. We encourage future work which can
further probe the exact causes and explanations for
the associations which we have discovered in this
paper.

For this reason, we chose to use lexicon-based
approaches to studying affect in our corpus, since
although they cannot capture the full nuance of
emotional expression in a single sample, espe-
cially in figurative or context-dependent language,
they remain valuable tools for capturing broad
trends across large corpora, and their interpretabil-
ity makes them suitable for an exploratory, large-
scale study like ours. such as ML-based classifiers,
could possibly help provide more fine-grained and
context-sensitive emotion detection for more spe-
cific and contextual research questions (compared
to the more general and exploratory research ques-
tions we attempt to answer in this paper).

Ethics Statement

Our approach, as with any other data-driven ap-
proach to affective science/emotional wellbeing,
should be considered an aggregate-level indicator
rather than a biomarker for individual’s affective
states (Guntuku et al., 2017). The measures we
introduce for evaluating body part related words in
everyday language, as well as their relationships to
aspects of emotional and physical health should not

be used as standalone indicators of these factors.
Instead, they should be an additional metric that
can be used in conjunction with a myriad of other
investigative tools. This is especially important
considering the diverse ways in which different in-
dividuals use words in everyday speech. Further
best practices for ethical applications of emotional
lexicons can be seen here: (Mohammad, 2022).

We also note that conceptions of emotion and
wellbeing, especially as expressed through lan-
guage, are heavily influenced by culture and lin-
guistic variance (Barrett and Lindquist, 2008). In-
terpretations of affective language may differ not
only across languages but also within communities
and individuals, shaped by socio-cultural norms,
lived experiences, and context. As such, any claims
or insights drawn from our analysis should be sit-
uated within a broader understanding of cultural
and linguistic diversity, and we caution against uni-
versalizing interpretations without further cross-
cultural validation.
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Appendix

A Full Dataset Descriptions

All relevant datasets and subsets to this paper can
be viewed in Table 4.

B Obtaining human ratings of emotion
for Spinn3rBPM−Zhuang corpus

The crowd-sourced annotations presented in this
paper were approved by our Institutional Research
Ethics Board. About 52% of the annotators were
male and about 48% female, with average age of
annotators being 39. Our final data collection pro-
cess stored no information about annotator identity
and as such there is no privacy risk to them. The
annotators were free to do as many word annota-
tions as they wished. The instructions included a
brief description of the purpose of the task as well.

The key steps in producing the emotion annota-
tion for this are:

1. developing the questionnaire for emotion an-
notation

2. developing measures for quality control (QC)
3. annotating instances on the crowdsource plat-

form (Amazon Mechanical Turk)
4. discarding data from outlier annotations
5. aggregating data from multiple annotators to

determine final scores for each emotion

We annotate the Spinn3rBPM−Zhuang corpus,
taken from (Zhuang et al., 2024), for the presence
of six emotions. – joy, fear/anxiety, sadness, anger,
disgust, and trust from Plutchik’s wheel of basic
emotions (Plutchik, 2001).

For each instance, we identify all possible BPMs.
For each sample presented, we ask the crowd-
worker to identify whether a BPM in the sample
belongs to the "speaker" or the "non-speaker". We
also present them a description of the emotions
we will want annotations for (See Figure 8). For
example, in the sentence "Robin placed her hand
on Kevin’s shoulder", we would tell the annota-
tor to identify the owner of "hand" or "shoulder",
which would lead them to annotate for the emo-
tion of Robin or Kevin respectively. We also note
that all samples from the Spinn3rBPM−Zhuang in-
clude BPMs that are preceded by the possessive
pronoun "my", "his", or "her", guaranteeing that
there is always an entity whose emotional state can
be inferred from the BPM.

We then present six emotional categories that
they can annotate from, along with descriptions of
these emotional categories (Figure 9). For each
emotional category, they are five ranked categories
they can choose from to indicate the severity of
the emotion (no/slight/moderate/high/very high)
(Figure 10).
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Dataset Type Description # Instances

1. Spinn3r Blogs English subset of ICWSM 2009 Spinn3r Blog Dataset. 80,379
2. Spinn3rBPM Blogs Subset of Spinn3r containing only posts with at least one BPM 8,371
3. Spinn3rnoBPM Blogs Subset of Spinn3r not containing any instances with a BPM 72,008
4. Spinn3rmyBPM Blogs Subset of Spinn3rBPM containing only instances including

BPMs preceded by ’my’.
1,391

6. Spinn3ryourBPM Blogs Subset of Spinn3rBPM containing only instances including
BPMs preceded by ’your’.

541

7. Spinn3r3pBPM Blogs Subset of Spinn3rBPM containing only instances including
BPMs preceded by ’his’/’her’/’their’.

474

8. Spinn3rBPM−Zhuang Blogs Subset of Spinn3rBPM where BPM mentions are annotated for
embodied emotion by (Zhuang et al., 2024).

6,359

9. TUSCcity Tweets The TUSCcity dataset. 104,575,991
10. TUSCcity−BPM Tweets The TUSCcity dataset contatining only posts with at least one

BPM.
6,710,660

11. TUSCcity−myBPM Tweets Subset of TUSCcity−BPM containing only instances including
BPMs preceded by ’my’.

1,060,507

12. TUSCcity−yourBPM Tweets Subset of TUSCcity−BPM containing only instances including
BPMs preceded by ’your’.

363,860

13. TUSCcity−3pBPM Tweets Subset of TUSCcity−BPM containing only instances including
BPMs preceded by ’his’/’her’/’their’.

338,510

14. TUSCctry Tweets The TUSCctry dataset. 3,181,879
15. TUSCctry−BPM Tweets The TUSCctry dataset contatining only posts with at least one

BPM.
231,577

16. TUSCctry−myBPM Tweets Subset of TUSCctry−BPM containing only instances including
BPMs preceded by ’my’.

37,183

17. TUSCctry−yourBPM Tweets Subset of TUSCctry−BPM containing only instances including
BPMs preceded by ’your’.

12,936

18. TUSCctry−3pBPM Tweets Subset of TUSCctry−BPM containing only instances including
BPMs preceded by ’his’/’her’/’their’.

18,492

Table 4: Datasets used in this work.

Finally, we aggregate emotions to produce
binary scores of an emotion being present/not
present.

We assess annotation reliability using the Split-
Half Class Match Percentage (SHCMP) as reported
in the paper, a method adapted from traditional
split-half reliability to handle categorical labels like
those used for emotion intensity. SHCMP evaluates
how consistently items are classified across multi-
ple random groupings of the dataset. Specifically,
the data is divided into n random subsets (with n
= 2 representing a typical half-split) 1,000 times,
and the average proportion of items that receive
the same label across these splits is computed. A
higher SHCMP score reflects greater reliability, in-
dicating that the labels are likely to remain stable
across repeated annotations.

C Most Frequent myBPMs by Corpus
(Supplementary Table, B3)

The top 20 most frequent myBPMs in each corpus,
along with their frequency relative to all myBPMs
present in their respective corpus, can be viewed in
Table 5.

D BPM scores by region (Supplementary
Figures and Statistical Tests, B5)

Figure 11 displays the monthly percentage of
tweets with at least one “my <BPM>” from
Canada and the USA between 2015 and 2021.

To assess whether the city of a post influences
the probability of including a body-part mention
(BPM), we modeled the number of posts contain-
ing BPMs out of the total posts per city using a
binomial logistic regression, with city included as
a categorical predictor. This approach models the
log-odds of a post containing a BPM as a function
of city. We then performed a likelihood ratio test
comparing this model to a null model containing
only an intercept, which indicated that cities over-
all have a highly significant effect on BPM usage
(LR = 357.61, p < 10−67). When performing the
same test using country as a categorical predictor,
we find statistically significant results as well (LR
= 9.8, p = 0.002), although its effect is considerably
weaker than that of individual cities.
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Figure 8: Summary instructions for crowdworkers annotating SpinnerBPM−Zhuang on how to identify the body
part ‘target person’ and their emotion.

Figure 9: Instructions for crowdworkers annotating SpinnerBPM−Zhuang on the various emotional categories to
annotate.

Figure 10: Questionnaire for annotating SpinnerBPM−Zhuang for emotion felt by the BPM owner.
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BPM Spinn3rmyBPM TUSCctry−myBPM TUSCcity−myBPM

Blog sentences (%) Tweets (%) Tweets (%)

my arm - 1.08 1.28
my arms 1.51 - -
my back 1.88 4.61 3.95
my blood - 1.14 1.07
my body 4.20 6.54 6.61
my brain 2.57 4.43 6.55
my chest 1.88 1.25 1.19
my ears 1.19 - -
my eye 1.07 - -
my eyes 10.23 1.40 1.21
my face 4.14 7.31 6.61
my feet 1.19 2.30 1.92
my fingers 1.07 - -
my hair 3.26 11.18 10.08
my hand 2.82 2.21 2.07
my hands 3.32 - -
my head 12.11 12.24 13.58
my heart 20.39 17.46 16.70
my legs - - -
my lips - - -
my mouth 1.82 2.89 2.94
my neck - 1.34 1.29
my nerves - - 0.91
my nose - 1.78 1.59
my side 1.51 - -
my skin 2.13 1.83 1.87
my stomach 1.25 3.00 3.01
my teeth - 1.21 1.13
my throat - 1.13 -

Total 79.54 86.36 85.58

Table 5: B3 - Top 20 most common BPMs preceded by ‘my‘ throughout the Spinn3rBPM , TUSCctry , and TUSCcity

corpora with the frequency of appearance relative to total BPM distribution. The list shows the union of the top 20
unique BPMs for each dataset. Empty entry means that the BPM was not in the dataset’s top 20.

E Are mentions of the body associated
with longer utterances: longer
sentences/tweets?

Method: We investigate whether BPMs are associ-
ated with more descriptive language by comparing
samples with and without BPMs by length.
Results: In Spinn3r, sentences containing BPMs
are substantially longer than sentences without
BPMs, with an average length of 482.07 characters
compared to 146.53 characters for non-BPM sen-
tences, making the average BPM sentence length
3.29x the length of the average non-BPM sentence.
In the TUSC datasets, a similar trend holds but with
a smaller magnitude: BPM tweets average 130.99
characters in TUSCcity (vs. 93.98 for non-BPM)
and 133.42 characters in TUSCctry (vs. 101.45
for non-BPM), corresponding to a 1.39x and 1.32x
increase, respectively.
Discussion: These results suggest that body part
mentions are consistently associated with longer
sentences in a variety of online domains. The larger

difference in the Spinn3r corpus may reflect the af-
fordances of long-form narrative text, where BPMs
may often occur in detailed narratives or reflective
writing. Tweets often include just one sentence,
but may at times include more; however, the total
number of characters cannot exceed 280. It is inter-
esting that even such character-limited conditions,
tweets with BPMs are markedly longer than those
without BPMs.

F Emotion associations between
myBPMs, yourBPMs, 3pBPMs,
noBPMs (Supplementary Figures, BA1)

Figure 12 shows the percentage of sentences con-
taining at least one positive word associated with
Plutchik’s eight emotional categories (NRC Emo-
tion Lexicon) across the same BPM categories in
each corpus.

23389



Figure 11: B5 - TUSCctry - % of tweets with at least
one “my <BPM>“ for Canada and USA from 2015 to
2021 for each month.

G Controlling for Post Length
(Supplementary Tables, BA2)

Note that tweets (which we use as individual posts
for our tweet dataset, TUSC) are limited to 280
characters. However, blog sentences (which we use
as individual posts for our blog dataset, Spinn3r)
can be longer. Tables 6 and 7 in the Appendix
show the percentage of samples co-occuring with
emotion-associated words when controlling for
blog post length for VAD and emotion categories,
respectively.

H Effect of time on BPM usage
(Supplementary statistical tests, B4)

To assess the statistical significance of seasonal
variation in BPM usage, we modeled the log-odds
of a post containing a BPM as a function of month
using a binomial logistic regression. We treat
month as a continuous variable, starting from April,
since this is the month where we can start to ob-
serve the trend of decreasing BPM use throughout
the year. The results indicate a statistically sig-
nificant decline in BPM usage over the months
following April (coefficient = -0.0036, p < 0.001).
When performing the same test with weekday, start-
ing from Monday, we find a statistically significant
decline in BPM usage from Monday as well (coef-
ficient = -0.0104, p < 0.001).

I Emotion associations between specific
“my <BPM>” types (Supplementary
Figures and Statistical Tests, BA3)

In this section, we include exact values for
the differences in the percentage of sentences
with emotion-associated words in samples con-
taining "my <BPM>" types in. These are
shown in Figures 13 (TUSCctry−BPM and VAD),
14 (TUSCctry−BPM and emotion categories),
15 (Spinn3rBPM and emotion categories), and
16 (Spinn3rBPM and VAD). We focus on the
top 30 most common “my <BPM>” types in
TUSCcity−BPM . and the and top 15 most com-
mon body parts in Spinn3rBPM . The mean and
standard deviation is also calculated over all com-
mon “my <BPM>” types analyzed for each corpus
for each emotional dimension, and for each “my
<BPM>” type we display the ’delta’ as the propor-
tion of the “my <BPM>” type sample co-occuring
with an emotion-associated words subtracted from
the mean. All word-emotion associations are from
the NRC VAD Lexicon and the NRC Emotion Lex-
icon.

We also use a two-way ANOVA test to exam-
ine the independent and interactive effects of BPM
category and emotional category on VAD (Valence-
Arousal-Dominance) values, which revealed sig-
nificant main effects for both category (F(3,48) =
26.94, p < 0.001) and emotion (F(5,48) = 60.72,
p < 0.001), with emotion showing the stronger
effect, but no significant interaction between fac-
tors (F(15,48) = 1.25, p = 0.267). This indicates
that while values vary across the different emo-
tions (as expected, since some emotion-associated
words naturally occur in certain corpora more fre-
quently), the different BPM instance categories
independently have a statistically significant effect
emotion-associated word co-occurences. We also
evaluate this test for the different emotional cat-
egories, again showing significant effects of the
BPM categories (F(3,64) = 54.33, p < 0.001) and
emotion (F(7,64) = 44.68, p < 0.001), and in this
case also a significant interaction between category
and emotion (F(21,64) = 2.03, p = 0.016) – suggest-
ing that the impact of BPM category is statistically
significant, and also varies in strength depending
on the specific emotion dimension.
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Figure 12: BA1 - Emotional categories. Percentage of sentences with at least one positive word in the eight emotions
from Plutchik’s emotion wheel (according to the NRC Emotion Lexicon) in each corpus in myBPM, yourBPM,
3pBPM, and noBPM categories.
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Figure 13: BA2 - TUSCctry−myBPM - Variance in emotion-associated term co-occurrence for top 30 most common
“my <BPM>” types present in the dataset. For each type, we display the delta in ("my <BPM>" type minus “my
<BPM>” mean) in the percentage of tweets with at least one word that is associated with high/low valence, arousal,
and dominance (according to the NRC VAD lexicon). Mean and standard deviation are calculated over all body
parts considered (top 30 most common “my <BPM>” types present in the dataset).
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Figure 14: BA2 - TUSCctry−myBPM - Variance in emotion-associated term co-occurrence for top 30 most common
“my <BPM>” types present in the dataset. For each type, we display the delta in ("my <BPM>" type minus “my
<BPM>” mean) in the percentage of tweets with at least one word that is associated with each emotional category
(according to the NRC Emotion Lexicon). Mean and standard deviation are calculated over all body parts considered
(top 30 most common “my <BPM>” types present in the dataset).

23393



Figure 15: BA2 - Spinn3rmyBPM - Variance in emotion-associated term co-occurrence for top 30 most common
“my <BPM>” types present in the dataset. For each type, we display the delta in ("my <BPM>" type minus “my
<BPM>” mean) in the percentage of blog sentences with at least one word that is associated with each emotional
category (according to the NRC Emotion Lexicon). Mean and standard deviation are calculated over all body parts
considered (top 30 most common “my <BPM>” types present in the dataset).
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Figure 16: BA2 - Spinn3rmyBPM - Variance in emotion-associated term co-occurrence for top 30 most common
“my <BPM>” types present in the dataset. For each type, we display the delta in ("my <BPM>" type minus “my
<BPM>” mean) in the percentage of blog sentences with at least one word that is associated with high/low valence,
arousal, and dominance (according to the NRC VAD lexicon). Mean and standard deviation are calculated over all
body parts considered (top 30 most common “my <BPM>” types present in the dataset).
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J How are body part words represented
in word-emotion association lexicons?
(Additional Experiment)

Method: 144 BPMs from our list are found in the
NRC Emotion Lexicon, and 200 are found in the
arousal, dominance, and valence lexicon. All of the
BPMs represented in the top 20 myBPMs across
our corpora are represented in our lexicons (except
for plural versions of the same BPM). We com-
pare average scores for VAD and emotional cate-
gories using the NRC VAD lexicon and the NRC
Emotion Lexicon respectively, for high frequency
BPM words (defined as a word found in the top
20 myBPM list in any of our corpora), words that
are in our BPM list, and words that are not in our
BPM list. Results: We find that high frequency
BPMs exhibit high changes in associations with
valence, arousal, and dominance from non-BPMs
(significantly than the average BPM score). How-
ever, frequent BPMs are rarely ranked as positive
instances for any of the seven emotional categories
(less than the non-BPM baseline for all categories
except for Surprise and Disgust). Discussion: Al-
though common BPMs seem to have a different
emotional signature than non-BPM words, they
seem to have little everyday association to partic-
ular emotional categories. This corroborates the
theory that bodily interpretations form the basis of
our most basic emotional categories, but that more
specific emotional categories are produced from
contextual interpretations of these bodily signals.

K How does referring to one’s own body
change the emotional signature in
personal narratives online (BA1:
Supplementary Figures)

Table 6 displays the percentage of BPM vs no BPM
sentences across High/Low VAD categories con-
taining at least one word associated with each emo-
tional category according to NRC VAD lexicon in
the Spinn3r dataset across different bins of sentence
length for high/low VAD, and Table 7 displays this
data for emotional categories.

L What are the emotions most commonly
associated with the most frequently
discussed body parts?

In Table 8, we display the top emotion (with asso-
ciated increase in emotion-associated word from

“my <BPM>” average) for top “my <BPM>” types

across Spinn3rBPM and TUSCBPM datasets. A
dash indicates the body part is not present in top

“my <BPM>” types considered for the dataset (top
15 for Spinn3rBPM and top 30 for TUSCBPM ).

M Is physical wellbeing correlated with
emotional word use? (Additional
Experiment)

We also look at whether the physical wellbeing
indicators we examine in other experiments are
correlated with emotion-related words according
to the NRC lexicon. See Table 9.

N Why/when do we refer to our own
bodies? (Additional Experiment)

Method: We evaluate the context of words that tend
to surround myBPMs by looking at word clouds
which visualize the words which are most likely
to appear within the context window of particular
myBPMs (See Figure 17).
Results: We find that there are significantly more
3pBPM types with > 0.1% occurrence compared
to “my <BPM>” types with > 0.1% (131 vs 57
in the Spinn3rBPM dataset, and 108 vs 56 in the
TUSCctry−BPM dataset). We also find that, al-
though “my <BPM>” types exhibit a rich diver-
sity in associated contexts, that some “my <BPM>”
types share common contexts as well, especially
"hurt", "pain", and "sick", which frequently co-
occur with several frequent myBPMs such as "my
head", "my back", "my neck", and" my stomach".
Discussion: The analysis reveals that third-person
BPM types (3pBPM) in are significantly more di-
verse than “my <BPM>” types at the 0.1% occur-
rence threshold in the Spinn3r dataset, indicating
a more limited and concentrated vocabulary when
people refer to their own body than the bodies of
others. The words with negative associations with
health frequently accompanying some of the most
common “my <BPM>” types also highlight health
concerns and physical pain as central themes for
myBPM usage.
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Figure 17: B6 - Wordclouds for the twenty most frequent “my <BPM>” types in the TUSCcity dataset with the
most frequent co-occurring words.
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Table 6: BA2 - Spinn3r - Percentage of BPM vs no BPM sentences across High/Low VAD categories containing at
least one word associated with each emotional category according to NRC VAD lexicon in the Spinn3r dataset.

Bin High Valence Low Valence High Arousal Low Arousal High Dominance Low Dominance
(# of words) “my <BPM>” no BPM “my <BPM>” no BPM “my <BPM>” no BPM “my <BPM>” no BPM “my <BPM>” no BPM “my <BPM>” no BPM
(0,10] 0.38 0.40 0.19 0.12 0.14 0.11 0.27 0.24 0.15 0.20 0.17 0.13
(10,20] 0.77 0.80 0.39 0.28 0.32 0.29 0.57 0.60 0.36 0.50 0.37 0.33
(20,30] 0.89 0.93 0.47 0.40 0.44 0.44 0.78 0.79 0.58 0.69 0.62 0.47
(30,40] 0.98 0.97 0.66 0.53 0.55 0.56 0.92 0.88 0.73 0.79 0.71 0.60
(40,50] 0.98 0.97 0.69 0.57 0.65 0.60 0.91 0.90 0.83 0.83 0.79 0.65

Table 7: Percentage of BPM vs no BPM sentences across bins containing at least one word associated with each
emotional category (anger, fear, joy, sadness, surprise, trust) according to the NRC VAD Lexicon in Spinn3r.

Bin Anger Fear Joy Sadness Surprise Trust
(# of words) “my <BPM>” no BPM “my <BPM>” no BPM “my <BPM>” no BPM “my <BPM>” no BPM “my <BPM>” no BPM “my <BPM>” no BPM
(0,10] 0.07 0.04 0.10 0.05 0.11 0.09 0.10 0.05 0.06 0.05 0.09 0.10
(10,20] 0.20 0.11 0.21 0.13 0.19 0.22 0.24 0.13 0.12 0.12 0.18 0.25
(20,30] 0.19 0.18 0.24 0.22 0.32 0.32 0.27 0.21 0.23 0.19 0.35 0.39
(30,40] 0.30 0.26 0.39 0.30 0.50 0.44 0.40 0.29 0.28 0.27 0.46 0.51
(40,50] 0.44 0.31 0.51 0.33 0.56 0.48 0.48 0.33 0.44 0.29 0.52 0.54
(50,60] 0.36 0.19 0.41 0.23 0.68 0.41 0.36 0.21 0.45 0.26 0.68 0.48

Body Part Spinn3r (Top Emotion) TUSC (Top Emotion)

arms Trust (15.8) -
arm - Anger (12.1)
back Trust (11.7) Fear (4.6)
belly - Disust (4.5)
blood - Disgust (9.8)
body Surprise (0.8) Disgust (6.6)
brain Fear (0.7) Sadness (3.5)
chest Anger (15.8) Anger (9.1)
ear - Disgust (2.3)
eye - Surprise (-0.7)
face Surprise (8.5) Surprise (4.2)
feet - Anger (3.0)
finger - Fear (4.0)
foot - Sadness (10.2)
forehead - Disgust (6.6)
hair Disgust (-2.8) Disgust (-1.0)
hand Anticipation (11.7) Fear (4.0)
hands Anticipation (28.1) Anger (1.7)
head Anger (2.0) Disgust (0.3)
heart Sadness (10.1) Joy (13.6)
knee - Sadness (18.7)
leg - Sadness (17.8)
lungs - Anticipation (28.5)
mouth Anticipation (16.4) Disgust (8.8)
neck - Sadness (2.8)
nerves - Disgust (6.0)
nose - Disgust (4.6)
shoulder - Anger (8.4)
skin Disgust (11.7) Disgust (12.7)
stomach Disgust (12.9) Sadness (21.6)
teeth - Sadness (3.2)
throat - Anger (12.9)
tongue - Disgust (2.0)

Table 8: Most associated emotion (with associated increase in emotion-associated word from “my <BPM>” average)
for “my <BPM>” types across Spinn3rBPM and TUSCBPM datasets (top 15 for Spinn3rBPM and top 30 for
TUSCBPM ). A dash indicates the body part is not present in top “my <BPM>” types considered for the dataset.
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Emotional Category Mental Distress Physical Distress Life Expectancy Physical Inactivity

Anger -0.05 (p=0.8170) -0.12 (p=0.5520) -0.16 (p=0.4030) -0.12 (p=0.5480)
Anticipation -0.10 (p=0.6110) -0.24 (p=0.2090) 0.07 (p=0.7260) -0.33 (p=0.0870)
Disgust 0.07 (p=0.7090) 0.07 (p=0.7200) -0.23 (p=0.2340) 0.09 (p=0.6610)
Fear -0.23 (p=0.2310) -0.37 (p=0.0540) 0.16 (p=0.4030) -0.46 (p=0.0140)
High Arousal -0.12 (p=0.5350) -0.25 (p=0.2070) 0.03 (p=0.8770) -0.34 (p=0.0760)
High Dominance -0.18 (p=0.3570) -0.31 (p=0.1090) 0.16 (p=0.4210) -0.38 (p=0.0440)
High Valence -0.13 (p=0.4950) -0.24 (p=0.2110) 0.12 (p=0.5390) -0.33 (p=0.0900)
Joy -0.05 (p=0.7960) -0.15 (p=0.4580) 0.09 (p=0.6490) -0.24 (p=0.2260)
Low Arousal -0.11 (p=0.5710) -0.27 (p=0.1590) 0.05 (p=0.8090) -0.35 (p=0.0700)
Low Dominance -0.13 (p=0.5050) -0.26 (p=0.1830) 0.06 (p=0.7710) -0.37 (p=0.0530)
Low Valence -0.19 (p=0.3400) -0.26 (p=0.1790) 0.07 (p=0.7110) -0.38 (p=0.0460)
Sadness -0.15 (p=0.4430) -0.27 (p=0.1600) 0.08 (p=0.6710) -0.39 (p=0.0410)
Surprise -0.10 (p=0.6300) -0.23 (p=0.2490) 0.09 (p=0.6380) -0.33 (p=0.0820)
Trust -0.16 (p=0.4050) -0.31 (p=0.1120) 0.13 (p=0.5190) -0.38 (p=0.0480)

Table 9: Spearman’s ρ and p-values between proportion of emotional words and city-level health outcomes. Bolded
values are statistically significant at p < 0.05.
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