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Figure 1: Overview of PEARL, covering all but three Arab countries (16 illustrated here) and presenting representative
examples from 11 of our 13 challenging question categories. These questions require reasoning and deep cultural
knowledge (English translations provided in Appendix D.1). Prompts span diverse cultural domains, with images
sourced from Wikipedia and other publicly available resources.
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Abstract

Mainstream large vision-language models
(LVLMs) inherently encode cultural biases,
highlighting the need for diverse multimodal
datasets. To address this gap, we introduce
PEARL, a large-scale Arabic multimodal dataset
and benchmark explicitly designed for cultural
understanding. Constructed through advanced
agentic workflows and extensive human-in-the-
loop annotations by 37 annotators from across
the Arab world, PEARL comprises over 309K
multimodal examples spanning ten culturally
significant domains covering all Arab coun-
tries. We further provide two robust evaluation
benchmarks (PEARL and PeaRL-LITE) along
with a specialized subset (PEARL-X) explicitly
developed to assess nuanced cultural variations.
Comprehensive evaluations on state-of-the-art
open and proprietary LVLMs demonstrate that
reasoning-centric instruction alignment sub-
stantially improves models’ cultural ground-
ing compared to conventional scaling methods.
PeARL establishes a foundational resource for
advancing culturally-informed multimodal mod-
eling research. All datasets and benchmarks
are publicly available.!

1 Introduction

Mainstream large vision-language models (LVLMs)
predominantly encode Western perspectives, often
neglecting diverse cultural traditions. Recent efforts
have partially addressed this issue through multi-
lingual datasets (Romero et al., 2024; Liu et al.,
2025b) and benchmarks like CultureVLM (Liu
et al., 2025b), GIMMICK (Schneider et al., 2025),
CVQA (Romero et al., 2024), and related initia-
tives (Vayani et al., 2024). However, some of
these resources lack sufficient cultural depth, of-
ten relying on translated content, limited image
sets, narrow topical coverage, and simplistic factual
questions unsuitable for evaluating advanced LVLM
capabilities. Furthermore, they frequently assume
local cultural homogeneity, overlooking nuanced
regional variations even within shared cultural ar-
tifacts. Thus, developing high-quality, culturally
nuanced multimodal resources that adequately chal-
lenge contemporary LVLMs remains significantly
underexplored, especially for many global regions,
including the Arab world.

Addressing this gap, we introduce PEARL, a large-
scale Arabic multimodal instruction dataset and
benchmark explicitly designed for cultural under-
standing. To ground our work, we operationalize

"https://github.com/UBC-NLP/pearl

culture through the lens of cultural heritage. That
is, the focus of the work is on the enduring tra-
ditions, values, and practices validated by native
speakers (Pawar et al., 2025). This framing pro-
vides a clear scope that distinguishes deeply rooted
customs from contemporary, globalized practices.
Our approach aligns with recent efforts to system-
atically measure and model cultural dimensions in
language models, which highlight the importance
of heritage and regional specificity (Pawar et al.,
2025; Liu et al., 2025a).

PeARL is the outcome of an extensive collabo-
rative effort involving a diverse community of 37
contributors, all of whom are authors of this work,
spanning the Arab region. By leveraging advanced
agentic workflows alongside iterative human-in-the-
loop refinement, our dataset integrates sophisticated
LLM and LVLM outputs with the nuanced cultural
expertise of native annotators. Covering ten cul-
turally significant domains, PEARL authentically
captures Arab cultural heritage. Moreover, we
structure it around ten distinct question categories
designed to test sophisticated LVLM capabilities,
including hypothesis formation, problem-solving,
comparative analysis, and chronological sequenc-
ing.

To specifically evaluate subtle cultural variations
overlooked by existing benchmarks, we also in-
troduce PEArRL-X (Figure 3, a novel benchmark
highlighting culturally shared yet visually distinct
concepts (e.g., coffee) across different Arab con-
texts. Unique among benchmarks, PEARL-X in-
corporates both text-to-single-image and text-to-
multiple-image pairings, enabling richer assess-
ments of LVLM performance on complex mul-
timodal tasks. We leverage our benchmarks to
systematically evaluate a range of open and propri-
etary LVLMs across diverse sizes and capabilities.
Our results demonstrate that models incorporating
reasoning-based cultural alignment substantially
outperform those relying solely on conventional
scaling approaches.

The rest of this paper is organized as follows:
Section 2 reviews related work on multilingual
and cultural benchmarks. Section 3 details our
data collection, annotation pipeline, and benchmark
design. Section 5 describes the evaluation protocol
and experimental setup. Section 6 presents our
findings and analysis. Section 7 introduces the novel
PearL-X benchmark .Finally, Section 8 concludes
the paper and outlines future directions.
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2 Related Work

Multilingual VQA Datasets. Multilingual VQA
datasets are predominantly constructed by gener-
ating QA pairs in various target languages, of-
ten alongside English counterparts. The creation
methodologies for these datasets include manual
annotation (Romero et al., 2024; Liu et al., 2021;
Pfeiffer et al., 2021; Das et al., 2024), fully auto-
matic generation (Becattini et al., 2023), or auto-
matic translation followed by human verification
(Changpinyo et al., 2022; Vayani et al., 2024; Wang
et al., 2024a; Das et al., 2024; Liu et al., 2025b).
Notable examples include VISCOUNTH (Becattini
et al., 2023), a large-scale Italian-English dataset
featuring 500K images and 6.5M QA pairs that
were semi-automatically generated using an existing
ontology-based knowledge graph. Another signifi-
cant resource is the M5 benchmark (Schneider and
Sitaram, 2024), which encompasses eight datasets
across five vision tasks (introducing M5-VGR and
MS5-VLOD). While M5 spans 13 languages, its
collection of 79,470 images presents a limitation
considering its broad linguistic coverage.

Multi-Cultural VQA Datasets. Relatively few
VQA datasets prioritize cultural diversity in their
image curation and QA generation processes. For
instance, Cultural VQA (Nayak et al., 2024) incorpo-
rates images representing cultural concepts (2, 378
image-QA pairs, 11 countries) but is limited to
English. The ALM-bench (Vayani et al., 2024)
benchmark covers cultural aspects from 73 coun-
tries and 100 languages (2, 929 images, 22, 763 QA
pairs, 13 domains). Its QA pairs were automatically
generated and translated using GPT-4o, followed
by human verification. MaXM (Changpinyo et al.,
2022) is a test-only VQA dataset in seven languages
(five scripts), featuring 2, 142 auto-generated and
human-verified QA pairs. CVQA (Romero et al.,
2024) provides QA pairs in the local languages
of 30 countries, alongside English translations for
5,239 images (10,374 questions). More exten-
sively, CultureVerse (Liu et al., 2025b) contains
74,959 images covering 19, 682 cultural concepts
from 188 countries, with its GPT-4o0- generated
QA pairs validated through automated and manual
checks.

Arabic Cultural VQA. Despite the growing in-
terest in VQA, Arabic cultural representation in
existing datasets remains sparse. The Henna dataset
(Alwajih et al., 2024) is specifically dedicated to

Arabic culture, comprising 1, 132 images from 11
Arabic countries. Other datasets offer minimal
Arabic content: ALM-bench (Vayani et al., 2024)
includes 168 images from Saudi Arabia, UAE,
and Egypt; CVQA (Romero et al., 2024) contains
approximately 200 Egyptian images; and Culture-
Verse (Liu et al., 2025b) features only seven Libyan
and 272 Egyptian images. More recently, JEEM
(Kadaoui et al., 2025) introduced a benchmark
for five Arabic dialects, consisting of 10.89K QA
pairs and 2, 178 images across 13 cultural domains.
While JEEM improves Arabic VQA coverage, it is
limited to four question categories and highlights
the ongoing need for broader and deeper cultural
representation.

To the best of our knowledge, PEARL is the first
large-scale, culturally diverse Arabic multimodal
benchmark carefully constructed through exten-
sive human supervision, covering a wide range of
cultural domains and challenging question types
requiring reasoning and deep cultural knowledge.
A comparative analysis with existing datasets is
presented in Table 1. Additional discussion on
cultural biases in LVLMs and existing monolingual
VQA datasets is provided in Appendix A.

3 Methodology

3.1 Annotation Process

Annotation team. Our pipeline for PEARL in-
volves the use of an agentic workflow intertwined
with human effort by our annotation team. The
team comprises 37 local members from nine Arab
countries” all native Arabic speakers, each holding
at least a bachelor’s degree. We cover all Arab
countries except three® For each of these countries,
we assigned at least two members either from the
same country or a neighboring country (to ensure
familiarity with local culture).

Annotation Guidelines. Over a period of six
months, we developed an extensive set of annota-
tion guidelines covering the different stages of the
project. This includes a number of dimensions:
(1) introduction of cultural domains and criteria
of data selection based on uniqueness to culture
and relevance of images to the articles we collect,
(i1) illustrated definitions of question types and
criteria for characterizing high-quality questions
and answers and how to improve these, and (iii)
illustrative screenshots of the annotation platform

*Egypt, Palestine, Yemen, Morocco, Tunisia, Syria, Jor-
dan, Saudi Arabia, Mauritania
3These are Comoros, Djibouti, and Somalia.
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Category Dataset Lang. Domains Images AraQA/Total Q-Type Q-Form Amn. CC BC
CVQA* (Romero et al., 2024) 30 10 5,239 200/10.4K MCQ Fixed M v X
MMBench (Liu et al., 2025¢) 2 20 2974 00/3.2K MCQ Fixed A+M X v
EXAMS-V (Das et al., 2024) 11 20 20,932 00/20.9K MCQ Diverse M X v
MaRVL (Liu et al., 2021) 5 1 5464 00/5, 464 TF Fixed M v v

= M3Exam (Zhang et al., 2023) 9 3 2,816  00/12.3K MCQ Diverse A+M X v
& MaXM (Changpinyo et al., 2022) 7 - 700 00/2.1K SVQA Fixed A+M v/
E xGQA (Pfeiffer et al., 2021) 8 - 459 00/14.4K Y/N, SVQA Fixed M X X
= M4U (Wang et al., 2024a) 3 64 8,931  00/8.9K MCQ Fixed A+M X v
= CultureVerse* (Liu et al., 2025b) 188 15 74,959  279/196.7K MCQ, SVQA, LVQA Diverse A+M X X
ALM-Bench* (Vayani et al., 2024) 100 19 2,929 1,008/22.7K  MCQ, SVQA,LVQA, TF Diverse A+M V v
WorldCusine(Winata et al., 2024) 30 - 6,045 00/1.2M MCQ, open-ended - A X X
MMMU (Yue et al., 2024) English 30 11,550 MCQ, SVQA Fixed M X X

& ViTextVQA (Nguyen et al., 2024) Vietnamese - 16,762 00/50.3K LVQA Fixed M X X
2 MMT-Bench (Ying et al., 2024) English - - 00/31.3K MCQ Fixed A+M X X
& JMMMU (Onohara et al., 2024) Japanese - 1,118  00/1.3K MCQ Fixed A+M X
w HaVQA (Parida et al., 2023) Hausa - 1,555 00/6K LVQA Fixed M X X
CULTURALVQA (Nayak et al., 2024)  English - 2328 2378 open-ended Diverse M v v
VLBiasBench(Wang et al., 2024c) English 11 46,848  00/128.3K LVQA, MCQ - A+M X v

. Henna (Alwajih et al., 2024) Arabic 5 120 1,132 SVQA Diverse A+M V X
Arabic .\ MEL-Bench (Ghaboura et al., 2024)  Arabic 8 - 20K/29K MCQ Fixed A+M X X
JEMM (Kadaoui et al., 2025) Arabic 13 2,178 10, 890K open-ended Diverse A v v

€ Pearl (ours) Arabic 10 12k 309k/309k 13-Q-Type** Diverse A+M vV /

Table 1: Comparison of related visual datasets, covering multilingual, cross-specific, and Arabic resources.
Lang.: number of languages for multilingual datasets or the language name for cross-specific language datasets.
AraQA/Total: number of Arabic questions compared to the total number of covered questions. Q-Type: types of
questions, for instance, long VQA (LVQA), short VQA (SVQA), and True False (TF) questions. Q-Form: question
phrasing of each image. Ann.: annotation method used while creating the datasets (“M:” manual data collection,
filtering, and annotation; “A:” automatic). CC: inclusion of cultural content. BC: use of bias correction. *The
CVQA contains Arabic samples. **PearcL has 13 different Q-types, as described in Table C.1.

itself. Our full annotation guidelines are available
at https://github.com/UBC-NLP/pearl
Annotation Platform and Communication. We
utilized Label Studio (Tkachenko et al., 2020) as
our primary annotation platform, organizing an-
notators into country-specific teams. Each anno-
tator carefully reviewed content relevant to their
respective country, closely following our detailed
guidelines. To ensure effective coordination, we
maintained a dedicated Slack channel for real-time
communication, feedback, and progress updates.
Additionally, we conducted weekly full-team meet-
ings, recorded and distributed to all team members,
complemented by smaller team meetings scheduled
as needed. Annotators received recorded video tu-
torials demonstrating practical annotation examples
and addressing common challenges. Further details
regarding the annotation process and platform setup
can be found in Appendix B.

3.2 Human-in-the-Loop Agentic Workflow

Our workflow begins by collecting image-article
pairs from Wikipedia. Each image then undergoes a
human review process to filter out irrelevant content
(Phase I). Next, we employ specialized LLM agents
to generate diverse categories of questions based on
the selected images (Phase II). Finally, these image-
question pairs undergo further human revision to

ensure quality and cultural relevance (Phase III).
This workflow is illustrated in Figure 2, and we
describe each phase in greater detail below.

3.2.1 Phase I: Data Filtering

We initiate our data collection process by select-
ing ten culturally significant domains: architecture,
clothing, fauna, festivals and celebrations, flora,
foods, geography, handcrafts, landmarks, and mu-
sic. These domains capture the diverse traditions
and cultural identities prevalent across the Arab
world, forming a robust foundation for curating a
high-quality multimodal dataset comprising cul-
turally contextualized text and images. Arabic
Wikipedia serves as our primary source due to its
extensive and accessible country-specific content
available in the native language. We systematically
gathered relevant articles along with their corre-
sponding images, prioritizing those that distinctly
highlight culturally meaningful topics from various
Arab countries. Each article was carefully catego-
rized into one of the predefined cultural domains,
guided closely by Wikipedia’s established internal
taxonomy.

Due to the heterogeneous nature of Wikipedia
content, initial retrieval yielded varied quality and
cultural relevance. Hence, we implemented a hy-
brid human and automatic filtering strategy. First,
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Phase I: Data Filtering

Image + Wikipedia Article

Filtered Images with
Articles

10 Domains
(Architecture,
Clothes, Faung, ....)

13 types of Q&As

Problem Solving

Phase II: Q&A Pair Generation Phase III: Human Revision

13 Different Question Types Agents

455

Cause and Effect

l I Criteria Checklist

X of
|

Role Playing o Augmented Caption
o Augmented Caption ¢ Q4A1
. QA1 . QA2

¢

Pear|

Accepted Sample

Figure 2: Illustrates the three main stages of our data annotation pipeline. (1) selecting culturally relevant images
from Wikipedia articles across ten predefined domains (e.g., food, music, architecture). (2) Agents generate
augmented captions and Q&A pairs across 13 question types. (3) Human reviewers apply a quality checklist to

accept or reject samples for the final dataset.

an automated filtering evaluated each article and
image based on basic metadata alignment criteria,
such as consistency between image captions, arti-
cles, and categorical tags. This automated filter
significantly reduced noise by discarding obviously
irrelevant or misaligned images. After the initial
automated filtering, human annotators carefully
reviewed each item using a structured annotation
interface on Label Studio. During this manual
review phase, annotators ensured that images and
articles were correctly aligned, culturally relevant,
authentic, and factually accurate. Any image or arti-
cle not meeting these standards of authenticity and
relevance was excluded from further processing.

3.2.2 Phase II: Q&A Pair Generation

In this stage, filtered image-article pairs un-
dergo an automated content generation process.
We employ agents backboned with an LVLM —
specifically Qwen2.5-VL-72B-Instruct—to cre-
ate synthetic augmented captions and structured
question—answer (Q&A) pairs for each image. We
use a fixed schema of 13 predefined question types,
each specifically tailored to assess different levels
of understanding and reasoning skills. For example,
we include questions involving cause-and-effect,
chronological ordering, comparative analysis, mod-
ern context interpretation, hypothesis formation,
and scenario completion. Table B.1 shows the
full set of our question categories, and Figure 1
illustrates an example for each type.

For each filtered image-article pair, the LVLM

generates an augmented caption that integrates vi-
sual details from the image with relevant cultural or
historical context from the associated Wikipedia arti-
cle (prompt details provided in Appendix D.1). Sub-
sequently, the LVLM produces one augmented cap-
tion along with 2—4 structured Q&A pairs aligned
explicitly with predefined reasoning categories (e.g.,
cause-and-effect reasoning). Each Q&A genera-
tion prompt clearly specifies the targeted reasoning
type, ensuring the resulting questions are culturally
meaningful and require synthesizing both visual
and textual inputs. Detailed prompts used for gen-
erating Q&A pairs are provided in Appendices D.2
and D.3.

3.2.3 Phase III: Human Revision

We employ a two-stage human-in-the-loop quality
control process. In stage one, annotators validate
the augmented captions against the original image
and article metadata based on four main criteria:
(1) cultural authenticity, to ensure the captions
genuinely reflect the cultural context depicted in
the images; (ii) visual relevance, to confirm that the
images clearly match the caption; (iii) clarity and
precision, to guarantee question-answer pairs are
understandable and grammatically correct; and (iv)
content accuracy, to guarantee the question-answer
pairs are consistent with the provided articles or
other credible sources annotators can locate online.
Figure D.5 illustrates caption-image validation and
Figure D.6 illustrates the question-answer review
process.
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In stage two of human revision, carried out
through a custom-built user interface, we sample
a total of 11, 000 question-answer pairs from stage
one and examine them to verify cultural relevance
and ensure quality. All pairs not adhering to our re-
vision criteria in Phase III are rejected. Figure B.1
shows a snapshot of the user interface we use for
the second round of data revision.

4 Our Datasets

Apart from our main benchmarks (see Sections
§4.1 and §7), our pipeline produces several high-
quality datasets suitable for various purposes: (1)
Culturally-Relevant Images, comprising 12, 637
manually selected images reflecting distinct country-
level cultural nuances across ten domains; (2) Aug-
mented Captions, a set of 135k carefully crafted
captions via agents derived from Arabic Wikipedia
articles. These enriched captions serve as a visual
knowledge base, providing contextually rich and
interconnected information beyond standard image
descriptions, and are publicly released for commu-
nity use; (3) Automated Q&A Pairs, including
309K question-answer pairs systematically gener-
ated by a suite of 13 specialized agents tailored
to specific question categories; and (4) Human-
Revised Q&A Pairs, a high-quality subset of 16K
question-answer pairs reviewed by human annota-
tors to ensure cultural accuracy and relevance. Col-
lectively, these resources provide robust datasets
for work involving VLMs. We now introduce our
evaluation benchmarks.

4.1 PEearL Benchmarking Data

PearL Benchmark. The PEarL benchmark is com-
posed of 6, 301 high-quality Q&A pairs, carefully
selected through a rigorous two-stage human evalu-
ation process from an initial set of 16K pairs drawn
from our larger corpus of 309K pairs. Specifically
designed for model evaluation, PEARL includes
4,832 closed-form multiple-choice and True/False
questions focused on recognition and interpreta-
tion of culturally relevant visual information. This
component evaluates LVLMs’ fundamental accu-
racy and factual correctness, providing a reliable
baseline to assess their foundational Arabic cultural
knowledge. Additionally, the benchmark contains
1,469 open-ended questions that require deeper
engagement, such as hypothesis testing, causal
analysis, scenario completion, and role-playing.
These 11 different open-ended question types, as
detailed in Table B.1, assess LVLMs’ depth of cul-

tural comprehension, requiring models not merely
to recall cultural facts but also to generate nuanced
explanations, reason through scenarios, and contex-
tualize cultural elements within coherent, culturally
informed narratives.

PeARL-LITE. A streamlined subset comprising
893 Q&A pairs (591 closed-form and 302 open-
ended questions), PEARL-LITE is randomly sampled
from Pearl while maintaining a balance of question
types and countries. It is designed to facilitate
efficient evaluation of proprietary models and mini-
mize costly API usage.

S Experimental Setup
5.1 Models

For evaluation of PEARL, we use both open and pro-
prietary models (accessible via API calls). We use
open models ranging in size between 3 billion to 72
billion parameters. To ensure a level playing field,
all open models received the same input, sampling
configurations, and temperature during the genera-
tion process. The specific models we evaluate are
Qwen2.5-VL (Bai et al., 2025), Aya-Vision (Dash
etal., 2025), Gemma3 (Team et al., 2025), Gemeni2.5
Pro (DeepMind, 2025), Claude Sonnet 4 (An-
thropic, 2025), and 03 (OpenAI) (OpenAl, 2025).
To promote reproducibility and future studies, we
are making the complete inference logs for each
evaluated model publicly available.

5.2 Evaluation Protocol

5.2.1 LVLM as Judge

We employ an automatic evaluation method using
an LVLM-as-judge framework. For this role, we
exclusively use InternVL3.5-38B (Wang et al.,
2025), a model distinguished by its advanced rea-
soning capabilities. This model is part of the state-
of-the-art InternVL3.5 family, which has demon-
strated top-tier performance among open-source
MLLMs across general multimodal, reasoning, text,
and agentic tasks.

Metrics. Our evaluation protocol adopts two
distinct scoring methods, each tailored to a spe-
cific question format. For closed-form questions
(e.g., multiple-choice and True/False), we utilize
a relaxed-match accuracy (ACC) metric. Here,
the judge assesses semantic equivalence between
candidate responses and gold-standard answers,
permitting synonyms, paraphrases, or minor lexi-
cal variations. Each response is assigned a binary
correctness score (1 for correct, 0 for incorrect),

23053



aggregated into an overall accuracy. For open-
ended questions—comprising 11 varied types such
as cause-and-effect, comparative analysis, and sce-
nario completion—the judge evaluates responses
using a comprehensive structured rubric capturing
four critical dimensions: correctness, coherence,
detail, and fluency.* Each dimension is scored indi-
vidually on a scale from 1 to 5, with an aggregated,
weighted Overall Score calculated as follows:

Qverall Score = 0.4 Correctness
+ 0.2 Coherence
+ 0.2 Detail
+ 0.2 Fluency
We also follow Burda-Lassen et al. (2025) in
employing a Cultural Awareness Score (CAS). CAS
is a binary metric (0/1) indicating explicitly whether
the candidate response mentions culturally-specific

elements required by the reference answer, ensuring
explicit cultural grounding in the evaluations.

(1

5.2.2 Human Evaluation

We evaluate using a subset of PEARL-LITE open-
ended dataset (N=70). To obtain human evaluations,
we recruited four native Arabic speakers with deep
familiarity in the relevant cultural contexts, who
independently scored each sample according to the
same evaluation rubric applied by our LVLM judges.
The user interface utilized by human evaluators can

be found in Appendix D.8.
To assess the reliability of our human annotations

and LVLM judge, we conducted Intraclass Correla-
tion Coefficient (ICC) (Shrout and Fleiss, 1979)
analysis on the overall evaluation scores. First, we
measured inter-annotator agreement among the
four human evaluators, which revealed moderate
reliability for individual raters (ICC3,) =
0.537,95% Confidence Interval (CI) [0.42,0.65])

but good reliability when averaged across all an-
notators (/CC(3 ;) = 0.823,95% CI[0.74,0.88]).
Subsequently, we evaluated the agreement
between our LVLM judge and the consen-
sus human ratings (averaged across the four
annotators) to establish the reliability of our
automated evaluation approach. The model
demonstrated good agreement with human con-
sensus (ICC3 1y = 0.708,95% CI1[0.57,0.81)),
demonstrating that our LVLM judge can produce
evaluations that are reasonably consistent with
human expert judgment.

4See Figure D.10 for detailed evaluation prompts defining
these criteria explicitly.

6 Results and Discussion

6.1 Open Models

Table 2 presents the performance of nine openly-
accessible LVLMs on the PEArRL benchmark. We
organize the discussion around two axes: (i) param-
eter scaling within the same family and (i7) cultural
grounding and closed-form accuracy.

Scaling within the same family. Within the
Qwen2.5-VL line, performance steadily improves
as model size grows: the overall score rises
from 2.74 for the 3B-parameter instruct model
to 3.16 for the 7B variant, reaching 3.46 for
the 72B model. A similar upward trajectory
is seen in the CAS, which climbs from 33.70%
to 44.79% and then to 49.63%. Interestingly,
the Qwen2.5-VL-32B-Instruct’ reasoning model
breaks this trend, outperforming even the 72B vari-
ant with an overall score of 3.77 and a CAS of
67.05%. This suggests that architectural or train-
ing enhancements in the reasoning variant provide
stronger cultural grounding and open-ended re-
sponse quality than parameter scaling alone.

Cross-family comparison highlights stylistic
trade-offs. The Gemma-3 series delivers balanced
results despite lacking dedicated reasoning training.
Its 12B and 27B variants achieve CAS values around
48 — 56 higher than Aya-Vision-8/32B—and
competitive Overall scores with other models.
Aya-Vision-32B, on the other hand, favors fluent,
stylistically polished answers (FLU 4.29) but lags
in cultural specificity (CAS 51.2). These contrasts
confirm that model design choices (pretraining cor-
pora, vision encoder quality, alignment objectives)
influence different quality axes in complementary
ways.

Take-away. Among the nine open models, the
clear front-runner is Qwen2.5-VL-32B-Instruct.
It combines the highest Overall score (3.77) with
the strongest closed-form accuracy (79.8%) and
the best CAS (67.1%) of any system in Table
3. For downstream Arabic-cultural applications
where access to proprietary systems is not feasible,
Qwen2.5-VL-32B therefore offers the most reliable
balance of factual correctness and cultural ground-
ing. Looking ahead, further progress is likely
to come from reasoning-centered alignment and

5The official release notes stating that Qwen2.5-VL-32B
is specifically designed for enhanced reasoning and closer
alignment with human preferences; see https://qwenlm.
github.io/blog/qwen2.5-v1-32b/.
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Open-Ended Closed Open-Ended Closed

Model COR COH DET FLU OVR CAS% ACC% Model COR COH DET FLU OVR CAS% ACCY%
Qwen2.5-VL-3B-Instruct 248 307 205 360 274 3370 7115 Qwen2.5-VL-3B-Instruct 259 312 215 3.68 283 37.09  73.10
gemma-3-4b-it 286 343 254 406 3.5 4472 69.78 gemma-3-4b-it 297 356 262 412 325 4768  70.73
Qwen2.5-VL-7B-Instruct 289 355 245 402 316 4479  73.01 Qwen2.5-VL-7B-Tnstruct 3.027 73660 255 411 327  47.68° 7377
aya-vision-8b 317 377 262 421 339 4534  69.89 aya-vision-8b 3.23  3.85 267 421 344 4669  70.56
gemma-3-12b-it 298 354 254 410 3.23 4813 7583 gemma-3-12b-it 310 3.63 254 414 330 5265  76.82
gemma-3-27b-it 326 376 282 423 347 5575  79.86 gemma-3-27b-it 338 3.81 295 426 355 60.93  80.88
aya-vision-32b 336 391 275 429 353 5119  79.12 aya-vision-32b 3.37 392 276 431 355 5166  75.63
Qwen2.5-VL-32B-Instruct * ~ 3.61  3.99 3.30 4.32 377 67.05  79.78 Qwen2.5-VL-32B-Instruct * ~ 3.69  4.09 3.39 442 3.85 6656  80.03
Qwen2.5-VL-72B-Instruct  3.27  3.82 271 421 346 49.63  79.55 Qwen2.5-VL-72B-Instruct 3360 391 276 425 353 55.63  79.36
claude-sonnet-4-20250514 ¢ 3.77  4.03 3.71 443 394 7649  79.53

gemini-2.5-pro ¢ 4.36 4.48 445 ATT 448 83.11 89.00

03-2025-04-16 ¢ 439 444 452 471 449  87.09  86.97

Table 2: Performance on the PEARL benchmark for open
models. Open-ended metrics (COR, COH, DET, FLU,
OVR) are averaged on a 1-5 scale, while CAS% and
ACCY% are reported as percentages. A ¢ marks models
that use explicit reasoning techniques in this paper

culturally informed pre-training, rather than from
simply adding more parameters.

Table 3: Results for the PEARL-LITE subset. A ¢ marks
models that use explicit reasoning techniques in this

paper.

6.2 Proprietary Models

Results on the PEarRL-LITE benchmark (Table 3)
clearly demonstrate the superiority of proprietary
models (Gemini Pro and OpenAI o03) across all
evaluation dimensions. In particular, OpenAI o3
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Model Accuracy %

Qwen2.5-VL-3B-Instruct 59.67
gemma-3-4b-it 64.58
Qwen2.5-VL-7B-Instruct ~ 61.31
aya-vision-8b 64.03
gemma-3-12b-it 69.21
gemma-3-27b-it 0 69.21
aya-vision-32b 71.66
Qwen?2.5-VL-32B-Instruct 71.66
Qwen2.5-VL-72B-Instruct ~ ~ ~ ~ 7357
gemini-2.5-pro-preview-05-06 77.93
03-2025-04-16 78.75

Table 4: Accuracy on the PEARL-X shared-concepts
benchmark.

achieves the highest overall score of 4.49 and the
highest CAS of 87%. Furthermore, proprietary
models consistently outperform open models on
closed-form question accuracy, with Gemini2.5
Pro achieving 89%, surpassing the best-performing
open model (gemma-3-27b-it) at 81%.

7 PEeARL-X Benchmark

While working on PEARL, we observed existence of
cultural element or practices prevalent across multi-
ple regions or countries that, despite a fundamental
similarity, exhibit subtle local variations in appear-
ance, preparation, usage, or style. For instance, the
traditional headband known as the agal "JLLJ\“,

widely worn in countries such as the UAE, Saudi
Arabia, and other Gulf nations, displays regional
differences in shape, color, and style. Motivated
by this cultural insight and supported iteratively by
the ChatGPT-03 model,® we manually identified
61 such culturally shared concepts, each observed
across at least two’ Arab countries.® A complete
list of the identified shared concepts is provided
in Appendix D.2. We then manually located im-
ages from publicly accessible web resources. On
average, we gathered approximately three represen-
tative images per concept, for a total of 347 images,
ensuring a rich visual depiction of cultural diversity.
We then developed MCQ and True/False questions
exploiting the collected images. We include two
categories of questions, differing based on whether
we feed the model a single image or multiple images.
Single-image questions focus on aspects specific to
one country through an individual image, whereas
multiple-image questions target variations among

®We used the model to generate the initial questions.
"For example, the traditional dish kabsa " L.S™ appears

widely in seven Arab countries, with notable regional varia-
tions.

$Initially, we compiled a preliminary list of approximately
100 potential shared concepts. After thorough manual filtering
to exclude irrelevant or inaccurately represented concepts, we
finalized a refined set of 61 authentic cultural concepts.

countries regarding the particular shared concept
depicted across several images. The next step was
to generate questions based on manually developed
templates that we provide to ChatGPT-o03 along
with the images and the name of each shared con-
cept, enabling it to generate relevant questions. The
prompt we developed to generate the questions is
shown in Appendix D.9. In total, we produce
367 questions, split into 177 single-image and 190
multiple-image questions. Finally, we conduct a
thorough human review of all generated questions,
ensuring that the questions and answers are accu-
rate, meaningful, error-free, and diverse. Figure 3
demonstrates the workflow used to develop PEARL-
X benchmark. Figure 4 shows examples of the
shared concepts for both single and multiple image
questions. Additionally, Appendix D.3 presents
sample questions based on one-image and multi-
image templates used for generating shared concept
questions.

7.1 Evaluation on PEARL-X

As shown in Table 4, proprietary models (Gemini
2.5 Proand 03) demonstrate superior performance,
with 03-2025-04-16 achieving the highest accu-
racy (78.75%). Among the open-source models,
Qwen2.5-VL-72B-Instruct performs best, reach-
ing an accuracy of 73.57%. Notably, reasoning-
centric models generally outperform their coun-
terparts, emphasizing the critical role of explicit
reasoning alignment in culturally sensitive con-
texts.

8 Conclusion

In this paper, we presented PEARL, an Arabic multi-
modal instruction dataset and benchmarking suite
tailored to enhance the cultural understanding ca-
pabilities of large vision-language models. PEARL
addresses critical gaps in existing resources by en-
compassing diverse culturally-authentic materials
across ten domains from the Arab world. Our rig-
orous annotation and agentic workflows, combined
with the expertise of 37 local annotators, ensure
high-quality, culturally-relevant content. Compre-
hensive evaluations confirm the superior perfor-
mance of models explicitly optimized for reasoning
tasks over parameter scaling, underscoring the im-
portance of culturally-aware alignment methods.
The specialized PEARL-X benchmark further allows
nuanced assessment of cross-country cultural varia-
tions, setting the stage for more culturally sensitive
model development.
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Limitations

Despite its comprehensive scope, the PEARL dataset
has a number of limitations. First, the dataset
predominantly relies on publicly available re-
sources like Wikipedia, potentially introducing
biases towards topics and perspectives that are well-
documented online. Second, while we involved an-
notators from diverse Arab countries, the coverage
does not equally represent all regions. Additionally,
although we employed rigorous human-in-the-loop
annotation processes, subjective cultural interpreta-
tions may still influence data annotation consistency.
Lastly, due to the focus on cultural specificity, gener-
alizability to other non-Arabic cultures or languages
may be limited, requiring additional datasets and
evaluations tailored to different cultural contexts.

Ethics Statement

In developing PEARL, we emphasized cultural sen-
sitivity, inclusivity, and ethical responsibility. All
annotations were created by informed participants,
each of whom is acknowledged and credited as a
contributor. We adhered strictly to publicly avail-
able and reputable sources, refraining from using
any private or sensitive data. Clear guidelines were
provided to respect local norms, maintain data pri-
vacy, and secure participant consent. All images
utilized in this dataset are sourced from Wikipedia
under Creative Commons licenses, and any images
originating outside Wikipedia have been masked
or regenerated with alternative identities to ensure
privacy and ethical compliance.

Although PEARL aims to mitigate biases in Ara-
bic LVLMs, unintentional cultural bias may still
occur—particularly in regions lacking direct local
representation. We encourage ongoing community
involvement to address these gaps, ensuring contin-
ual refinement and improvement of the dataset.

Reproducibility. Our test data, prompts, and code
necessary to produce all results reported in this
work are publicly available at https://github.
com/UBC-NLP/pearl.
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Appendices

This appendix provides supplementary material

to support the main findings of this work. It is

organized as follows:

¢ §A: Literature Review
Reviews related work on cultural bias in LLMs
and VLMs, multilingual and monolingual VQA
datasets, and visual reasoning benchmarks.

* §B: Annotation Guidelines
Describes the iterative development of annotation
guidelines, including domain definitions, ques-
tion types, and quality control processes.

* §C: Data Statistics
Provides detailed statistics on annotated samples,
cultural category distributions, and clean filtered
samples per Arab country.

¢ §D: Additional Technical Details
Includes prompt templates for generating aug-
mented captions and Q&A pairs, user interface
screenshots, human evaluation examples, and
evaluation score breakdowns.

¢ $E: Fine-Grained Models Performance Anal-
ysis on Pearl-Lite by Country and Question
Type
Presents detailed heatmaps of model performance
on the Pearl-Lite benchmark, with results broken
down by country and question type.

Key Tables

* Table B.1: Taxonomy of 11 culturally-focused
question types.

» Table C.1: Image distribution across countries
and cultural domains.

 Table D.1: Evaluation scores from LVLM judges
and human annotators.

» Table D.2: A complete list of 61 identified shared
concepts is provided.

* Table D.3: Examples of question templates for
both multiple and single image prompts in Arabic,
covering diverse reasoning types and cultural
features.

Key Figures

* Figure C.1: Distribution of the number of images
by cultural category for each Arab country in our
dataset.

* Figure D.1: Shows prompt template step 1 used
to generate augmented captions.

* Figure D.2: Illustrates template step 2 (Part 1)
to generate Q&A pairs.

* Figure D.3: Displays prompt template step 2
(Part 2) used to generate answers.

* Figure D.4: Combined prompt template includ-
ing the two steps for generating Q&A pairs.

* Figure D.5: Label Studio platform interface used
by annotators in step one of the human revision
phase to revise the augmented caption.

* Figure D.6: Step two of the revision phase,
showing the process of reviewing and editing
questions and answers on the platform.

e Figure D.7: Shows an example illustrates the
format of the augmented caption followed by
multiple Q&A pairs.

* Figure D.8: Human Eval Ul

* Figure D.10: Evaluation prompts examples

* Figure D.9: Illustrates the prompt used to gener-
ate Q&A pairs for Pearl X using OpenAI o03.

* Figure E.1: Heatmap of accuracy scores on
closed-form questions by model and country.

* Figure E.2: Heatmap of the Overall Score for
open-ended questions by model and country.

¢ Figure E.3: Heatmap of the CAS for open-ended
questions by model and country.

* Figure E.4: Heatmap of the Overall Score for
open-ended questions by model and question

type.
A Literature Review

Culture Bias in LLMs and LVMs. Beyond
language understanding capabilities, cultural aware-
ness and sensibility are critical to ensure practical
effectiveness while mitigating the potential stereo-
types and biases of text-based and multimodal
LLMs. Thus, designing culturally aware LLMs
requires understanding the various perspectives of
a given culture. This involves recognizing diverse
cultural dimensions such as traditions, beliefs, and
social practices as one dimension, social interaction
as the second dimension, and materialized objects
as the third dimension (Pawar et al., 2024). Hence,
different studies have been conducted to evaluate
and identify cultural gaps and ensure diversity and
inclusion in current SOTA LLMs.

(Pawar et al., 2024) provided a comprehensive
survey on recent works on cultural awareness, ex-
ploring dataset creation methodologies, benchmark-
ing techniques, and the ethical implications. For
example, one of the main methodologies for dataset
creation is relying on automatic pipelines that lever-
age public corpora to generate large datasets (Sen-
gupta et al., 2023; Huang et al., 2024; Aloui et al.,
2024). However, incorporating information from
a specific culture into a general-purpose LLM can
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lead to misinformation, stereotyping, biases, and
misrepresentation when used to represent other cul-
tures (Pawar et al., 2024). Generally, this stems
from the use of machine-translated data to create
multilingual LL.Ms, a widely adopted practice in
the field (Hendrycks et al., 2020; Singh et al., 2024).
In particular, (Singh et al., 2024) highlighted the
propagated emphasis of Western perspectives on
the topics covered in the translated English dataset,
such as the MMLU benchmarks (Hendrycks et al.,
2020).

To create a culturally aligned dataset, other works
employ humans either as part of semi-automatic
methods or completely to manually create cultural
datasets from scratch (Pawar et al., 2024; Ma et al.,
2023; Alyafeai et al., 2024; Huang et al., 2023; Baek
et al., 2024). For example, to ensure a multilingual
culturally diverse dataset, (Singh et al., 2024) intro-
duced Global-MMLU, an improved set validated
by humans and covering culturally sensitive and
agnostic sets of 42 languages.

Similarly, relying on English pre-trained LLMs to
build VLMs is the core cause of inherently encoding
Western cultural knowledge. Thus, most vision-
language models exhibit cultural misrepresentation
(Burda-Lassen et al., 2024; Ananthram et al., 2024).
Images often convey rich cultural stories and her-
itages; however, English-based VLM-generated
captions tend to fail to accurately narrate cultural
stories (Burda-Lassen et al., 2024). To study this
phoneme, several works have been conducted to as-
sess the performance of VLMs in culturally specific
information (Burda-Lassen et al., 2024; Ananthram
et al., 2024; Bhatia et al., 2024).

For example, (Burda-Lassen et al., 2024) as-
sessed the performance of four VLMs’ capabilities
to identify cultural information in images to gen-
erate aligned culturally sensitive captions. Most
of the models struggle to perform the task, as
the highest cultural awareness score of 35% was
achieved by Gemini Pro Vision. Furthermore, (Bha-
tia et al., 2024) introduced GLOBALRG benchmark
to evaluate multicultural understanding and inclu-
sivity in VLMs across universal and local con-
cepts. Although the results of evaluating several
SOTA VLMs on the image retrieval task varied
across cultures, most of the retrieved images con-
tain Western-specific elements. To mitigate the
interpretation of images from the Western perspec-
tive only, (Ananthram et al., 2024) utilized a mix
of diverse language-based VLMs to improve the
model’s understanding ability of Chinese cultural

images.

Monolingual VQA Datasets. Several stud-
ies have addressed the VQA problem by devel-
oping language-specific datasets. Datasets like
MMT-Bench (Ying et al., 2024), CAMEL-Bench
(Ghaboura et al., 2024), and JMMMU (Onohara
et al., 2024) considered only the MCQ type for
English, Arabic, and Japanese languages, respec-
tively. Similarly, the HaVQA (Parida et al., 2023)
and ViTextVQA (Nguyen et al., 2024) datasets use
open-ended questions in Hausa and Vietnamese lan-
guages, respectively. VLBiasBench (Wang et al.,
2024c) offers a large English dataset with both open
and closed questions. A semi-automated method
was used to create K-Viscuit (Baek et al., 2024),
a Korean cultural dataset generated with GPT-4
and human verification. In Arabic VQA, CAMEL-
Bench (Ghaboura et al., 2024) includes 29, 036 cu-
rated MCQs across various domains. This dataset
integrates Arabic and translated content from exist-
ing English LMM benchmarks. It mainly focuses
on Modern Standard Arabic (MSA) with limited
attention to the Arabic dialects.

Visual Reasoning. Reasoning represents one of
the fundamental human cognitive abilities derived
from commonsense understanding and world knowl-
edge. The cognitive process involves interpreting
information, analyzing given conditions, and sub-
sequently drawing inferences, solving problems, or
making predictions. Although Multimodal LLMs
(MLLMs) have achieved remarkable advancements
across various domains, their capacity for robust
reasoning, particularly in processing and integrat-
ing information from diverse modalities, remains a
prominent and challenging research frontier. Con-
sequently, a growing body of research has focused
on evaluating and improving the reasoning capa-
bilities of MLLMs, resulting in the development
of specialized datasets and benchmarks aimed at
rigorously assessing models’ reasoning capabilities.

Several benchmarks have been proposed to eval-
uate different facets of MLLMs reasoning. InfiMM-
Eval benchmark (Han et al., 2023) was designed
to evaluate the reasoning capabilities of MLLMs
through open-ended and multi-step reasoning across
three categories: deductive, abductive, and analog-
ical. This benchmark consists of 279 manually
curated, high-quality questions paired with 342
images, placing a strong emphasis on the multi-
step reasoning process. Further contributing to
the evaluation and development of reasoning in
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MLLMs, the Large-scale Visual Chain-of-Thought
(Visual CoT) dataset (Shao et al., 2024) aims to
improve the inheritability and reasoning abilities of
MLLMs. It contains 438K visual question-answer
pairs annotated with intermediate bounding boxes
that highlight critical image regions. Around 98K
of these pairs are further enriched with explicit CoT
annotations that provide detailed reasoning steps.

Focusing specifically on spatial understanding,
the SpatialEval dataset (Wang et al., 2024b) cov-
ers four spatial reasoning tasks, such as spatial
relationships, navigation, positional understanding,
and counting, to evaluate the spatial reasoning ca-
pabilities of LLMs and VLMs. Focusing on the
same facet of reasoning, the Spatial VLM frame-
work (Chen et al., 2024) introduces an approach
to enhance the spatial reasoning abilities of VLMs
by generating large-scale 3D spatial reasoning data.
This framework transforms 2D images into detailed
metric-scale 3D point cloud, enabling the synthe-
sis of approximately two billion spatial reasoning
QA pairs. These pairs are designed to cover both
qualitative and quantitative spatial reasoning tasks.

CogBench (Song et al., 2025) is a cognitive eval-
uation benchmark designed to assess the reasoning
abilities of LVLMs using a unique set of images in-
spired by the "Cookie Theft" cognitive assessment
task. The dataset consists of manually collected
images, mostly painting-style from Pinterest, which
then underwent detailed human annotation. Anno-
tators identified key entities, constructed explicit
Chain-of-Reasoning (CoR) annotations, and pro-
vided thorough descriptions of the image content.
This results in 251 annotated images, structured
across eight reasoning dimensions and includes two
primary evaluation tasks: an image description task
and a multiple-choice VQA task. Similarly, the
MM-Vet benchmark (Yu et al., 2023) has been de-
signed to evaluate LMMs on complex multimodal
tasks requiring integrated vision language capabili-
ties. The benchmark covers six core VL abilities,
including recognition, OCR, knowledge, spatial
awareness, language generation, and arithmetic
capability.

Despite these advancements, the development
of comprehensive evaluation datasets remains cru-
cial. A systematic review by (Wang et al., 2024d)
highlighted the current State-of-the-art reasoning
capabilities within MLLMs and noted that while
various datasets have been proposed as multimodal
reasoning benchmarks, many of which lack com-
prehensive reasoning steps. This underscores the

importance of developing robust benchmarks that
can accurately measure and drive progress in the
multimodal reasoning capabilities of current mod-
els.

B Annotation Guidelines

We iteratively developed the annotation guidelines
for PEARL over a period of six months, structured
across two distinct phases. In Phase I, annotators
focused on filtering Wikipedia articles based on
two main criteria: cultural uniqueness and the rel-
evance of images to their corresponding articles.
Throughout this initial phase, annotators provided
continuous feedback during weekly meetings, al-
lowing us to promptly address and resolve any
encountered issues. The annotation guidelines be-
gin by outlining the primary goals of the project,
followed by detailed descriptions of the ten do-
mains, each supported by illustrative images and
captions to ensure clarity. The second part of the
guidelines explains each question type used in the
project, providing clear definitions along with prac-
tical examples directly from the annotation platform
to support annotators throughout the process.
Phase 11l involved reviewing automatically gener-
ated questions derived from the previously filtered
data. Annotators were responsible for thoroughly
validating these questions and ensuring the accuracy
and appropriateness of question types and answers.
Throughout this second phase, we further refined
and enhanced the annotation guidelines based on
annotators’ experiences and feedback, ensuring con-
sistency and effectiveness across all phases of the
annotation process.

C Data Statistics

- We provide statistics on the number of images by
cultural category for the Arab countries in PEARL
in C.1.

D Additional Technical Details
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Question Type Count Purpose

Cause and Effect 23,400 Ask about the reasons behind a cultural element and its consequences or impacts.
Chronological Sequence 22,614 Examine the historical development or timeline of a cultural element or practice.
Comparative Analysis 23,264 Compare or contrast cultural elements within or across contexts or regions.
General Q&A 35,034 Query a straightforward factual detail about the image or topic as stated in the article.
Hypothesis Formation 23,552 Pose a speculative why/how question about a cultural element, prompting an explanatory
theory.
Modern Context 22,972 Connect a traditional cultural element to its relevance or adaptation in today’s world.
Origin Identification 23,776 Inquire about the historical or geographical origin of a cultural element or practice.
Perspective Shifting 23,498 Explore different viewpoints or interpretations regarding the cultural element.
Problem Solving 23,764 Present a cultural challenge or issue and ask for a solution or mitigation approach.
Role Playing 23,184 Provide an answer from a specific role or persona related to the cultural context.
Scenario Completion 23,368 Present an incomplete scenario or sequence and ask to predict or complete the outcome.
Multiple Choice 30,654 Present several options for a question, requiring selection of the correct answer.
True/False 10,218 Present a statement and ask whether it is true or false, testing factual accuracy of

cultural information.

Table B.1: Lists the 13 question types used in PEARL, with their counts in Pearl and intended purposes, each designed
to elicit different forms of cultural reasoning.

Country Architecture  Clothes Fauna Festlval§& Flora Food Geography Handicrafts Landmarks Music Total
Celebrations

Algeria 0 76 0 0 0 0 0 1 32 143 252
Bahrain 0 0 1 0 0 16 143 1 0 17 178
Egypt 4,63 1 6 1 12 162 211 0 264 252 1,372
Iraq 170 3 14 0 2 62 74 0 0 85 410
Jordan 400 0 145 0 7 60 1,546 0 982 25 3,165
Kuwait 111 0 7 0 10 0 212 0 0 65 405
Lebanon 117 0 41 0 101 66 280 0 0 191 796
Libya 10 0 20 0 53 22 296 0 155 10 566
Mauritania 0 0 2 0 18 7 198 0 0 0 225
Morocco 223 105 1 203 235 310 133 123 256 1,641
Oman 141 12 55 0 36 4 331 0 0 5 584
Palestine 1,091 93 73 0 185 393 76 34 294 48 2,287
Qatar 0 0 13 0 0 1 144 0 0 4 162
Saudi Arabia 220 12 121 14 111 33 356 0 0 22 889
Sudan 0 0 1 0 0 16 339 0 113 0 469
Syria 877 11 8 0 134 61 253 2 0 7 1353
Tunisia 92 11 5 0 0 4 0 4 0 0 116
UAE 4 0 7 0 0 0 135 0 0 3 149
Yemen 385 2 0 0 42 63 551 0 0 23 1,066
Total 4,304 326 571 16 914 1,205 5,455 175 1,963 1,156 16,085

Table C.1: Distribution of the number of images by cultural category for each Arab country in PEARL (after revision).
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Dataset: Saudi_Arabia/Saudi_Arabia_data jsonl Accepted: 2 Rejected: 1| Remaining: 616 | Total: 619
user

Username is required to accept/reject tems

Select Item ID (Randomized) Type

38 multiple_choice

B Image Augmented Caption

by clyacall Glysa ek

Question

Bageall i sl LS o lpnll o 3ysiaal

Answer

Distractors

Accept

Figure B.1: User Interface used by annotators to revise 11K Q&A pairs for benchmarking. The revision process
involved filtering samples based on cultural relevance and quality, enabling annotators to accept or reject entries
accordingly.

23065



Step 1: Generate an Augmented Caption

Your first task is to create a detailed, extended description of the image based on the provided
image caption and Wikipedia article. This augmented caption should:

1. START with éLyAHAALJ (The image shows) followed by a comprehensive description of what is
VISUALLY present in the image, using the provided image caption as a foundation.

2. Expand on the visual elements by adding relevant contextual information from the provided
sources.

Focus particularly on details that would support {focus_area} question-answer pairs.
Describe the image’s visual elements in detail including:

e Specific objects, people, settings, activities, and artifacts visible
e Spatial relationships between elements

e Notable colors, textures, and visual features

* Any text or inscriptions visible

e Any actions or events being depicted

INFORMATION GUIDELINES:

1. Include information from the provided sources (category, title, country, image caption,
Wikipedia article)

Present information as factual statements without attributing to the source

3. DO NOT use phrases like “according to the article,” “as mentioned in the caption,” or any
reference to the sources

DO NOT mention Wikipedia, articles, captions, or sources in any way
Simply state the facts and information directly as established knowledge

Question Type-Specific Requirements for {question_type}:
{specific_requirements}

Input Information

e Cultural Category: {category}

e Article Title: {title}

e Country: {country}

e Image Caption: {image_caption}

e Wikipedia Article: {wikipedia_article}

REQUIRED STRUCTURE:

1. First paragraph: Begin with “§Jj‘aﬂ JwLJ” and describe what is VISUALLY present based on
the image caption

2. Following paragraphs: Add relevant cultural context from the sources that directly relates
to the visual elements

3. Final paragraph: Summarize elements specifically relevant to {question_type} questions

CRITICAL VERIFICATION STEP:

Before finalizing your augmented caption, verify that:

e The caption has sufficient detail to support {question_type} question-answer pairs
e You have NOT included any reference to articles, captions, or sources
* You have presented all information directly as factual statements

If the provided sources do not provide SUFFICIENT information to create a meaningful augmented
caption for {question_type} question-answer pairs, return a JSON error message:

{"error”: "Insufficient context in the provided sources to generate an augmented caption for
{question_type} question-answer pairs."}

Figure D.1: Shows prompt template step I used to generate augmented captions
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Prompt (Step 2: Part 1)

Step 2: Generate Question-Answer Pairs

Using ONLY the augmented caption you created in Step 1, now generate {num_pairs} different
question-answer pairs that {task_description}, without explicitly naming it.

All questions and answers MUST be written in Modern Standard Arabic only.
INFORMATION GUIDELINES:

. Questions and answers MUST be based EXCLUSIVELY on information in the augmented caption
DO NOT introduce any new information not present in the augmented caption

DO NOT mention or reference any articles, captions, or sources

Present all information as direct factual statements without attribution

If the augmented caption lacks sufficient information for meaningful Q&A pairs, return an
error

g oA o w N =

Question Requirements:

1. Your question MUST reference something clearly described in the augmented caption
2. Your question MUST use one of these exact phrases to refer to the element:

* “5,9all & 4la sMV (that appears in the image)

¢ 43, guall :; gy \;f’ (as shown in the image)

* “3, guall :§<JAUBV’ (the visible element in the image)

3. NEVER mention the specific name of the element in the question
4. Each question should require both visual identification AND cultural knowledge

5. NEVER include any terms that could hint at the exact name of the object, tradition, landmark,
or feature

Figure D.2: Illustrates template step 2 (Part 1) to generate Q&A pairs
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Prompt (Step 2: Part 2)

Answer Requirements:

. Base all answers EXCLUSIVELY on information in the augmented caption

NEVER add any details or context not in the augmented caption

Keep answers between 2-5 sentences in length

The answer MUST directly address and resolve the specific question being asked

Start your answer with a direct response to the question, then provide supporting details
DO explicitly name the object, tradition, or element in your answer

You SHOULD include the specific name of elements in the answer - unlike in the question
Use clear language and structured sentences that directly connect to the question

AVOID repeating the same information across multiple answers

Include the country/region name ONLY when it is relevant to the answer

- ® W 0 N O U B W N =

—_

. NEVER mention or reference articles, captions, sources, Wikipedia, or any attribution
phrases

Question Type-Specific Requirements for {question_type}:
{specific_requirements}

CRITICAL VERIFICATION STEP:

Before finalizing each Q&A pair, verify that:

The answer contains information found ONLY in the augmented caption
No new information has been introduced

The question uses one of the required phrases

The question doesn’t name the specific element

The answer DOES directly name the specific element

The answer directly and clearly addresses the specific question being asked
The answer follows the required length guidelines (2-5 sentences)

* NO reference is made to any sources such as articles or captions

If the augmented caption does not provide SUFFICIENT information to create meaningful
question-answer pairs, return a JSON error message:

e o o o o o o

{"error”: "Insufficient context in the augmented caption to generate meaningful question-answer
pairs for this question type."}

Figure D.3: Displays prompt template step 2 (Part 2) used to generate answers
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Two-Step Process for Generating Question-Answer Pairs
{stepl1_prompt}
{step2_prompt}

{example}

Final Output Format Your final output must be a valid JSON object with the following structure:
{

"augmented_caption”: "The generated augmented caption based on the question-answer type.",

"generated_QAs": [

{

"question”: "Your first question text in Modern Standard Arabic here”,

"answer”: "Your first answer text in Modern Standard Arabic here”

}’

{

"question”: "Your second question text in Modern Standard Arabic here”,

"answer”: "Your second answer text in Modern Standard Arabic here”

3

// Additional pairs as needed up to {num_pairs}...

]

3

If there is insufficient context in the provided sources for either step, your output should be
a JSON object with an error message:

{"error": "Specific error message explaining the lack of sufficient context."}

FINAL REMINDER - CRITICAL INSTRUCTIONS:

e The augmented caption MUST begin with “QL}MJ‘Jﬁhﬁn followed by a detailed description of what

is VISUALLY present

ALL information must be based on the provided sources

Present ALL information as direct factual statements

DO NOT use phrases like “according to the article,” “as mentioned,” or similar attributions

DO NOT reference Wikipedia, articles, captions, or any sources in the augmented caption,

questions, or answers

¢ Questions should NOT mention the specific name of elements, but answers SHOULD explicitly name
them

* Answers MUST directly respond to their corresponding questions and be between 2-5 sentences
in length

e Each answer should begin with a sentence that directly addresses the question asked

e If you cannot generate meaningful content without inventing information, return an error
message

e o o o

Figure D.4: Combined prompt template including the two steps for generating Q&A pairs

23069
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Step 1: Revise Agumented Caption

Image Review Interface

Caption:

A1 e 01 i e Bl el 5 .
FE TR TR TR TR A TR RO A il Uy L] YL g i 56 sl
Lokl L Bl s o el Sl € JE ] 215 ¥yl L1 a3 S el Sl Bl b g Ty Ll 1

L el i 5 Sy il ey Syl Ty gl 430 o] Al 5 g
Add
Metadata info
‘Augmented Caption you should read it.
:Category
1 Aschitecturs
Title
1 il
Link to the Article you should visit and read the article :Original caption
1l ke
Link to Article
After reading the article and the . =
augmented caption, you have to check it e e e e ek
these options to judge the augmented Abova caption s clear and corract™!
caption.
Guidelines
Guidelines
Comments or Feedback if you want to add
Accept or Reject the caption:
= Accept!’ /Baaad on your judgment, make the final decision to accept or reject the augmented caption
Reject!”

If the image or the article passed from filtering phase and need to filter it out

| - ‘I\/

Figure D.5: Label Studio platform interface used by annotators in step one of the human revision phase to revise the
augmented caption

¥ Question and Answer #1

Step 2: Revised Questions & Answers
Question:|

T bl 3k gl 2,25 Lyl i L 1l s 0l 1 e

_ Type of Qdestion
Checklist to validate the quality of the :

question: You must verify all criteria Add
and check them if they are valid.
Answer Review: Answer:
S 1 ” el 23 T Iy bl el g L Ty il 5 300 e ) SYURN ) i il Y gl Bl L 5550 sl Ul 516
. Checkli . " Sasalh im0 o il il 1 el Ty Uil sl g ol Lo Lol ] b gl ally s )
Directly related to visusl content! st o validate the qualny of
the answer: You must verify all
No general or abstract words/? criteria and check them if they are
Is the answer from the article?”! valid. L3
Add
Accept or Reject:

Click submit after revising agumented caption and

all questions with answers.

Write your commnet(s) here if you have.

Figure D.6: Step two of the revision phase, showing the process of reviewing and editing questions and answers on
the platform
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Augmented Caption

20 38 oylana praad old duagla Sle sglaS Coo o 13 B3la] B Syl sl > 800l yelas
sulo dyalas gy siye Jo)@b_»,u.mallus ub.m”usu_ul.mi 8ylanll gy juaxi UJI zlll CL\JI
oMy daidogll emib@)‘\umn.vwby unlz]lvs gl UJ)sJIu|)Jlu“Smlm Jlayl Lo
33 lae s Silag VLau)l:.‘nl dahially o Jlall e clly olay SS1ledl cadadl 3l oLy
e oot 5B Blasdly Syl oy o3l

Modern Context Question o3 B @lasdle @yl oy oyiloll Bygall 3 sghhs Ul Jasnll juSey ol oSay &S

Answer Qg B il g:_)sdl ilyd) dlal IS o 3 B Blasdly Syl oy o3lel uSny 3500 ,},9)4&» 3 Jaxdl
UJLLA” Ot gaad Agas> dals L_,a)@h_v lazgy (dagadll dyg9a41 8ladlg U.QLSJJI Sl JI Sasdl 3oy a2 &y
sl s o3ieds el eyl U.Lc.bl.n:;” 0 g9 ) Bagall 4..91.5:][ G900l LSy o3ledl 1ia Ayl dya dal!

gasd|
General Q&A Question Fagsall é)l.nm\." daga.ady jaady \“S‘Ub Byg.all 9_9 seby \“5;"” all o o3l ga Lo
Answer 83l gbLall 95 Tails oS paacdl ya g ol lia .‘;'\L}Allg Jitall 9.9 elogl agyed paseiug é_\.;.l.ni %,_ﬂgm TH 92 Ll

Bascall dg yell il ylapl) L;Lé.\] é)lmm” Syl qpandl 13 juSey 8yl 5ol il ys jodsg us.““b.” clog)l 8845yt

General Q&A Question 8390l 5 sakay oV o) 4,31 daalll Lo Lo
Answer il agliay ol Badimg 55lopl) gslasally 3l 1l Jiay g0 o 53 Syl &Szl > o0 oI
Syl Lle g MW 19301 (riony laga Lm Lous Talos. ?xlm Lﬁ_)g.b.:g ot E0l5 uSny las wagyall gylasall dazaaiy
Problem Solving Question ol @lazll Ju3ad 5 8yguall 8 sela LS Gpadidl dagsl 5g0 Ju3exd diSeall Gyl Lo Lo
Answer Slyll 3] ] Bags 2l dally 4 8adl ol ladl] @A JM5 o 4t > 3 dyalanl dagsl 598 3u3e5 oSay

dag) plascial Say 1S Sadll Jolgal 3y30) woldladll ola 13 &S Laall Jle gilly oSl gaomas oy . slonall
Aol Jla L] eeilslgn Ji5s opealall b yodl pesd s glisl] dyandl Byl 35 5aS

Figure D.7: Shows an example illustrates the format of the augmented caption followed by multiple Q&A pairs.
Each question is linked to a specific reasoning type and is designed to reflect cultural understanding grounded in the
image and caption.
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Image Question Type

Text

Translation

Solems et say cn il 3 g ME AU 2 8 sl gl

The picture shows a traditional wind tower in Bahrain—an architectural

05, gl

. . Caption . . e L I o . .. heritage feature that was once used to cool homes before
Hypothesis formation Sl el g5 les U ) e U e dvent of electric air-conditioning.
Question gl st gl s op 3 o leadl OF 42 U Why do you think architects in Bahrain and the Gulf
e sj}_‘dji 4 J(,.lq d_‘,\,ll region invented the tower shown in the picture?
e du)l Ll Olast (@l wblgs oo o g5 8, guall 4lal The image depicts a pair of fennec foxes, distinguished by
. . Caption i e . . .5 their thick sandy fur and large, prominent ears, reclining side
Hypothesis formation Olalins Lu,’ ‘QJ-)L__]] a1 Lﬁ‘,m’ by side.
ekl s Loz |- Mi il ol aame 130 Why do you think the fennec fox has become an
Question S J er B by ey ‘u. .. important cultural symbol in Algeria and is even used in
s ) G A3 sports?
W s 9wl el saels s | L The picture shows one of the world’s most famous and
Role Playin, Caption gn}_ () ¢ i . ° }JV“ v ’ :’r‘d t*lm_ rarest trees: the Dragon’s Blood Tree, which grows on Yemen’s
ying el (s ke 8y 398 9=V 3 825 Socotra Island.
Question BUVY (&l (s i B 3 g_‘fl‘»"‘ Jo bl Imagine you are a tour guide on Socotra—how would you
i ?JP‘Y‘ 0 S Lea] explain to visitors the significance of the Dragon’s Blood Tree?
A G 33 Bl 3 # W1 4l s 8, sall e The image shows Dubai’s historic Al-Bastakiya quarter, where traditional buildings
. Caption Y T R with a distinctive architectural style and wind towers can be
Problem Solving . Cti)i Clj\ o Solene o Ol Luds qLa seen. ..
Question 8 gall ;; A g‘” &= \“}Ul o Ll ;S‘.“ <5 How can the historic buildings shown in the picture be
ues 83l § ol (g ab) kel me preserved amid the region’s rapid urban development?
Cantion 329 003,k By badis L 5054 (0599 Sy 852l 485 The photo shows a Tunisian man wearing a traditional garment
Modern Context apio . dsglas VHMA ials known as the qadriin, a piece of clothing made of. . .
Question 3 §)seall 3 A A;"U‘ é‘\:‘u’;‘” s & 55 <25 How can the traditional attire shown in the picture be
; § iy 4 Qadl Lasdl 3Ld1  integrated into modern everyday life in Tunisia?
Caption ) Ladadl Lasen! g"u'“ 4ol g ‘J“'L'“’ L;\,{, "J}““ JfI‘J The picture shows a contemporary storyteller in a traditional
Original Identification P! R i JL?U‘} jxju~ SN Damascene cafe, wearing a fez and folk dress, seated . ..
Question ] é*“” J\,Q\ Lannid g}‘,}'il s g“gwl J“W 5% b What s the historical or geographical origin of the hakawati
; 05,0l 3 figure shown in the picture?
(Obgd) 3 Ddsall G las, oo lall el | L5 Theimage depicts a participant in Sudanese Sufi order dances,
Scenario Completion Caption ! < el 2 . N u} b - . Dyl dressed in a distinctive traditional costume rich in colours and
pletion = 530 ls OlNL L Dne Lad® Uy 505 98 symbols. ..
G Jil G el me e 898l 3 J2 V% cqe man in the picture began dancing with his group
Question Jadl 3 a3l e By 395 131 ata Sufi celebration. If he were to stop dancing
(:.zUi - 15k uz\:i/ during the ceremony, what do you think would happen next?”
s (5, d! i,;:.xl! P I aaedl s | Ly The picture shows the Prophet’s Mosque in Medina, a major
G 10A Caption & (\M yhj J,}J . .&'3, N ’;J. | s J}:J Ji religious and cultural landmark in the Kingdom of Saudi Arabia.
eneral QA TR UL R YV | [ W | I CUW 3 0% G%s y features ...
o;”} §ygall 3 el ARV L‘,L‘..J\ sal! b ‘What is the prominent architectural feature shown in the picture
Question H H “J; o ) ;“ 4l TLUF .. that covers the grave of the Prophet Muhammad (peace be
'(‘Lj = &5\“ ‘?‘J Y upon him)?
(gl 5’1}& SR s w5 el e degez §) gl glad The picture displays a collection of dolls wearing traditional Qatari
Modern Context Caption i 7 = - R A . women’s attire, exhibited in one of the galleries of the
------ o Jad el it Byl aal J2 s i e By gheikh Faisal bin ... Museum.
Question G Gsall 3 o ) 4kl Lagtall oY plasad (e a5 How can the traditional Qatari isplayed in the picture
?r}Jl rlL; be used in today’s world?
Prespective Shifting Caption .é.)._.hﬁ“ g\.h‘..hzl! -_5)“ 99N Usinkeads Jlabl 5, guall ki The picture shows Palestinian children dressed in traditional Palestinian clothing.
el G g i) pedanddl (o)) b Bl RS BS6 o ow the understanding and symbolism of the traditional Palestinian
Question 3 it elels L Gy e o)) ladl wie Y5y attire in the picture differ when viewed from the perspective
N N § gl of aPalestinian living in the diaspora.
3 id! b Ll oo I« 2 il el s | .l The picture depicts the traditional Omani dagger, also known as
. aption = = = e janbiyyah in some regions. The dagger is distinguished by
Capti S Bl ol Ll O ally gl ol a8, sl ions. The dagger is distinguished b
Chronological Sequence ,P‘-J‘~J‘°:i _&j‘,u\ A
. . . How has the use of the item shown in the
Question ol 8,5l S e \f'm aall le‘ skl S picture evolved over time?
Caption ‘i’f;“j :-9)-‘“ L all Lasdl LaaY o s deges §,5all _¢lai  The image shows a neatly arranged selection of colourful, ornamented
Comparative analysis P N (__\,,M, Ky i traditional Moroccan shoes . . .
Question LYl N 5, geall -;’ Al ;_5-:\” gw‘ <Al a2 28" How does the traditional shoe shown in the picture differ
Tl byl L O o a4 from modern footwear in terms of design and function?
IR | RERPTIE TRV I PR J)ﬂoi H | Ly The picture presents the ruins of a massive Roman temple
Original Identification Caption . )’; r—‘“ ¢ })— £ );,A! ‘J‘J‘J in Baalbek, Lebanon—one of the most prominent archaeological landmarks in
& ¥ 38l O 3 2N LY T aeT sy Lebanon and the Middle Bast.
. . . . (e R ‘What is the historical origin of the architectural element shown
Question 05, guall J 392l é)kul‘ sl E"_JU‘ JeVlsa Lo in the picture?
Caption 8y (X Ll J}‘-"-““ oo bt Gl 5yl gl e picture shows a mouth-watering dish of Gulf-style majboos (also
Original Identification P J Mi 4o called kabsa), one of the region’s most celebrated rice dishes.
Question Ladad) 5 ST e 3 pall 3 u;’-m Sk 2% S How does the dish in the picture differ from other
LT B W A 3 traditional rice dishes in Arab countries, such as Jordanian mansaf?
T ) e s 2 &y s s 3
Td ok Db s v R 5 .; The image features a group of Iraqi musicians from a
lmd (g3 B3 e Sl Gl e Legez B | g group q
c d Eff Caption St \,f L‘j V ° . v J:T ))TJ, A{W folk-arts ensemble, dressed in traditional attire and giving a musical
ause and Effect o Mkege Lo 09385 e85 0590 Loormance ..
Question SL3L ) L)l il 3 Lol - 130 Why is the mizmar used in Iraqi folk music?
(JL‘-"“ G Laid) Hlas, jalys o degez 4l § | The photo shows a collection of traditional Ramadan lanterns hanging
L. . . Caption J‘; VoS o r‘"&lﬂ J}d{ from tree branches, glowing in vivid colours and cheerful designs
Original Identification I SOV J PR N IR (S P
Question J é}%}“ gw' J‘A’”‘U gb-i\ }' &;“le J—’w Ea L What is the historical or geographical origin of the cultural

element shown in the picture?

Table D.1: Provides English version of the main figure, including the image, question types, and translations of the

original Arabic texts
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Arabic Cultural Benchmark Human Evaluation Interface

Evaluator Name (Required)

£asls0 52

Country: Egypt Category: LandMarks

Caption: iy ¥l oo Al .55 e s ol b o] Al 5 o ] 3 Al s Tk g ol el gl o 381 s o Byl ks

@ Sl T ¢ shea] Ll B35 gl dasns ol i3 i gl yan o] i gy llactll 10 La) 3 pguall gl Tolane Tia fias s all Uy pinadll anns pogll 3o sl
L 5013, e 5 s A 3yl sac¥ T B Rl Bl e g

a1 i g i

Question

Sl | T e s il 1 ¥ a1y laall 50 150 poh S 6l el 32 Lo

Gold Answer Distractors

il e i A B sl S0 S g man
il g g i1 3y S S 3l Sebal

Model Output (to evaluate)
Lot Taign lae oo 3,515l o] gl i ellal) U g o] 51 Lol g ol e mgll1 ¥l el s 5k ug sl ke Sing 3 il ¥ i ¥l 3l 550 £ i po,
S el G ol S St ol a5l
Ly S o

3.7 aally Tonsigl gyl ey sl
.55l £ o S ol i Al g

Evaluation Metrics
Scoring Instructions
Scoring rubric (1= very poor, 5 = excellent)

- Correctness - factual agreement with the gold reference andvisual evidence.

« Coherence - logical, no contradictions, clear progression.

« Detail - culturally specific names, dates, artefacts, dialect terms (text or image).
- Fluency - smooth Arabic (or requested dialect), correct grammar & style.

Cultural Awareness
Return "1" f the candidate answer explicitly mentions at least one culturally specific element (e.g., festival, landmark, dialect term) thatis central to the gold reference or clearly visible/implied in the image.

Return "0" otherwise.

Correctness Coherence

reement with the gold reference and visual ev y poor, S=excellet Logical, no contradictions, clear progression (1=very poor, 5=excellent)

Cultural Awareness
didate answer explicitly m

al,landmark, dialect term) th eference o implied i the ima

Submit Evaluation

r name and comp:

Figure D.8: Displays User interface employed by annotators during the human evaluation phase, where they rate the
models’ output based on Correctness, Coherence, Detail, and Fluency
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We are building Arabic culture multimodal datasets. In some cases, a single cultural concept
is shared across multiple Arabic-speaking countries but manifests in distinct ways—visually, in
preparation, or in usage. For instance, Kabsa is a traditional dish enjoyed in places like
Saudi Arabia, Yemen, and Qatar, yet each locale has its own way of preparing and seasoning
it. Likewise, “Agal” is a type of traditional head accessory worn across various Arab regions,
though its style or method of wearing can differ from one country to another. These nuanced
variations across shared concepts highlight the rich cultural diversity that exists within the
broader Arabic-speaking world. We called this “Shared Concepts”. We introduce Pearl-Shared
Concepts as a specialized benchmark that evaluates the LVLM’s ability to generalize and reason
consistently about cultural concepts shared across multiple Arabic-speaking regions. Initially,
we identified culturally common concepts and curated diverse multimodal examples (images and
texts) reflecting variations across regions. We then developed template-based multiple-choice
and true/false questions to systematically assess how robustly LVLMs generalize shared concepts
despite variations in visual representation or cultural context. I will provide you with some
images and templates of questions (MCQ and true and false), and I want you to generate questions
based on the templates. Be creative and don’t stick to these templates. Some of the templates
require one image question and the others require multiple images. I will provide you with
the name of the shared concept. The images are numbered in the format of number_name of
country.extension. Also, I will provide you with a shared concept name. I want you to generate
2-3 single-image questions, 2-3 multiple-image questions.

The output format should be in the following json format:

{ “Ip”: 1,

“Question”: Question? (In Arabic),
“Choices”: {

“A”: Choice 1 (In Arabic),

“B”: Choice 2 (In Arabic),

“C”: Choice 3 (In Arabic),

“D”: Choice 3 (In Arabic)

}7

“Answer”: “A”,
“Single_Multiple”: “Multiple”,
“Selected_images”: [1, 2, 3, 4]
}

The concept name: Concept Name in Arabic: {concept_name}

{Template-Based Questions (In Arabic)

What is another name for [element X] in this country?

What is a key ingredient that distinguishes the preparation of [dish X] here?
On what occasion is the depicted [element X] worn or presented?

True or False: [Dish X] is usually served with Arabic bread in this country.
True or False: The visible color on [element X] indicates its Qatari origin.
Arrange the images according to the level of spiciness from mildest to spiciest.
Which of these images represents the oldest historical form of [element X1?
True or False: All the images show [element X] being worn in a similar way."}

Figure D.9: Illustrates the prompt used to generate Q&A pairs for PEARL-X using GPT-03. in the prompt, we include
few-shot examples based on templates for both single-image and multi-image question types.
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multiple_choice’s promprt
You are an impartial evaluator.

TASK: Decide if the candidate’s choice is correct *xignoring surface formxx (letter, synonym,
capitalisation). Return ONLY "1" for correct, "@" for incorrect.

Question with options:
{question}

Gold correct answer:
{ground_truth}

Candidate’s chosen answer:
{predicted_answer}

Reply with 1 or @ — nothing else.
true_false’s promprt
You are an impartial evaluator.

TASK: Compare the candidate’s short answer with the gold answer. If they express the *xsame
fact*x (allowing synonyms, paraphrase, spelling variants) return "1"”. Otherwise return "0".
Give no explanation.

Statement:

{question}

Gold label (True/False):

{ground_truth?}

Candidate label:

{predicted_answer}

Reply with 1 or @ — nothing else.
open-ended’s promprt

You are an xximpartial multimodal evaluator*x for Arabic cultural benchmark.

Your task is to grade the candidate’s Arabic answer to a culture-focused question, using
*xboth*x the reference text and the attached image.

***xQutput ONE JSON object only*x* in this schema:

{{ "correctness"”: <@-5>, "coherence": <0-5>, "detail": <@-5>, "fluency": <0-5> }}

### Scoring rubric (0= very poor,5= excellent)

- x*xCorrectness 40% - factual agreement with the gold reference xand* visual evidence.

+ **Coherence 20%** — logical, no contradictions, clear progression.

« *xDetail 20%** — culturally specific names, dates, artefacts, dialect terms (text or image).
« **%Fluency 20%*x — smooth Arabic (or requested dialect), correct grammar & style.

Image description:
{image_description}
Question: {question}
Gold reference answer:
{ground_truth}
Candidate answer:
{predicted_answer}

Respond with the JSON object only— **no additional text#**

Figure D.10: Evaluation prompts used for automatic judgment across different question formats in the Pearl
benchmark. The multiple_choice prompt evaluates whether the predicted choice matches the correct answer,
allowing for variation in surface form (e.g., casing or synonyms). The true_false prompt compares semantic
equivalence between gold and predicted binary labels. The short_answer prompt assesses alignment between
candidate and gold judgments on factual statements. All prompts instruct the model to return strictly binary
outcomes (1 or 0) with no explanation. Detailed evaluation prompts are available on the project GitHub repository:

https://github.com/UBC-NLP/pearl.
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Architecture Clothes Fauna Flora Food Geography Handicrafts Landmarks Music
Courtyard Houses Keffiych & Agal  Camel Date Palm  Couscous Nile River Valley ~ Al-Sadu Weaving Historic Citadels and Forts oud
Souk Bazaars Thawb/Dishdasha  Falconry Olive Tree  Kabsa/Machbis Mediterranean Coast ~ Carpet and Rug Weaving  Grand Mosques of Early Islam Dabke
Wind Catchers Abaya Saluki Dogs ~ Cedar Tree  Mandi Atlas Mountains Embroidery (Tatreez)  Historic City “OId Towns” (Medinas) ~Mizmar
Mudbrick Architecture Jellabiya Arabian Oryx  Argan Tree  Falafel Red Sea Coast Khanjar Caravanserais (Khans) Sword Dance (Al-’Ardha)
Historic Citadels and Forts Kaftan Fennec Fox ~ Jasmine  Hummus Desert Oases
Grand Mosques of Early Islam Keffiych Ful Medames
Historic City “Old Towns” (Medinas) Djellaba Stuffed Vegetables (Mahshi/Dolma)
Caravanserais (Khans) Bisht Shawarma
Fez (Tarboosh) Arabic Coffee

Harissa

Mulukhiyah

Shakshouka

Asida

Qatayef

Table D.2: Shows PearlX’s comprehensive list of 61 culturally diverse concepts spanning various categories across
Arab countries, which were used to generate Q&A pairs for benchmarking

Type Template Example Q-Type
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Table D.3: Examples of question templates for both multiple and single image prompts in Arabic that we used to
generate True/False and MCQ questions using ChatGPT-03
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E Fine-Grained Performance Analysis on
PeARrRL-L1TE by Country and Question

Type

In this section, we provide a more granular analysis
of model performance on the PEARL-LITE bench-
mark. Figure E.1 presents a detailed breakdown
of accuracy scores on closed-form questions, cate-
gorized by both model and country. The heatmap
illustrates that while larger proprietary models like
Gemini 2.5 Pro and the 03 models consistently
achieve high accuracy across nearly all countries,
the performance of open-source models varies sig-
nificantly depending on the geographic context. For
instance, several models show lower performance
on questions related to Lebanon and Jordan, in-
dicating potential gaps in their regional cultural
knowledge for fact-based retrieval tasks.

For the more challenging open-ended questions,
we offer several detailed views. Figures E.2 and E.3
display the Overall score and CAS score, respec-
tively, broken down by model and country. These
results underscore the difficulty of generating cul-
turally nuanced text. The proprietary models again
lead in performance, but even they show variability,
particularly in the CAS metric where scores for
countries like Mauritania and Qatar are notably
lower for many models. This highlights that a
model’s ability to be culturally aware is not uniform
and can be highly dependent on the specific regional
culture being evaluated.

To further dissect the reasoning capabilities of
each model, Figure E.4 provides a performance
breakdown of the Overall Score by the 11 dif-
ferent open-ended question types. This analysis
reveals specific strengths and weaknesses in model
reasoning. Complex tasks such as Chronologi-
cal Sequence and Origin identification prove to be
challenging for smaller models, which often score
poorly. In contrast, more advanced models demon-
strate stronger and more consistent performance
across these sophisticated reasoning categories, em-
phasizing our finding that reasoning-centric align-
ment is crucial for achieving deep cultural compre-
hension.
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Figure E.1: Heatmap of accuracy scores (%) on closed-form questions, broken down by model and country.
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Figure E.2: Heatmap of the Overall Score (1-5) for open-ended questions, analyzed by model and country
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Figure E.3: Heatmap of the Cultural Awareness Score (CAS, in %) for open-ended questions, by model and country
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Figure E.4: Heatmap of the Overall Score (1-5) for open-ended questions, broken down by model and question type
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