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Abstract

Recent large language models (LLMs) demon-
strate multilingual abilities, yet they are
English-centric due to dominance of English
in training corpora. The limited resource for
low-resource languages remains a crucial chal-
lenge. Code-switching (CS), a phenomenon
where multilingual speakers alternate between
languages in a discourse, can convey subtle
cultural and linguistic nuances that can be oth-
erwise lost in translation and elicits language-
specific knowledge in human communications.
In light of this, we investigate whether code-
switching can activate, or identify and leverage
knowledge for reasoning when LLMs solve
low-resource language tasks. To facilitate the
research, we first present ENKOQA, a synthetic
English-Korean CS question-answering dataset.
We provide comprehensive analysis on a vari-
ety of multilingual LLMs by subdividing activa-
tion process into knowledge identification and
knowledge leveraging. Our results demonstrate
that compared to English text, CS can faithfully
activate knowledge inside LLMs especially on
language-specific domains, suggesting the po-
tential of code-switching on low-resource lan-
guage tasks.

1 Introduction

Large language models (LLMs) have continuously
evolved through time to exhibit advanced multi-
lingual capabilities, enabled by training on mas-
sive datasets that include text in many different
languages. However, these sources are typically
skewed toward English, creating an inconsistent
performance across different languages (Chen et al.,
2024; Zhang et al., 2024). The limited availabil-
ity for real-world user queries in low-resource lan-
guages remains a crucial challenge for achieving
robust multilingual models. Prior works attempt
to mitigate this issue through machine transla-
tion (Artetxe et al., 2023; Bareif} et al., 2024), but
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The following is a question about Korean history.
Which of the following is NOT true about <Mongyudowondo>?

(1) There is a praise text attached.

(2) Itis a ink wash painting drawn on a paper screen.

(3) The artwork drawn by An Gyeong during the reign of King Sejong.

(4) After Anpyeong Dae-gun had a dream, he requested to draw its contents.
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The following is a question about Korean Af.
Which of the following is NOT true about <EF T #x=>?
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(8] It is @ #==3t ink wash painting drawn on a paper screen.
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(4) After °HELHF had a dream, he requested to draw 21 LH2 jts contents.

o BREJE Mongyudowondo is an ink painting
on silk, created during the Joseon Dynasty.

« After dreaming of Shargri-la, QP2 Prince
Anpyeong commissioned An Gyeon to depict
it in a painting.
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Figure 1: A motivating example of knowledge identifi-
cation between languages. Compared to a question in
English (top), a bilingual speaker can “activate” more
relevant knowledge with a question in CS (bottom).

crucial semantic nuances may be lost in translation,
and machine translation errors are inevitable.

In human multilingual societies, code-switching
(CS), or the practice of alternating between two or
more languages within an utterance, is used to fill in
lack of language proficiency, to emphasize certain
emotions or points, or for group identity (Heredia
and Altarriba, 2001). Moreover, code-switching
functions as an effective tool to embed cultural
meanings. Expressing certain concepts in original
language can convey subtle cultural and linguistic
nuances that can be lost in translation, and knowl-
edge related to certain language are more likely to
be more memorized in its own language. As shown
in Figure 1, when a human English-Korean bilin-
gual is given a question that is closely related to
Korean culture, a question in English and Korean
code-switching is more capable of recalling knowl-
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edge about ‘-8 %!, because the concept is
more familiar in Korean than in English.

This observation raises intriguing insight about
the impact of code-switching in multilingual so-
cieties and the potential for equivalent effect in
LLMs. Given that code-switching facilitates target
language-specific knowledge in human communi-
cations, we investigate whether the same applies to
English-centric LLMs when solving low-resource
language tasks. Therefore, we ask ourselves the
following research question: Can code-switched
texts activate language-specific knowledge, or
turn on a “knowledge switch” in LLMs? By
knowledge activation, we refer to the overall pro-
cess of identifying what knowledge is required, and
applying knowledge to answer the question.

To answer the question, we subdivide knowledge
activation process into two tasks: (1) In Knowl-
edge ldentification task, we investigate if querying
LLM:s in CS and English yield different knowledge
from its encoded memory. Specifically, we evaluate
the quality of knowledge from different linguistic
settings in terms of faithfulness and helpfulness.
(2) In Knowledge Leveraging task, we observe if
LLMs can faithfully ground on identified knowl-
edge for solving question-answering (QA) task.

There have been continuous, if not abundant,
researches on code-switching in the field of compu-
tational linguistics (Aguilar et al., 2020; Rizvi et al.,
2021). Recently, after the emergence of LLMs with
impressive multilingual abilities, a line of work
have discovered LLMs’ abilities in CS (Huzaifah
et al., 2024; Yong et al., 2023; Zhang et al., 2023a).
However, the focus of such works are only lim-
ited to understanding and generating CS of LLMs,
while the effectiveness of CS in tasks that involve
low-resource language has not yet been explored.
To the best of our knowledge, this work is the first
to comprehensively analyze the effectiveness of
code-switching on knowledge activation to LLMs.

Meanwhile, a crucial challenge when it comes
to code-switching is the data scarcity. There is a
limited number of CS datasets, let alone culture-
focused data (Dogrudz et al., 2021). Since CS often
happens in conversations, data are not easily avail-
able and the quality is not ensured. To address the
shortage of data, efforts have been made to syn-
thetically generate code-switching corpus based on
linguistic theories (Pratapa et al., 2018; Rizvi et al.,

'A landscape painting by An Gyeon, commissioned by
Prince Anpyeong in the early Joseon Dynasty following his
dream of Shangri-la.

2021; Salaam et al., 2022). However, these works
rely on syntactic parsers and part-of-speech taggers
that support limited languages, and the quality of
text are highly dependent on the performances of
those tools. Therefore, we first construct ENKOQA,
a synthetic English-Korean code-switching dataset
to explore the potential of CS in low-resource lan-
guage task.” Following Matrix Language Frame
Model (Myers-Scotton, 1997), we synthesize Ko-
rean QA datasets (Kim et al., 2024b; Son et al.,
2024) that encompass various aspects of Korea into
English-Korean code-switched questions.

We conduct experiments with ENKOQA and
provide extensive analysis on a wide range of multi-
lingual LLMs. The experimental results reveal that
CS is able to faithfully activate language-specific
knowledge that are encoded in multilingual LLMs
compared to high-resource language and target lan-
guage translation; this tendency was more promi-
nent on domains that specifically requires knowl-
edge in target language and culture.

The contributions of our work are as follows:

* To the best of our knowledge, this work is
the first to comprehensively analyze the ef-
fectiveness of code-switching on knowledge
activation to LLMs by introducing two tasks.

* We propose a qualified English-Korean code-
switching QA dataset that is synthesized upon
two Korean-centric datasets, and conduct ex-
tensive experiments on various families of
multilingual LLMs.

* Experimental results on extensive LLMs in-
dicate that code-switching has advantages in
knowledge activation especially on language-
specific domains, suggesting the potential of
code-switching text as a tool for conveying
cultural nuances in target language tasks.

2 Preliminaries & Related Work

In this section, we provide preliminary knowledge
about code-switching, and explore relevant studies
from conventional and computational linguistics.

2.1 Code-Switching Theories

Many linguistic theories attempt to explain the
grammatical construction of code-switched text,
such as Equivalence Constraint (EC) theory and

*We further discuss the resource scarcity of Korean lan-

guage in Appendix A.8.
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Free Morpheme Constraint (FMC) theory proposed
by Poplack (1980). EC theory suggests that code-
switching occurs at points in a sentence where
the structures of both languages are grammati-
cally compatible. FMC theory suggests that code-
switching cannot occur between a bound mor-
pheme and a lexical base. (e.g., “He is look-ando
for a book.” is a wrong code-switch.)

However, these theories have limitations in that
the theory can only be applied to two language
with similar or equivalent syntactic structures. EC
and FMC theories are not applicable to English-
Korean code-switching text, due to the different
sentence structure of Korean and English (Park
and Yun, 2021). In this regard, we adopt Matrix
Language Frame Model to construct our code-
switching dataset.

2.2 Matrix Language Frame Model

Matrix Language Frame (MLF) model is a code-
switching theory proposed by Myers-Scotton
(1997). MLF model posits that in any instance of
code-switching, one language provides the morpho-
syntactic framework of the sentence. This is known
as the matrix language. The other language, called
the embedded language, contributes to additional
content, usually in the form of words or phrases,
but follows the grammatical rules set by the matrix
language. In other words, matrix language domi-
nates the sentence structure, while the embedded
language is integrated within that structure. Con-
tent morphemes can be in both languages, but func-
tional morphemes come from matrix language. Tak-
ing Figure 1 as an example, “”1 W-&" which trans-
lates to “its contents” can be embedded into En-
glish sentence, but functional morpheme such as
“t0” cannot.

2.3 Code-Switching for Language Models

Previous works introduce benchmarks for evaluat-
ing code-switching ability of multilingual language
models across multiple tasks (Aguilar et al., 2020;
Khanuja et al., 2020). More recent works focus on
the capability of LLMs in code-switching. Zhang
et al. (2023a) discover performance of multilin-
gual LLMs in various code-switching tasks, includ-
ing sentiment analysis and language identification.
Yong et al. (2023) explore prompting multilingual
LLM:s to generate code-mixed data. Shankar et al.
(2024) introduce a prompting technique called in-
context mixing for effective in-context learning
in LLMs. Wang et al. (2025) explores the impact

of code-switching on cross-lingual transfer during
pre-training. Although these benchmarks encom-
pass a variety of tasks, the analysis of LLMs’ code-
switching capabilities in terms of knowledge re-
trieval and utilization has not yet been investigated.

2.4 Code-Switched Data Synthesis

Data synthesis for code-switching has been ap-
proached in various ways. Several studies utilize
parsers and neural models to synthesize code-
switched text based on EC theory (Pratapa et al.,
2018; Rizvi et al., 2021). Similarly, Salaam et al.
(2022) extract phrases from source language and
reintegrate them into target language. Another
line of works synthesize code-switching on token-
level (Li et al., 2024; Wang et al., 2025). In recent
efforts to address data scarcity in low-resource set-
tings, LLMs have been employed to generate syn-
thetic data (Li et al., 2023). However, using LLMs
specifically for synthesizing code-switched data
remains unexplored.

3 ENKOQA: English-Korean
Code-Switching QA Testset

To compare the effectiveness of code-switching
with dominant language and translation in tar-
get language when performing language-specific
tasks, we introduce ENKOQA, a synthetic English-
Korean code-switching dataset that is designed
based on MLF model. In this section, we first dis-
cuss the details of data construction (§ 3.1), and
evaluate performances of LLMs on the dataset
(§3.2, 3.3).

3.1 Dataset Construction

Data Sources. We leverage two multiple-choice
Korean-centric question-answering datasets that
encompass various aspects of Korean language
and culture. CLIcK (Kim et al., 2024b) is a Ko-
rean benchmark dataset designed to test Korean
cultural and linguistic knowledge collected from
various official Korean exams and textbooks, e.g.,
College Scholastic Ability Test of Korea (CSAT).
HAE-RAE (Son et al., 2024) is a Korean bench-
mark dataset originally crafted to capture cultural
and contextual nuances inherent to the Korean lan-
guage, sourced from official Korean exams, text-
books, and text on the internet. In this work, we
focus on categories about Korean society to evalu-
ate the effect of CS on activating Korean-specific
knowledge. Specifically, we collect 1,995 pairs of
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eight categories from CLIcK, and 1,027 pairs of
five categories from HAE-RAE, resulting in 2,372
QA pairs in nine categories: Popular, Economy,
Politics, Tradition, General Knowledge, Society,
Geography, History, and Law. More details of orig-
inal datasets are provided in Appendix A.1.

Automatic Translation. As most LLMs are
trained on English-dominant corpora, we regard
the English-centric LLM as a bilingual whose ma-
trix language is English but also fairly competent
in Korean. To generate code-switched text that fol-
lows the MLF model, we need parallel data in Ko-
rean and English to extract semantically impor-
tant words or phrases from Korean text and embed
into English text. We first automatically translate
all Korean query-choices pairs into English using
gpt-3.5-turbo, where the model is instructed to
translate the query and choices to English with an
one-shot demonstration. Lastly, human supervision
was done to ensure translation quality.

Generating Candidates in Different Levels.
Now that we obtain parallel data in both languages,
the next step is to embed Korean content mor-
phemes into English sentence. As code-switching
mostly happens spontaneously, there does not exist
a certain formula for mixing two languages. More-
over, replacing every content word with its Korean
equivalent may seem rather artificial. To address
this, we simulate a natural code-switching by creat-
ing various versions of code-switched texts at dif-
ferent ratios (30, 50, 70, and 90%), then selecting a
version that represents the best quality and most nat-
uralness. Specifically, given a question in both lan-
guages and a specified proportion, gpt-3.5-turbo
identifies content words from the Korean question
and integrates them into the English question ac-
cording to the specified proportion. To collect con-
texts of various semantic importance, we employ
two prompts that define “content word” differently;
one defines content words as noun phrases, while
the other identifies them as semantically important
elements within the context. Eight code-switched
candidates are collected per question, from which
human annotators select a single candidate that
most faithfully follows MLF structure. Comprehen-
sive details about dataset construction are provided
in Appendix A.

3.2 Experimental Settings

Models. We conduct extensive analysis on two
groups of state-of-the-art multilingual LLMs: (1)

Proprietary LLMs that are available via APIs,
such as GPT-3.5, GPT-40 (OpenAl, 2023), and
Claude 3.5 Sonnet (Anthropic, 2024). (2) Open-
source LLMs such as Solar (10.7B, Kim et al.,
2024a), Llama3 (8B, 70B, Dubey et al., 2024), and
Gemma?2 (9B, 27B, Gemma Team, 2024). More
details about the models are in Appendix B.1.

Baselines. To compare performances of LLMs in
various language settings, we evaluate on CS, En-
glish, and translated Korean (KO;) questions. Ko-
rean translation baseline simulates more practical
scenarios of code-switching where machine trans-
lation is adopted to convert task data from English
into the target language in low-resource language
tasks. This baseline accounts for the possibility of
errors that can arise during machine translation,
and to compare whether code-switching would pro-
duce more robust results in comparison. To create
KOy, we back-translate English translation text to
Korean using gpt-3.5-turbo. Prompts that we
used for inference are provided in Table 13. We
also conduct experiments on the original Korean
questions, but do not consider it as major base-
line, because we aim to examine the effect of code-
switching compared to dominant language, rather
than demonstrate the performance of low-resource
language. Please refer to Appendix B.3 for further
discussions.

3.3 Results

Overall. As shown in Total column from Table 1,
the performance on CS significantly outperforms
English and KOy across most LLMs in average. The
gap between CS and other baselines is especially
prominent in GPT-40 and Claude 3.5, where CS
peaks in all domains.

CS questions excel at language-specific domains.
While CS outperforms other baselines in many
domains, it is worth noting that the gap between
CS and English is substantially large on language-
sensitive domains such as History and Tradition,
both of which target language is essential for pre-
serving information or terminology. Even Llama3
and Gemma2 models which relatively do not per-
form well on CS questions, show higher scores on
CS for such domains. On the other hand, the phe-
nomenon is less consistent for general knowledge
(e.g., Society, General), and domains that require
expert-level knowledge (e.g., Politics, Law).
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Model Economy General Geography History Law  Politics Popular Society Tradition Total
CS 91.53 78.41 69.04 7479 55.86  90.48 95.12 63.70 85.14 78.23
GPT-40 EN 89.83 75.00 66.19 6197 5264  84.52 95.12 60.40 74.32 73.33
KO: 89.83 71.59 60.14 63.03 4874  85.71 92.68 56.44 75.23 71.49
CS 71.19 47.73 44.48 3291 3540  70.24 80.49 49.17 57.21 54.31
GPT-3.5 EN 71.19 48.86 45.55 36.32  36.55  66.67 63.41 52.64 62.61 53.76
KO: 62.71 26.70 31.67 26.71 2483 4881 58.54 37.79 49.55 40.81
CS 93.22 72.16 72.95 73.08 6253  86.90 95.12 67.66 84.23 78.65
Claude 3.5 EN 89.83 71.59 67.97 61.54 5563 8571 92.68 63.20 75.23 73.71
KO, 64.41 47.73 54.09 5449 4552 69.05 82.93 52.31 61.71 59.14
CS 83.05 55.11 54.09 6346 4276  80.95 85.37 54.29 75.23 66.03
Solar EN 74.58 46.02 49.47 39.53 4276 77.38 65.85 51.16 62.61 56.60
KO; 81.36 50.57 56.94 58.12 46.44  82.14 78.05 54.95 70.27 64.31
CS 79.66 51.70 50.53 49.36  44.14  80.95 75.61 57.43 65.77 61.68
Llama3 70B EN 83.05 57.39 50.53 4594 4575  73.81 73.17 53.30 66.67 61.07
KO: 76.27 50.57 46.98 4380 38.16  70.24 82.93 51.49 61.26 57.97
CS 69.49 40.34 36.30 35.68  35.63  75.00 73.17 45.05 54.05 51.63
Llama3 8B EN 64.41 39.77 37.72 3739 3264 67.86 63.41 45.21 53.60 49.11
KO; 61.02 38.07 38.79 3248 3333 6548 65.85 43.73 50.90 47.74
CS 79.66 46.02 48.75 41.03 4529 77.38 78.05 54.79 65.32 59.59
Gemma2 27B  EN 84.75 53.41 48.40 40.60  41.84  72.62 78.05 54.95 63.96 59.84
KO: 71.97 44.89 44.84 41.67  41.84 7381 75.61 50.66 59.46 56.75
CS 79.66 42.05 44.13 40.17 41.15 73.81 80.49 53.30 65.77 57.84
Gemma2 9B EN 76.27 46.02 49.47 3846 4230  69.05 73.17 52.15 63.51 56.71
KO: 76.27 42.05 41.99 34.62 4023 71.43 82.93 51.98 58.11 55.51

Table 1: QA performances of multilingual LLMs on CS, English, and translated Korean settings. Bold indicates the
highest score among the three baselines from each model. Green indicates the highest score from each domain.

CS surpasses translated Korean on most models.
We compare code-switching with translated Korean
translation to observe whether CS has advantages
in minimizing translation errors. Except for Solar,
KOy generally shows lowest performance among
three baselines. This suggests that while translating
task in target language is not the best practice, CS
can faithfully encapsulate meanings and linguistic
cues that may be lost in translation, highlighting
the potential of leveraging CS for performing non-
dominant language tasks.

Ratios do not affect performance. To ensure
that the ratio of code-switching does not influ-
ence models’ performances and our dataset is con-
structed under fair process, we calculate Code-
Mixing Index (CMI) scores (Srivastava and Singh,
2021) and report corresponding accuracy in Tra-
dition and History domains. As shown in Table 4,
we can see that accuracy scores are quite evenly
distributed across all ratios, suggesting that there is
no distinct tendency between CMI and accuracy.

4 Can Code-Switched Questions Activate
a “Knowledge Switch” in LLMs?

From Section 3.3, we observe that most LLMs are
able to answer correctly to questions in CS than
in other baselines. To further investigate on the ef-

fectiveness of CS in activating language-specific
knowledge, we formulate two tasks: Knowledge
Identification and Knowledge Leveraging. We eval-
uate the tasks in CS and English questions, the two
baselines that share the same matrix language.

4.1 Knowledge Identification

Task Description. When a human English-
Korean bilingual is given a question about Korean
culture, they will first try to identify what specific
knowledge is required to answer the question, and
then apply the knowledge to find the correct an-
swer. Depending on which language the question
is written in, the quantity and quality of the knowl-
edge may vary, as described in Figure 1. Language-
specific knowledge is likely to be encoded much
abundantly in its own language, so reading the ques-
tion in CS will allow more effective knowledge
activation than in English. In this sense, knowledge
identification task evaluates LLMs’ ability to iden-
tify what knowledge is prerequisite for the question.
Specifically, the LLM is asked to write a list of fac-
tual knowledge that are necessary for solving the
given question in one or two sentences.

Evaluation Criteria. For a qualitative analysis
on knowledge identification, we evaluate the qual-
ity of a knowledge list based on two criteria: Faith-
fulness evaluates whether the generated knowledge

22307



cs EN

History Tradition General Law
[
1Y
o
o
|
n
n
Q
£
211
<
£
©
'Y
0
3
[
=
]
o
0,
wn
n
[}
£
219
=
[}
I
o = o = [ o =
qgﬁg v%Eg ngEg q%’fgg
2 o~ . o~ . o~ 3 o~
N ] E oo % E oo 9 N
[©) c g O c £ O c g O © £
E £ E E E E E E
X X 8 : 8
[G] (U] (U] (U]

Figure 2: Human evaluation results on faithfulness (fop)
and helpfulness (bottom) of knowledge lists identified
from CS questions and English questions.

is factually correct and the model does not output
hallucination. Helpfulness evaluates whether the
knowledge is relevant to the question, and helpful
for answering the question correctly.

4.2 Knowledge Leveraging

Task Description. We refer to Knowledge Lever-
aging as applying the identified knowledge into
reasoning. In specific, the model should be able to
find a correct answer based on the knowledge it
has identified from the Knowledge Identification
task. Therefore, we provide knowledge identified
by each model and instruct the model to find the an-
swer using the knowledge. To encourage the mod-
els to properly ground on knowledge, we adopt
Chain-of-Thought reasoning (Wei et al., 2023) and
prompt the models to generate reasoning steps that
lead to the final answer. We conduct experiments
on the entire dataset and report accuracy score.

4.3 Experimental Setup

Implementation Details. We conduct experi-
ments with the same models as in Section 3.2. For
knowledge identification, we instruct the model to
write a list of factual knowledge that are required
for solving the given question in one or two sen-
tences. For knowledge leveraging, we pass on pre-
viously identified knowledge and ask the model to
select an answer and explain why. The full-length
prompts are provided in Table 14 and 15.

CS wins Tie EN wins
History Tradition General Law
10% 10% 10% 10% 10% 10%
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Figure 3: Human evaluation results on pairwise com-
parisons between knowledge lists identified from
questions and English questions.

Evaluating Knowledge Identification. In order
to effectively evaluate knowledge identification re-
sults, we refer to Section 3.3 and choose two do-
mains where CS performance is higher (i.e., His-
tory, Tradition), and two domains that have mini-
mum difference (i.e., General, Law). Moreover, we
select four models with different performances and
sizes (i.e., GPT-40, Solar, Gemma2 27B, Gemma2
9B). Specifically, we sample 10 questions from
each domain and model, resulting in 160 samples.
Then, we conduct human and LLM-based evalua-
tion on identified knowledge.

Human Evaluation We employ four human eval-
uators who are fluent in both Korean and English
and completed Korean public education, thus qual-
ified to evaluate questions sourced from Korean
proficiency tests for foreigners and the Korean Col-
lege Scholastic Ability Test. For faithfulness and
helpfulness, the evaluator is asked to rate a knowl-
edge list on a Likert scale from 1 to 3. In pairwise
evaluation, we provide two knowledge lists in a ran-
dom order and ask the evaluator to select a list that
is overall more effective for answering the ques-
tion. Details on evaluation criteria and evaluator
information are provided in Appendix C.1 and C.2.

LLM-based Evaluation As we conduct human
evaluation on quite small amount of samples,
we additionally conduct LL.M-as-a-judge evalua-
tion (Zheng et al., 2023) to amplify our analysis.
Specifically, we use GPT-4o as the evaluator, using
identical instructions with human evaluators on 40
questions for 9 domains and 8 models, 360 samples
in total. Full prompts are provided in Appendix C.1.
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Figure 4: LLM-as-a-judge evaluation results on pairwise
comparison between knowledge lists identified from
questions and English questions.

5 Analysis on Knowledge Identification

5.1 Human Evaluation

Faithfulness. In the upper row of Figure 2, we
observe a significant gap in faithfulness scores be-
tween CS and English in both History and Tra-
dition. The discrepancy is more salient in Tradi-
tion where cultural nuances is much important, im-
plying that asking questions in CS is much suc-
cessful in capturing cultural nuances and mean-
ings. In General domain, the scores for CS and En-
glish are almost identical (or even better in English
for Gemma2 9B), indicating that the difference in
knowledge activated by CS questions compared to
English questions is minimal when addressing gen-
eral and common facts. In Law, although knowl-
edge from CS is slightly more faithful than that
from English, their absolute scores are lower than
those in other domains, suggesting that models fail
to identify faithful knowledge that requires domain
expertise.

Helpfulness. The lower row of Figure 2 presents
evaluation results for helpfulness. It is intuitive that
faithful knowledge serves as a valuable source for
answering questions, and as a result, the evaluation
of helpfulness shows a similar trend to that of faith-
fulness. In History and Tradition, the gap between
CS and English becomes larger in helpfulness, em-
phasizing the effectiveness of the CS setting in
identifying both faithful and helpful knowledge.
It is also notable that the scores for helpfulness

Model History Tradition General Law
GPT-40 0.41 0.64 0.62 0.62
Solar 0.26 0.38

Gemma2 27B 0.25 0.52 0.34
Gemma2 9B 0.20 0.24

Table 2: Cohen’s kappa (k) correlation scores between
human and LLM-as-a-judge evaluation. indicates
poor agreement.

are particularly high for GPT-40 and Solar, mod-
els in which performance in CS surpasses that in
English to a large extent (§ 3.3). In contrast, the
helpfulness scores in the Law domain are consid-
erably lower for both CS and English compared to
other domains. Given that the Law domain requires
expert-level legal knowledge, the models struggle
to grasp the legal context, leading to difficulties in
accurately identifying helpful knowledge sources
from both CS and English questions.

Pairwise Comparison. In Figure 3, the win ratio
for CS is higher in History and Tradition, demon-
strating that CS questions can activate more essen-
tial knowledge sources for question answering. On
the contrary, in domains where CS does not show
its effectiveness, the win ratio of CS is compara-
tively lower (i.e., General) or the ratio of Tie is high
(i.e., Law). Especially in the case of Law, the qual-
ity of knowledge lists generated from CS questions
is evaluated as equivalent to, or even worse than,
that generated from English questions.

5.2 LLM-based Evaluation

We observe in Figure 6 and Figure 7 that the score
gap between CS and English in both faithfulness
and helpfulness are minimal. In fact, CS scores are
even or lower for some cases, which are inconsis-
tent with human evaluation results. However, it is
still worth noting that LL.M-as-a-judge also assigns
higher scores for advanced models, and overall
scores were lower in History and Tradition.

On the other hand, LLM judgement scores in
pairwise evaluation generally agree with the human
evaluations. We compute Cohen’s Kappa (k) score
in Table 2, and follow interpretations from Landis
and Koch (1977).3 Consistent with human evalua-
tion, the LLM judge votes CS for most cases, and
the agreement is stronger with advanced models
(i.e., GPT-40), on culture-intensive domains (i.e.,

3Landis and Koch (1977) interprets 0-0.20 as slight,
0.21-0.40 as fair, 0.41-0.60 as moderate, 0.61-0.80 as sub-
stantial, and 0.81-1 as almost perfect agreement.
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Figure 5: Radar charts of knowledge leveraging performances on all domains across various multilingual LLMs.
Green line is code-switching and dashed gray line is English. We report accuracy for the evaluation metric.

History, Tradition).

While other domains fairly agree with human
judgment, Law shows exceptional results. Specifi-
cally, the LLM-as-judge evaluation reports a signif-
icantly higher win ratio for CS in the Law domain
compared to human evaluation. However, consider-
ing that tie ratio is substantial in human evaluation
as well, we speculate that LLM-as-a-judge gives
a win to CS on knowledge that human evaluators
regarded comparable quality with English setting.

6 Analysis on Knowledge Leveraging

We present the visualized results of accuracy in
both CS and English settings in Figure 5, with de-
tailed scores reported in Table 7.

Main Observations. Consistent with the results
in Section 3.3, all models demonstrate generally
higher performances for CS questions compared
to English questions. The results indicate that CS
effectively activates knowledge across various do-
mains while activating in dominant English lan-
guage is suboptimal. GPT-40, Claude, and Solar
exhibit higher CS performance than English across
all domains. These models not only identify faith-
ful and helpful knowledge (§ 5.1), but also answer
questions by accurately grounding on that knowl-
edge; this shows that CS questions robustly activate
essential knowledge in these models. On the con-
trary, Llama3 and Gemma2 families show poor per-
formance in both CS and English settings in several

domains, such as Geography and Law. Taking into
account that these domains require domain-specific
expertise, it is likely that their lack of understand-
ing contributes to low accuracy, let alone CS failing
to activate Korea-focused knowledge.

Knowledge Identification and Leveraging both
matters. We demonstrate that qualified knowl-
edge identification is prerequisite for knowledge
activation of CS. The win ratio of History knowl-
edge by GPT-3.5 was relatively poor compared to
others (Figure 4), leading GPT-3.5 to be the only
model that did not benefit from CS. Similarly in
Law, Figure 2 and 3 show that helpfulness and pair-
wise scores for knowledge by Gemma2 9B and
27B are lower than others, which are responsible
for their suboptimal performance in CS.

English questions hallucinate more than CS.
Although we informed the models that the answer
is in one of the choices, we notice that the ma-
jority of incorrect responses were “None of the
above”. The errors may derive from either halluci-
nated knowledge or failing to follow instructions
faithfully. Therefore, we provide additional anal-
ysis on erroneous outputs in Table 8. We report
the results in the format of # of errors that derived
from knowledge hallucination / total # of None
errors. Errors that are not from hallucination are
caused by poor instruction-following. Overall, we
observe that answering English questions results in
more errors compared to CS across all LLMs, and
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most of them were hallucinations. This indicates
that models hallucinate much frequently when En-
glish questions are given, again highlighting the
effectiveness of CS over English. It is also worth
noting that Gemma?2 families hallucinate largely
on History and General, supporting our finding in
Figure 2 and 5 which respectively illustrates poor
performance on human evaluation and QA accu-
racy.

Case Study. We examine a sample case to com-
pare the capability of code-switching and English
on knowledge activation. Table 10 shows the knowl-
edge and answer generated by Solar in Tradition.
The question asks about ‘XYLt BE (Jeong-wol
Dae-bo-reum)’, a Korean traditional holiday that
celebrates the first full moon of lunar new year. We
observe that CS question preserves unique terms
such as ‘ALY HE" and ‘FEol& (Gwi-bal-ki-
sul)’ in Korean; this helps the model to successfully
activate faithful knowledge, consequently leading
to the correct answer. However, in the case of En-
glish, not only are these cultural nuances lost in
English question, but the model misunderstood the
question to asking about ‘T (Dan-o0)’, another
Korean traditional holiday. Solar lacks in knowl-
edge about ‘AL 25 in English, or fails to ac-
tivate encoded knowledge with its English transla-
tion.

We also provide a case of CS failing in knowl-
edge activation in Table 11. In the case of Gemma?2
9B on Law domain, hallucinations are observed in
the knowledge generated from CS question. Ac-
cording to the Civil Act of the Republic of Korea,
individuals under the age of 14 can only enter into
binding contracts with the consent of their legal
guardians. Additionally, individuals between the
ages of 14 and 19 are not deprived of contractual
effect; rather, they are granted the right to cancel
such agreements at their discretion. Moreover, the
knowledge generated in English incorrectly applies
the U.S. standard, which defines minors as those
under 18 years of age, instead of the Korean stan-
dard, which applies to individuals under 19 years
of age. This finding suggests that English ques-
tion is not helpful for identifying necessary and
language-specific knowledge.

7 Conclusion and Future Work

We explore the efficacy of code-switching in acti-
vating language-specific knowledge embedded in
LLMs. Utilizing two Korean-centric QA datasets,

we synthesize ENKOQA, a qualified English-
Korean code-switching QA dataset and conduct
experiments on various multilingual LLMs. Our
analyses demonstrate that LLLMs can simulate a
similar code-switching effect with human commu-
nications of facilitating low-resource knowledge
within LLMs, particularly in language-specific do-
mains. Regarding this finding, we suggest that code-
switching can be an effective strategy for solv-
ing low-resource language tasks. Also, augmenting
low-resource datasets into code-switching text can
amplify resource and mitigate data scarcity chal-
lenge.

Future directions of this work involve a more
comprehensive investigation into the potential of
code-switching across different aspects of multi-
lingual modeling, including its role in pretraining
and instruction-tuning, as well extending our work
to a wider range of languages. By first addressing
the relatively understudied Korean-English pair,
our research contributes to a relatively unexplored
area and serves as a stepping stone for subsequent
studies on code-switching. In particular, our data
synthesis approach, grounded in the universally ap-
plicable MLF theory, extends beyond Korean and is
generalizable to all languages. Through our work,
we encourage the NLP community to further ex-
plore the capacity of code-switching to effectively
enhance and harness the potential of multilingual
LLM:s.

Limitations

In this work, we focus on code-switching between
English and Korean, specifically limiting the scope
to Korea-specific knowledge. However, it is impor-
tant to note that this study serves as a starting point
focused on the Korean context and leaves room for
expanding the scope of code-switching to other cul-
tures and languages. For future research, we aim to
investigate whether the knowledge activation effect
also occurs in other language settings.

Another limitation of our work is that we con-
duct human evaluations on only a subset of LLMs,
domains, and questions. Evaluating the quality (i.e.,
faithfulness and helpfulness) of knowledge in code-
switched text presents inherent and practical chal-
lenges, as it necessitates evaluators to be fluent
bilinguals. Consequently, we present only partial
results for the knowledge identification task.

Lastly, as we rely on a LLM, specifically
gpt-3.5-turbo, to synthesize our code-switching
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dataset, the performance of the LLM can affect
the quality of the dataset. To mitigate the risk of
erroneous samples and to fully leverage the LLM’s
capabilities, we engage reliable human annotators
to review the samples and verify their quality. Also,
as we formulate our code-switching dataset with
gold English and Korean, in a more realistic sce-
nario where a monolingual English speaker creates
code-switching text, sentences would be created
automatically without any additional supervision.

Ethical Consideration

Our work utilizes large language models for data
construction. Recent work has highlighted the risks
of LLMs in hallucination (Zhang et al., 2023b). In
order to prevent any hallucination or harmful con-
tents, we ensure that human annotators examined
each sample carefully and create dataset safely.
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A Dataset Details

A.1 Details of Source Data

CLIcK (Kim et al., 2024b)* consists of 1,995
multiple-choice QA pairs, classified in two
main categories (Culture, Language) and 11 sub-
categories. CLIcK is sourced from various official
Korean exams and textbooks, e.g., College Scholas-
tic Ability Test of Korea (CSAT). In this work,
we only utilize data of eight sub-categories from

4https://huggingface.co/datasets/EunsuKim/
CLIcK

Korean Culture category as our work aims to eval-
uate the effect of CS on activating Korean-specific
knowledge.

HAE-RAE (Son et al., 2024)’ is a Korean bench-
mark dataset originally crafted to capture cultural
and contextual nuances inherent to the Korean lan-
guage. We use 1,027 multiple-choice QA pairs re-
garding Korean culture. Both datasets are sourced
from official Korean exams, textbooks, and text on
the internet.

We combine two datasets and merge common
categories (i.e., Society, Geography, and Law), re-
sulting in 2,372 QA pairs in nine categories: Popu-
lar, Economy, Politics, Tradition, General Knowl-
edge, Society, Geography, History, and Law.

A.2 Dataset Statistics and License

We provide statistics of EnKoQA per domain in
Table 3. We plan to release the dataset in public, un-
der CC BY-NC license. We clarify that the source
datasets are either open-source or used under au-
thors’ permission, ensuring that there are no issues
regarding their use.

Domain #
Economy 59
General 176
Geography 281
History 468
Law 435
Politics 84
Popular 41
Society 606
Tradition 222
Total 2,372

Table 3: Number of samples in EnKoQA.

A.3 Code-Mixing Index

We report CMI scores for our dataset in Ta-
ble 4. In specific, we tokenized the sentence using
bert-base-multilingual-cased, then removed
all noisy tokens such as numbers or tags and
counted the ratio of ”U’ZZZ{ j}f‘gﬁ%;gfj”s We re-
port the distribution of QA accuracy on different
CMI scores in Tradition and History, two domains
where CS proved its effectiveness. If CMI is close

to 0, sentence is mostly written in English, and

5https: //huggingface.co/datasets/HAERAE-HUB/
HAE_RAE_BENCH_1.1
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CMI | Tradition | History

‘ Solar Gemma29B Gemma?227B GPT-40 ‘ Solar Gemma2 9B Gemma227B GPT-40
0-10 | 00.00 00.00 00.00 00.00 | 00.00 00.00 00.00 00.00
10-20 | 100.0 100.0 100.0 100.0 | 50.00 50.00 100.0 50.00
20-30 | 56.25 65.62 53.12 71.88 | 50.00 31.58 36.84 60.53
30-40 | 72.34 59.57 55.32 76.6 | 66.67 48.72 453 7778
40-50 | 80.39 62.75 70.59 8431 | 69.54 42.38 42.38 78.15
50-60 | 83.72 74.42 74.42 93.02 | 6235 40.00 35.29 74.12
60-70 | 85.19 66.67 66.67 92.59 | 50.00 28.85 46.15 63.46
70-80 | 66.67 58.33 66.67 91.67 | 57.89 15.79 21.05 57.89
80-90 | 66.67 83.33 83.33 100.0 | 50.00 50.00 25.00 100.0
90-100 | 00.00 00.00 00.00 00.00 | 00.00 00.00 00.00 00.00

Table 4: Distribution of QA accuracy on different CMI scores in Tradition and History. If CMI is close to 0, sentence
is mostly written in English, and close to 100 means vice versa. The number of samples at each end (0-10, 90-100)

was very small, causing outliers.

close to 100 means vice versa. The number of sam-
ples at each end (0-10, 90-100) was very small,
causing outliers. We can see that accuracy scores
are quite evenly distributed across all ratios, sug-
gesting that there is no distinct tendency between
CMI and accuracy performance.

It is important to note, however, that code switch-
ing metrics such as CMI, while offering a quan-
titative measure of token-level composition, are
inherently limited in capturing the nuanced seman-
tic and syntactic characteristics of code-switched
texts. These metrics primarily rely on surface-level
token ratios, which can inadvertently assign high
scores to linguistically or contextually meaningless
sequences. Consequently, they may over-represent
the presence of meaningful code-switching patterns
while failing to account for the deeper linguistic
interplay that defines effective code-switching. For
a more comprehensive discussion of these limita-
tions, please refer to Srivastava and Singh, 2021.

A.4 Quality Control Guideline

We provide a guideline we used to filter the candi-
dates and select the final candidate.

* Is the question written in English-Korean
code-switching, where matrix language is
English and semantically important Korean
words are embedded into English sentence?

* Do choices also follow the code-switched pat-
tern of query?

* Does the syntactic structure of the sentence
follow that of English?

* Are semantically important nouns and noun
phrases from Korean sentence, and are they
embedded into English sentence?

* Are functional words and grammatical mor-
phemes kept in English?

A.5 Annotation Details

For dataset construction, two Korean native annota-
tors with expert knowledge in Korean culture and
equivalently fluent in English manually examine
the candidates and select the most naturally code-
switched question, then cross-checked each other’s
assigned share of dataset. If a selected candidate ap-
peared to be incorrect or suboptimal, the annotators
engaged in thorough discussions until they reached
an agreement on the most appropriate candidate.
Regarding inter-annotator agreement (IAA), al-
though we did not compute a formal IAA score,
significant effort was devoted to ensuring high an-
notation quality through extensive discussion and
collaboration among annotators. The task for hu-
man annotators in our datasets was not labeling an-
swers, but verifying the quality of the dataset. IAA
scores are for quantifying annotator agreement and
further improving the dataset. In that sense, our
qualitative human verification comparably guaran-
tees both annotator consensus and dataset quality.
We refined the dataset until it reached perfect agree-
ment between the annotators, which is comparable
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to 1 in IAA score. In specific, the annotators who
are fluent in both English and Korean are assigned
each portion of the dataset to select a candidate for
code-switched question. Following this initial an-
notation, the annotators cross-checked each other’s
work to identify any discrepancies. If a selected can-
didate appeared to be incorrect or suboptimal, the
annotators engaged in thorough discussions until
they reached an agreement on the most appropriate
candidate. This iterative and collaborative process
was integral to constructing a high-quality dataset.

A.6 Dataset Size and Quality

Discussion on Dataset Size While we acknowl-
edge the relatively limited size of EnKoQA dataset,
we emphasize that quality often matters more than
quantity as many studies (Pacchiardi et al., 2024;
Maia Polo et al., 2024; Vivek et al., 2024) have
demonstrated. Please note that we prioritized cre-
ating a high-quality dataset with rigorous manual
validation and linguistic alignment, ensuring that
the dataset serves as a reliable resource for code-
switching research. Additionally, while the size of
Korean datasets is often limited given that Korean
is a low-resource language, EnKoQA dataset is
comparatively larger than the sizes of other Ko-
rean datasets. For instance, datasets in the Open
Ko-LLM leaderboard (Park et al., 2024), such as
Ko-ARC (1.1k), Ko-Truthful QA (0.8k), and Ko-
CommonGen (0.8k), are all smaller in scale than
EnKoQA’s 2,372 question-answer pairs. This high-
lights our effort to provide a relatively extensive
resource within the constraints of dataset availabil-
ity for minor languages.

Specifically, our quality control process includes
human annotators thoroughly reviewing all LLM-
generated samples to assess the quality and natural-
ness. When any errors or unnatural code-switching
patterns were identified, annotators corrected them
to ensure that the final dataset adheres to high stan-
dards of our quality control. In that sense, GPT-
3.5-turbo served as an assistive tool for providing
initial candidates, rather than generating final out-
puts. Therefore, we assert that any potential short-
comings of the translation tool were effectively
mitigated through this meticulous human review
and correction process.

Translating with GPT-3.5 We have conducted
experiments on both GPT-3.5 and GPT-4o0 for trans-
lation and code-switching generation tasks. Inter-
estingly, we observed that after manual examina-

tion and correction process, the results from both
models were comparable in terms of quality and
naturalness. This is due to our rigorous human-in-
the-loop workflow that ensures any errors or un-
natural expressions are taken care of, regardless
of the initial model used. Given this finding, we
used GPT-3.5 for its cost efficiency while main-
taining high-quality standards through meticulous
human examination and refinement. By prioritiz-
ing manual validation, we ensured that the final
dataset reflects linguistic accuracy and naturalness,
independent of the model used for preliminary gen-
eration.

A.7 Data Sample

We also provide a sample of original Korean, trans-
lated English, and synthesized CS example ques-
tion in Table 5. Note that unique terms or seman-
tically important words are properly embedded in
Korean.

A.8 Resource Scarcity of Korean Language

There are varying perspectives on whether or not
Korean is a low-resource language. The bottom
line is, there is no clear consensus on the term ‘low-
resource’ itself. Low-resource and high-resource
are generally distinguished based on the availabil-
ity of data resources and the size of the language’s
speaker population (Nigatu et al., 2024). Some pa-
pers have classified Korean as low-resource (Lee
et al., 2024), while others have described it as
mid-resource (Joshi et al., 2020). What is certain
is that Korean has fewer resources compared to
high-resource languages (e.g., English, Chinese,
Spanish, or Arabic), and particularly in the field of
code-switching, there is only a handful of research
or data. In our study, we aimed to compare cases
where the LLM operates in the dominant language
with cases where code-switching involving the tar-
get language is used. It is in this context that we
referred to Korean as a low-resource language.

B Experimental Details

B.1 Computational Resources and API Cost.

Llama3 and Gemma2 models. We used
Huggingface model cards and run them on
two NVIDIA A100 GPUs. Specifically, we
used meta-llama/meta-1lama-3-8b-instruct,
meta-llama/meta-1lama-3-70b-instruct,
google/gemma-2-9b-it,
google/gemma-2-27b-it.
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Lang QUESTION CHOICES
o= 29 Ohell tigt (Lh o] A A EA o= 2 A
22 (5, (71, (b 217} AL} o8 % shel) )
FElutehs H 919t 9ol tiv|sto] tiyutRet 25 (1) F+ 4 5527 =0
T2 AE 7HE Ao WESHITE tigukR= v (2) L9 Y et =T
KO & 55t st 7h = AMYstA Al = Qe = A4 (3) gtuho] A A7 Er
=9}, £5 - ofgolo] AL o g Aukstel (Lh) (@) ThEA ATt AF ST
= OEoHA A 4 s Ao A dnkE = (5) ol 279 T3 47
FEF R Ao Wit 3, 252 729 A
ool sl
What is the correct relative characteristic of (L}) in re-
lation to (7}) in thp folloyving passage? (Note that (7}) (1) The average relative humidity is high
and (U}) refer to either winter or summer.) (2) The midday sun’s altitude is high ’
In Korea, traditional house facilities such as daecheong- (3) There areyr‘nan‘ davs of‘oc (;gu frence of cold
EN maru and ondol have developed to cope with heat and waves y day
cold. Daecheongmaru is designed to allow good venti- ) H‘e.avy rainfall often occurs in Dacryuscong
lation to keep (7}) cool. Ondol transfers heat from the (5) There are many occurrences of passage of tfo i
kitchen stove to the room to keep (L1}) warm. While cal evclones y passag p
daecheongmaru is developed in the central and southern y ’
regions, ondol is developed in most areas.
What is the correct relative characteristic of (L}) in re-
lation to (7}) in the following passage? (Note that (7}) Al AT ki
and (1) refer to either winter or summer.) 83 %ﬁ: i:eéagfq?ﬂ EF{E ilgslﬂlgﬁl )
In 9=, AF 745 Al such as g and 235 3) Thereoare man Oda s ofkocc%lr.rence of Shu}
CS have developed to cope with heat and cold. Th& a5 @) g 2A 72 ozten )cl)ccurs i
is designed to allow good ventilation to keep (7}) cool. ) Th—g;eoarg ;nran occurrenc':es of passage of ]
2= transfers heat from the kitchen stove to the room 279} Y p g =
to keep (1) warm. While T3 uF2 is developed in the )
ZH and G5 A9, 2= is developed in most areas.
Table 5: An example of Korean, English, and CS from dataset.
GPT-3.5 and GPT-40. We used up-to-date ver-  while Table 15 shows the prompt used for leverag-

sions of gpt-3-5-turbo and gpt-40 APIs. The
cost for gpt-3-5-turbo was $15 for EnKoQA gen-
eration and $6 for experiment inference, while the
cost for gpt-40 was $23 for experiment inference.

Claude 3.5. We used claude-3-5-sonnet
API from Anthropic AI°. The cost for
claude-3-5-sonnet was $21 for experiment
inference.

Solar We used solar-mini API from Upstage’.

B.2 Prompts

We provide the following prompts used in our ex-
periments. Table 12 contains the prompt used for
generating code-switched text candidates across
different levels of linguistic complexity. For QA
inference tasks, we used the prompt presented in Ta-
ble 13. The prompt for identifying relevant knowl-
edge in a given context is provided in Table 14,

6https ://www.anthropic.com/
"https://www.upstage.ai/

ing this identified knowledge in downstream tasks.

B.3 Comparing CS and original Korean

We also present experimental results on original
Korean data in Table 9. Generally, performances
in original Korean are higher than in CS, while
CS score approximates or equal to in many cases.
Considering the English dominance of the LLMs,
GPT-40 and Claude 3.5 Sonnet present advanced
multilingual ability with over 80% accuracy. As
our main research focus was towards on examining
the effect of code-switching compared to dominant
language, we exclude original Korean as our major
concern. Also, there is a severe possibility that the
performances may be influenced by already having
seen the datasets, i.e., data contamination, as the
original datasets are sourced from official exams
and texts from the Internet that are openly available.

B.4 Open-ended QA.

Out dataset, ENKOQA is multiple-choice QA
dataset, following its original source datasets. We
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additionally explore the potential of code-switching
on open-ended QA as well.

Results are shown in Table 6. Using same ques-
tions in our dataset, we instruct the model to re-
spond in short answer and compute exact match
score. It is noticeable that the performances are very
low compared to multiple-choice QA results. We at-
tribute this to the free-form response of open-ended
tasks, causing more errors and hallucinations. It is
observable that the models barely answer correctly
in History and Popular.

C Evaluation Details

C.1 Evaluation Criteria

We provide evaluation guideline for human evalua-
tion.

Faithfulness. Faithfulness evaluates the factual
correctness of the knowledge.

* Knowledge list is very faithful. Every knowl-
edge is factually correct.

* Knowledge list is somewhat faithful. Some,
not every, knowledge is factually correct.

* Knowledge list is not faithful at all. Every
knowledge is hallucinated.

Helpfulness. Helpfulness evaluates how useful
the knowledge is for answering the question.

* Knowledge list is very helpful. Every knowl-
edge is relevant to the question, and used for
finding the answer.

* Knowledge list is somewhat helpful. Some,
not every, knowledge is useful for finding the
answer.

* Knowledge list is not helpful at all. All knowl-
edge are irrelevant with the question.

Pair-wise comparison. We comprehensively
evaluate the quality of knowledge generated from
CS and English questions in terms of both faithful-
ness and helpfulness. If both are identical, evalua-
tors can choose Tie.

In case of LLM-as-a-judge evaluation, same cri-
teria and instructions are given as prompts.

C.2 Human Evaluator Qualifications

For knowledge identification evaluation, collecting
qualified bilingual evaluators was not easy due to
the inherent challenge in code-switching research
of necessitating fluent bilinguals as evaluators. We
managed to collect four Korean graduate school
students as our evaluators, all of whom are na-
tive Korean with sufficient understanding of Ko-
rean culture. Also, they possess qualified English
exam scores, indicating that they have no problem
in understanding Korean-English code-switched
texts. To mitigate the shortage of labor force, we
designed the evaluation criteria objectively, allow-
ing for an assessment that is not subjective and
has clear correct answers. Specifically, we evalu-
ate knowledge identification based on two criteria:
faithfulness and helpfulness. Faithfulness evaluates
the factualness of the knowledge, so the evaluators
are required to use their background knowledge as
well as searching from faithful sources where gold
knowledge exists. To evaluate helpfulness, evalu-
ators are given a gold answer to the question and
determine whether the knowledge is helpful for
finding the answer, using their logical reasoning.

D Observations

In this section, we provide additional results and
comprehensive observations throughout our work.

D.1 Knowledge Identification Results

We observed that the majority of models benefitted
from CS questions. Table 1 shows that scores in
CS are higher on all models in Politics, and in case
of Law, only three models (GPT-3.5, Llama3 70B,
and Gemma2 9B) out of eight models performed
worse. We can see in Average score, all models
except Gemma?2 27B performed better on CS.

D.2

We provide accuracy results of Knowledge Lever-
aging in Table 7. Figure 5 is a visualization of this
table.

Knowledge Leveraging Results

D.3 Error Analysis

We provide full results of error counts in Table 8.
Note that as models get smaller and show poor per-
formance in Korean, the number of errors increase.
(See Gemma?2 families.)
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Model Economy Geography History Law Politics Popular Society Tradition

CS 85.00 20.00 40.00  30.00  30.00 05.00 50.00 35.00

GPT-40 EN 80.00 00.00 05.00  05.00 10.00 00.00 05.00 00.00
KOR 85.00 65.00 65.00  40.00  75.00 45.00 85.00 95.00

CS 70.00 00.00 00.00  20.00  10.00 05.00 10.00 10.00

GPT-3.5 EN 75.00 00.00 00.00 10.00  15.00 0.00 05.00 00.00
KOR 65.00 45.00 05.00  30.00  60.00 20.00 65.00 60.00

CS 20.00 00.00 00.00 10.00  15.00 10.00 10.00 00.00

Llama3-70B  EN 30.00 05.00 00.00 10.00  20.00 05.00 10.00 00.00
KOR 60.00 50.00 00.00  40.00  70.00 35.00 55.00 60.00

CS 20.00 00.00 00.00  05.00 25.00 00.00 05.00 00.00

Llama3-8B EN 15.00 00.00 00.00  05.00 15.00 00.00 00.00 00.00
KOR 25.00 30.00 05.00  05.00  50.00 05.00 10.00 20.00

Table 6: QA performances on open-end QA.

Model Economy General Geography History Law Politics Popular Society Tradition Average
GPT-do CS 93.22 80.11 69.75 76.50  49.66  92.86 97.56 65.51 81.98 78.57
EN 79.66 76.14 60.14 6496 5149  85.71 92.68 58.42 73.87 71.45
GPT-3.5 CS 74.58 37.50 39.15 30.13 3241 82.14 75.61 50.50 63.06 53.90
- EN 69.49 49.43 43.06 34.62  34.02 73.81 65.85 47.03 55.41 52.52
Claude 3.5 CS 96.61 78.41 78.29 76.50 57.24 84.52 92.68 70.46 86.04 80.08
aude 5. EN  89.83 77.84 72.60 6752 5379 89.29  92.68  62.38 81.53 76.38
Solar CS 83.05 53.98 52.31 62.61 40.46  85.71 78.05 55.78 72.97 64.99
EN 88.14 53.98 47.69 37.61 39.08  76.19 70.73 51.65 65.32 58.93
Llama3 70B CS 76.27 60.80 54.45 4829 4046  86.90 82.93 55.94 71.17 64.13
EN 79.66 61.36 55.52 47.65 39.77  80.95 75.61 56.11 68.47 62.79
Llama3 SB CS 76.27 39.20 40.57 3846 3333  72.62 73.17 47.03 56.31 53.00
EN 72.88 37.50 40.57 3291 31.72  72.62 75.61 50.33 59.01 52.57
Gemma2 27B CS 77.97 51.70 48.04 4124 3678  78.57 78.05 53.63 65.32 59.03
EN 79.66 55.68 50.18 36.11 40.46  69.05 75.61 52.15 61.26 57.80
Gemma2 9B CS 76.27 50.57 44.84 40.60 3563  77.38 73.17 53.14 61.71 57.03
emma EN 67.80 44.32 45.20 35.68 39.08 70.24 65.85 49.50 61.71 53.26

Table 7: Knowledge leveraging performances of multilingual LLMs on CS and English settings. Bold indicates
higher score between CS and English on each model. Green indicates the highest score from each domain.

Model Economy General Geography History Law Politics Popular Society Tradition Total
GPT-4o CS 0/0 0/0 0/0 0/0 0/2 0/0 0/0 0/5 0/1 0/8
EN 0/8 0/1 1/11 0/15 2/15 173 0/0 1/40 0/6 5/99
GPT-3.5 CS 0/0 11 1/1 2/2 0/0 0/0 0/0 11 0/0 5/5
' EN 0/0 3/3 1/1 2/2 11 0/0 0/0 6/6 0/0 13/13
Claude 3.5 Sonnet CS 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0 0/0
' EN 0/0 0/0 0/0 0/0 0/1 0/0 0/0 0/4 0/0 0/5
Solar CS 0/0 5/5 11 2/2 11/11 0/0 0/0 5/5 1/1 20/20
EN 0/0 9/9 8/8 11/11 10/10 0/0 11 4/4 2/2 35/35
Llama3 70B CS 2/2 6/6 6/6 11/11 3/3 0/0 11 3/3 2/2 34/34
EN 2/2 1 10/10 24/24  12/12 2/2 0/0 4/4 2/2 63/63
Llama3 SB CS 11 5/5 3/3 9/9 2/2 11 11 0/0 11 23/23
EN 0/0 4/4 6/6 8/8 5/5 2/2 0/0 2/2 2/2 29/29
Gemma2 27B CS 4/4 18/18 i 26/28  22/38 2/2 2/3 6/9 10/14 97/123
EN 3/3 28/28 5/5 37/38 7/15 717 1/1 13/20 5/5 106/122
G 298 CS 3/3 717 12/12 25/25 18/19 111 2/2 717 2/2 77178
emma EN 9/9 30/30 13/13 3535 1111 5/5 0/0 23/28 9/9 135/140

Table 8: Counts of None errors. Each cell indicates # of None errors / # of errors due to knowledge hallucination.
Bold indicates that all errors are caused by hallucination.
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Figure 6: LLM-as-a-judge evaluation results on faithfulness between knowledge lists identified from CS and English
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Figure 8: LLM-as-a-judge evaluation results on pairwise comparison between knowledge lists identified from CS

and English questions.

Model Economy General Geography History Law  Politics Popular Society Tradition Total
GPT-40 CS 91.53 78.41 69.04 7479 5586  90.48 95.12 63.70 85.14 78.23
KOoq4 94.92 76.70 75.09 76.50  58.62  89.29 97.56 67.00 85.59 80.14

GPT-3.5 CS 71.19 47.73 44.48 3291 3540 70.24 80.49 49.17 57.21 54.31
- KOoq4 71.19 4545 37.37 29.49  30.11  70.24 60.98 47.36 54.05 49.58
Claude 3.5 Sonnet CS 93.22 72.16 72.95 73.08 6253  86.90 95.12 67.66 84.23 78.65
- KOoq4 89.83 71.59 80.78 76.28  66.67  89.29 95.12 71.45 87.39 80.93

Solar CS 83.05 55.11 54.09 63.46 42776 80.95 85.37 54.29 75.23 66.03
KOoq4 84.75 51.70 55.87 64.74 4322 82.14 82.93 55.28 76.58 66.36

Llama3 70B CS 79.66 51.70 50.53 4936 44.14  80.95 75.61 57.43 65.77 61.68
KO,q 86.44 52.27 53.38 51.50 4184  77.38 82.93 59.41 68.92 63.79

Llama3 8B CS 69.49 40.34 36.30 35.68  35.63  75.00 73.17 45.05 54.05 51.63
KO,q4 72.88 38.07 37.37 36.75 3540 72.62 70.73 51.32 55.86 52.33

Gemma2 27B CS 79.66 46.02 48.75 41.03 4529 7138 78.05 54.79 65.32 59.59
KOoq 83.05 45.45 48.75 4594 4138  77.38 80.49 56.60 67.12 60.68

Gemma2 9B CS 79.66 42.05 44.13 40.17 4115 7381 80.49 53.30 65.77 57.84
KOoq4 71.97 41.48 45.91 38.89 4092  80.95 80.49 53.80 66.22 58.51

Table 9: QA performances of LLMs on CS and original Korean dataset. CS scores are identical with Table 1. Bold

indicates higher score, and underline indicates tie.
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Example of Solar from the Tradition domain

[QUESTION]

The following is a question about +=2] &35} and Z&.

Foreigners want to experience $t=2] & %<+ by celebrating the A€ o] 5. Which of the following is not
part of the A J -8

(The following is a question about Korean culture and traditions.

Foreigners want to experience Korean traditional customs by celebrating the first full moon of the lunar year.

Which of the following is not part of the experience?)

(1) Eat @ =15} made from five types of grains. (Eat five-grain rice made from five types of grains.)

(2) Drink 4}o]<, wishing for better hearing. (Drink ear-brightening potion, wishing for better hearing.)

(3) Eat food made with 5 and 2] = % to overcome the heat. (Eat food made with mugwort and dried hydrangea
to overcome the heat.)

(4) Munch on A1}= like W&, 5, and 1, hoping for no skin disease. (Munch on nuts like peanuts, walnuts,
and chestnuts, hoping for no skin disease.)

[Knowledge from CS]

1. AY g E& (Jeongwol Daeboreum): It is a traditional Korean holiday that takes place on the first full moon
of the lunar new year. It is a time for families to gather, participate in various rituals, and enjoy traditional foods.
2. @ Z 4t (Ogokbap): A traditional rice cake made with five grains (rice, barley, soybeans, sesame seeds, and
black beans) that is eaten during 42 t) E£ for good health and longevity.

3. A4gfo]<& (Gwi-bal-i-sul): A traditional Korean drink made from makgeolli (rice wine) that is consumed on
A g EE to improve hearing and communication skills.

4. 23} o] % (Perilla and Mugwort): These herbs are used in traditional Korean medicine and are believed to
have healing properties. While they may be used in some traditional Korean dishes, they are not specifically
associated with ¥ tjHE.

5. 41} (Nuts): Eating nuts like 3= (peanuts), 35 (walnuts), and 3} (chestnuts) is a common practice
during & ) E £ as they are believed to bring good luck and prevent skin diseases.

[ANSWER]
(3

[Knowledge from EN]

1. The first full moon of the lunar year is celebrated in Korea as a traditional holiday called "Dano."

2. One of the customs during Dano is eating "ongchimsik," a rice dish made with five grains.

3. Another custom is drinking "suriseong," a herbal drink believed to improve hearing.

4. Eating "yeot," a dish made with mugwort and dried hydrangea, is also a traditional practice during Dano to
help overcome the heat.

5. Nuts like peanuts, walnuts, and chestnuts are often consumed during Dano as a symbol of good health and
fortune.

6. Skin disease is not directly related to the traditional customs of Dano.

[ANSWER]
).

Table 10: An example of knowledge activation by CS and English questions from the Tradition domain on Solar.
The text in parentheses shows English translation.
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Example of Gemma2 9B from the Law domain

[QUESTION]

What is the correct legal Tt on the following case?

17421 A, B, and C= entered into a A|2F with a2} D to purchase an expensive l-EE-. A did not obtain
E 11 0] = 9], while both B and C presented 52 2] 5-2] 4], but C forged the consent form. At the time of the
contract, D did not know that A was a H]|AJ A2}, *Parents of A, B, and C are all 13 tfg]ol.

(What is the correct legal judgment on the following case?

17-year-olds A, B, and C entered into a contract with seller D to purchase an expensive laptop. A did not obtain
parental consent, while both B and C presented parental consent forms, but C forged the consent form. At the
time of the contract, D did not know that A was a minor. * Parents of A, B, and C are all legal representatives.)

(1) B’s B can cancel the #|2F. (B’s parents can cancel the contract.)

(2) The X of A and C can both cancel the #|2F. (The parents of A and C can both cancel the contract.)

(3) B cannot cancel the A|2F unlike A. (B cannot cancel the contract unlike A.)

(4) D cannot withdraw the 2JA} ZA] to conclude a A|2F with A. (D cannot withdraw the expression of intention
to conclude a contract with A.)

(5) D can demand a prompt response from A regarding the 3|4 of the A|2F. (D can demand a prompt response
from A regarding the cancellation of the contract.)

[Knowledge from CS]

1 eeu AR} AoFe] Tl chatul S ol
A ¥ 19] So7} gl Acke Geo
2. sxxme] ol ul g are] Ao}
Rl

A} 144) mlgre] 2h= AoFelo] glom, 144] o4 194] ko]

3.0] F0]7} glofof feo] GIrk. FOIA v} $12H A%, Aok

—

rlo

[ANSWER] (Correct answer is (3).)
2

[Knowledge from EN]

1. In most jurisdictions, minors (typically under 18 years old) lack the legal capacity to enter into binding
contracts.

2. Contracts entered into by minors are generally voidable at the option of the minor.

3. Parental consent can sometimes affect the validity of a contract entered into by a minor, depending on the
specific laws of the jurisdiction.

4. Fraudulent misrepresentation, such as forging a parental consent form, can invalidate a contract.

[ANSWER]
(2

Table 11: An example of knowledge activation by CS and English questions from the Law domain on Gemma2 9B.
The text in parentheses shows English translation.
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Prompt for generating CS candidates

You are a bilingual who can speak both English and Korean fluently. I will give you a Korean and English
(<Korean>, <English>) pair. They are semantically the same. Your job is to write Korean-English code-switching
text with certain switching level by mixing Korean and English text. Example 1 is an example of code-switched
text in different levels of code-switching. Use Example 1 as reference to understand the level of code-switching.
Read the instructions carefully and solve the Task.

Instructions:

- Maintain English word order, that is, Subject-Verb-Object.

- Find semantically important given nouns and noun phrases from the text, and change {1evel} percent of them
to Korean.

- Keep functional words in English.

- Keep the indicators such as (7}), (1), 7, v, 7, 2 in Korean.

[Example 1]
<Korean>
AFE+= FAgo] 4 ) 3 2
Hepite] AARE F B spto g o]FolA glom, AtsEols 5o g Eel= 7| sMto] Hol @

4o At

<English>

Jeju Island is a shield-shaped volcanic island formed by multiple eruptions of small-sized and highly fluid
magma. However, the top of Hallasan Mountain consists of a cone-shaped volcano, and many parasitic volcanoes
called Oreum are formed on the hillsides.

X,
k=
Jo
oft
o
o
riu

d
=
[

d
=
NI
N
2
A1)
_>|~]_I‘
i,
gl
i
olr
ol
£

o
oX,
i,
oz
£
ko

o

T
1o
o
2t
o
o,
i
olr
ol
R}

o
0,

<Code-switch with 30 percent of Korean>

Jeju Island is a shield-shaped SH:14d formed by multiple eruptions of small-sized and highly fluid magma.
However, the top of $t2}4t consists of a cone-shaped volcano, and many 7| AJSH4F called @ 5 are formed on
the hillsides.

<Code-switch with 50 percent of Korean>

Jeju Island is a %] 2Fo] SHAHY formed by multiple eruptions of small-sized and highly fluid v} 710},
However, the top of 3F2}AF consists of a cone-shaped S}HAF, and many 7] A SHAT called 2 & are formed on the
hillsides.

<Code-switch with 70 percent of Korean>

AFE is a ] 2oFo] SHAHA formed by multiple eruptions of 277} ZF11 G54 o] & uf1uf. However,
the top of $F2}AF Mountain consists of a & R 9F2] S}, and many 7] A SHAT called @5 are formed on the
4taig].

<Code-switch with 90 percent of Korean>

A|F I is a shield-shaped S}4H4 formed by multiple &% of small-sized and 854 ©] & u} 10}, However,
the AR of SFEHAT consists of a cone-shaped S}HAF, and many 7] A called @5 are formed on the A15] 2].

[Task]
<Korean>

{question}

<English>
{translation}

<Code-Switch>

Table 12: Prompt for generating code-switched text candidates in diffferent levels.
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Prompt for QA (CS)

You will be given a question and choices about Korea. The text are written in English-Korean code-switching,
where matrix language is English and semantically important Korean words are embedded into English sentence.
Your job is to answer the question. Read the [QUESTION] and choose the most appropriate answer from
[CHOICES]. Only write your answer number in parentheses, like (1). Do not repeat the question or choice.
Use Example 1 as a reference to answer Example 2.

<Example 1>
[QUESTION]
Which city is the 4~ of g+=?

[CHOICES]

(1) & (New York)
(2) A& (Seoul)

(3) T} (Paris)

(4) =5 (Tokyo)

[ANSWER]
(€3

<Example 2>
[QUESTION]
{question}
[ANSWER]

Table 13: Prompt for QA inference.
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Prompt for Knowledge Identification

You are a bilingual who is fluent in both Korean and English, and is knowledgeable about South Korea. You will
be given a multiple choice question about South Korea. The text are written in English-Korean code-switching,
where matrix language is English and semantically important Korean words are embedded into English sentence.
Your job is to follow the instructions and write a list of knowledge that is necessary to know for solving the
question correctly.

Instructions:

- Write a list of factual knowledge that are required for solving the question. Try to write each knowledge in one
or two sentences. You can write in whichever language you can explain better, either Korean or English. Start
this task with [KNOWLEDGE] tag.

- Only write knowledge that you definitely know. Do not write incorrect information.

- Do not repeat input text in your response. Do not generate new question. Stick to input text that is given to you.

I will give you an example for reference.

«Example 1»

[QUESTION]

Read the following question and choose the most appropriate answer. Who is the person who greatly defeated
the soldiers of the T2} in the QFAJA] #4422

[CHOICES]

(1) R

[KNOWLEDGE]

1. QFA]A K- (Siege of Ansi): QFA] A M= (645 AD) was a famous military conflict between 112 and the
o Dynasty. 1172, under the leadership of 9F 33 (Yang Man-chun), successfully defended the QFA| Al against
the powerful I forces led by Emperor Ej .

2. 9FdtZE (Yang Man-chun): He was the general who commanded the defense of QFA] A, playing a key role in
defeating the 2} army.

3. 4] 3] (Seo Hee): A 117 diplomat famous for negotiating with the ]2 to avoid invasion, but not involved in
the QFA]d K3

4. Z1-8-A1 (Kim Yu-shin): A general from the 412} Kingdom, instrumental in the unification of the $HF, but
not involved in this specific battle.

5. 737%} (Gang Gam-chan): A 112 military commander known for his victory over the 1t in the 7|5t 3,
unrelated to QFA]A].

6. 93 (Yun Gwan): A 112 general famous for his campaigns against the Jurchen, unrelated to the $HFE.

Now solve this.
«Example 2»
[QUESTION]
{question}

[CHOICES]
{choices}

Table 14: Prompt for Knowledge Identification task.
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Prompt for Knowledge Leveraging

You are a bilingual who is fluent in both Korean and English, and is knowledgeable about South Korea. You
will be given a multiple choice question and a list of knowledge that are relevant to the question. The text are
written in English-Korean code-switching, where matrix language is English and semantically important Korean
words are embedded into English sentence. Your job is to follow the instructions and select one choice from
[CHOICES].

Instructions:

- Using given [KNOWLEDGE], explain concisely what and why you think is the answer. You can write in
whichever language you can explain better, either Korean or English. Start this task with [EXPLANATION] tag.
- Choose your final choice from [CHOICES]. The answer is one of the [CHOICES], so do not say 'none of the
above’. You must write a index number in parentheses, like (1). Start this task with [ANSWER] tag.

- Do not repeat input text in your response. Do not generate new question. Stick to input text that is given to you.

I will give you an example for reference.

«Example 1»

[QUESTION]

Read the following question and choose the most appropriate answer. Who is the person who greatly defeated
the soldiers of the 1}2} in the QFA| A AF-2-7

[CHOICES]
(1) e

[KNOWLEDGE]

1. 9FA A A2 (Siege of Ansi): QFAJA A+ (645 AD) was a famous military conflict between 1172 and the
™ Dynasty. 11512, under the leadership of 9F73 (Yang Man-chun), successfully defended the $FA] Al against
the powerful & forces led by Emperor B .

2. oFdtZE (Yang Man-chun): He was the general who commanded the defense of SFA] A, playing a key role in
defeating the et army.

3. 415] (Seo Hee): A 112 diplomat famous for negotiating with the 7] 2} to avoid invasion, but not involved in
the SFAI A A3

4. ZJ-¢-A1 (Kim Yu-shin): A general from the 212} Kingdom, instrumental in the unification of the $FdtI=, but
not involved in this specific battle.

5. 737+ %F (Gang Gam-chan): A 112 military commander known for his victory over the 7|2t in the AF )3,
unrelated to QFA]A].

6. 23 (Yun Gwan): A 112 general famous for his campaigns against the Jurchen, unrelated to the ST,

[EXPLANATION]

The question specifically asks about the FA] A -2 (Siege of Ansi) and who defeated the F1}2} soldiers in
that battle. Based on historical facts, the leader who played a key role in defending QYA]4J and defeating the
g2}t army was 9FUHE (Yang Man-chun).

[ANSWER]
(D

Now solve this.
«Example 2»
[QUESTION]
{question}
[CHOICES]
{choices}

[KNOWLEDGE]
{knowledge}

Table 15: Prompt for Knowledge Leveraging task.
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