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Abstract

Recent advances in question answering have
led to substantial progress in tasks such as
multi-hop reasoning. However, global sense-
making—answering questions by synthesizing
information from an entire corpus—remains
a significant challenge. A prior graph-based
approach to global sensemaking lacks re-
trieval mechanisms, topic specificity, and in-
curs high inference costs. To address these
limitations, we propose ReTAG, a Retrieval-
Enhanced, Topic-Augmented Graph frame-
work that constructs topic-specific subgraphs
and retrieves the relevant summaries for re-
sponse generation. Experiments show that
ReTAG improves response quality while sig-
nificantly reducing inference time compared
to the baseline. Our code is available at
https://github.com/bykimby/retag.

1 Introduction

Global sensemaking (Edge et al., 2025) refers to
the task of synthesizing comprehensive information
across a large corpus of documents to generate a co-
herent response to a query. For instance, consider
the global sensemaking query in Fig. 1: ‘Based on
the recent movie plot corpus, analyze the trends
in the protagonist’s narrative development.’ An-
swering this question requires examining not only
character–event relations within a single movie plot
document but also shared and divergent narrative
patterns across movie plot corpus. Such queries
require analyzing the interdependencies among di-
verse entities (e.g., characters, events) across the
entire corpus, which makes global sensemaking a
highly challenging task. In contrast, local tradi-
tional QA targets fact-based queries with specific
documents, such as identifying which girl group
performed Golden in K-Pop Demon Hunters in
Fig. 1 (Rajpurkar et al., 2016; Kwiatkowski et al.,
2019; Yao et al., 2023; Lee et al., 2025). Unlike
such localized approaches, global sensemaking re-

Local traditional query:
Which girl group performed the song Golden in K-Pop Demon 
Hunters?

Answer: HUNTR/X

… Golden is performed by the girl group HUNTR/X …

Global sensemaking query:
Based on the recent movie plot corpus, analyze the trends in 
the protagonist’s narrative development.

Answer: Most of the films follow a heroic narrative arc, where 
the protagonist returns, confronts formidable enemies (AI, 
demons, etc.), and ultimately finds resolution not only for 
themselves but also by safeguarding a larger community—
whether that means their team, humanity, or even their fans …

Movie plot corpus:
Mission: Impossible   

– The Final Reckoning 
follows Ethan Hunt as he 
battles an uncontrollable AI
to protect humanity …

K-Pop Demon Hunters 
is about idols who 

secretly battling demons to 
protect their fans and the 
world …

F1: The Movie follows
Sonny Hayes, a fallen 

driver who redeems himself 
by protecting his team with 
loyalty and dedication.

. . .

Figure 1: Comparison between Local Traditional QA
and Global Sensemaking QA. Local traditional QA
focuses on local details in documents (the performer of
Golden), while global sensemaking QA requires exam-
ining entity relationships (AI, humanity, etc.) across the
entire corpus.

quires integrating a broader range of knowledge,
often spanning across multiple sources.

The task of global sensemaking presents several
challenges. A key issue is that the vast amount of
information within the corpus D cannot be directly
processed by a large language model (LLM) due
to its limited context window (Wang et al., 2024a).
Identifying the relevant entities and relations for a
given query and representing their complex inter-
dependencies in a way that is both efficient and
meaningful for the LLM is an ongoing challenge.

A recent baseline approach for global sensemak-
ing, proposed by Edge et al. (2025), uses a graph-
based method that captures the relationships among
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entities across the entire corpus. The method con-
structs a contextualized entity-relation graph and
generates community summaries by clustering re-
lated subgraphs. While effective, this method relies
on a single general set of summaries for all queries,
making it less flexible and potentially less efficient
for capturing specific details or nuances in global
sensemaking tasks. Additionally, it struggles with
handling large document corpora due to the high
complexity of processing the entire graph.

To address these challenges, we propose ReTAG,
a Retrieval-Enhanced, Topic-Augmented Graph-
based approach for global sensemaking. ReTAG
builds upon the baseline graph-based approach
by incorporating topic-augmented summarization
and retrieval augmentation techniques to provide
a more efficient and effective response generation
process. Through our experiments, we demonstrate
that ReTAG not only improves the quality of the
responses but also significantly reduces inference
time, making it a robust solution for global sense-
making in large-scale document corpora. Our con-
tributions are three-fold:

• We introduce topic-augmented community
summarization, reducing fragmentation and
enhancing relevance for global sensemaking.

• We propose keyword-expanded retrieval aug-
mentation, selecting the relevant community
summaries to significantly improve efficiency.

• We conduct extensive experiments demon-
strating the effectiveness of our framework
across datasets, improving both response qual-
ity and inference time.

2 Related Work

Global Sensemaking Early multi-document sum-
marization methods focused on generating concise
summaries from document sets (Radev et al., 2004;
Erkan and Radev, 2004), while recent work has
explored modeling inter-document relationships us-
ing neural topic models (Bianchi et al., 2020; Cui
and Hu, 2021) and graph-based representations (Ya-
sunaga et al., 2017; Li et al., 2020; Wu et al., 2021).
These studies focus on summarization but do not
extend to question answering. Edge et al. (2025)
advances global sensemaking for QA but uses a
single general set of summaries for all queries. In
contrast, we enhance global sensemaking by in-
corporating topic-augmented summarization and
retrieval-based filtering, improving both effective-
ness and efficiency.

Retrieval-Augmented QA QA research has fo-
cused on retrieval-augmented approaches that iden-
tify the most relevant document for a given query,
evaluated across various benchmark datasets (Ra-
jpurkar et al., 2016; Yang et al., 2018; Kwiatkowski
et al., 2019; Ho et al., 2020; Trivedi et al.,
2022b). Methods like REALM (Guu et al., 2020),
RAG (Lewis et al., 2020), and Self-RAG (Asai
et al., 2023) use retrievers to find a closely aligned
document and generate answers based on it. Build-
ing on this, approaches such as IRCoT (Trivedi
et al., 2022a), ReAct (Yao et al., 2023), and
ReSCORE (Lee et al., 2025) extend the retrieval
process to multiple documents for more complex
reasoning. However, these methods focus on sub-
sets of the corpus and lack the ability to capture
global sense, which is the focus of this work.
Graph-Based QA A line of research has explored
graph-based QA approaches that model relations
among entities across documents. Several stud-
ies (Asai et al., 2019; Sun et al., 2023; Wang et al.,
2024b) leverage graph structures to identify rea-
soning paths and retrieve relevant context for QA.
KG-GPT (Kim et al., 2023), G-Retriever (He et al.,
2024) and GRAG (Hu et al., 2024) perform reason-
ing over query-focused subgraphs constructed from
retrieved graph elements. However, graph-based
QA approaches for global sensemaking have yet
to be fully explored. Edge et al. (2025) addresses
this challenge by building a graph that captures the
context of the entire corpus. Our work extends this
method by incorporating topic-augmented graph
construction and community retrieval, enhancing
both response quality and efficiency.

3 Methods

Given a query q and a document database D, global
sensemaking is defined as the task of generating
a response a that synthesizes comprehensive in-
formation from the entire corpus of documents D.
This task involves identifying the relations among
entities (people, places, and events, etc) relevant
to the given query q within the entire corpus D,
and integrating this information to produce a coher-
ent and informed response. This task contrasts to
existing QA and multi-hop QA tasks, performing
detail-oriented QA on a subset of documents. This
characteristic poses a significant challenge, as it
is practically infeasible to incorporate D into the
limited context window of LLMs. Furthermore,
identifying the entities and relations pertinent to
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Hierarchical Graph
Communities

Contextualized
Entity-Relation Graph

Source Documents

(a) Entity,
Relation Extraction

(b) Hierarchical 
Clustering

(c) Community 
Summarization

Level 1:  𝒮 𝑐1,1 , 𝒮 𝑐1,2

Level 2:  𝒮 𝑐2,1 , 𝒮 𝑐2,2 , 𝒮 𝑐2,3

Level 3:  𝒮 𝑐3,1 ,  𝒮 𝑐3,2 ,  𝒮(𝑐3,3),  𝒮 𝑐3,4 ,  𝒮 𝑐3,5

Community Summaries

Figure 2: Overall Process of Graph-based Global
Sensemaking. All entities and relations are extracted
by an LLM to build a contextualized entity-relation
graph (a), which is then clustered forming hierarchical
communities (b). A community summary is generated
for each community based on the contexts within its
corresponding subgraph (c).

the query q from D, and conveying their complex
inter-dependencies in a textual form that the LLM
can efficiently process remains a significant and
ongoing challenge.

To address these challenges, we propose ReTAG,
a Retrieval-Enhanced, Topic-Augmented Graph-
based global sensemaking approach. Building
on the prior work of graph-based global sense-
making (Edge et al., 2025), which is outlined in
Sec. 3.1, we introduce topic and retrieval augmen-
tation techniques in Sec. 3.2 and Sec. 3.3, respec-
tively. Finally, Sec. 3.4 presents ReTAG, our com-
plete framework that integrates both techniques.

3.1 Graph-based Global Sensemaking
Edge et al. (2025) recently proposed a graph-based
approach for global sensemaking. The method
begins by constructing a contextualized entity-
relation graph (Sec. 3.1.1), which systematically
organizes the interdependencies between entities
and relations across the entire document database
D, while preserving the contexts in which they are
mentioned. This graph is then hierarchically clus-
tered, grouping entities and relations with shared
thematic content into distinct communities. Sub-
sequently, a community summary is generated for
each community, drawing from the contexts linked

to the subgraph within the community (Sec. 3.1.2).
These summaries are utilized to produce a compre-
hensive response a to the given query q (Sec. 3.1.3).

3.1.1 Contextualized Entity-Relation Graph
To enable effective global sensemaking, it is es-
sential to gather pertinent information distributed
across the entire document corpus D. Specifically,
a contextualized entity-relation graph Gc = (V, E)
is constructed where entities are represented as
nodes ni ∈ V and relations as edges ei ∈ E . Each
entity ni is associated with a set of relevant con-
texts ctx(ni), which consists of sentences contain-
ing the entity, collected from across D. Similarly,
each relation ei between two entities is paired with
a set of contexts ctx(ei), representing sentences
in D containing the relation. This contextualized
graph captures the structure of D by collecting rel-
evant statements anchored by entities or relations.
For the graph construction, an LLM is prompted
to simultaneously extract entities, relations, and
their corresponding contexts from each document
d ∈ D. The graph Gc is then formed by merging
the extracted entities and relations. For a detailed
description of the graph construction process, refer
to Appendix A.1.

3.1.2 Community-Based Summarization
While the graph Gc organizes the corpus D to cap-
ture global information for different entities and re-
lations, it is impractical to prompt the LLM with the
entire graph as context. To address this, Edge et al.
(2025) proposes forming communities by cluster-
ing subgraphs using an agglomerative clustering
algorithm, subsequently generating a report-like
summary for each community to be used in answer
generation.

In particular, the Hierarchical Leiden algo-
rithm (Traag et al., 2018) is applied to Gc, resulting
in L multi-level sets of communities Cl = cl,i

Nl
i=1,

where cl,i represents a community at level l, with
level 1 being the highest and level L being the low-
est (leaf) level. The set of communities Cl at each
level l partitions the entire graph. It is also worth
mentioning that the algorithm does not require all
L sets of communities for global sensemaking, but
just one. However, at different levels, the gran-
ularity of the partitioning varies. Therefore, the
quality of responses is tested at different granulari-
ties, as in Edge et al. (2025), while maintaining all
L communities.

Given the constructed hierarchical communities,
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a community summary is generated by consolidat-
ing the contexts associated with the entities and
relations within the graph. Specifically, to generate
a summary, a community context ctx(cl,i) is first
constructed by collecting all contexts linked to the
nodes and edges within the community, namely
ctx(nj) and ctx(ej). An LLM is then prompted
with this community context to generate a summary
S(cl,i). For a detailed description of the summa-
rization process, refer to Appendix A.2.

3.1.3 Response Generation
The final global sensemaking response is gener-
ated by aggregating community summaries using
an LLM. For a community set Cl at level l, the
communities cl ∈ Cl are shuffled and sequentially
prompted to generate sub-answers until the token
limit is reached. This process is repeated until all
summaries are consumed, yielding a set of sub-
answers al,j . These are then aggregated into a
global answer al, which represents the entire cor-
pus D through the partitioned community set Cl
at level l. The hierarchical community structure
allows for generating global answers at different
levels, balancing summary detail and global cov-
erage. For a detailed description of the response
process, refer to Appendix A.3.

3.1.4 Limitations
While this graph-based approach effectively gen-
erates global sensemaking responses leveraging
a contextualized entity-relation graph Gc, it has
several limitations. A single general graph repre-
sents the entire corpus, requiring each community
to cover a broad range of information, which can
lead to overflow and missed details. Summarizing
across all topics increases the risk of overlooking
important content in favor of general information,
potentially failing to address specific query aspects.
Additionally, communities at larger level l may
fragment relevant information, complicating global
sensemaking. Moreover, the framework generates
sub-answers that cover the entire graph, even when
communities are loosely related, introducing sig-
nificant computational complexity.

3.2 Topic Augmentation

To address the limitations outlined, we propose
topic augmentation for graph-based global sense-
making. This technique focuses on maintaining
essential content by constructing separate commu-
nity sets around specific target topics, reducing

Level 1: …

Level 2: …

Topic-Specific Community Summaries

Level 1: …

Level 2: …

Level 3: …

∪

‘List relevant topics covering the entire corpus and
   construct a corpus description summarizing its characteristics’

(a)

(b)

(c)

(d)

(e)

𝑡1 𝑡2 𝑡2 𝑡3

Level 1: …

Level 2: …

Level 1: …

Level 2: …

Level 3: …

Level 1:
𝒮 𝑐1,1 , 𝒮 𝑐1,2

Level 2:
𝒮 𝑐2,1 , 𝒮 𝑐2,2 , 𝒮 𝑐2,3  

Level 3:
𝒮 𝑐3,1 , 𝒮 𝑐3,2 , 𝒮 𝑐3,3 , … 

𝑡1 𝑡2 𝑡3 𝑡4

𝑡1 𝑡3 𝑡4

Figure 3: Topic Augmentation Pipeline. At each level
l, given a set of community summaries (a), mining all
relevant topics is essentially equivalent to performing
global sensemaking on the given summaries (b). The
final set of topics is constructed by taking the union of
the sets of topics across all levels (c). For each topic,
we apply the same community summary generation
process (d), resulting in multi-level sets of community
summaries generated for each topic (e).

content fragmentation and strengthening graph con-
nections. It prioritizes eliminating redundant infor-
mation over discarding unique content, preserving
crucial details for global sensemaking. Addition-
ally, the smaller graph size and fewer community
summaries per topic reduce computational com-
plexity during inference.

In Sec. 3.2.1, we first discuss topic-augmented
community summarization, building on the general
community summaries from Sec. 3.1.2, followed
by the topic-augmented response generation proce-
dure in Sec. 3.2.2.

3.2.1 Topic-Augmented Community
Summarization

Our goal is to propose an algorithm that gener-
ates separate sets of community summaries, each
covering the entire corpus D while focusing on a
specific topic. We first mine related topics likely to
span D and use these to construct topic-augmented
community summaries.
Comprehensive Topic Mining We begin by min-
ing a set of topics T that comprehensively cover
global sensemaking queries for D, focusing on
those likely to be asked. This task is framed as
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a global sensemaking query for D. Specifically,
we form global sensemaking queries: ‘list relevant
topics covering the entire corpus’ and ‘construct a
corpus description summarizing its characteristics.’
The response is generated through the process out-
lined in Sec. 3.1.3. We query at all L levels, obtain-
ing L sets of topics as answers, the union of which
forms the final set of extracted topics T . Note that
the additional dataset description generated is used
later during inference, as described in Sec. 3.2.2.
Topic-Augmented Summary Generation Given
a set of extracted topics T , we construct a sepa-
rate hierarchical community-based summarization
for each topic t ∈ T . To construct the topic-
augmented graph G

(t)
c , we extract only the entities

and relations related to the target topic t from the
document corpus. This narrows the graph to a topic-
augmented subset, reducing inference time and im-
proving answer quality by excluding irrelevant in-
formation. Once we have G(t)

c , we apply the proce-
dure in Sec. 3.1.2 to obtain topic-augmented com-
munities c(t)l ∈ C(t)

l and their corresponding sum-
maries S(c(t)l ), which are used for topic-augmented
response generation.

3.2.2 Topic-Augmented Response Generation
Once topic-augmented community summaries are
ready, we identify the target topic t and generate
the response a to the given query q based on the
topic-augmented summaries.
Topic Classification To identify the target topic
t for the query q, we prompt the LLM to classify
q within the set of topics T . Since the same terms
may refer to different topics depending on the do-
main, we include a corpus description D in the
prompt to assist the LLM in inferring the correct
topic. Note that this description is generated dur-
ing the topic mining process in Sec. 3.2.1. If no
appropriate topic is found, the LLM returns null.
Related prompts can be found in Appendix F.
Response Generation Once the target topic t
is identified, we generate the response using the
topic-augmented community summaries for C(t)

l

at level l, while following the process outlined in
Sec. 3.1.3. If the LLM fails to classify q into a
topic, the general summaries based on Cl are used
instead.

3.3 Retrieval Augmentation

Inefficiency in inferring global sensemaking re-
sponses arises from the large graph Gc covering

the entire corpus D. Topic-augmented community
summarization reduces the size of G(t)

c for each
topic, but each topic-augmented graph can still be
large. To improve efficiency, we incorporate re-
trieval into the process. Given a graph Gc (which
may be topic-augmented), the query q, and the level
l, we retrieve the top p most relevant community
summaries S(cl). Only these summaries are used
to generate the response using the regular process
described in Sec. 3.1.3. To enhance retrieval qual-
ity, we introduce a keyword expansion technique,
prompting the LLM to generate keywords useful
for retrieving relevant documents based on q and
the document description from Sec. 3.2.1. This
keyword expansion (Appendix F.8) produces key-
words that are both corpus-relevant and effective
for retrieval.

3.4 ReTAG

By integrating topic and retrieval augmentation
techniques, we introduce ReTAG, a framework for
graph-based global sensemaking. ReTAG enhances
response quality and efficiency by narrowing the
scope of each topic-augmented graph, ensuring
more focused answers. Retrieval augmentation fur-
ther optimizes the process by selecting the most
relevant community summaries, speeding up infer-
ence. This combination makes ReTAG a robust and
efficient solution for global sensemaking.

4 Experiments

4.1 Experiment Setup

4.1.1 Document Corpora
In this study, we follow the experimental setup of
Edge et al. (2025) and utilize two corpora:
Podcast (Edge et al., 2025) Podcast is constructed
from publicly available transcripts of the ‘Behind
the Tech with Kevin Scott,’ presenting dialogues
with leading experts across science and technology
fields. This corpus is divided into 1634×600-token
chunks, with 100-token overlaps.
News Articles (Tang and Yang, 2024) News Ar-
ticles comprises multiple real-world domains, in-
cluding entertainment, business, sports, technology,
health, and science, thus reflecting a broad range of
informational contexts. This corpus is divided into
3169× 600-token chunks, with 100-token overlap.

4.1.2 Global Sensemaking Queries
Following Edge et al. (2025), we reproduced the
queries for each corpus using the GPT-4o API. The
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Podcast News Articles

w/o TA w/ TA w/o TA w/ TA

# nodes 5,021 3,277 18,673 13,626
# edges 10,658 6,953 35,350 22,288

Table 1: The Node and Edge Counts in Models with
and without Topic Augmentation (TA). Comparisons
of node and edge counts in the contextualized entity-
relation graphs. Note that rounded average across topics
is reported for the one with TA.

Podcast News Articles

Level w/o TA w/ TA w/o TA w/ TA

1 29 31 60 72
2 306 228 716 655
3 668 473 2,251 1,693
4 773 534 2,987 2,042
5 786 545 3,110 2,093
6 787 578 3,126 2,100
7 – – 3,129 2,067

Table 2: Community Summary Counts in Models
with and without Topic Augmentation (TA). Number
of community summaries used per query at each level
for News Articles and Podcast. Rounded average across
topics used for the model with TA.

queries were designed to encourage comprehen-
sive answers that reflect the entire document cor-
pus. To generate the queries, we provided the LLM
with high-level descriptions of each corpus, ex-
tracted from the corresponding publication or of-
ficial website. Based on the description, the LLM
was prompted to generate global sensemaking ques-
tions by jointly creating hypothetical users and
tasks (See Appendix A.4 for details).

4.1.3 Models
We re-implemented a baseline model based on
Edge et al. (2025), as described in Sec. 3.1, and
compare ReTAG with it. Both are implemented
using the Llama 3.3 70B Instruct FP8 model. We
use BM25 (Robertson et al., 1995) for retrieval
augmentation and run the LLM with a 4K context
token limit.

4.1.4 Evaluation Criteria
To assess global sensemaking performance, we
adopt the LLM based winning rates with head-
to-head comparison from Edge et al. (2025) (See
prompt in Appendix F). It involves prompting
GPT-4o-mini to judge which of the responses is
better. We adopt three evaluation criteria:
Comprehensiveness This evaluates how rich and
detailed the response content is.
Diversity This evaluates how well the response
incorporates diverse perspectives or information.

Podcast News Articles

Level w/o TA w/ TA w/o TA w/ TA

1 10 (34.5%) 19 (61.3%) 2 (3.3%) 7 (9.7%)

2 34 (11.1%) 87 (38.2%) 12 (1.7%) 26 (4.0%)

3 75 (11.2%) 180 (38.1%) 31 (1.4%) 59 (3.5%)

4 90 (11.6%) 207 (38.8%) 38 (1.3%) 72 (3.5%)

5 91 (11.6%) 210 (38.5%) 39 (1.3%) 74 (3.5%)

6 91 (11.6%) 212 (36.7%) 39 (1.2%) 74 (3.5%)

7 – – 39 (1.2%) 55 (2.7%)

Table 3: Average Number of Relevant Summaries
Identified by LLM for Each Query. We compare
models with and without topic augmentation (TA). For
the one with TA, the average is reported across topics.

Empowerment This evaluates how much the
response provides practical value to the user.

The target model is compared to the baseline,
with a winning rate above 50% indicating that the
target model outperforms the baseline. We exclude
Directness based on its negative correlation with
global sensemaking reported in Edge et al. (2025).
In addition, we also report the inference time per
question, calculated by dividing the total inference
time for answering all questions in a batch (with
a batch size of 256) by the number of questions
using two NVIDIA H100 GPUs.

4.2 Effects of Topic Augmentation

Topics Mined From the topic mining process
introduced in Sec. 3.2.1, we identified 29 and 38
topics for News Articles and Podcast, respectively,
as detailed in Appendix B. These topics provide
broad coverage of the entire corpus (e.g., Artificial
Intelligence, Mathematics, Software Development
in Podcast) while capturing all relevant sub-areas,
enabling effective handling of diverse questions
across different topics.
Graph and Community Set Size Tab. 1 presents
the number of nodes and edges in the contex-
tualized entity-relation graph Gc for the base-
line with and without topic augmentation across
both datasets. In the case of topic augmentation,
the numbers represent the averages across topics.
Topic augmentation achieves average reduction
of 30.88% in nodes and 35.86% in edges across
datasets. This reduction results in fewer commu-
nity summaries at each level on average, which
directly impacts inference efficiency, as shown in
Tab. 2.
Summary-to-Query Relevance We also evalu-
ate the relevance of each community summary to
the input query based on LLM prompting. Tab. 3
presents the average proportion of relevant sum-
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Winning Rate (%) ↑ Inference Time ↓
Level Comp. Div. Emp. w/o TA w/ TA

1 76.4 56.0 68.4 1.46 1.49
2 82.0 73.6 79.6 8.71 8.15
3 71.6 67.2 80.4 17.58 16.60
4 74.0 67.2 75.2 20.04 19.09
5 78.0 64.4 75.6 20.33 19.27
6 73.0 67.7 78.2 20.28 19.32

(a) Podcast

Winning Rate (%) ↑ Inference Time ↓
Level Comp. Div. Emp. w/o TA w/ TA

1 58.8 57.6 54.0 2.36 2.68
2 62.4 64.8 63.2 20.93 20.06
3 60.0 55.2 59.2 58.64 49.56
4 61.2 56.4 56.4 75.40 60.52
5 56.8 55.6 62.8 80.97 62.12
6 63.6 60.8 62.4 77.96 62.36
7 58.8 59.3 58.2 77.96 62.54

(b) News Articles

Table 4: Effects of Topic Augmentation. We measured
the winning rates (%) of the model with topic augmenta-
tion (TA). Inference time is reported as well. The results
show that TA is both effective and efficient.

maries identified. The baseline method shows only
1 to 3% of summaries as relevant to the input query
on News Articles, whereas topic augmentation
more than doubles this proportion. Similar trend
is observed in Podcast on a larger scale. The sig-
nificantly higher proportion of relevant summaries
clearly demonstrates that topic augmentation en-
ables each graph to retain details pertinent to the
specific query, leading to richer and more focused
responses.
Performance and Inference Time We compare
the performances of the baseline with and without
topic augmentation in Tab. 4, which reports win-
ning rates and the inference time. We observe that,
with topic augmentation, the method generally out-
performs the one without it. This improvement
is attributed to the topic-specific graphs and com-
munity summaries, which enable more condensed
and focused information organization, leading to
higher-quality responses that are more relevant to
the input query. Additionally, the smaller topic-
specific graphs facilitate faster inference, as the
number of LLM prompts required is reduced ac-
cordingly. In this case, the inference time shows
greater improvements for News Articles compared
to Podcast-for example, at Level 6 of News Articles,
inference time was reduced by 20.01%, whereas
in Podcast it decreased by 4.73%. As explained in
Appendix B, News Articles cover a broader domain
than Podcast, which enables more effective content
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Figure 4: Cross-Level Winning Rates between Mod-
els with and without Topic Augmentation. We mea-
sured the winning rates (%) of the model with topic
augmentation (rows) over the one without it (column)
across community levels in both Podcast (a) and News
Articles (b). The results indicate that Topic Augmenta-
tion generally performs better than the baseline across
different levels.

filtering. Consequently, this reduces the graph size
in News Articles and leads to substantial efficiency
gains. The statistical significance of Tab. 4 was
reported in Appendix E.
Cross-Level Comparisons We further compare
the outputs of the baseline and those with topic
augmentation across different levels, as shown in
Fig. 4. Note that as the level l increases, the in-
ference complexity generally rises as well, due to
the increased number of community summaries.
Therefore, when outcomes are comparable, select-
ing smaller l is preferable. As the results show,
topic augmentation not only outperforms the base-
line at the corresponding levels but also surpasses
the results with larger l, requiring more compute.
This suggests that with topic augmentation, we can
select smaller l, which in turn improves efficiency.
For example, l = 2 with topic augmentation pro-
duces better results than baseline responses from
all levels, while the inference time is just 8 sec-
onds—approximately 2.5 times faster than level 6
of the baseline.

4.3 Effects of Retrieval Augmentation

Performance and Inference Time To evaluate
the effects of retrieval augmentation (p = 200 doc-
uments), we integrate it with the topic-augmented
model. Tab. 5 compares the model with and with-
out retrieval augmentation in terms of winning rate
and inference time. Overall, retrieval augmenta-
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Winning Rate (%) ↑ Inference Time (sec) ↓
Level Comp. Div. Emp. w/o RA w/ RA

1 50.0 50.0 50.0 1.49 1.98
2 78.4 59.6 65.6 8.15 7.02
3 69.6 56.4 65.2 16.60 7.09
4 76.4 60.0 69.6 19.09 7.06
5 79.6 64.8 67.2 19.27 7.07
6 78.2 64.5 74.2 19.32 7.02

(a) Podcast

Winning Rate (%) ↑ Inference Time (sec) ↓
Level Comp. Div. Emp. w/o RA w/ RA

1 50.0 50.0 50.0 2.68 3.19
2 61.6 50.8 58.8 20.06 7.84
3 75.2 64.4 66.8 49.56 7.69
4 70.4 65.6 69.6 60.52 7.62
5 75.2 68.0 70.0 62.12 7.59
6 73.2 61.2 66.0 62.36 7.56
7 75.3 66.5 65.9 62.54 7.62

(b) News Articles

Table 5: Effects of Retrieval Augmentation. We mea-
sured the winning rates (%) and inference time of the
model with retrieval augmentation (RA) at the same
community level. We use topic augmented models. The
results show that with RA is both effective and efficient.

tion yields improvements in performance while
significantly reducing inference time by 65.87%
and 38.04% on average across all levels for News
Articles and Podcast, respectively. The efficiency
gains are particularly notable at larger l, where the
number of summaries increases. At level 1, ReTAG
takes longer because there are fewer than p = 200
summaries, so it retrieves all summaries and adds
an extra LLM prompting for topic classification.
Note that since the inputs are identical in both set-
tings, the winning rates are all 50% at level 1. The
statistical significance of Tab. 5 was reported in
Appendix E.

Retrieval Performance and Response Genera-
tion We independently evaluate the retrieval per-
formance by measuring recalls using summary-to-
query relevance identified by the LLM in Tab. 3
as pseudo-GT labels. Fig. 5 shows Recall@p with
varying p from 50 to 400 for the top 4 levels. We
observe that the recall values quickly approach 1
as p increases up to level 2, ensuring that all rele-
vant documents are used in response generation at
these levels. In contrast, the recalls with larger l
are relatively lower. However, the quality of their
final responses remains comparable to the baseline
scores (e.g., when p = 200 at larger l in Sec. 3.3).
We conjecture that this suggests the underlying
contextualized entity-relation graph already aggre-
gates related contexts across the corpus, captur-
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(a) Podcast (b) News Articles

Figure 5: Recall@p with Relevant Summaries with
and without Keyword Expansion (KE). Recalls are
measured across four levels. Relevant summaries are
identified by LLM.

Winning Rate (%) ↑ Inference Time (sec) ↓
Level Comp. Div. Emp. Baseline ReTAG

1 70.8 59.2 70.4 1.46 1.98
2 86.4 76.8 85.2 8.71 7.02
3 82.8 74.0 83.2 17.58 7.09
4 83.2 75.2 78.0 20.04 7.06
5 83.6 68.4 75.6 20.33 7.07
6 85.5 75.8 80.2 20.28 7.02

(a) Podcast

Winning Rate (%) ↑ Inference Time (sec) ↓
Level Comp. Div. Emp. Baseline ReTAG

1 55.2 54.4 54.0 2.36 3.19
2 74.8 71.2 73.6 20.93 7.84
3 77.2 71.6 67.2 58.64 7.69
4 76.8 75.6 71.6 75.40 7.62
5 77.6 68.4 78.8 80.97 7.59
6 81.2 75.2 70.8 77.96 7.56
7 82.4 73.6 76.9 77.96 7.62

(b) News Articles

Table 6: Comparisons between Baseline and ReTAG.
We measured the winning rates (%) and inference time
of ReTAG at the same community level. The results
show that ReTAG is effective and significantly efficient.

ing a global sense of the query. As a result, each
summary contains some degree of relevant global
context, and missing a few summaries may not
significantly impact the generation of a coherent
global response, especially when l is large.
Keyword Expansion In Fig. 5, we additionally
compare recalls of the retriever with and with-
out keyword expansion technique. The results
show that incorporating keywords into the query
enhances retrieval quality resulting in higher re-
calls. This finding highlights the effectiveness of
keyword expansion in retrieval augmentation.

4.4 Results of ReTAG

Tab. 6 shows the final performance of ReTAG,
which integrates both topic and retrieval augmen-
tation. Across both datasets, ReTAG achieves a
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Baseline ReTAG

Question
In what ways do sports events influence public health policies, and how is this reflected in the news coverage
across the sports and health categories?

Selected Topic – Sports

Community Summary

The World Health Organization and the Centers for
Disease Control and Prevention are also key entities
in this community, working on issues such as antibiotic
resistance and disease tracking. . .

The CDC and WHO are collaborating to address
the issue of antibiotic-resistant bacteria, which
poses a significant threat to public health,
including in sports settings where infections can
spread rapidly. . .

Predicted Answer

The influence of sports events on public health policies
and their reflection in news coverage across sports and
health categories is not directly addressed in the
provided reports. . .

Sports events can significantly influence public
health policies in various ways, including
promoting physical activity, healthy lifestyles,
and disease prevention. . .

Table 7: Qualitative Examples of ReTAG. We compared qualitative examples from ReTAG with those from
the baseline. For the same question, the preserved details and corresponding response predicted by ReTAG were
presented in bold. Through this comparison, we confirmed that ReTAG preserves question-relevant details more
effectively than the baseline and consequently generates higher-quality responses.

winning rate exceeding 50% in all cases and signif-
icantly reduces inference time—e.g., by 90.3% and
65.4% at level 6 for the News Articles and Podcast
datasets, respectively. These results demonstrate
that ReTAG successfully combines high perfor-
mance in global sensemaking with rapid inference
speed, thanks to the proposed topic and retrieval
augmentation techniques. The statistical signifi-
cance of Tab. 6 was reported in Appendix E.

4.5 Qualitative Analysis

We present qualitative examples in Tab. 7 to ana-
lyze the performance of ReTAG. Specifically, we
report the given query from the News Articles, the
corresponding topic selected for the query (a step
not performed in the baseline), as well as the sum-
maries and final responses generated by both the
baseline and ReTAG.

As shown in Tab. 7, when asked about news cov-
erage regarding the influence of sports on public
health policy, the baseline failed to reflect such in-
formation because the general graph summary did
not include the relevant details. In contrast, through
Topic Augmentation, ReTAG indexed graph for the
Sports topic captured details like the rapid spread
of infections in sports settings that threaten pub-
lic health, enabling the model to generate a more
specific and informative response.

5 Conclusion

We introduce ReTAG, a Retrieval-Enhanced, Topic-
Augmented Graph-based global sensemaking ap-
proach over large document corpora. By integrat-
ing topic-augmented summarization and retrieval-

based answer generation with keyword expansion,
ReTAG overcomes key limitations of prior graph-
based methods. Our experiments show that ReTAG
improves global sensemaking while significantly
reducing inference time.

Limitations

One limitation shared by ReTAG and the base-
line lies in the cost associated with indexing topic-
augmented community summaries. Constructing
and indexing topic-specific subgraphs introduces a
non-trivial preprocessing overhead; however, this
indexing needs to be done only once per corpus and
can be amortized across multiple queries, making
it a manageable trade-off for the gains in infer-
ence efficiency and response quality. And since
the indexing depends on using a high-performing
LLM to achieve effective global sensemaking, this
further increases computational costs due to the
resource-intensive nature of such models.

Ethics Statement

This study adheres to ethical standards, emphasiz-
ing fairness, transparency, and responsibility. All
datasets used in this work are publicly available,
curated, and free of personally identifiable infor-
mation. The News Articles dataset is released un-
der the Open Data Commons Attribution License
(ODC-By) v1.0, which permits modification, re-
distribution, and use with proper attribution. The
Podcast dataset is provided by Microsoft Corpo-
ration and is © 2025 Microsoft Corporation. All
rights reserved. It is available for research purposes
only, and redistribution, modification, or commer-
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cial use is not permitted without explicit permission
from Microsoft. The META LLAMA 3.3 model is
released under the LLAMA 3.3 COMMUNITY LI-
CENSE AGREEMENT (Release Date: December
6, 2024), which governs responsible use, modifica-
tion, and redistribution in accordance with Meta’s
terms.
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A GraphRAG Framework Details

A.1 Contextualized Entity-Relation Graph
Construction

We provide here the detailed methodology for con-
structing the contextualized entity-relation graph
Gc, as mentioned in the main text Sec. 3.1.1.
Specifically, the entities, relations, and their corre-
sponding contexts are extracted from each docu-
ment d ∈ D using prompt-based LLM inference
by Appendix F.1. After the initial extraction, a
self-reflection step is performed, allowing an ad-
ditional extraction cycle if the LLM determines
re-extraction is necessary. We then construct the
graph Gc by defining the extracted entities as nodes
and the extracted relations as edges, including their
corresponding contexts in the graph Gc.

A.2 Community-Based Summarization

Due to the nature of the Hierarchical Leiden algo-
rithm (Traag et al., 2018), not all leaf-level com-
munities reside at the same community level. As a
result, a community set at a specific level may fail
to cover the entire graph Gc, leading to the omis-
sion of certain subgraphs. This, in turn, can result
in an incomplete representation of the entire docu-
ment set D. To address this issue, in cases where
a leaf-level community is not at level L, we repli-
cate and insert the community into all lower-level
community sets (from l + 1 to L), ensuring that
each level-wise community set Cl collectively cov-
ers the entire graph Gc, and thereby the complete
document corpus D.
Leaf-Level Community Summarization For
each leaf-level community cL,i, the community
context is constructed by collecting all contexts
linked to the nodes and edges within the subgraph
induced by cL,i. If the token length of commu-
nity contexts exceeds the context window size W ,
the context is reduced by removing edges with the
lowest prominence. The prominence of an edge
(u, v) is defined as the sum of the in-degree and out-
degree of its endpoints; that is, the total number of
incoming and outgoing edges connected to nodes
u and v. Edges are sorted by their prominence
in descending order, and the context is truncated
by removing edges and their conneted nodes with
the lowest prominence until the context fits within
W . This reduced context is then used to prompt
the LLM to generate the summary S(cL,i) (See
Appendix F).
Non-Leaf Community Summarization For a

non-leaf community cl,i at level l < L, its context
is constructed by aggregating the contexts (node,
edge contexts ) of its descendant leaf communities.
If the resulting context exceeds the token limit W ,
an iterative reduction procedure is applied to com-
press the context. Specifically, starting from the
leaf level L, the descendant community within cl,i
with the largest token-length context is identified,
and its context is replaced by the corresponding
summary S(c), which is typically shorter. Sub-
sequently, among all contexts including S(c), the
community with the longest token length is identi-
fied, and its context is replaced with its summary.
If the community has already been replaced with
S(c), it is further replaced with the summary of
its parent community, and the contexts of its sib-
ling communities are removed to reduce the overall
length. This process is repeated until the total con-
text length fits within W .

A.3 Response Generation
First, the summary segment of each community
summary S(cl,i) is divided into 600-token chunks.
Subsequently, the entire chunk set is randomly shuf-
fled, and then reassembled into groups matching
the context window size 4,000 to prevent the aggre-
gation of essential contextual information within a
single context. We then generate a sub-answer for
each resulting context window by Appendix F.3.
During the sub-answer generation stage, we request
that the LLM assign each context window a help-
fulness score reflecting its contribution to answer
generation.

Any sub-answer with a zero helpfulness score is
discarded; among the remaining sub-answers, we
then select the highest-scoring ones in descending
order until their cumulative token count does not
exceed the context window size W . These selected
sub-answers, together with the query q, are then
provided to the LLM(Appendix F.3) to generate
the final global sensemaking response a.

A.4 Global Sensemaking Query Generation
We generate global sensemaking queries by provid-
ing the GPT-4o API with the general descriptions
found on the corpus’s website or in its publications
and with explanations of graph-based global sense-
making, then creating five hypothetical users who
require global sensemaking responses, five tasks
per user, and five questions per task. Since Edge
et al. (2025) did not release this query data, we
re-implemented the procedure.
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News Articles (29)

Gaming, Health and Medicine, Tech, Film, Film industry,
Politics, Education, Business, Global Health, Entertainment,
Music Industry, Artificial Intelligence, Sports, Environment,
Politics and Government, Football, Baseball, Basketball,
Gaming Industry, Technology, Education and Research,
Music, Entertainment Industry, Crypto and Web3, Health,
Finance, Entertainment and Media, Business and Finance

Podcast (38)

Natural Language Processing, Biotechnology, Psychology,
Autonomous Vehicles, Genetic Engineering, Cybersecurity,
Sustainability, Software Development, Entrepreneurship,
Mathematics, Energy, Coding Skills, Game Development,
Virtual Reality, Education, Environmental Issues, Science,
Philosophy, Environmental Sustainability, Neuroscience,
Quantum Computing, Data Science, Artificial Intelligence,
Music, Robotics, Science Fiction, Healthcare, Technology,
Space Exploration, Computer Science, Machine Learning,
Networking, Innovation, Neural Networks, Climate Change,
Gaming, Environmental Science, Diversity and Inclusion,

Table 8: Topic Mined. Topics extracted from News
Articles and Podcast using topic mining.

B Analysis of Topics

Qualitative Analysis of Mined Topics We quali-
tatively analyze the extracted topics to better under-
stand the breadth and nature of the content across
the datasets. Our goal is to evaluate whether the ex-
tracted topics align with the expected diversity and
thematic distribution of the underlying data, which
includes both news articles and podcast transcripts.

As shown in Tab. 8, the extracted topics span
a wide array of domains, reflecting the multidis-
ciplinary scope of the source materials. For the
News Articles, the topics range from global issues
such as Global Health, Politics and Government,
and Environment, to industry-specific areas like
Crypto and Web3, Film Industry, and Business and
Finance. This indicates a balanced representation
of both societal challenges and sector-specific de-
velopments.

On the other hand, the Podcast topics exhibit a
stronger tilt toward scientific and technological dis-
course. Examples include technical fields such as
Quantum Computing, Natural Language Process-
ing, Cybersecurity, and Robotics, as well as broader
academic and societal themes like Philosophy, En-
vironmental Sustainability, and Entrepreneurship.
The presence of topics like Diversity and Inclusion
and Psychology also suggests engagement with con-
temporary social issues.

Overall, the qualitative spread of topics confirms
that the topic modeling approach successfully cap-
tured a representative and meaningful range of sub-
ject matter, validating its effectiveness for further

Podcast News Articles

Baseline Graph
Indexing Time (sec)

5555.32 14322.35

Additional Graph Indexing Time
with Topic Augmentation (sec)

178561.94 317092.25

The Number of Topics
in Topic Augmentation

38 29

Baseline Inference Time
at Level 6 (sec)

20.28 77.96

ReTAG Inference Time
at Level 6 (sec)

7.02 7.56

Table 9: Graph Indexing Time. We compared the
graph indexing times between topic augmentation and
the baseline.

downstream analysis or categorization tasks. Addi-
tionally, due to the difference in domain coverage,
we observed that Podcasts-being largely confined
to the technology domain-serve as a more appro-
priate corpus for global sensemaking.

Appropriateness of Selected Topics We con-
ducted a human evaluation to assess whether the
topics selected during the topic classification pro-
cess described in Sec. 3.2.2 were appropriate for
the given queries. Specifically, human annotators
rated the appropriateness of the selected topics for
all questions in News Articles on a 5-point scale.
The evaluation yielded an average score of 4.76,
indicating that the selected topics were highly ap-
propriate.

C Analysis of Graph Indexing Time

We also report in Tab. 9 a comparison of the in-
dexing times between the topic-augmented graph
described in Sec. 3.2 and the baseline graph. The
measurements were conducted using two NVIDIA
H100 GPUs. While the indexing time of Topic
Augmentation increases linearly with the number
of mined topics, this cost is incurred only once and
is subsequently amortized across queries. Impor-
tantly, topic augmentation improves both response
quality and inference efficiency (Tab. 4 and Fig. 4).
Furthermore, when retrieval augmentation is inte-
grated into the full model, inference time is substan-
tially reduced—by up to 90.3% for News Articles
and 65.4% for Podcasts (Tab. 6). This effectively
transforms an impractically slow baseline into a
practical system, thereby eliminating a critical bot-
tleneck and demonstrating a significant advance-
ment.
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Winning Rate (%) ↑ Inference Time ↓
Level Comp. Div. Emp. LightRAG ReTAG

1 66.0 61.6 49.6 1.52 1.98
2 88.8 85.6 76.4 1.52 7.02
3 86.8 82.0 70.4 1.52 7.09
4 86.8 82.0 74.8 1.52 7.06
5 88.0 82.0 68.4 1.52 7.07
6 92.7 84.3 68.5 1.52 7.02

Table 10: Comparison between LightGraphRAG and
ReTAG. We compared the winning rates (%) and in-
ference time of ReTAG against LightGraphRAG. The
results show that while LightGraphRAG is efficient, Re-
TAG demonstrates substantially better effectiveness in
global sensemaking.

Criteria Human Eval (%) LLM Eval (%)

Comprehensiveness 79 82
Diversity 77 81

Empowerment 75 71

Table 11: Human and LLM Winning Rates (%). We
conducted a blind human evaluation using randomly
selected samples from News Articles. The results show
consistent trends between human and LLM evaluation
scores. The results show consistent trends between
human and LLM evaluation scores.

D Comparison with LighGraphRAG

We also report the comparison results with an addi-
tional baseline, LightGraphRAG (Guo et al., 2024)
using Podcast. To compare it with ReTAG, we
re-implemented LightGraphRAG with LLaMA 3.3
70B Instruct FP8 and BM25. In this evaluation,
a single LightGraphRAG prediction is compared
with the predictions of ReTAG at each level. As
shown in Tab. 10, LightGraphRAG has the advan-
tage of efficiency, as it produces a final answer with
a single LLM inference by discarding contexts that
exceed the maximum token length. However, it
suffers from a critical limitation in that it lacks the
global context necessary for effective global sense-
making. This absence substantially degrades the
quality of the answers and results in ReTAG achiev-
ing an overall winning rate exceeding 50%. No-
tably, at Level 1, our method achieves comparable
inference time while significantly improving both
comprehensiveness (66.0%) and diversity (61.6%).

E LLM evaluation analysis

As mentioned in prior works (Edge et al., 2025;
Zheng et al., 2023; Es et al., 2024), LLM-based
evaluation has become the common practice for
assessing complex tasks. To further strengthen the

validity of our results, we additionally conducted
both statistical significance analysis and human
evaluation.
Statistical Significance Following Edge et al.
(2025), we measured statistical significance of
Tabs. 4 to 6 and reported in Tabs. 12 to 14. Specif-
ically, we conducted each evaluation five times
with a fixed answer order, and computed the aver-
age score (Mean). We then applied the Wilcoxon
signed-rank test, followed by Holm–Bonferroni
correction for multiple comparisons. As shown
in Tabs. 12 to 14, the addition of ReTAG compo-
nents increases significance, and ultimately, Tab. 14
reports an overall p-value below 0.05, indicating
statistical significance.
Human Evaluation We conducted a blind hu-
man evaluation comparing ReTAG’s predictions
at Level 7 against the baseline on 50 randomly
selected News Articles samples, with the results
reported in Tab. 11. Similar to the LLM-based
evaluation, human annotators were asked to assess
comprehensiveness, diversity, and empowerment
using the same scales. The results show consistent
trends between human and LLM evaluation scores.
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Comprehensiveness Diversity Empowerment

Level Mean Z-value p-value Mean Z-value p-value Mean Z-value p-value

1 73.68 -6.00 4.76e-09 52.88 -0.55 0.59 67.68 -4.51 6.60e-06
2 83.92 -8.16 1.99e-15 69.60 -6.06 8.33e-09 78.16 -7.13 5.81e-12
3 77.04 -6.33 9.96e-10 64.16 -4.06 1.98e-04 75.52 -6.32 1.28e-09
4 75.04 -6.04 4.76e-09 64.80 -4.31 8.21e-05 72.08 -5.74 2.50e-08
5 78.48 -6.94 1.89e-11 60.96 -3.29 1.97e-03 71.84 -5.76 2.50e-08
6 73.95 -5.62 1.96e-08 62.74 -3.41 1.96e-03 73.63 -5.82 2.32e-08

(a) Podcast

Comprehensiveness Diversity Empowerment

Level Mean Z-value p-value Mean Z-value p-value Mean Z-value p-value

1 57.28 -2.23 0.09 56.00 -1.83 0.34 53.36 -0.71 0.48
2 63.76 -3.35 5.73e-03 60.56 -3.14 0.01 62.24 -2.75 0.04
3 60.48 -2.40 0.08 54.32 -1.27 0.82 58.88 -2.04 0.21
4 59.60 -1.86 0.13 53.76 -0.77 1.00 57.44 -1.69 0.31
5 57.52 -1.74 0.13 54.16 -0.84 1.00 58.96 -1.77 0.31
6 62.56 -3.00 0.02 58.00 -1.96 0.30 61.28 -2.76 0.04
7 62.09 -2.27 0.09 54.07 -0.68 1.00 58.79 -1.35 0.35

(b) News Articles

Table 12: Statistical Significance of Topic Augmentation. We measured the statistical significance of LLM
winning rates (%) of Tab. 4.

Comprehensiveness Diversity Empowerment

Level Mean Z-value p-value Mean Z-value p-value Mean Z-value p-value

1 50.00 – – 50.00 – – 50.00 – –
2 76.72 -7.26 1.89e-12 58.88 -2.94 9.86e-03 66.56 -4.69 8.14e-06
3 69.92 -5.57 2.53e-08 59.12 -2.81 9.86e-03 61.60 -3.35 8.11e-04
4 76.08 -6.95 7.21e-12 58.64 -2.67 9.86e-03 69.68 -5.81 3.08e-08
5 76.00 -7.25 1.89e-12 62.96 -4.00 2.56e-04 65.12 -4.04 1.06e-04
6 76.94 -7.26 1.89e-12 63.23 -4.40 5.37e-05 70.65 -5.52 1.35e-07

(a) Podcast

Comprehensiveness Diversity Empowerment

Level Mean Z-value p-value Mean Z-value p-value Mean Z-value p-value

1 50.00 – – 50.00 – – 50.00 – –
2 63.68 -3.48 5.10e-04 53.20 -1.22 0.22 57.28 -2.42 0.02
3 74.88 -6.85 4.54e-11 62.48 -3.83 6.31e-04 66.08 -4.23 9.16e-05
4 70.64 -5.57 8.72e-08 62.24 -3.67 8.16e-04 65.36 -4.19 9.16e-05
5 75.36 -6.13 4.47e-09 66.08 -4.76 1.18e-05 69.60 -5.21 1.15e-06
6 72.00 -5.60 8.72e-08 58.88 -2.99 5.49e-03 63.52 -3.77 3.28e-04
7 74.29 -5.55 8.72e-08 63.08 -3.71 8.16e-04 67.25 -4.53 2.92e-05

(b) News Articles

Table 13: Statistical Significance of Retrieval Augmentation. We measured the statistical significance of LLM
winning rates (%) of Tab. 5. Overall p-values were below 0.05, indicating statistical significance at the 95%
confidence level. At Level 1, no p-value is reported, as the inputs are identical in both settings.
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Comprehensiveness Diversity Empowerment

Level Mean Z-value p-value Mean Z-value p-value Mean Z-value p-value

1 74.08 -5.82 5.74e-09 57.92 -2.17 0.03 64.96 -3.64 2.68e-04
2 87.92 -9.40 3.37e-20 74.16 -7.18 4.04e-12 81.92 -8.19 1.57e-15
3 81.92 -8.24 5.03e-16 72.32 -6.85 3.80e-11 77.44 -7.21 2.77e-12
4 82.00 -8.35 2.72e-16 72.88 -6.58 1.63e-10 75.76 -6.86 2.05e-11
5 81.60 -7.97 3.14e-15 68.48 -5.53 6.37e-08 72.48 -5.65 3.17e-08
6 84.68 -8.59 4.32e-17 73.31 -6.60 1.63e-10 77.26 -6.98 1.15e-11

(a) Podcast

Comprehensiveness Diversity Empowerment

Level Mean Z-value p-value Mean Z-value p-value Mean Z-value p-value

1 56.72 -1.23 0.22 53.28 -1.08 0.28 53.52 -1.15 0.25
2 76.72 -6.31 5.55e-10 71.92 -6.19 4.19e-09 72.80 -5.03 1.46e-06
3 78.00 -6.43 3.95e-10 71.60 -6.12 5.73e-09 69.12 -4.68 5.71e-06
4 81.28 -7.13 7.06e-12 72.32 -5.83 2.81e-08 72.64 -5.48 1.67e-07
5 79.04 -6.62 1.48e-10 68.24 -5.12 6.13e-07 76.72 -6.57 3.59e-10
6 79.28 -6.76 8.08e-11 71.36 -5.59 8.84e-08 74.08 -6.04 9.48e-09
7 83.85 -6.65 1.42e-10 72.31 -5.48 1.28e-07 77.69 -5.66 7.52e-08

(b) News Articles

Table 14: Statistical Significance of ReTAG. We measured the statistical significance of LLM winning rates (%) of
Tab. 6. Overall p-values were below 0.05, indicating statistical significance at the 95% confidence level.
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F Prompts

F.1 Contextualized Entity-Relation Graph Construction

Entity, Relation Extraction Prompt

-Goal-
Given a text document that is potentially relevant to this activity and a list of entity types,
identify all entities of those types from the text and all relationships among the identified entities.

-Steps-
1. Identify all entities. For each identified entity, extract the following
information:
- entity_name: Name of the entity, capitalized
- entity_type: One of the following types: ["organization", "person", "geo", "event"]
- entity_description: Comprehensive description of the entity's attributes and activities
Format each entity as ("entity"{tuple_delimiter}<entity_name>
{tuple_delimiter}<entity_type>{tuple_delimiter}<entity_description>)

2. From the entities identified in step 1, identify all pairs of (source_entity, target_entity)
that are *clearly related* to each other.
For each pair of related entities, extract the following information:
- source_entity: name of the source entity, as identified in step 1
- target_entity: name of the target entity, as identified in step 1
- relationship_description: explanation as to why you think the source entity and the target entity
are related to each other
- relationship_strength: a numeric score indicating strength of the relationship between
the source entity and target entity
Format each relationship as ("relationship"{tuple_delimiter}<source_entity>
{tuple_delimiter}<target_entity>{tuple_delimiter}<relationship_description>
{tuple_delimiter}<relationship_strength>)

3. Return output in English as a single list of all the entities and relationships
identified in steps 1 and 2. Use **{record_delimiter}** as the list delimiter.

4. When finished, output {completion_delimiter}
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F.2 Community-Based Summarization

Leaf-level Community Summarization Prompt

---Role--
You are an AI assistant that helps a human analyst to perform general information discovery.
Information discovery is the process of identifying and assessing relevant information associated
with certain entities (e.g., organizations and
individuals) within a network.

---Goal--
Write a comprehensive report of a community, given a list of entities that belong to the community
as well as their relationships and optional associated claims.
The report will be used to inform decision-makers about information associated with the community
and their potential impact. The content of this report includes an overview of the community’s
key entities, their legal compliance, technical capabilities, reputation, and noteworthy claims.

---Report Structure--
The report should include the following sections:
- TITLE: community’s name that represents its key entities - title should be short but specific.
When possible, include representative named entities in the title.
- SUMMARY: An executive summary of the community’s overall structure, how its entities are related
to each other, and significant information associated with its entities.
- IMPACT SEVERITY RATING: a float score between 0-10 that represents the severity of IMPACT posed by
entities within the community. IMPACT is the scored importance of a community.
- RATING EXPLANATION: Give a single sentence explanation of the IMPACT severity rating.
- DETAILED FINDINGS: A list of 5-10 key insights about the community. Each insight should have a
short summary followed by multiple paragraphs of explanatory text grounded according to the grounding
rules below. Be comprehensive.
Return output as a well-formed JSON-formatted string with the following format:
{{
"title": <report title>,
"summary": <executive summary>,
"rating": <impact severity rating>,
"rating explanation": <rating explanation>,
"findings": [
{{
"summary":<insight 1 summary>,
"explanation": <insight 1 explanation>
}},
{{
"summary":<insight 2 summary>,
"explanation": <insight 2 explanation>
}}
]
}}

---Grounding Rules--
Points supported by data should list their data references as follows:
"This is an example sentence supported by multiple data references
[Data: <dataset name> (record ids); <dataset name> (record ids)]."
Do not list more than 5 record ids in a single reference. Instead, list the top 5 most relevant record
ids and add "+more" to indicate that there are more.
For example:
"Person X is the owner of Company Y and subject to many allegations of wrongdoing
[Data: Reports (1), Entities (5, 7); Relationships (23); Claims (7, 2, 34, 64, 46, +more)]."
where 1, 5, 7, 23, 2, 34, 46, and 64 represent the id (not the index) of the relevant data record.
Do not include information where the supporting evidence for it is not provided.
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Non-leaf Community Summarization Prompt

---Role--
You are an AI assistant that helps a human analyst to perform general information discovery.
Information discovery is the process of identifying and assessing relevant information associated
with certain entities (e.g., organizations and individuals), relations, communities within a network.

---Goal--
Write a comprehensive report of a community, given a list of entities that belong to the community
as well as their relationships and community reports
(If the combined entity and relationship descriptions exceed the token limit,
they should be replaced with the corresponding community-level report summary.).
The report will be used to inform decision-makers about information associated with the community and
their potential impact. The content of this report includes an overview of the community’s key entities,
their legal compliance, technical capabilities, reputation, and noteworthy claims.

---Report Structure--
The report should include the following sections:
- TITLE: community’s name that represents its key entities - title should be short but specific.
When possible, include representative named entities in the title.
- SUMMARY: An executive summary of the community’s overall structure, how its entities are related
to each other, and significant information associated with its entities.
- IMPACT SEVERITY RATING: a float score between 0-10 that represents the severity of IMPACT posed by
entities within the community. IMPACT is the scored importance of a community.
- RATING EXPLANATION: Give a single sentence explanation of the IMPACT severity rating.
- DETAILED FINDINGS: A list of 5-10 key insights about the community. Each insight should have a short
summary followed by paragraphs of explanatory text grounded according to the grounding rules below.
Be comprehensive.
Return output as a well-formed JSON-formatted string with the following format:
{{
"title": <report title>,
"summary": <executive summary>,
"rating": <impact severity rating>,
"rating explanation": <rating explanation>,
"findings": [
{{
"summary":<insight 1 summary>,
"explanation": <insight 1 explanation>
}},
{{
"summary":<insight 2 summary>,
"explanation": <insight 2 explanation>
}}
]
}}

---Grounding Rules--
Points supported by data should list their data references as follows:
"This is an example sentence supported by multiple data references
[Data: <dataset name> (record ids); <dataset name> (record ids)]."
Do not list more than 5 record ids in a single reference. Instead, list the top 5 most
relevant record ids and add "+more" to indicate that there are more.
For example:
"Person X is the owner of Company Y and subject to many allegations of wrongdoing
[Data: Reports (1), Entities (5, 7); Relationships (23)]."
where 1, 5, 7, 23 represent the id (not the index) of the relevant data record.
Do not include information where the supporting evidence for it is not provided.
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F.3 Response Generation

Sub-Answer Generation Prompt

---Role--
You are a helpful assistant responding to questions about data in the tables provided.

---Goal--
Generate a response of the target format that responds to the user’s question,
summarize all relevant information in the input data tables appropriate for the response length
and format, and incorporate any relevant general knowledge.
If you don’t know the answer, just say so. Do not make anything up.
The response shall preserve the original meaning and use of modal verbs such as "shall", "may" or "will".
Points supported by data should list the relevant reports as references as follows:
"This is an example sentence supported by data references [Data: Reports (report ids)]"
Note: the prompts for SS (semantic search) and TS (text summarization) conditions use
”Sources” in place of ”Reports” above.
Do not list more than 5 record ids in a single reference. Instead, list the top 5 most relevant record
ids and add "+more" to indicate that there are more.
For example:
"Person X is the owner of Company Y and subject to many allegations of wrongdoing
[Data: Reports (2, 7, 64, 46, 34, +more)]. He is also CEO of company X [Data: Reports (1, 3)]"
where 1, 2, 3, 7, 34, 46, and 64 represent the id (not the index) of the relevant data
report in the provided tables.
Do not include information where the supporting evidence for it is not provided.
At the beginning of your response, generate an integer score between 0-100 that
indicates how **helpful** is this response in answering the user’s question.

---Target response format---
{

"helpfulness_score":An integer between 0 and 100 that represents how helpful the
response is in answering the user's question,
"answer":The full response that directly addresses the user’s question,
following all instructions above

}
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Response Generation Prompt

--Role--
You are a helpful assistant responding to questions about a dataset by synthesizing perspectives
from multiple analysts.

---Goal--
Generate a response of the target format that responds to the user’s question, summarize all the reports
from multiple analysts who focused on different parts of the dataset, and incorporate any relevant
general knowledge.
Note that the analysts’ reports provided below are ranked in the **descending order of helpfulness**.
If you don’t know the answer, just say so. Do not make anything up.
The final response should remove all irrelevant information from the analysts’ reports and merge
the cleaned information into a comprehensive answer that provides explanations of all the key points
and implications appropriate for the response length and format.
Add sections and commentary to the response as appropriate for the length and format.
Style the response in markdown.
The response shall preserve the original meaning and use of modal verbs such as "shall", "may" or "will".
The response should also preserve all the data references previously included in the analysts’ reports,
but do not mention the roles of multiple analysts in the analysis process.
Do not list more than 5 record ids in a single reference.
Instead, list the top 5 most relevant record ids and add "+more" to indicate that there are more.
For example:
"Person X is the owner of Company Y and subject to many allegations of wrongdoing
[Data: Reports (2, 7, 34, 46, 64, +more)]. He is also CEO of company X [Data: Reports (1, 3)]"
where 1, 2, 3, 7, 34, 46, and 64 represent the id (not the index) of the relevant data record.
Do not include information where the supporting evidence for it is not provided.

---Target response format---
{

"answer":The full response that directly addresses the user’s question, following
all instructions above

}
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F.4 Topic Mining

Sub-Answer Topic Mining Prompt

---Role--
You are a helpful assistant who responds to queries regarding data presented in the provided tables.

---Goal---
Your objective is to generate a response that adheres to the target JSON format.
Your response should extract a list of topics from the community report of a Graph RAG system.
This system is a graph-based Retrieval Augmented Generation approach designed to facilitate sensemaking
over a large text corpus.

---Instructions---
1. Topic Extraction with Global Sensemaking in Mind: Analyze the community report of the Graph RAG
system and identify topics of interest.
Here, "global sensemaking" refers to questions that can only be answered by having a comprehensive
understanding of the entire data corpus.
Focus on topics that are relevant for in-depth analysis and require considering the complete corpus.
2. Identify and extract a list of topics from the community report that might interest users of the
Graph RAG system.
3. Your final response must conform exactly to the following JSON structure:
{

"helpfulness_score": <an integer between 0 and 100>,
"answer": [ "topic 1", "topic 2", ... ]

}
4. The integer provided as helpfulness_score should reflect how helpful your response is in addressing
topic extraction.

***Do not provide any other explanations. Only output the JSON.***

Response Topic Mining Prompt

---Role--
You are a helpful assistant who responds to queries related to topics derived from an overall graph.

-- Goal --
You are given a list of topics that were previously extracted from an entire graph.
The graph was built for use in a graph-based Retrieval-Augmented Generation (RAG) system,
designed to support global sensemaking over a large text corpus.

Your task is to extract a list of high-level topics that:
1. Are mentioned multiple times in the provided list.
2. Represent recurring and significant themes across the entire graph.
3. Are likely to be of interest to users interacting with the Graph RAG system.

-- Instructions --
1. Focus on global sensemaking: identify topics that appear repeatedly and contribute to a
broader understanding of the corpus.
2. Select only the topics that are mentioned multiple times and represent the main themes of the graph.
3. Output a final list of these topics in the following JSON format:
{

"answer": ["topic 1", "topic 2", ...]
}
**Only return the JSON. Do not include any explanations.**
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F.5 Dataset Description Mining

Sub-Answer Dataset Description Mining

---Role--
You are a helpful assistant who responds to queries regarding data presented in the provided tables.

---Goal---
Your objective is to generate a response that adheres to the target JSON format.
Your response should extract an overall summary of the primary subjects discussed in the dataset as
reflected by the community reports of a Graph RAG system.
This system is a graph-based Retrieval Augmented Generation approach designed to convert the dataset
into a graph and form communities to facilitate sensemaking over a large text corpus.

---Instructions---
1. Community-based Dataset Topic Extraction: Analyze the community reports that summarize how the
dataset has been transformed into a graph with communities, and extract a high-level summary of the main
topics or subjects that the dataset primarily addresses.

Here, "overall" refers to a general summary focusing solely on the content topics and subjects,
without extracting details about metadata, structure, or other fine-grained elements.

2. Identify and extract a summary that captures what the dataset is mainly about, based on the themes
emerging from the community reports.
3. Your final response must conform exactly to the following JSON structure:
{

"helpfulness_score": <an integer between 0 and 100>,
"answer": <dataset description>

}
4. The integer provided as helpfulness_score should reflect how helpful your response is in addressing
the dataset description extraction task.

***Do not provide any other explanations. Only output the JSON.***

Response Dataset Description Mining

---Role--
You are a helpful assistant who responds to queries regarding dataset descriptions derived from an
overall graph.

---Goal---
You should extract an overall dataset description from the list of dataset descriptions that were
previously extracted from the entire graph.
The dataset description in your response should represent a summary of what the dataset is mainly about,
based on the recurring content themes identified in the overall graph.

---Instructions---
1. Dataset Description Extraction with Global Sensemaking in Mind:

Analyze the given list of dataset descriptions from the entire graph, and identify a summary that
encapsulates the primary focus of the dataset.
Here, "global sensemaking" refers to the comprehensive understanding of recurring content themes
across the overall graph.
Focus on extracting an overall description that is significant for in-depth analysis and that
represents the main focus of the dataset.

2. Identify and Extract the Dataset Description: From the provided list, select the elements that are
most frequently emphasized and that appear to represent the overall content focus of the dataset.
3. Your final response must conform exactly to the following JSON structure:
{

"answer": <dataset description>
}
***Do not provide any other explanations. Only output the JSON.***
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F.6 Topic-Augmented Community Summarization

Topic-Augmented Entity, Relation Extraction Prompt

-Goal-
Given a specific topic and a text document, identify only those entities and relationships
from the text that are clearly relevant to the specified topic.

-Inputs-
- topic: A string describing the subject or theme of interest.
- text: A text document potentially containing entities and relationships.

-Steps-
1. From the text, identify all entities that are relevant to the topic.
For each relevant entity, extract the following information:
- entity_name: Name of the entity, capitalized
- entity_type: One of the following types: ["organization", "person", "geo", "event"]
- entity_description: Comprehensive description of the entity's attributes and activities
Format each entity as ("entity"{tuple_delimiter}<entity_name>{tuple_delimiter}
<entity_type>{tuple_delimiter}<entity_description>)

2. From the entities identified in step 1, identify all pairs of (source_entity, target_entity)
that are *clearly related* to each other within the context of the topic.
For each pair of related entities, extract the following information:
- source_entity: name of the source entity, as identified in step 1
- target_entity: name of the target entity, as identified in step 1
- relationship_description: explanation as to why you think the source entity and the target entity
are related to each other
- relationship_strength: a numeric score indicating strength of the relationship between
the source entity and target entity
Format each relationship as ("relationship"{tuple_delimiter}<source_entity>
{tuple_delimiter}<target_entity>{tuple_delimiter}<relationship_description>
{tuple_delimiter}<relationship_strength>)

3. Return output in English as a single list of all the entities and relationships identified
in steps 1 and 2. Use **{record_delimiter}** as the list delimiter.

4. When finished, output {completion_delimiter}.

5. If there are no entities or relationships relevant to the topic, output
{completion_delimiter}.
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Topic-Augmented Leaf-level Community Summarization Prompt

---Role--
You are an AI assistant that helps a human analyst to perform general information discovery.
Information discovery is the process of identifying and assessing relevant information associated
with certain entities (e.g., organizations and individuals) within a network.

---Goal--
Write a comprehensive report of a community, given a list of entities that belong to the community
as well as their relationships and optional associated claims. The report will be used to inform
decision-makers about information associated with the community and their potential impact.
In addition, ensure that the summary is explicitly dependent on the provided topic, reflecting
topic-specific aspects alongside the community's details. The content of this report includes an
overview of the community’s key entities, their legal compliance, technical capabilities, reputation,
and noteworthy claims.

---Report Structure--
The report should include the following sections:
- TITLE: community’s name that represents its key entities - title should be short but specific.
When possible, include representative named entities in the title.
- SUMMARY: An executive summary of the community’s overall structure, how its entities are related to
each other, and significant information associated with its entities.
- IMPACT SEVERITY RATING: a float score between 0-10 that represents the severity of IMPACT posed by
entities within the community. IMPACT is the scored importance of a community.
- RATING EXPLANATION: Give a single sentence explanation of the IMPACT severity rating.
- DETAILED FINDINGS: A list of 5-10 key insights about the community. Each insight should have a short
summary followed by multiple paragraphs of explanatory text grounded according to the grounding rules
below. Be comprehensive.
Return output as a well-formed JSON-formatted string with the following format:
{{
"title": <report title>,
"summary": <executive summary>,
"rating": <impact severity rating>,
"rating explanation": <rating explanation>,
"findings": [
{{
"summary":<insight 1 summary>,
"explanation": <insight 1 explanation>
}},
{{
"summary":<insight 2 summary>,
"explanation": <insight 2 explanation>
}}
]
}}

---Grounding Rules--
Points supported by data should list their data references as follows:
"This is an example sentence supported by multiple data references
[Data: <dataset name> (record ids); <dataset name> (record ids)]."
Do not list more than 5 record ids in a single reference. Instead, list the top 5 most relevant
record ids and add "+more" to indicate that there are more.
For example:
"Person X is the owner of Company Y and subject to many allegations of wrongdoing
[Data: Reports (1), Entities (5, 7); Relationships (23); Claims (7, 2, 34, 64, 46, +more)]."
where 1, 5, 7, 23, 2, 34, 46, and 64 represent the id (not the index) of the relevant data record.
Do not include information where the supporting evidence for it is not provided.
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Topic-Augmented Non-leaf Community Summarization Prompt

---Role--
You are an AI assistant that helps a human analyst to perform general information discovery. Information
discovery is the process of identifying and assessing relevant information associated with certain
entities (e.g., organizations and individuals), relations, communities within a network.

---Goal--
Write a comprehensive report of a community, given a list of entities that belong to the community
as well as their relationships and community reports(If the combined entity and relationship
descriptions exceed the token limit, they should be replaced with the corresponding community-level
report summary.). The report will be used to inform decision-makers about information associated with
the community and their potential impact. In addition, ensure that the summary is explicitly dependent
on the provided topic, reflecting topic-specific aspects alongside the community's details.
The content of this report includes an overview of the community’s key entities, their legal compliance,
technical capabilities, reputation, and noteworthy claims.

---Report Structure--
The report should include the following sections:
- TITLE: community’s name that represents its key entities - title should be short but specific. When
possible, include representative named entities in the title.
- SUMMARY: An executive summary of the community’s overall structure, how its entities are related
to each other, and significant information associated with its entities.
- IMPACT SEVERITY RATING: a float score between 0-10 that represents the severity of IMPACT posed by
entities within the community. IMPACT is the scored importance of a community.
- RATING EXPLANATION: Give a single sentence explanation of the IMPACT severity rating.
- DETAILED FINDINGS: A list of 5-10 key insights about the community. Each insight should have a short
summary followed by multiple paragraphs of explanatory text grounded according to the grounding rules
below. Be comprehensive.
Return output as a well-formed JSON-formatted string with the following format:
{{
"title": <report title>,
"summary": <executive summary>,
"rating": <impact severity rating>,
"rating explanation": <rating explanation>,
"findings": [
{{
"summary":<insight 1 summary>,
"explanation": <insight 1 explanation>
}},
{{
"summary":<insight 2 summary>,
"explanation": <insight 2 explanation>
}}
]
}}

---Grounding Rules--
Points supported by data should list their data references as follows:
"This is an example sentence supported by multiple data references
[Data: <dataset name> (record ids); <dataset name> (record ids)]."
Do not list more than 5 record ids in a single reference. Instead, list the top 5 most relevant record
ids and add "+more" to indicate that there are more.
For example:
"Person X is the owner of Company Y and subject to many allegations of wrongdoing [Data: Reports (1),
Entities (5, 7); Relationships (23)]."
where 1, 5, 7, 23 represent the id (not the index) of the relevant data record.
Do not include information where the supporting evidence for it is not provided.
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F.7 Topic Classification

Topic Classification Prompt

You will receive input in a JSON format with the following structure:
{

"question": "<question text>",
"topics": ["<topic1>", "<topic2>", "..."],
"dataset_description": "<dataset description text>"

}

---Task---
1. Topic selection:
Read the "question" and "dataset descripton" and analyze the list of "topics". Choose one topic
from the provided topics that is most relevant to the question referring to the dataset description.
The chosen topic must match one of the topics in the list exactly (case and punctuation must be
identical).
2. Output:
If a matching topic is found, return it exactly as provided in the input list.
If none of the topics is related to the question, return "null" as the value.
3. Output Format:
Your output must be in the following JSON format:
{{

"choosed_topic": "<selected topic or null>"
}}
4. Reference Information:
Note that summarized reports dependent on the chosen topic will later be used to respond to the question.
The 'dataset_description' field provides information about the dataset corpus used to create those
summary reports. Your sole task here is to select the relevant topic based on the question and dataset
description; you do not need to generate the report.

F.8 Retrieval Augmentation Keyword Expansion

Question Keyword Expansion Prompt

You will receive input in a JSON format with the following structure:
{

"question": "<question text>",
"dataset_description": "<dataset description text>"

}

---Task---
Using only the information provided in the JSON, analyze the `dataset_description` to identify which
fields, variables, metrics, or concepts are most critical for answering the `question`.
Then, generate a list of keywords that you would expect to find in a dataset subset summary report
to successfully answer the question.

Requirements:
1. Refer exclusively to the `dataset_description`—do not assume any external knowledge.
2. Extract concise keywords (one to three words each) representing dataset attributes, column names,
feature names, or important concepts.
3. Present your output as a JSON array of strings, for example:

["keyword_one", "keyword_two", "important_metric", ...]
4. Do not include any additional commentary or explanation—only output the JSON array.
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F.9 Global Sensemaking Queries

User Generation Prompt

---Role---
You are a helpful assistant generating five personas of hypothetical users of the Graph RAG system.

---Goal---
Given the high-level description of the dataset, generate a bulleted list of 5 personas that represent
different types of users who would benefit from using the system.
The Graph RAG system is a graph-based RAG approach that enables sensemaking over the entirety of
a large text corpus.

---Additional Instructions---
For each persona, briefly provide their job and key characteristics.
Do not include details about specific tasks they need to perform or reasons why that persona is expected.

Format your response as a list of python strings with the following structure(Do not wrap your response
with json or python block.):
["persona 1", "persona 2", ...]

Task Generation Prompt

---Role---
You are a helpful assistant generating five tasks of a hypothetical persona of the Graph RAG system.

---Goal---
Given the high-level description of the dataset and the design of the Graph RAG system, and a
hypothetical persona of the Graph RAG system, generate a bulleted list of 5 tasks that represent
different types of tasks that the user would do using the system.
The Graph RAG system is a graph-based RAG approach that enables sensemaking over the entirety of
a large text corpus.

---Dataset Description---
{dataset_desc}

---Response Format---
Your response should be formatted as a JSON object with a single key "task".
The value should be a list of strings representing the tasks, for example: {json.dumps({"task":
["task1", "task2", "task3", "task4", "task5"]})}
Do not wrap your response with any JSON or code block formatting.

Query Generation Prompt

---Role---
You are a helpful assistant generating five high-level questions based on a given hypothetical
persona and their task using the Graph RAG system.

---Goal---
Given the high-level description of the dataset and the design of the Graph RAG system, and a
hypothetical persona of the Graph RAG system, generate a bulleted list of 5 questions that be able to
assess a broad understanding of the entire corpus rather than requiring retrieval of specific low-level
facts.
The Graph RAG system is a graph-based RAG approach that enables sensemaking over the entirety of a large
text corpus.

---Dataset Description---
{dataset_desc}

Your response should be formatted as a JSON Object like examples.(Do not wrap your response with json
block.)

22276



F.10 LLM Evaluation

Head-to-head Winning Rate Comparison

---Role—
You are a helpful assistant responsible for grading two answers to a question provided by two different
people.
---Goal—
Given a question and two answers (Answer 1 and Answer 2), assess which answer is better according to
the following measure:
{batch['criteria_batch'][i]}
Your assessment should include two parts:
- Winner: either 1 (if Answer 1 is better), 2 (if Answer 2 is better), or 0 if they are fundamentally
similar.
- Reasoning: a short explanation of why you chose the winner with respect to the measure described above.
Format your response as a JSON object with the following structure:
{{"winner": <1, 2, or 0>, "reasoning": "Answer 1 is better because <your reasoning>."}}

{
"comprehensiveness": "How much detail does the answer provide to cover all the aspects and
details of the question? A comprehensive answer should be thorough and complete, without
being redundant or irrelevant. For example, if the question is ’What are the benefits and
drawbacks of nuclear energy?’, a comprehensive answer would provide both the positive and
negative aspects of nuclear energy, such as its efficiency, environmental impact, safety,
cost, etc. A comprehensive answer should not leave out any important points or provide
irrelevant information. For example, an incomplete answer would only provide the benefits
of nuclear energy without describing the drawbacks, or a redundant answer would repeat the
same information multiple times.",
"diversity": "How varied and rich is the answer in providing different perspectives and
insights on the question? A diverse answer should be multi-faceted and multi-dimensional,
offering different viewpoints and angles on the question. For example, if the question is
’What are the causes and effects of climate change?’, a diverse answer would provide
different causes and effects of climate change, such as greenhouse gas emissions,
deforestation, natural disasters, biodiversity loss, etc. A diverse answer should also
provide different sources and evidence to support the answer. For example, a single-source
answer would only cite one source or evidence, or a biased answer would only provide one
perspective or opinion.",
"empowerment": "How well does the answer help the reader understand and make informed
judgements about the topic without being misled or making fallacious assumptions. Evaluate
each answer on the quality of answer as it relates to clearly explaining and providing
reasoning and sources behind the claims in the answer."

}
You are tasked with evaluating summary reports for a graph-based Retrieval-Augmented Generation (RAG)
system that:
1. Converts the entire document corpus into a graph and forms communities.
2. Will perform **global sensemaking**, i.e. answer queries by synthesizing information from
**all** documents in the corpus.
3. Receives input in JSON format with two fields:

- "question": the user’s query
- "report": a summary report generated over a subset of the corpus

Your task is to decide whether the provided summary report contains **sufficient** key information from
the full corpus to support answering the query under the global sensemaking paradigm.
**Output only** “YES” if the report genuinely helps answer the question, or “NO” if it does not.
Do not output anything else—no explanations, no extra tokens.
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