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Abstract

Retrieval-Augmented Generation (RAG) has
emerged as a promising technique to enhance
the quality and relevance of responses gen-
erated by large language models. While re-
cent advancements have mainly focused on im-
proving RAG for text-based queries, RAG on
multi-modal documents containing both texts
and images has not been fully explored. Espe-
cially when fine-tuning does not work. This pa-
per proposes BRIT, a novel multi-modal RAG
framework that effectively unifies various text-
image connections in the document into a multi-
modal graph and retrieves the texts and im-
ages as a query-specific sub-graph. By travers-
ing both image-to-text and text-to-image paths
in the graph, BRIT retrieve not only directly
query-relevant images and texts but also fur-
ther relevant contents to answering complex
cross-modal multi-hop questions. To evaluate
the effectiveness of BRIT, we introduce MM-
RAG! test set specifically designed for multi-
modal question answering tasks that require to
understand the text-image relations. Our com-
prehensive experiments demonstrate the superi-
ority of BRIT, highlighting its ability to handle
cross-modal questions on the multi-modal doc-
uments.

1 Introduction

Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) has emerged as a promising approach
for enhancing Large Language Models (LLMs) by
grounding their responses in external knowledge.
This technique retrieves relevant information from
external sources, such as proprietary company doc-
uments, and provides it to the LLM as context for
generating more informed and accurate responses.

While recent efforts (An et al., 2024; Jeong et al.,
2024; Asai et al., 2024; Yan et al., 2024) have
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largely focused on improving textual RAG, effec-
tively incorporating visual information remains a
challenge. This capability is crucial for compre-
hensive understanding of documents like company
brochures, websites, and presentations, where vi-
sual content plays a vital role in conveying infor-
mation.

Multi-Modal RAG (MM-RAG) aims to address
this challenge by retrieving both relevant texts and
images for response generation. However, MM-
RAG faces difficulties in effectively aligning vi-
sual content with textual queries. A common ap-
proach (e.g., Fig. 1 (a)) relies on embedding-based
similarity (Ilharco et al., 2021) between the query
and the images. This approach often fails in en-
terprise settings where queries contain company-
specific terms (e.g., product or person names) that
are absent in the training data of pre-trained embed-
ding models. For example, answering the question
"Does the codename BRIT have a logo on the top?"
requires retrieving an image of BRIT. However,
standard embedding models may not effectively as-
sociate the codename with its corresponding image
based solely on similarity. Recent works (Faysse
et al., 2024; Cho et al., 2024) have explored re-
trieving relevant pages by treating each page as an
image and computing its similarity to the query
(Fig. 1 (b)). This page-wise retrieval struggles
when relevant contents are spanned across multi-
ple pages, as it relies on the similarity between the
entire page and the query. Furthermore, these ap-
proaches lose crucial text-image associations when
the retrieved information is provided as input.

The existing methods (Chen et al., 2022; Yang
et al., 2023; Sharifymoghaddam et al., 2024) often
rely on training or fine-tuning techniques to ad-
dress these limitations, but these approaches may
not be effective in the enterprise settings, partic-
ularly when they are frequently updated. Thus,
other approaches to connect images to their textual
descriptions must be explored and evaluated.
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Figure 1: Comparison between standard multi-modal retrieval methods and our BRIT. The standard methods simply
retrieve relevant chunks or pages based on the similarity in the embedding space. These methods may struggle
with complex questions that require understanding the connections between texts and images across multiple pages.
BRIT retrieves not only directly relevant content with similarity (any embedding model, such as CLIP or ColPalj,
can be used), but also indirectly connected information essential for answering the query by traversing image-to-text

and text-to-image links bidirectionally.

Graph RAG (Gutiérrez et al., 2024) has been
proposed to overcome the shortcomings of the stan-
dard RAG. Recent studies (Panda et al., 2024; Edge
et al., 2024) have demonstrated its superior accu-
racy in textual domains. Graph representations
provide a natural framework for modeling diverse
relationships between textual and visual contents;
however, The effectiveness of graph-based methods
in multi-modal settings remains underexplored. A
key challenge is how to effectively traverse modal-
ities to reach the information needed to answer a
question.

In this paper, we propose BRIT (Bidirectional
Retrieval over Unified Image-Text Graph), a novel
multi-modal RAG framework illustrated in Fig. 1
(c). BRIT constructs a multi-modal graph from
document text and images, integrating diverse text-
image relationships. Given an input query, BRIT
extracts a relevant sub-graph based on node-query
and edge-query similarities. Crucially, by bidirec-
tionally traversing image-to-text and text-to-image
links, BRIT expands this initial sub-graph, retriev-
ing not only directly relevant content, but also indi-
rectly connected information essential for answer-
ing the query. Unlike many existing methods, our
approach does not require training or fine-tuning of
either the LLM or the retriever. This paper presents
a comprehensive evaluation of the effectiveness
of different text-image linking strategies and their
combinations on documents containing both text

and images. To asses the performance of MM-RAG
in the enterprise settings, we construct MM-RAG
test set, a new benchmark comprising 400 complex
questions that necessitate cross-modal, multi-hop
retrieval to identify the key information.

Our main contributions can be summarized as
follows:

* We propose BRIT, a novel multi-modal RAG
framework integrates diverse text-image links
within a unified graph. This enables effec-
tive retrieval of relevant texts and images for
answering complex cross-modal questions.

¢ We construct MM-RAG test set, a new test
set to assess complex questions that require
understanding both texts and images and their
connections.

* We conduct a comprehensive evaluation of
multi-modal graph RAG, analyzing the impact
of different text-image linkings on the MM-
RAG test set.

2 Related Work
2.1

Recent methods mostly focus on effective tech-
niques for training or fine-tuning a multi-modal
encoder and retriever to improve the retrieval per-
formance. Chen et al. (2022) introduces MuRAG

Multi-Modal RAG
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Figure 2: A overview of our Multi-Modal Graph RAG, BRIT consisting of 1) Graph Generation, 2) Bidirectional
Retrieval, and 3) Response Generation. We first construct a multi-modal graph based on extracted textual triplets
and connections between texts and images in various aspects. Then, query-relevant triplets and images are retrieved

with a given query. Finally, the retrieved contexts are fed into LMM with our prompting.

which has a fine-tuned multi-modal encoder to con-
vert images and texts into a sequence of vectors.
These vectors are fed to a decoder for text gener-
ation. UniRAG (Sharifymoghaddam et al., 2024)
also uses fine-tuned universal retriever to retrieve
the images with a text query. They are trained on
a large dataset and evaluated on it. This approach
may not work for real applications which need to
handle texts and corresponding but uncorrelated im-
ages (e.g., product names and their images) since it
is difficult to update the retriever frequently. Stan-
dard Multi-Modal RAG pipeline commonly em-
ploys the CLIP (Ilharco et al., 2021) as a retriever
and encodes text chunks and images extracted from
a document separately to construct a multi-modal
vector DB. This approach cannot consider the rela-
tions between the texts and images during retrieval.

2.2 Graph RAG

Some prior works (Gutiérrez et al., 2024; Panda
et al., 2024; He et al., 2024a) use knowledge graph
for RAG. The knowledge graph allows them to re-
trieve a query-specific textual entities, improving
the QA performance. Edge et al. (2024) introduces
Graph RAG for the query-focused summarization
task. They construct a textual graph from a doc-
ument by extracting triplets using a LLM and re-
trieve the sub-graph from the entire graph with the
query. The retrieved triplets are converted to the

texts and fed into a LLM for reasoning. While the
textual graph can be naturally extended to a multi-
modal graph, the integration of various text-image
connections and query-specific multi-modal graph
retrieval have not been explored enough.

2.3 Multi-Modal Graph and LMMs

Several recent works (Yang et al., 2023; Yoon et al.,
2023) attempt to use multi-modal graph for summa-
rization task and QA task with Large Multi-modal
Model (LMM). They train their neural networks on
the specific datasets and test their trained models
on them. Unlike them, we do not train or fine-
tune any neural networks. We instead focus on
comprehensively evaluating the effectiveness of
various text-image links and their combinations
for RAG on a new test set we built to asses them
with complex questions on multi-modal documents
containing texts and images.

3 BRIT: Multi-Modal Graph RAG

Our framework, BRIT, enables multi-modal re-
trieval by integrating images and related texts using
graphs. The process consists of three key steps:
graph generation, bidirectional retrieval, and re-
sponse generation, as shown in Fig. 2. First, a
textual graph is constructed from document texts
and images are linked with their corresponding tex-
tual nodes, forming a unified multi-modal graph.
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Next, for retrieval we formulate the problem as a
Prize-Collecting Steiner Tree (PCST) optimization
(Bienstock et al., 1993), which retrieves a query-
relevant sub-graph while incorporating neighbor-
hood information. Subsequently, we expand this
initial sub-graph by traversing from query-relevant
textual nodes to connected images or from query-
relevant images to the connected textual nodes to
retrieve the cross-modal context. Finally, the re-
trieved multi-modal context with the input query is
fed into an LMM to generate the final response.

3.1 Graph Generation

For a given text, we extract triplets consisting of
<subject, relation, object>. The subject and object
are named entities (e.g., person names, locations,
dates). From these extracted triplets, we construct
a set of disjoint textual graphs G4 = {g1, .., gn}-
For each graph in G4 we link textual nodes to their
relevant images.

We consider the following three methods for

linking textual nodes and images:
Captions-based (CA): For each image-caption
pair, we generate textual nodes by extracting named
entities from the captions using LLMs. The image
is then linked to these generated textual nodes.
Similarity-based (SI): We use the CLIP encoder
(Ilharco et al., 2021) to embed the attributes of
both the textual nodes and images. The images are
linked to the textual nodes based on their cosine
similarity scores.
Layout-based (LA): Textual nodes are linked to
images based on the page or section layout. In page-
based linking (LP), images are connected to textual
nodes if both the image and the text content of the
textual nodes are on the same page. In section-
based linking (LS), the image is linked to textual
nodes if they appear within the same section of the
document.

Note that other linking methods can also be inte-
grated. For example, each page can be converted
into an image, as in page-wise retrieval, and then
linked to the corresponding text nodes on that page.

3.2 Bidirectional Retrieval

Our retrieval process consists of two steps: query-
relevant sub-graph retrieval and linked-context re-
trieval. Given a query, first a sub-graph is retrieved
and then a bidirectional retrieval process follows
based on two pathways over the generated multi-
modal graph: (1) Text-to-image retrieval, and (2)
Image-to-text retrieval.

Sub-graph retrieval. Given G, to retrieve query-
specific sub-graphs G, from G, we first extract
named entities from the query using a 1-shot LLM
prompt. Then, the entities of query and the tex-
tual nodes of (G4 are embedded using an embed-
ding model (e.g., CLIP and BLIP). Next, we prune
G to obtain Gy = {gq,, ., gq, }- Given a disjoint
graph g,,, the pruning process begins by computing
cosine similarity scores between the entity embed-
dings of the query and the nodes of g,,,, then among
these similarity scores we compute the highest sim-
ilarity score and if the score exceeds a pre-defined
threshold then the graph g,, is considered query-
relevant and retained as a sub-graph g,,,. This
pruning process is repeated for all disjoint graphs.
Subsequently, we apply the PCST optimization to
filter out irrelevant entities while preserving the
overall structure. Finally, we consider the nodes of
the refined query-relevant sub-graphs as retrieved
textual nodes.

Prize-Collecting Steiner Tree (PCST). The PCST
optimization problem aims to retrieve a query-
relevant subgraph that maximizes relevance while
controlling for subgraph size. The approach as-
signs prize values to nodes and edges based their
relevance to the query, measured by the cosine simi-
larity. Originally the algorithm considers only node
prizes and hence require modifications to accom-
modate the edge prizes, more details on the usage
can be found in (He et al., 2024b).

Among various graph-retrieval approaches we
employ a PCST-based approach for graph retrieval
because it takes into account the edge attributes,
helping with image retrieval. The PCST algorithm
retrieves a sub-graph that is relevant to the query,
even if some nodes have a lower similarity score
with the query. This improves the retrieval of con-
nected images to those specific nodes.
Linked-context retrieval. This is a crucial step
to retrieve not only directly relevant content, but
also indirectly connected information essential for
answering the query.

(1) Text-to-image retrieval: Using the retrieved tex-
tual nodes, we perform a similarity score-based
traversal for image retrieval. Among multiple im-
ages we select the image whose connected textual
node is most similar to the query.

(2) Image-to-text retrieval: We compute similarity
between the query and images in the embedding
space, selecting top-k images as relevant images
based on the similarity scores which is followed by
the retrieval of connected textual nodes.
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Image-Text question

The image shows a person wearing a red cap with a yellow 'M' logo and a
white racing suit. What significant achievement did this person accomplish?

(A) The fastestlap (B) The most laps (C) The most pit stops (D) Retired early

The race started at 14:00 BST on 5 May. ... Junqueira
followed 7.835 seconds later in second, and Dominguez
completed the podium in third. Off the podium, Servia
finished fourth and Carpentier took fifth. Rounding out the
top ten were Jourdain, Moreno, Tagliani, Haberfeld and
Manning. The final finishers were Lemarié, Fernandez,
Camathias, Monteiro, Lavin and Hunter-Reay. There
were two cautions and three lead changes amongst three
different drivers during the course of the race. Bourdais
led twice for a total of 95 laps, more than any other driver.

Image-Image question

What is the final product formed in the reaction cycle
shown in the image?

(A) Ar-Br (B) R-MgBr (C) Ar-R (D) NiL2

Captions

Images

Images

Katalysezyklus der Kumada-
Kupplung, The Kumada coupling
employs both a nucleophilic
alkylation step subsequent to the
oxidative addition of the aryl
halide (L = Ligand, Ar = Aryl)

chemical structure of
triethyloxonium tetrafluoroborate,
Triethyloxonium...

Figure 3: Examples of generated questions in MM-RAG test set. This test set contains 3 types of questions,
1) Text-Image questions, 2) Image-Text questions, and 3) Image-Image questions. Text-Image and Image-Text
questions require an image or text for an answer, however the specific image or text cannot be directly identified
from the question. First, it is necessary to identify the text or image related to the question, and then to find the
image or text linked to that. Green arrows show an expected path to reach the answer.

BRIT can be easily extend to argentic framework
which iteratively retrieves the linked-content.

3.3 Response Generation

We convert the retrieved triplets into sentences, as
LLMs are trained to process natural language, by
concatenating the triplet’s source node entity, the
relation, and the destination node entity. The re-
sulting sentences, separated by a delimiter, along
with the retrieved images and their relevant texts,
are then included in an input prompt, which is fed
into LMM to get a response.

Maintaining the Text-Image Alignment. When
the retrieved triplets include connected images or
retrieved images include connected triplets, they
are first aligned in a structured format before be-
ing fed into the LLM. Specifically, the retrieved
texts and images are organized as two separate lists
with matching indices, thereby maintaining their
associations.

4 MM-RAG Test Set

This section details MM-RAG test set, a new test
set we have constructed, and the methodology em-
ployed for its construction. MM-RAG test set is
constructed to evaluate RAG with on multi-modal
documents containing texts and images with com-
plex cross-modal multi-hop questions, which re-
quire to understand connections between texts and
images. Some recent works have proposed multi-
modal question answering datasets (Chang et al.,
2022; Yang et al., 2023) which require multi-hop
reasoning over different modalities, however their
questions are not explicitly designed to require

traversing different modalities.

Our MM-RAG test set contains three types of
questions as shown in Fig. 3. 1) Text-Image ques-
tions are the question which requires a relevant im-
age to answering but that image cannot be directly
identified by the question, whereas 2) Image-Text
questions require the relevant texts to answering
but texts cannot be directly identified by the ques-
tion. These Text-Image and Image-Text questions
are challenging cross-modal multi-hop questions
because they require to understand not only texts
and images but also their relationships to connect
a reasoning path. 3) Image-Image questions are
simple question that serves as a baseline and can be
matched with an image and answered based only
on that image.

4.1 Question Generation

We design a question generation pipeline as shown
in Fig. 4. We employ WikiWeb2M dataset (Burns
et al., 2023) as a source data. WikiWeb2M dataset
(CC-BY 4.0 License) is built for multi-modal con-
tent understanding tasks with many-to-many text
and image relationships. It includes the page title,
section titles, section text, images and their cap-
tions, and so on. We first sample 100 Wikipedia
pages that contains at least 3 images and 1 section
from a validation split. In more detail, average
number of images and sections per sample is 5.61
and 8.83. Then, an image is randomly picked for
each question type (3 images in total in each sam-
ple). The picked image is fed into a LMM (Large
Multi-Modal Model) along with the relevant texts
with a specific prompt we designed to generate a
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Figure 4: Question generation pipeline for MM-RAG test set. First, 100 Wikipedia pages are carefully sampled
from WikiWeb2M dataset. Then, an image is selected and fed into a LMM along with the relevant text to generate a
question with a specific prompt we designed. We also validate and refine the generated questions with LMM.

question and an answer pair. Specifically, we use
GPT-40 (gpt-40-2024-05-13) to handle both texts
and images.

For both Text-Image and Image-Text questions,
we used image captions and the text within the
same section as the image as sources for question
generation. Therefore, each question type has a
total of 200 questions. We also generate 100 sim-
ple questions which require to retrieve a question-
relevant image. Finally, we have generated 500
questions in total. To evaluate the retrieval per-
formance (not QA accuracy), we have also stored
an image and relevant texts used to generate the
questions. Although the WikiWeb2M dataset does
not have a concept of page, to test the page-level
linking we divided a single Wiki page into multiple
pages by setting the number of triplets each page
can accommodate.

4.2 Validation

We designed a validation process to ensure the va-
lidity of the generated questions and answers. Our
questions must be designed so that the evidence
(text or image) required to answer them cannot be
directly identified from the question alone. There-
fore, we calculated the similarity between the gen-
erated question and the source text used for its
generation. We iteratively revised and validated
the question using a LMM until this similarity fell
below a predefined threshold.

4.3 Named Entity Anonymization

A significant challenge in evaluating RAG perfor-
mance with pre-trained retrievers lies in the uncer-
tain knowledge coverage of the retriever, stemming
from a lack of control over its training data. To
simulate an enterprise setting where queries often
contain company-specific terminology, we gener-

e
parish, and also N other quarters
are not shown. Before becoming a quarter of
Nevern parish

Caption: Nevern's 10th century Celtic cross

/ironment surrounds
ntury Cel

Question: W
Nevern's

Choices: (A) Urban, (B) Foreste , (D) Coastal

l NEA (Named Entity Anonymization)

res (14,730 acres)
s\": Crugiau

Tre
the south side of the
the British Library shows Kilgw
parish, and also Xylophoniane, but
are not shown. Before becoming a quarter of
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Figure 5: An example of Named Entity Anonymization
(NEA). Named entities "Nevern" and "Pembrokeshire”
which are related to questions for the document are
replaced with "Xylophonian" and "Luminescence", re-
spectively. This NEA makes it impossible to directly
retrieve the image with the keyword.

ated additional test questions using a technique
we call Named Entity Anonymization (NEA). The
process begins by creating a simple image-image
question and identifying a phrase within that ques-
tion that targets a specific image. This phrase is
then replaced with a imaginary name, not found in
real-world data. Finally, a relationship between the
imaginary name and the original phrase is added
to the document. We generated 100 question pairs
(200 in total); each pair consists of one question
with NEA and a corresponding question without
NEA. Figure 5 shows an example of NEA.
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Simple QA | Complex cross-modal multi-hop QA
Methods Image-Image | Text-Image Image-Text Average
CLIP 0.81 0.70 0.76 0.73
BLIP2 0.82 0.68 0.78 0.73
BRIT (Ours-Full) 0.78 0.72 0.89 0.80
BRIT (w/o CA) 0.79 0.74 0.79 0.76
BRIT (w/o LS) 0.78 0.71 0.82 0.76
BRIT (w/o SI) 0.78 0.73 0.89 0.81
BRIT (No-linking) 0.81 0.66 0.56 0.61

Table 1: Question answering accuracy on MM-RAG test set. CA: Caption-based, LS: Layout-based (section), and

SI: Similarity-based. Full denotes CA+LS+SI.

5 Experimental Settings

5.1 Benchmark

We use MM-RAG test set described in Sec.4 to
evaluate RAGs on multi-modal documents con-
taining texts and images. MM-RAG test set is a
new test set we built based on WikiWeb2M (Burns
et al., 2023) and contains 500 questions for 100
Wikipedia page samples. There are 3 types of ques-
tions, Text-Image questions, Image-Text questions,
and Image-Image questions. MM-RAG covers
a wide variety of topics and images, containing
not only natural images but also drawings and dia-
grams. This new test set allows us to evaluate RAG
on various settings.

5.2 Baseline

We utilize two multi-modal baselines using the em-
beddings from CLIP and BLIP2 (Li et al., 2023),
where retrieval is purely based on similarity scores,
treating text and images independently. For the text,
we divide it into chunks and generate embeddings
for each chunk using the multi-modal encoders.
Similarly, the images are also encoded using the
same enocders. These text and image embeddings
are then used for query-based similarity retrieval.
For each baseline, the retrieved texts with top-2
relevant images are then fed into an LMM to gen-
erate the final response. Since our test set does not
include PDF or image-formatted pages, we evalu-
ate page-based and section-based linking instead
of methods that convert each page into an image
(e.g., ColPali (Faysse et al., 2024)).

5.3 Implementation Details

We use GPT-40 (OpenAl et al., 2024) (CC-BY 4.0
License) for triplet extraction. We also employ
OpenCLIP (Ilharco et al., 2021) (MIT License)
with ViT-H/14 trained on LAION-2B (Schuhmann

et al., 2022) (CC-BY 4.0 License) as our vision-
and-language model to compute the similarity be-
tween the text and the image. We link every image
with top 3 textual nodes as the similarity-based
graph. Under retrieval, we used similar threshold
values as set by (He et al., 2024b). Accordingly,
we set a threshold of 0.75 to prune G4, and while
refining G, via PCST, we set k = 5 for selecting
the top k nodes and edges, with the edge cost C.
set to 0.5. For retrieving images based on query-
image similarity we select the top-1 image. We
use Gemini 1.5 Flash with temperature of 0 as our
LMM for inference.

5.4 Evaluation Metrics

We report recall ratio and QA accuracy on our MM-
RAG test set.

6 Results and Analysis

6.1 QA and Recall Performances

We first show question answering performance
based on a single run of all methods in Table 1
and then discuss on recall performance shown in
Table 2.

BRIT outperforms the baselines in overall QA
accuracy on complex question (0.73 vs 0.81), as
shown in Table 1. Image-Image questions are the
simple question which does not require the cross-
modal multi-hop retrieval. Thus, the baseline meth-
ods with the simple retrieval of the top-2 most rel-
evant images achieves the highest accuracy, while
BRIT only retrieve 1 image with the similarity.
However, the baseline struggles with Image-Text
questions, resulting in a large drop in performance
compared to other cases. Table 1 also shows perfor-
mance gains from caption-based and layout-based
linking, but no gain from similarity-based linking.
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Methods Text-Image linking Recall ratio Retrieved
CA LP LS SI| Text-Image | Image-Text | Overall | Words Images
CLIP (k=2) - - - - 0.81 0.37 0.59 206.2 2.00
BLIP2 (k=2) | - - - - 0.75 0.46 0.60 257.5 2.00
0.61 0.02 0.32 18.9 1.00
v 0.76 0.44 0.60 101.2 1.43
v 0.79 0.30 0.54 262.5 1.80
v 0.82 0.35 0.58 195.7 1.69
v 0.70 0.09 0.39 554 1.35
BRIT v v 0.84 0.67 0.76 303.0 1.82
(Ours) v v 0.87 0.71 0.79 245.7 1.78
v v 0.72 0.49 0.64 277.1 1.55
v v 0.82 0.31 0.56 213.1 1.85
v v 0.87 0.35 0.59 119.7 1.75
v oV v 0.86 0.68 0.77 316.0 1.86
v v v 0.88 0.72 0.80 261.0 1.83

Table 2: Recall ratio in Retrieval. We evaluate various text-image linking and their combinations in terms of
the recall rate and the number of retrieved words and images. CA: Caption-based, LP: Layout-based (page), LS:
Layout-based (section), and SI: Similarity-based. Caption and Section denotes that question generated from a
caption and texts in a section. The baseline retrieves top-k images based on the similarity.

Recent LMMs can answer the complex multi-
modal questions when we give enough contexts
even if redundant texts and images are included in
the contexts. Thus, we investigate the recall rates
of various methods as shown in Table 2. BRIT
demonstrates superior performance on both Text-
Image and Image-Text questions compared to the
baselines, achieving a significant overall improve-
ment (0.6 vs. 0.8). Similar to the QA accuracy
shown in Table 1 the combination of the caption-
based and structure-based linking shows a large
parformance gain. Furthermore, Table 2 reveals
that section-based linking consistently outperforms
page-based linking, highlighting the importance of
inter-page connections.

6.2 Recall Performance with NEA

To simulate a real-world enterprise use case where
we need to retrieve a product image with its name,
we employ Named Entity Anonymization (NEA) to
anonymize the phrase identifying the target image
in simple image-image questions. Table 3 demon-
strates that baseline accuracies are significantly re-
duced with NEA, as these methods rely solely on
similarity-based image retrieval. In contrast, BRIT
exhibits superior performance to the baselines in
both scenarios (with and without NEA). Notably,
since BRIT establishes connections between im-
ages and their corresponding named entities within
the document, its performance even improves with

Recall ratio
Methods w/o NEA w/NEA
CLIP (k=2) 0.82 0.58
BLIP2 (k=2) 0.84 0.61
BRIT (Ours-Full) 0.88 0.98

Table 3: Recall ratio for questions without and with
NEA (Named Entity Anonymization). Full denotes
CA+LS+SI.

NEA.

6.3 Qualitative Evaluations

Figure. 6 shows some examples of the results on
Text-Image and Image-Text questions. On Text-
Image questions (left), the baseline retrieves simi-
lar images matched with the query, however a cor-
rect image cannot be retrieved. BRIT can find the
query-relevant texts and then retrieve the connected
images to reach the answer. On Image-Text ques-
tions (right), both the baseline and BRIT retrieve
the relevant image, however the baseline cannot
find the relevant texts because an important key-
word ’Irene Dalton’ is not in the question. Our
BRIT finds the relevant image first, then discovers
relevant texts by following the link between the
image and the text.

Figure 7 and 8 show failure examples. Image-
Text questions shown in Fig. 7 require to identify
an image (GT) with a given question to get relevant
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Text-Image Question

What is the color of the building at the front entrance of the crematorium?

(A) Red (B) Brown (C) White (D) Grey

Baseline BRIT (Ours)
RC “crematorium chapel or cremators on any internet  West Norwood Cemetery — has — crematorium _iezer
website including Wikipedia. An image of the side <o vers: chapel — rebuilt as — crematorium i " |

entrance to the Crematorium for access to the
Recordia, Side entrance to the crematorium,”,

Side entrance to the crematorium
g ii Crematorium Chapel — located at — ground level \

The provided images show the crematorium at West
Norwood Cemetery. The building is made of brick.

Main gate — located on — Norwood Road ——>

FR  The provided text discusses storks, their
morphology, distribution, breeding habits, x
and etymology. There is no information
about crematoriums or the color of buildings. Final Response: (B)

Final Response: (C). There is no information in

the provided text to answer the question.

Therefore, a guess is required, and white is a

ccommon color for buildings.

Image-Text Question

The image shows a man and a woman in a scene from a comedy short film. Who was
the woman in the image married to?

(A) Earl Rodney (B) John Raymond Owens (C) Lloyd Hamilton (D) Charles Christie

Baseline BRIT (Ours)

“one another. They also may nest solitarily, and Lloyd Hamilton — leading lady in — numerous comedies
the reasons why they choose to nest together or
apart are not understood.”,

"singing. Some prominent examples of movie

Irene Dalton — married — Lloyd Hamilton
Irene Dalton — born on — September 1, 1901

Still from the American
comedy short film Rolling
Stones (1922) with Lloyd
Hamilton, Irene Dalton, and
child actor Robert DeVilbiss

PE—

The image caption states that the image is a still
from the American comedy short film *Rolling
Stones* (1922) and shows Lloyd Hamilton and
Irene Dalton. The facts state that Irene Dalton
was married to Lloyd Hamilton.

The image shows Irene Dalton in a
scene from a Christie Comedy. The x
provided text does not contain

information about her marital status or

spouse’s name.

Final Response: (D) Final Response: (C)

Figure 6: Examples of results on Text-Image and Image-Text questions. BRIT reaches an answer by traversing the
multi-modal connections. RC and FR denotes the retrieved contexts and the final response.

Question GT image Retrieved image

Question GT image Retrieved image

Considering the historical context,
which element of the church's
architecture, as shown in the image
with stained glass in the
background, is most likely to have
survived significant historical
events?

The image depicts a formal suit
with a medal around the neck. In
which field is this person likely
recognized?

In the image, an entrance is shown
in a mountainous area near the
coast. What is the primary reason
for constructing this?

E

Figure 7: Examples of failed image retrieval in Image-
Text questions. GT image is an image required to get
relevant texts for answering the question, while our
method retrieves the different image with similarity.

texts from it for answering. However, different
image may be retrieved when a document contains
similar images and it leads to extract wrong texts
which are linked to the incorrect image. Text-Image
questions shown in Fig. 8 require to find an image
(GT) for answering from question-relevant texts.
Even when the question-relevant texts are correctly
identified from the question, it may fail to extract
the correct image. Also, when multiple images
are linked to the question-relevant texts, they are
simply retrieved and may confuse the LLMs.

7 Conclusion

We have proposed a novel multi-modal RAG frame-
work, BRIT which unifies various text-image con-

What is the color of the surface on
which the Apollo Moon rock is
placed?

What year is inscribed on the
object associated with the Royal
Navy officer known for
hydrographic charts?

Figure 8: Examples of failed image retrieval in Text-
Image questions. GT image is an image required for
answering the question but has no direct correlation to
the question. Our method retrieves the different image
from the question-relevant texts.

nections into a multi-modal graph and retrieves
the texts and images as a query-specific sub-graph
from the multi-modal graph. Unlike the standard
multi-modal RAG which separately retrieves texts
and images with the similarity, BRIT retrieve not
only directly query-relevant images and texts but
also discover further relevant contents by travers-
ing both image-to-text and text-to-image links ex-
tracted from a document bidirectionally. This pa-
per has comprehensively evaluated the effective-
ness of the various links and their combinations
for RAG on multi-modal document using a new
test set, MM-RAG test set we built, which contains
complex cross-modal multi-hop questions, requir-
ing to understand the text-image relations. We also
demonstrated a significant decrease in recall perfor-
mance of existing methods when using questions
containing unknown terms.
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8 Limitations

The test dataset we used is based on the Wiki-
Web2M dataset, which wasn’t originally created
for retrieval tasks involving specific person, prod-
uct, or company names. However, RAG is meant
to handle question-answering tasks on documents
that are often focused on a specific domain. To
properly evaluate our method, we need to broaden
the scope by testing other multi-modal linking ap-
proaches. For example, when working with spe-
cific document manuals containing only images a
scene graph could be helpful for extracting objects
in image, then generate object-relevant texts and
merge with the original image. Text-Image ques-
tions and Image-Text questions are designed such
that the question requires a relevant image/text to
answering but that image/text cannot be directly
identified by the question. However, due to the na-
ture of the Wikipedia page if only few images are
in the same Wikipedia page and they are different,
the target image can be identified by the some key
words in the question. Also, some Wikipedia page
contains similar images, e.g., pictures of a group’s
members, and the description in the question may
not be enough to identify a target image. We will
work on more challenging settings.
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A Prompt for Question Generation

We show a prompt we designed to generate three
types of questions, 1) Text-Image questions (Fig.
9), 2) Image-Text questions (Fig. 10), and 3) Image-
Image questions (Fig. 11). We use GPT-4o0 (gpt-
40-2024-05-13) for question generation.
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Caption:
{textual_context}

You are provided with an image caption and a corresponding image. The question
should be generated based on the #xxcaptions*%, but the answer must come from the
#xvisual or textual aspects of the image=x.

### Important Instructions:

— The question must be derived from the caption, but the answer must depend on
visual or textual details found in the image (e.g., objects, people, background,
colors, clothing , etc.).

— Do not generate a question that can be answered directly from the caption. The

answer should require information from the image.

Do not generate a question based on the text found inside the image (for example,

text from a poster or sign), but the answer can lie in the text inside image.

— The question should not give away the image directly , but it should allow the

caption to guide the user to find the relevant image.

Avoid speculative or ambiguous questions. Ensure the question and answer are

logically connected to both the caption and the image.

Refer to the examples below for better understanding:

Example 1:

"question ': "Is the girl, who is wearing a Flapper garb, wearing specs?",
"choices ': ['(A) No', "(B) Yes'],

"answer ': '(A)'

# Used caption: 'Photo of a girl in "flapper" garb. Taken in Moscow, Idaho in 1922.
Donated by Dave Bumgardne., Flappers in New Woman Era, 1920s'

Example 2:

"question ': "What is the color of the suit worn by Benedict?",
"choices ': ['(A) Black', '(B) Green', '(C) Grey', '(D) Brown'],
"answer ': '(C)'

# Used caption: 'The Way Way Back Australian Movie Premiere — Toni Collette At State
Theatre , Sydney, Australia — 6th June 2013, Tori becomes involved in her first
love triangle with Nate Cooper and Duncan Stewart (actor Benedict Wall pictured)

After you generated the question, please also describe the caption you used as a
fact to generate the question as follows:

"used textual facts": 'Polish football player Tomasz Frankowski Polski, Frankowski
in 2010’

The output format should be:

"question" : generated question,

"choices" : generated options in a list,

"answer" : answer,

"used textual facts" : used caption

Figure 9: Prompt for Text-Image questions
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Caption:
{textual_context}

You are provided with images and their corresponding caption. The #sxquestion =
should be generated based on the =xvisual aspects of the image=x (such as people
, objects, colors, background, etc.), and the sxxanswerss must come from the
caption #x*.

### Important Instructions:

— The #xquestion=*% must be based purely on the #xvisual aspectssx of the image (e.g
., objects, attire, setting , people, background, etc.).

— The #xanswersx must be derived only from the s#xcaption*x , and not from any
visible text or visual aspects in the image.

— Ensure that the #xquestion and answersx are logically connected to both the image
and the caption.

— #x%xDo not generate speculative or ambiguous questions*=%. Focus on visible aspects
in the image and ensure that the answer is present in the caption.

— If the question has sxtextual overlaps#x with the image (e.g., a visible sign or
poster), make sure that the answer comes from the #xcaption=#%, not from the
visible text in the image.

Example 1:

"question ': "The image shows a man with dark hair and a beard, dressed in a grey
jacket, standing against a brightly colored background. Who is this person?",
"choices ': ['(A) Robbo', '(B) Benedict Wall', '(C) Jake Ryan', '(D) Ricky Sharpe'],

"answer ': '(B)'

# The question is visually based, and the answer (Benedict Wall) comes from the ==
caption #x*.

Referred caption: 'The Way Way Back Australian Movie Premiere — Toni Collette At
State Theatre, Sydney, Australia — 6th June 2013, Tori becomes involved in her
first love triangle with Nate Cooper and Duncan Stewart (actor Benedict Wall

pictured) .’

Example 2:

"question ': "The image shows a young woman wearing a short dress and a cloche hat.
In which location was this photograph taken?",

'choices ': ['(A) New York City ', '(B) Chicago', '(C) Moscow, Idaho', '(D) Los
Angeles '],

"answer ':  '(C)'

# The question is visually based, and the answer (Moscow, Idaho) comes from the ==
caption #.

Referred caption: 'Photo of a girl in "flapper" garb. Taken in Moscow, Idaho in
1922."'

After you generated the question, please also describe the caption you used as a
fact to get the answer as follows:

"used textual facts": 'Polish football player Tomasz Frankowski Polski, Frankowski
in 2010"

The output format should be:

"question" : generated question,

"choices" : generated options in a list,

"answer" : answer,

"used textual facts" : used caption

Figure 10: Prompt for Image-Text questions
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You are provided with an image. A question should be generated based purely on the
#xvisual or textual aspects of the image=xx provided. Both the =#xquestion=* and
the ssxanswerss should come from the =ximage itself sx.

### Important Instructions:

— The #xquestions#* should describe a =xvisual or textual detailsx present in the
image .

— The #xanswersx must also be derived from the =#xvisual elements##* or =xtextsx that
is present within the image.

— Avoid using =#xexternal informations*x that is not visible in the image to form the

question or answer.
The image should be identifiable from the question.

Refer to the examples below for better understanding:

Example 1:

"question": "What color is the hat worn by the person standing against the white
background with a cap?",

"choices": [ "(A) Red","(B) Blue", "(C) Green", "(D) Black" ],

"answer": "(A)"

# both question and answer depend on the visual apsects of the image

Example 2:

"question": "What number is on the red jersey worn by the athlete in the outdoor
stadium 7",

"choices": [ "(A) 7", "(B) 10", "(C) 15", "(D) 3"],

"answer": "(C)"

# both question and answer depend on the visual apsects of the image

The output format should be:

"question" : generated question,
"choices" : generated options in a list,
"answer" : answer

Figure 11: Prompt for Image-Image questions

22248




