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Abstract

As machine translation systems approach
human-level quality, traditional evaluation
methodologies struggle to detect subtle transla-
tion errors. We critically examine limitations in
current gold-standard approaches (MQM and
ESA), including inconsistencies from variable
annotator expertise, excessive categorization
complexity, coarse severity granularity, accu-
racy bias over fluency, and time constraints. To
address this issue, we introduce a high-quality
dataset' consisting of human evaluations for
English—Russian translations from WMT24,
created by professional linguists. We show
that expert assessments without time pressure
yield substantially different results from stan-
dard evaluations. To enable consistent and
rich annotation by these experts, we developed
the RATE (Refined Assessment for Translation
Evaluation) protocol. RATE provides a stream-
lined error taxonomy, expanded severity rat-
ings, and multidimensional scoring balancing
accuracy and fluency, facilitating deeper anal-
ysis of MT outputs. Our analysis, powered by
this expert dataset, reveals that state-of-the-art
MT systems may have surpassed human trans-
lations in accuracy while still lagging in flu-
ency — a critical distinction obscured by exist-
ing accuracy-biased metrics. Our findings high-
light that advancing MT evaluation requires not
only better protocols but crucially, high-quality
annotations from skilled linguists.

1 Introduction

Recent advances in natural language generation
have made evaluation increasingly challenging, as
modern systems often produce outputs that match
or exceed human-written references (Clark et al.,
2021; Team et al., 2025). For generative Al applica-
tions, human feedback has become the cornerstone
of progress, with techniques like Reinforcement
Learning from Human Feedback driving signifi-

'The dataset is available on Hugging Face.

cant improvements (Ouyang et al., 2022). How-
ever, the process of collecting human judgments
faces numerous challenges: annotators seek short-
cuts to simplify evaluation tasks (Ipeirotis et al.,
2010), often prioritizing surface-level properties
over aspects requiring deeper analysis. Despite
these known issues, the field continues to rely
heavily on human evaluation, particularly for open-
ended generation tasks, where annotators typically
provide single overall scores or preference rank-
ings with limited transparency into their decision-
making processes (Novikova et al., 2017).

Machine translation (MT) represents a particu-
larly well-established field where human evaluation
plays a critical role. Over decades, the community
has developed sophisticated frameworks for transla-
tion quality assessment, with the Multidimensional
Quality Metrics (MQM) (Lommel et al., 2014;
Freitag et al., 2021) framework and its simplified
derivative Error Span Annotation (ESA) (Kocmi
et al., 2024b) emerging as dominant paradigms.
These evaluation standards are reinforced through
annual Conference on Machine Translation (WMT)
campaigns, which produce benchmark datasets that
influence the majority of contemporary research
on translation quality assessment. Indeed, the
field’s progress is largely measured through im-
provements against these benchmarks.

Despite this established infrastructure, trans-
lation quality assessment remains fundamentally
challenging. It demands high levels of cognitive ef-
fort, linguistic expertise in multiple languages, do-
main knowledge, and substantial time investment,
all of which conflicts with the practical constraints
of large-scale evaluation campaigns. Our analy-
sis reveals concerning limitations in current gold
standard translation evaluation protocols, includ-
ing excessive complexity of error categorization
in comprehensive approaches like MQM, an over-
simplified binary (major/minor) error severity clas-
sification, significant bias toward accuracy at the
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expense of fluency, and alarmingly brief annotation
times (often under one minute per segment).

The contributions of this paper include: (1) a
critical analysis of current MT evaluation prac-
tices, with empirical evidence of their limitations;
(2) new high-quality annotations for the WMT?24
dataset that demonstrate the impact of improved
evaluation methodologies on system rankings and
enable fine-grained analysis of differences between
systems that cannot be distinguished using original
WMT’24 annotations; (3) the RATE framework for
more comprehensive translation quality assessment
that streamlines error categorization while provid-
ing balanced measurement of both accuracy and
fluency dimensions. Through these contributions,
we aim to stimulate discussion about evaluation
standards that have remained largely unchallenged
despite the rapid evolution of translation systems.

2 Current Gold Standard Approaches
and Their Limitations

2.1 MQM and ESA

The Multidimensional Quality Metrics (MQM)
(Lommel et al., 2014; Freitag et al., 2021) and Error
Span Annotation (ESA) (Kocmi et al., 2024b) have
emerged as dominant paradigms for human eval-
uation of machine translation quality. MQM pro-
vides a hierarchical framework of error categories,
with errors classified into major types (Accuracy,
Fluency, Style, Terminology, etc.) and further sub-
categorized into more specific error types. Each
error is typically weighted according to its severity
(minor, major, or critical), and these weights con-
tribute to an overall quality score. This approach
allows for detailed error analysis but requires signif-
icant training and time investment from annotators.

ESA, a simplified version of MQM, focuses on
identifying and categorizing spans of text contain-
ing errors, classifying them primarily as major or
minor, with less emphasis on detailed error typol-
ogy. While annotators mark error spans, the com-
parison between translation systems actually relies
on the Direct Assessment (DA) score obtained dur-
ing annotation rather than directly utilizing the iden-
tified errors. This DA score, which we will refer to
as ESA score throughout this paper, ranges from 0
to 100, with interface guidelines that help annota-
tors assess meaning preservation (0% - No meaning
preserved, 33% - Some meaning preserved, 66% -
Most meaning preserved, 100% - Perfect). Major
errors are defined as those that seriously change

meaning, make text difficult to read, or decrease
usability. This approach was designed to reduce
annotation complexity while still providing mean-
ingful quality assessment, combining continuous
rating with high-level error severity span marking.

Both frameworks have been widely adopted in
translation evaluation campaigns such as the Con-
ference on Machine Translation (WMT), serving
as gold standards for machine translation systems
comparison and development.

2.2 Limitations of the Existing Approaches

Problematic Error Categorization in MQM
The MQM framework suffers from several inter-
connected issues that compromise its effectiveness.
Its core version (8 categories, 36 subcategories) is
already unwieldy, with the full version expanding
to approximately 200 subcategories—creating ex-
cessive cognitive burden for annotators. Despite
this expansiveness, it paradoxically lacks coverage
for common issues (e.g., tautologies in languages
like Russian and French) while simultaneously con-
taining redundant categories with overlapping def-
initions (e.g., "Date format" vs. "Date/time", or
"Ambiguous target/source content" and "Unclear
reference"). Additionally, many error types are
placed in counterintuitive categories (e.g., "Unjus-
tified euphemism" under Mistranslation rather than
Style). These structural problems force annotators
to make arbitrary categorization decisions, poten-
tially reducing inter-annotator agreement and com-
promising evaluation reliability.

Single-score Evaluation Inadequacy Condens-
ing translation quality into a single numerical score
proves increasingly problematic for differentiat-
ing modern MT systems (Flamich et al., 2025).
Translation quality encompasses multiple distinct
dimensions (accuracy, fluency, stylistic appropriate-
ness), and different domains prioritize these aspects
differently. A single aggregate score inevitably in-
troduces bias toward certain dimensions while ob-
scuring others, making it difficult to meaningfully
distinguish between systems or provide targeted
improvement guidance. As MT quality approaches
human parity, more nuanced multi-dimensional
evaluation becomes essential.

Major/Minor Distinction Lacks Granularity
The MQM score construction relies heavily on
weighting counts of major and minor errors. This
binary severity classification proves excessively re-
ductive in practice. Translation errors exist on a
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continuum of severity: some errors significantly
exceed the threshold of “minor” without reaching
the impact level of “major.” This coarse granular-
ity fails to capture the subtle quality differences
between advanced translation systems and poten-
tially misrepresents the true user experience with
translated content.

Opaque Human Evaluation Processes Docu-
mentation of human evaluation methodology in
major benchmarks often lacks transparency regard-
ing crucial details. While evaluators are frequently
described simply as “experts,” specific informa-
tion about their qualifications, training protocols,
or assessment guidelines remains scarce. Even
more concerning is the limited time allocated for
assessment. Recent studies (Kocmi et al., 2024b,a)
report median annotation times of just 34 seconds
for ESA and 49 seconds for MQM evaluations per
segment per system — durations that appear insuffi-
cient for a thorough analysis of nuanced translation
issues. Such constraints potentially compromise
assessment quality, particularly when evaluating
high-performing systems where errors may be sub-
tle and require careful attention to detect.

The central challenge we face is that high-quality
translation evaluation has evolved into a complex
task even for human judges. Meaningful quality
assessment that can effectively distinguish between
advanced translation systems and provide action-
able insights requires both highly qualified evalua-
tors with sufficient time and a refined methodology
that addresses the limitations of current approaches.

3 RATE: Refined Assessment for
Translation Evaluation

This section of our study presents an attempt to
design a more effective evaluation system that pro-
vides informative quality reports while adhering
to five core principles: comprehensiveness, con-
sistency, comparability with established metrics,
compactness, and convenience for both human an-
notators and automated analysis.

The proposed RATE workflow consists of three
main stages: error categorization, severity determi-
nation, and quality scaling.

Error Categorization Our RATE protocol pre-
serves error categorization as a critical compo-
nent for providing actionable translation feed-
back while significantly streamlining the taxonomy.
Rather than eliminating categories entirely (as in

ESA) or maintaining the extensive hierarchy of
MQM, we adopt a balanced approach that distin-
guishes between semantic errors (affecting mean-
ing: Mistranslation, Undertranslation, Overtrans-
lation, Omission) and non-semantic errors (affect-
ing form: Grammar, Fluency, Style, Inconsistency,
Named entities, Do-not-translate).

This simplified classification enables annotators
to provide specific, diagnostic information about
translation weaknesses without the cognitive bur-
den and redundancy of MQM'’s extensive category
system. For instance, we incorporate terminology
errors within Mistranslation, as they fundamentally
represent meaning distortions, and we reserve an
"Other" category for exceptional cases. Detailed
category definitions appear in Appendix B.

Severity Assessment RATE expands the tradi-
tional binary (major/minor) severity classification
to a 5-point scale. The scale ranges from 5 (critical
errors with severe impact on meaning or readabil-
ity) down to 1 (minimal issues that even native
speakers might overlook). This expanded scale
provides the necessary granularity to differentiate
between slight inaccuracies and consequential mis-
translations. The middle point (3) captures mod-
erate errors that fall between the traditional major
and minor categories.

Quality Scaling The final assessment stage in-
volves two distinct quality dimensions, each rated
on a 1-100 scale. Accuracy measures faithfulness
to source meaning, while fluency assesses gram-
matical correctness and natural expression. This
multidimensional approach allows evaluators to
characterize systems with different strengths and
weaknesses, such as translations achieving high
accuracy but using stilted language, or reading nat-
urally while introducing subtle meaning shifts.

RATE Score and RATE MQM Score RATE
Score quantifies translation quality by summing
the severity values of all identified errors, pro-
viding a comprehensive measure of error impact.
For compatibility with established metrics, we
also calculate RATE MQM Score by converting
our expanded severity ratings into the traditional
binary classification, treating higher severity er-
rors (values 4 and 5) as major and moderate er-
rors (values 2 and 3) as minor, then applying the
standard formula: 5 x (number of major errors) +
(number of minor errors).
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Implementation Considerations The RATE
protocol strikes a balance between the excessive
complexity of MQM and the potential oversimpli-
fication of ESA approaches. It provides sufficient
detail for actionable insights while maintaining an-
notator efficiency. However, effective implementa-
tion requires more than just protocol documenta-
tion. The framework relies on high-skilled annota-
tors with strong bilingual proficiency, and requires
proper training on error categorization, severity cal-
ibration, and quality scaling. Appendix G provides
detailed calibration guidelines for severity levels
and quality scales, along with concrete examples
for each error category to ensure consistent appli-
cation of the framework.

4 Data Collection and Annotation

4.1 Selection of Translation Direction

Our study focuses exclusively on English-to-
Russian translation. English-Russian represents
a high-resource direction where modern systems
have achieved impressive performance, making it
ideal for examining the more subtle challenges in
evaluating near-human-quality translations.

While WMT evaluates numerous language direc-
tions, resource constraints inevitably limit the depth
of analysis for any single pair. By concentrating
on this specific direction, we enable the thorough
linguistic assessments that high-quality translation
evaluation demands.

4.2 Annotator Selection and Qualification

Following our concerns about the expertise re-
quired for high-quality translation assessment, we
implemented a rigorous annotator selection pro-
cess, recruiting professional translators with lin-
guistics or translation degrees, substantial industry
experience, and verified language proficiency. Can-
didates demonstrated their skills through transla-
tion post-editing tests that required context analysis
and fact-checking, followed by interviews. This
multi-stage process yielded 13 highly qualified spe-
cialists who received comprehensive training on
the RATE framework prior to evaluation work.
For comparison purposes, we also collected
ESA-style annotations from a larger group of in-
house evaluators. While these annotators were
native Russian speakers with verified C1 English
proficiency, we did not require specific academic
degrees or translation experience. This group re-
ceived standard training for ESA and other conven-

Domain #Docs #Segments #Tokens
literary 7 63 2494
news 16 94 4984
social 33 274 4847
speech 66 66 4954

Table 1: Annotated dataset statistics

tional annotation schemes.
Annotators received average professional trans-
lator’s or evaluator’s payment.

4.3 Dataset and Experimental Setup

We utilized the WMT 24 dataset described in
Kocmi et al. (2024a), which contains texts from
four domains: news (17 documents), literary (8
documents), social (34 documents), and speech
(111 documents). The original dataset includes
13 system translations for the English-Russian lan-
guage pair. Since our focus is on evaluating high-
quality translations, we selected 8 systems for our
experiment: the human reference (refA) and the 7
top-rated systems.

To balance domain representation, we subsam-
pled segments (corresponding to document para-
graphs) to include up to 9 segments per document
from news, literary, and social domains, and 1 seg-
ment per document from the speech domain, which
originally contained single-segment texts. This
sampling strategy yielded a total of 3976 annotated
segment-system pairs for expert evaluation. The
resulting dataset structure is presented in Table 1.
Our dataset is publicly available on Hugging Face.

4.4 Annotation Setups

The RATE annotation setup follows the same
segment-level paradigm used in MQM and ESA
evaluations, where each annotator examines all
translations of a given source segment.

ESA-style Annotation Performed by our control
group of annotators. We extended the annotation
guidelines with examples of major and minor errors
specific to English-to-Russian translation. Each an-
notation task presented the source text with the
highlighted segment and 8 translations, with the
entire document available for context. In other
respects, the annotation process and interface con-
formed to the WMT’24 setup. Throughout our anal-
ysis, we refer to this annotation as ESA, while the
standard WMT annotation is denoted as ESAWMT,
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ESAWMT  ESA RATE
Literary - 2.88 893
News - 3.57 14.39
Social - 1.80 3.84
Speech - 3.53  12.76
Overall 0.57 246  6.31

Table 2: Median annotation times per segment per sys-
tem (minutes)

RATE Annotation by Expert Translators Our
primary expert group performed annotations using
the RATE framework. As in the previous setup,
annotators evaluated 8 translations simultaneously.
Following our protocol, they highlighted and cate-
gorized error spans and provided overall accuracy
and fluency scores for each segment.

5 Results

5.1 Annotator Qualification Impact on
Evaluation

Our findings demonstrate the substantial impact of
annotator qualifications and expertise on translation
evaluation outcomes.

Annotation Time A striking disparity exists be-
tween annotation groups as evidenced in Table 2
RATE annotators spent a median time of 6.31 min-
utes per segment, approximately 11 times longer
than ESAWMT annotators (34 seconds). Even our
ESA annotators, working in a nearly identical setup
to ESAWMT but with stronger qualification require-
ments, spent significantly more time (2.46 minutes)
than WMT annotators.

Error Detection This time investment directly
correlates with error identification rates shown in
Table 3. RATE annotators identified approximately
7 times more errors per segment than ESAWMT an-
notators (4.66 vs 0.65), while our ESA annotators
detected 5 times more errors (3.34 vs 0.65). No-
tably, the 7x difference between our RATE and
ESAWMT annotations mirrors findings from previ-
ous studies (Kocmi et al., 2024b) comparing high-
quality MQMWMT annotations with standard ESA.

Annotator Quality vs. Protocol Dramatic dif-
ferences between our ESA implementation and
ESAWMT  despite identical protocols, underscore
that annotator selection may be even more critical
than the evaluation methodology itself.

#Errors #Majors #Minors
ESAWMT —0.65 0.22 0.43
ESA 3.34 1.68 1.66
RATE 4.66 1.74 2.59
Severity 5 4 3 2 1
RATE 0.75 099 125 133 033

Table 3: Average number of errors per segment across
different evaluation methods

5.2 System Ranking Comparison

A common outcome of human evaluation in ma-
chine translation is an aggregated quality score
per system, enabling direct comparison. As de-
scribed in Section 2.1, the MQM score is derived
as a weighted sum of major and minor error counts
per segment-system pair, while the ESA score (DA
score) represents the direct assessment of transla-
tion quality. Crucially, the rich annotations col-
lected via the RATE protocol allow us to com-
pute both the MQM score and the ESA score for
each segment-system pair, ensuring compatibility
with these established benchmarks. For the RATE-
derived ESA score, we calculated it by averaging
the overall Accuracy and Fluency scores assigned
during RATE annotation.

Table 4 presents system rankings according to
different evaluation protocols. Systems within the
same gray-shaded cluster do not differ significantly
from each other based on Wilcoxon rank-sum tests.

ESA Score Rankings The ESAYMT annotation
corresponding to our subsample identifies only two
statistically distinct clusters, with one cluster con-
taining 7 of the 8 systems (Table 4). This lim-
ited differentiation likely stems partly from our
dataset’s smaller size compared to the complete
WMT’24 dataset, though it’s worth noting that
even on the full dataset, ESAYMT adds just one
additional cluster that only separates the human ref-
erence (refA). Nevertheless, the improved discrim-
inative power of our protocols is evident: RATE
distinguishes 7 clusters while our ESA implementa-
tion identifies 6 clusters among the same systems.

MQM Score Rankings The contrast becomes
even more pronounced when examining MQM-
based rankings (Table 4). Here, ESAWMT identifies
4 clusters, our ESA implementation distinguishes
5 clusters, and RATE achieves complete separa-
tion with 8 distinct clusters (one for each system).
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ESA Scores (1) ESAWMT  ESA Scores (1) ESA  ESA Scores (1) RATE
Dubformer 90.49 Dubformer 76.01 refA 83.94
Unbabel-Tower70B 89.41 Claude-3.5 75.53  Dubformer 83.87
refA 89.05 refA 73.00 Claude-3.5 80.60
Claude-3.5 88.49 Yandex 70.60 Unbabel-Tower70B  78.56
Yandex 86.80 Unbabel-Tower70B  70.56  Yandex 78.34
GPT-4 85.67 GPT-4 69.99 GPT-4 76.47
ONLINE-G 85.59 ONLINE-G 68.00 ONLINE-G 74.37
Llama3-70B 78.23 Llama3-70B 63.24 Llama3-70B 70.17
MQM Scores () ESAYMT  MQM Scores (] ESA  MQM Scores () RATE
refA 0.99 Claude-3.5 7.56  Dubformer 8.21

Claude-3.5 1.06  Dubformer 7.60  Claude-3.5 9.27

Unbabel-Tower70B 1.14  Yandex 9.93  refA 9.38

Dubformer 1.23  refA 10.01  Unbabel-Tower70B  10.99
GPT-4 1.45  Unbabel-Tower70B 10.09 = Yandex 11.15
Yandex 1.47 GPT4 10.34 =~ GPT-4 12.24
ONLINE-G 1.96 ONLINE-G 11.23 ONLINE-G 13.11

Llama3-70B 3.06 Llama3-70B 13.73  Llama3-70B 16.02

Table 4: System rankings by ESA and MQM scores. Systems with the same background color are not statistically

significantly different.

This increasing granularity in system differentia-
tion highlights how qualified annotators with suffi-
cient time allocation can make more nuanced qual-
ity distinctions, even when working with similar
evaluation frameworks.

Multidimensional Evaluation Insights Compar-
ing translation systems based on varied evaluation
protocols and metrics produces inconsistent rank-
ings, making it difficult to draw definitive conclu-
sions about which system performs best. This in-
consistency highlights a fundamental challenge:
compressing multiple translation qualities into a
single score inevitably introduces bias toward spe-
cific aspects, resulting in contradictory interpreta-
tions depending on the evaluation framework used.

Both ESA and MQM frameworks demonstrate
this issue through their strong accuracy orientation.
The ESA protocol explicitly instructs annotators
to evaluate "meaning preservation" (essentially ac-
curacy), while research on MQM (Freitag et al.,
2021) has shown that scores are "primarily driven
by major and accuracy errors, as most major errors
involve accuracy issues” (a finding also confirmed
in our study, Table 6).

This accuracy bias is historically justified and un-
derstandable: preserving meaning has traditionally
been considered the primary and most fundamental
requirement of translation. However, this focus
creates an incomplete picture of translation quality.
Our results in Table 5 show that machine translation
systems, which have only recently made significant
breakthroughs in this dimension, now surpass hu-
man reference in accuracy metrics, a remarkable
achievement that would have seemed impossible
just a few years ago. Yet it’s increasingly evident
that meaning preservation, while essential, repre-
sents just one aspect of high-quality translation.

Interestingly, while machine translation systems
have surpassed the human reference in accuracy
dimensions, the human translation maintains clear
superiority in fluency evaluations. This distinction
reveals an important nuance in the evolving narra-
tive around MT quality: claims that "machine trans-
lation has surpassed human translation” (Kocmi
et al., 2024a) oversimplify a complex reality where
different systems excel in different dimensions of
translation quality. This multidimensional perspec-
tive also suggests that in certain domains, such as
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RATE Accuracy (1) RATE Fluency (1) RATE Scores ({)

Dubformer 83.65 refA 87.08  Dubformer 11.25
Claude-3.5 82.39  Dubformer 84.08 refA 12.15
refA 80.81  Yandex 82.82  Claude-3.5 12.56
GPT-4 78.12  Unbabel-Tower70B 81.05  Yandex 13.97
Unbabel-Tower70B  76.06  Claude-3.5 78.80  Unbabel-Tower70B  14.19
Yandex 73.87 ONLINE-G 7726 GPT-4 15.87
ONLINE-G 7148 GPT-4 74.81 ONLINE-G 16.16
Llama3-70B 71.36 Llama3-70B 68.98 Llama3-70B 19.55

Table 5: System rankings by RATE Accuracy, RATE Fluency scores and RATE scores.

literary works, social media content, or other in-
formal communications, optimal translation might
actually benefit from prioritizing fluency over per-
fect accuracy, a trade-off that current evaluation
metrics struggle to accommodate.

The RATE Score we propose offers a more bal-
anced approach by integrating various translation
aspects more effectively than existing metrics. Fig-
ure 1 provides empirical evidence of this balance,
showing how MQM and RATE Scores respond to
different quality thresholds. The graph plots the
mean score values when considering only examples
above specific accuracy or fluency thresholds. The
MQM curve (blue) consistently tracks closer to the
accuracy threshold line (solid) than to the fluency
threshold line (dashed), demonstrating its stronger
sensitivity to accuracy aspects. The gap between
MQM’s response to accuracy versus fluency thresh-
olds is particularly noticeable in the higher range
(80—-100). In contrast, the RATE Score (orange)
maintains more comparable distances from both
the accuracy and fluency threshold lines through-
out the entire range, confirming its more balanced
sensitivity to both dimensions. This balanced mea-
surement approach places all three top-performing
systems (refA, Dubformer, and Claude-3.5) in a sin-
gle statistical cluster, indicating comparable overall
quality despite their dimensional differences when
evaluated holistically.

This approach enables a two-stage evaluation
strategy: first, identify systems with strong over-
all translation quality using the RATE Score, and
then analyze their specific dimensional differences.
Such an analysis reveals that while state-of-the-
art MT systems excel in accuracy, human transla-
tion maintains a significant advantage in fluency,
information that would be obscured in a single-

Severity  Error count

3.89 1.56
2.74 3.00

Semantic
Non-semantic

Table 6: Average number of errors and severity values
for different error types

| AB — ESAWMT  ESA RATE
ESAWMT - 25% 21%
ESA 88% - 52%
RATE 90%  65% -
XCOMET-XXL  81%  36% 33%
GEMBA-MQM 85%  49%  44%
|ANB|/|B| (100% for B = ())

Table 7: Overlap of error spans between different evalu-
ation methods. Table shows proportion of errors identi-
fied by method B were also found by method A

dimensional evaluation framework.

5.3 Error Span Overlap Analysis

To understand the relationship between different
annotation approaches, we analyzed the overlap
between error spans identified by each method.
Table 7 presents overlap percentages between
annotation approaches, revealing significant differ-
ences in error detection patterns. RATE annotations
capture 90% of errors identified by ESAYMT, while
ESAWMT covers only 21% of RATE-identified er-
rors—suggesting RATE annotators found the same
errors as WMT assessors plus many additional is-
sues. Similarly, RATE identified 65% of ESA er-
rors, while ESA captured only 52% of RATE errors,
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Figure 1: Dependence of mean MQM and Severity scores on the fluency/accuracy threshold. For each threshold,
only examples with values above the threshold are taken into account.

showing that highly skilled professional translators
in the RATE process detected more subtle transla-
tion issues than those using the ESA methodology.

We also evaluated two automatic error detection
systems: XCOMET-XXL (Guerreiro et al., 2024)
and GPT-40 based GEMBA-MQM (Kocmi and
Federmann, 2023). While these systems demon-
strated better span overlap than ESAYMT (81-85%
coverage of ESAYMT errors), they still underper-
formed compared to human ESA annotators in de-
tecting errors identified by other methods (covering
only 36-49% of ESA errors and 33—44% of RATE
errors). These results highlight the continuing gap
between automated and human evaluation systems,
though automated approaches show promising im-
provements over some human evaluation protocols.

6 Related Work

Over the past decades, human evaluation of ma-
chine translation (MT) has evolved significantly.
Early assessments relied on holistic scoring (ALP,
1966; White et al., 1994), gradually giving way
to more structured approaches. The Conference
on Machine Translation (WMT), established in
2006, has become the primary venue for stan-
dardizing evaluation methodologies (Koehn and
Monz, 2006), shifting from ranking-based assess-
ments to Direct Assessment (DA) (Graham et al.,
2013) , where annotators assign continuous qual-
ity scores. The Multidimensional Quality Metrics
(MQM) framework (Lommel et al., 2014; Freitag
et al., 2021) introduced a comprehensive error ty-
pology that classifies issues by type and severity.
ESA, a simplified version of MQM, focuses on
identifying and categorizing spans of text contain-

ing errors, classifying them primarily as major or
minor, with less emphasis on detailed error typol-
ogy (Kocmi et al., 2024b).

Though WMT has been instrumental in col-
lecting human judgments at scale, such evalua-
tions remain expensive and time-consuming. Error-
marking protocols like MQM, despite being labor-
intensive, provide actionable insights crucial for
system improvement that holistic scoring cannot
offer. These practical constraints have motivated
automated metrics like COMET (Rei et al., 2020;
Guerreiro et al., 2024), BLEURT (Sellam et al.,
2020), and MetricX (Juraska et al., 2024), with re-
cent work exploring Large Language Models for
evaluation (Kocmi and Federmann, 2023; Lu et al.,
2024; Zhang et al., 2025; Lu et al., 2025). Error
spans identified through LLM annotation (Kocmi
and Federmann, 2023) have been incorporated into
Al-assisted human evaluation frameworks, effec-
tively reducing costs while maintaining evalua-
tion quality. However, all these automated ap-
proaches ultimately depend on human-curated gold
standards for validation. Currently, high-quality
MQM annotations exist at scale primarily for En-
glish-German and Chinese—English pairs only, cre-
ating a bottleneck for progress as top MT systems
converge in quality, making fine-grained distinc-
tions increasingly important yet difficult to assess.

7 Conclusion

Our study introduces the RATE framework for
translation evaluation and contributes a high-
quality annotation dataset for English-to-Russian
translations. We demonstrate that existing gold
standard methods show significant bias toward ac-
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curacy at the expense of fluency, while RATE offers
a more balanced single-score metric that weighs
both dimensions, complemented by granular statis-
tics for comprehensive system analysis.

Our findings reveal that annotator qualifications
and time investment dramatically impact evalua-
tion outcomes, potentially more than the protocol
itself. We also discovered that state-of-the-art MT
systems have surpassed human translations in ac-
curacy while still lagging in fluency, a nuance ob-
scured by one-dimensional evaluation approaches.
The RATE balanced methodology is an important
advancement in translation quality assessment, par-
ticularly as MT systems continue to improve and
require more sophisticated evaluation methods.

8 Limitations

In this section, we discuss the limitations of our
research and the proposed RATE protocol.

A comprehensive comparison between RATE,
MQM, and ESA protocols would ideally in-
volve the same set of annotators implementing all
methodologies under controlled conditions. How-
ever, due to the substantial financial resources re-
quired for high-skilled annotation, we were un-
able to conduct such an experiment. While we
acknowledge that a direct protocol comparison us-
ing the same annotator pool would provide valu-
able insights, our approach enables meaningful
system-level evaluation: the RATE annotations
allow derivation of both MQM and ESA qual-
ity scores, facilitating comparable system rank-
ings across evaluation frameworks. Importantly,
we recognize that the annotation task design it-
self—including categorization schemes and scor-
ing rubrics—may influence evaluator focus and fi-
nal scores independent of annotator effects. Given
these considerations and cost constraints, we priori-
tized scaling the dataset size to maximize its utility
for both in-depth translation analysis and training
future evaluation models.

Our research is confined to English-to-Russian
translation evaluation. Although we have no sub-
stantial reason to believe the annotation process
would differ significantly across other language
pairs, the nuanced approach of RATE is particu-
larly valuable for high-resource language directions
where machine translation quality closely approx-
imates human translation quality. For languages
with more complex orthographic systems or gram-
matical structures, the error identification process

may present additional challenges not encountered
in our study.

Regarding reproducibility, human annotation in-
herently presents challenges as there exists no stan-
dardized framework for selecting and qualifying
high-skilled annotators. As our findings highlight,
the expertise level of human evaluators significantly
impacts assessment outcomes. This variability in
human resources remains an intrinsic limitation of
translation quality evaluation research.

Furthermore, the quality of annotation itself can-
not be objectively measured. We must rely on
indirect signals such as rigorous annotator selec-
tion processes, time spent on annotation, error fre-
quency statistics, and the overlap of identified er-
rors between annotators. Translation evaluation
inevitably contains a degree of subjectivity that
is extremely difficult to quantify. This inherent
subjectivity adds another layer of complexity to
establishing definitive benchmarks for translation
quality assessment.

9 [Ethics Statement

ESA and RATE annotators received compensation
at standard commercial translation rates for their re-
gion, with RATE expert annotators earning double
the hourly wage. No personal data was collected
during the process, and all presented content was
screened for potentially disturbing material. All an-
notators were informed about how the data would
be used prior to beginning the annotation tasks.

Following the annotation, we administered a
feedback questionnaire. The vast majority of anno-
tators reported a positive experience and found the
instructions clear.
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A Overlapping ESA Annotation

To assess the reliability of our annotation scheme,
we conducted an additional experiment with over-
lapping ESA annotations. While the main dataset
was annotated using a non-overlapping approach,

ESA Scores (1) ESA
Dubformer 75.91
Claude-3.5 74.50
refA 72.94
Unbabel-Tower70B  70.27
Yandex 69.97
GPT-4 69.52
ONLINE-G 67.30
Llama3-70B 62.80
MQM Scores (|) ESA
Claude-3.5 7.84
Dubformer 7.99
refA 10.22
Yandex 10.23
Unbabel-Tower70B  10.27
GPT-4 10.80
ONLINE-G 11.61
Llama3-70B 14.11

Table 8: System rankings by ESA and MQM scores.
Overlap 3 for ESA.

where each segment was labeled by a single evalua-
tor, we subsequently reannotated the entire dataset
twice more. This resulted in each segment having
three independent annotations. In this approach,
each segment received annotations from three dif-
ferent annotators to mitigate individual preference
biases. Each evaluator still annotated all transla-
tions of a given source segment.

Analysis of the overlapping annotations revealed
that the averaged scores from the three annotators
demonstrated reduced variance and thus more sta-
ble results compared to single-annotator labeling.
This approach provided a more robust estimation
of the true quality scores for each segment. Table
8 presents system rankings for triple-overlapping
method. The number of clusters that ESA dis-
tinguishes remains unchanged, however the ESA
Score ranking is slightly different and a little closer
to RATE rankings.

Additionally, we calculated inter-annotator
agreement across our ESA annotation dataset. We
computed the agreement by measuring the propor-
tion of simultaneously detected errors, determin-
ing the intersection of error spans using the same
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methodology described in Table 7. For each seg-
ment, we selected pairs of annotators and calcu-
lated the overlap between their annotations. The
resulting overlap percentage was 59%, indicating a
reasonably good level of agreement among anno-
tators. This moderate to high agreement suggests
that despite the inherent subjectivity in error identi-
fication, our annotation guidelines were sufficiently
clear to produce consistent results across different
annotator groups.

B RATE Error Categorization

We primarily divide errors into semantic and non-
semantic ones. Apart from these terms, we mostly
adhere to the MQM terminology for better compat-
ibility, though some of the terms are defined more
broadly.

Semantic errors closely correspond to Accuracy
in terms of MQM and are split into Mistranslation,
Undertranslation, Overtranslation, and Omission.
To contrast with them, non-semantic errors encom-
pass issues related to Fluency, Grammar, Style,
Inconsistency, Do-not-translate, and Named enti-
ties.

In contrast to MQM, our classification does
not consider Terminology as an independent type
alongside Accuracy, but includes it in Mistransla-
tion. This decision is based on Occam’s razor to
eliminate redundancy. In addition to this general
consideration, there are domain-related reasons as
well. It seems justified due to two main reasons.
First, wrong terms either distort meaning or not,
thereby they are either part of a more general er-
ror type (Mistranslation) or relate to another type
(False friend, Undertranslation, Fluency, etc.), but
there is no reason to identify them as a distinct
group. Secondly, it is not evident how the defini-
tion of a term can be outlined, whether taken in
a strictly scientific meaning or a more casual one.
In any case, it is difficult to align annotators on
this distinction, which makes the outcome more
subjective and noisy.

Undertranslation is combined with Not trans-
lated as both categories lead to partial semantic
loss, although both match with those in MQM and
hardly need more detailed explanation. The same
applies to the merging of Overtranslation and Ad-
dition.

At the same time, Omission is set as a separate
group. At first glance, this may seem contradictory;
however, the decision can be easily explained. Both

in cases of Undertranslation and Not translated, a
reader receives at least part of the original infor-
mation. It can be reduced (Undertranslation) or a
reader can clearly see that a piece of text remains
untranslated, but in the case of omission, they have
no chance to identify the lack of information.

Certainly, annotators are instructed beforehand
that not every omission, under- or overtranslation
should be marked as an error, as in many cases
appropriate translation requires not maximum but
optimal accuracy.

The list of non-semantic errors does not need a
profound description. It should only be specified
that Grammar also includes Punctuation errors (as
syntax is truly a section of grammar) and Fluency
is regarded as an extensive category comprising
any problems of natural and smooth expression,
awkward collocations, tautologies, etc.

The last category here is Other, which is reserved
for rare and non-standard cases difficult to catego-
rize.

We deliberately ignore a number of MQM cate-
gories which, from our perspective, are irrelevant
for the matter of the current study (such as Organi-
zation terminology or Third-party terminology) or
even lie beyond the borders of translation problems
per se (for example, Design and markup or Missing
text).

C Detailed Statistics on Error Categories

Table 9 presents the average severity ratings and
frequency counts for different translation error cat-
egories. The error count represents the average
number of errors per text segment. The data re-
veals a distinct pattern in how different error types
impact translation quality. Semantic errors, par-
ticularly Mistranslations (3.99), exhibit relatively
high average severity, indicating their significant
negative impact on translation quality. In contrast,
non-semantic errors generally show lower severity
values, with style (2.22) and grammar issues (2.38)
being perceived as less critical.

Interestingly, while semantic errors are generally
considered more severe, certain non-semantic er-
ror categories such as inconsistency (4.50) and un-
translated content (4.38) received the highest sever-
ity ratings overall, despite their relatively low fre-
quency (0.07 and 0.02 per segment, respectively).
Fluency errors, though less severe (2.80), were the
most frequent individual error category with 1.96
occurrences per segment. Non-semantic errors col-
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lectively occurred almost twice as frequently (3.00)
as semantic errors (1.56), but their lower average
severity (2.74 vs. 3.89) balances the two global
error types. The least severe errors fell into the
"Other" category (1.93), representing issues that
did not fit into the established classification scheme
and had minimal impact on overall quality.

D Error Types Correlations

The table 10 shows Kendall’s Tau correlation co-
efficients between translation error counts per seg-
ment and three evaluation metrics (RATE Accuracy,
RATE Fluency, and RATE Average, which is aver-
age of RATE Accuracy and RATE Fluency). The
data is organized by error types (Semantic, Non-
Semantic, and Other) and specific error categories
within each type. Bold values in the table represent
the maximum correlation values in each column,
while green highlighting indicates values that are
statistically significant from zero at the 0.05 signif-
icance level.

The correlation analysis reveals distinct pat-
terns in how different RATE metrics capture spe-
cific types of translation errors. The RATE Accu-
racy demonstrates substantially stronger correla-
tion with semantic errors (-0.65 overall), particu-
larly with Mistranslation (-0.62), highlighting its
sensitivity to meaning-related issues in translations.
In contrast, the RATE Fluency exhibits markedly
higher correlation with non-semantic errors (-0.61
overall), with especially strong correlation to ac-
tual Fluency errors (-0.65), confirming its effec-
tiveness in capturing linguistic form and stylistic
issues. The RATE Average, which integrates as-
pects of both accuracy and fluency, shows some-
what stronger correlation with semantic errors (-
0.53 overall) compared to non-semantic errors (-
0.44), yet maintains robust correlation with both
categories. This balanced sensitivity suggests that
the RATE Average successfully functions as a com-
prehensive quality metric, capturing both meaning
preservation and linguistic naturalness in transla-
tions.

E Scores Distribution

Figures 2 and 3 illustrate the distribution patterns
of translation quality metrics across different eval-
uation frameworks. In Figure 2, the distribution of
MQM scores reveals striking differences between
evaluation methods: ESAYMT shows a highly con-
centrated distribution with most scores clustered

near zero, indicating minimal error detection, while
both ESA and RATE exhibit more diverse distribu-
tions extending up to 50, with gradually decreasing
frequencies at higher score values. This pattern sug-
gests that ESA and RATE evaluations demonstrate
considerably higher sensitivity to quality variations
compared to ESAWMT | The similar shapes of ESA
and RATE distributions indicate comparable lev-
els of discriminative power, though with slightly
different frequency patterns across the score range.

Figure 3 presents the distribution of ESA scores
and RATE Average values (RATE Average is an
average of RATE Accuracy and RATE Fluency),
highlighting further differences in evaluation be-
haviors. The ESAYMT distribution appears highly
polarized with scores concentrated almost exclu-
sively at the top of the scale. In contrast, both
ESA and RATE Average distributions show greater
utilization of the full scoring range, though with
notable peaks at round numbers (particularly visi-
ble in the ESA distribution), revealing evaluators’
tendency to select psychologically convenient val-
ues or to scale reduction. The RATE Average dis-
tribution appears somewhat smoother than ESA,
because RATE Average represent average of two
0-100 values, which naturally mitigates the "round
number effect.” These distributions clearly demon-
strate how different evaluation methodologies cap-
ture translation quality with varying degrees of
granularity and sensitivity.

F ESA and RATE Framework Interface

Figures 4 and 5 showcase screenshots of our anno-
tation interfaces designed for ESA and RATE eval-
uation methodologies, respectively. These visual
representations illustrate the distinct approaches
to translation quality assessment: the ESA inter-
face provides evaluators with a single 0-100 scale
for assigning an overall quality score, while the
RATE interface offers a more structured evaluation
framework with multiple assessment parameters.

The ESA interface allows evaluators to mark
only two types of errors—major and minor—while
the RATE interface provides significantly more
granularity through dropdown menus where anno-
tators can specify error categories, severity levels,
add comments, and link spans across the text by ID
to clarify their annotations (e.g. in case of incon-
sistent translation). This enhanced categorization
in RATE enables more detailed qualitative analysis
beyond simple error counts.
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Error Type Error Category Severity  Error Count
Mistranslation 3.99 1.16
Overtranslation 3.65 0.09
Semantic Undertranslation 3.58 0.14
Omission 3.58 0.17
overall Semantic 3.89 1.56
Inconsistency 4.50 0.07
Do Not Translate 4.38 0.02
Named Entity 3.31 0.13
Non-Semantic  Fluency 2.80 1.96
Grammar 2.38 0.68
Style 2.22 0.15
overall Non-Semantic 2.74 3.00
Other Other 1.93 0.10

Table 9: Average number of errors and severity values for different error types and error categories.

Error Type Error Category RATE Average RATE Accuracy RATE Fluency
Mistranslation
Overtranslation -0.03
Semantic Undertranslation
Omission -0.03 -0.02 -0.02

overall Semantic

Inconsistency

Do Not Translate
Named Entity
Fluency

Grammar

Style

overall Non-Semantic

Non-Semantic

Other Other

Table 10: Kendall’s Tau correlation between translation error categories and RATE metrics.

Both interfaces permit spans to be highlighted in
both the source text and the translation. The abil-
ity to highlight portions of the source text serves
a critical function, allowing annotators to indi-
cate content that has been omitted in the transla-
tion—representing a more sophisticated alternative
to the [MISSING] token from the original ESA
methodology. This feature provides a clear visual
indication of content omissions that might other-
wise be difficult to annotate in the target text alone.

For both systems, annotators are instructed to fo-
cus exclusively on the segment highlighted in gray
and its corresponding translation, ensuring consis-
tent evaluation scope across different methodolo-
gies. Our implementation also introduces a special-

ized annotation for missing punctuation, which is
automatically classified as a minor error in ESA,
while in RATE it is assigned to the Grammar cat-
egory. This standardization allows for more sys-
tematic comparison between the evaluation frame-
works while maintaining their distinct characteris-
tics.

G RATE Annotation Instruction

Figure 6 shows RATE annotation instruction.
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Siso's depictions of land, water center new gallery exhibition

"People Swimming in the Swimming Pool" from 2022 is one Vicente Siso artwork that will display at
Tierra del Sol Gallery beginning Jan. 13. (photo courtesy of Vicente Siso)

Tierra del Sol is pleased to present "Vicente Siso: Memories of the Land and Water" at the new gallery
location in West Hollywood. Siso has been an artist in the Studio Arts Program since 2012, this marks
his debut solo exhibition. Siso was born 1962 in Madrid and raised between Venezuela, Trinidad and
Miami; he moved with his family to Southern California in his early 20s.

Masterfully working across subject matter, Siso has generated a prolific series of landscapes,
portraits, and still-life works rendered in either acrylic, pastel, pencil or watercolor. Drawing from famlly
and

M306pasKeHItA 3eMnu 1 Bofisl CHICO B LIHTPe HOBOV ranepefiHoii BbICTaBKM

"Moaw, nnasaowme B GacceiHe" 2022 roaa - 0AHO U3 NpoussefeHuii BuceHTe Cuco, KoTopoe
6yneT BbicTaBNeHo B ranepee Tierra del Sol, Haunkan ¢ 13 AHBaPA. (hOTO NPeAOCTaBNEHO BuceHTe
Cuco)

Tierra del Sol ¢ pagocTbio "Bucente Cuco: 0 3emne 1 Boge" B HoBOWM
ranepee B BecT-Tonnmeyae. C1Co ABNAGTCA Xy[OXHMKOM B nporpamme Studio Arts ¢ 2012 ropa, n
370 ero nepean NepcoHanbHaA BbicTaBka. Cuco poaunca B 1962 rogy B Magpuae u BbIpoC Mexay
BeHecyanoi, TpHuaanom v Maiiamu; B Hauane 20-X OH Mepeexan Co CBOeW Cembei B HOXHYIO
KanucopHuio.

portraits, his own
range of interests and skill across media, Sisos tropical landscapes and seascapes reflect me

pabotan f§ p Temamu, Cuco coanan cepuio
" HaﬂopMopToB BLINONHEHHBIX AKPUNOM, NACTENbIO, KAPAHAALLOM NN AKBAPENbiO. ONMPaACk Ha

geographies of his past, employing rich pattems and incorporating people to make
connections between culture, memory and the environment. Siso titles his artworks in a mix of
Spanish and English, signifying complexities of his life in Los Angeles
County. "Vicente Siso: Memories of the Land and Water" opens on Saturday, Jan. 13, with a reception
from 6-8 p.m. The exhibition is on view through Sunday, March 3.

The Tierra del Sol Gallery is located at 7414 Santa Monica Blvd. For information, visit
tierradelsolgallery.org.

nopTpeTs, OTOrpaM 11 BOCMIOMUHAHWA, ero APKWE KOMMOSMLMIA
[eMOHCTDUDYIOT PASHOOGPA3Me ero VHTEpECOB U HABHIKOB B PA3NMUHEIX TeXHVKaX. Tponudeckie
-pw Mopckye Buabl CUCo OTPaxaloT reorpachyio ero NpoLusoro, MCMob3yA

Y30pbl U BK/IIOYAA /IOAEN, YTOOLI YCTaHOBUTL 3HAYMMble CBA3WM MEXAY KyNbTYpoi, NamATbio W
OKpY>alOLLei CPenoii. CUCO HA3bIBAeT CBOW MPOMIBEncHNA VCNaHCKOro 1 aHIIMIACKOro
A3BLIKOB, YTO OTPAKAET CIOXKHOCTM €ro XM3HN B OKpyre J10C-AHIKENEC, KOTOpbie OH C FOpPAOCTbIO
NPU3HAeT M ueHuT. BhictaBka "BuceHTe Cuco: BOCTIOMUHAHUA O 3emfie M BORE" OTKPHIBAETCA B
cy660Ty, 13 AHBapA, ¢ ¢ 18:00 70 20:00. BbICTaBKa GyAeT OTKPhITA 0 BOCKPECEHbH, 3
mapTa.

lanepen Tierra del Sol pacnonoxexa no a,qpecy Gynbaap CaHTta-MoHuka, 7414. [lnA nony4ennsa
noceTUTe caiiT

Rate overall translation quality

Meaning

Meaning Mostof mearing
ot ispartly s preserved
preserved preserved
Figure 4: Our ESA interface.
A person is here to fix my kitchen floor, so I'm gonna pretend | still have a Mpucnanu Yenoseka, 4TOGbI OH MOYMHUN MON Ha KyxHe, NO3TOMy A Gyay D
job and am wfh while editing Too Hot to Handle. Aenatb BUA, 4TO Yy MeHA Bce ewe ecTb pab6oTta, WM NPOAOMXY
penakTmpoBaTh "CnuKOM ropAYo” Ha iomy. T
If I can get the file to fucking open. (Fuck One Drive.)
Ecnu 6bl A, HAKOHELl, CMOT OTKPbITb 3TOT ¢haiin. (HepT Bo3bmu, One Drive!)
*hacker voice* I'm in.
*ronoc xakepa* A aneck. c
And this is when he starts drilling Super Loud. Yay.
M MMEHHO B 3TOT MOMEHT OH HaYMHaET CBEP/INTh, MPUYEM OYEHb FPOMKO.
It feels passive agg turning up my air purifier to max, Vpal e

but | can smell the wood dust, so it would be justified even if he weren't an
anti-masker. And | do actually need to protect myself??

I really want to go back to bed, but | can't until he's gone.
On the plus side, chapter 4 is finally edited!
Chapter five is a long one, but so fucking angsty. Yisssss, the good shit.

Doing find and replace on ... &3 ellipsis symbol and there are 54 in this

chapter &

But no, | stand by it. Most natural speech is broken up, especially when
people get emotional.
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HEKUM MacCUBHO-arpeccuBHLIM AE/CTBUEM, HO £ @

npesecuow NbiNK, Tak 4TO 3TO OnNpaBAaHHo, p,a»\n =Im§
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Figure 5: RATE interface.
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General instructions

You will be provided with a source and translation. Both source and translation usually include more text than you are asked to evaluate in order to provide context on the left and right. You must evaluate only
the highlighted translation, but you should read the context carefully to identify any mistakes related to it. Here are the expected steps:

1. Detect an error and categorize it.

2. Choose its severity level.

3. Leave a comment giving details about the error’s nature.

After that, score using two 0-100 scales, regarding general accuracy and fluency.

Error Severity Scale (1 to 5):

- 4-5 (Major/Critical Errors): These errors significantly distort meaning, lead readers to misunderstand the original message, or are highly inappropriate for the target audience.

Examples: Incorrect key terminology, significant mistranslation, adding incorrect or misleading information, serious grammatical errors that change meaning, cultural insensitivity/offensiveness, translation that is
highly misleading or severely disrupts understanding.

- 2-3 (Minor errors): These errors negatively impact readability, fluency, style, or grammar without seriously distorting essential information.

Examples: Awkward phrasing, unnatural word choices, literal translations, incorrect but minor grammar/punctuation mistakes, inconsistent style or terminology that slightly impacts readability without
compromising the main message.

-1 (Negligible or arguable errors): Issues that some translators may not interpret as mistakes, debatable stylistic nuances, or very minor mistakes that do not meaningfully affect text quality.

Example: Using a suitable but less preferable word choice or style variation that is still acceptable in general translation practice.

Types and Categories of Translation Errors
Dividing errors into Semantic or Non-semantic is not formalized here, however, it is just a convenient way of thinking about them helping you to make decisions. Within each type, select the appropriate specific
category.

Semantic Errors (errors affecting meaning):
- Mistranslation: Incorrect translation of meaning. This category covers: significantly incorrect meaning or terminology; ambiguity that leads to confusion or misunderstanding; word-by-word translation of
idioms/phrases that misses the intended meaning; errors in concepts critical to understanding the content.

low we have three wires: an actual input, its inverted counterpart and sign of the input." Translation: "Tenepb y Hac ecTb TPM NPOBOAA: OCHOBHOWN BXOA, r0 MHBEPTUPOBAHHAA KOMUA U CUTHAN Ha
"ocHoBHoW" ("main") is incorrect for "actual"; " " ("copy") is incorrect for "counterpart"; "curHan Ha Bxoge" ("input signal”) is a mistranslation for "sign of the input."
..digital rights management..." Translation: "ynpasnenue undposbimmn npasamu" is actually "digital rights management," but the better known term in Russian is "3awmra undposbix npas" or "3awmra

Source:
ABTOPCKMX NPaB Ha LUdPOBOIN KOHTEHT."

Source: "...We've all been there." Translation: "MblI Bce 6biam Tam." ("Tam" literally means “there” physically, while proper idiomatic meaning would be "Mbi Bce yepe3 ato npoxogunu.")

- Undertranslation: Too general translation; details and important nuances of the original message are lost or diluted significantly. This category also includes text that was expected to be translated but
remained in the source language.

Example.
Source: "Drain the fluid from the FRONT differential." Translation: "Cneiite suakoctb..." Problem: "®uakocts" in Russian is a general word for any liquid, while the original text means gear oil.

- Overtranslation: Unjustified or overly-specific translation of a general term. Adding unnecessary specific information that was not in the source.

Example: Translating general "meal" specifically as "o6ea" ("lunch").

- Omission: Deleting words, phrases, or information from the original text without a justified reason. Sometimes, minor omissions with very limited impact may be negligible or minor severity.

Example.

Source: "...you need much more than looking up typical interview questions..." Translation: "...noHago6uTca 6onblue, Yem NPOCTO NOTYrANTL CTaHAaPTHble Bonpockl.”" Problem: "much more" should specify
"3HaunTenbHo 6onbuie" or "3ameTHo 6onbue”, though, omission of "much” does not affect the meaning significantly.

Source: including a recent backlash against studying gene-environment interaction. Addressing these challenges will be critical to moving research on gene-environment interaction forward in a productive
way." Translation: "Bkatouan HeAaBHIOK HeraTMBHYIO peaKkumio Ha uly4yeHue reHoTuN-cpeaosoro EaaMMOlJEﬁCTBMR. PeweHue aTux I'Ip06l|€M HpeBEhHaf/’iHO BaXXHO ANA NPOAYKTUBHOIO NPOABMKEHNA
uccneposanuii." Comment: "gene-environment interaction" repeats twice in the original, while the Russian translation omits the repetition. This is should not be addressed as an error as the second mention
adds nothing to the meaning. Moreover, including it in the translation would be a fluency error (tautology).

Non-Semantic Errors (errors that don't directly change meaning):

- Grammar: Grammar and punctuation errors, spelling mistakes, incorrect capitalization, and typos that don't dramatically affect meaning but lower translation quality and professionalism. In cases of incorrect
use of dashes and hyphens, quotation marks, or capitalization, consider severity 2.

- Style: Sociolinguistically awkward or unnatural wording choices. Usually minor but can be critical if style is severely affected.

Example: Translating "apparel company" as "komnaHus no usrotoeneHuto rotosoro naatba" (archaic style inappropriate in a text telling about modern companies).

- Do Not Translate: Items or information that should remain untranslated (e.g., code snippets, URLs, bibliographic references, names of buttons in software). Undue translation of such elements is considered an
error.

Example: Translating code snippets.

- Inconsistency: Variations or inconsistent translations within the same text (terminology, names, gender forms). Usually minor but can become major if it causes confusion.

Example: Translating "squash" inconsistently as both "TbikBa" and "kabauok" within the same context.

- Named Entity (NE): Incorrect translation or transcription of proper nouns (person names, place names, brand/company names). Usually minor in European names if the overall identity is recognizable, major if
the name becomes unrecognizable or for languages with complex transcription rules (e.g., Asian languages). If a standard known translation exists and is ignored, consider severity 4.

- Fluency: Issues affecting readability, smoothness, or natural flow of sentences, confusing structure/order of words. This category includes unnatural sentence constructions or very awkward phrasing.

achel Brosnahan to play Lois Lane alongside David Corenswet's Clark Kent." Translation: "Psituen BpocHaxaH cbirpaert flouc /13itH BmecTe ¢ Knapkom KeHtom B ucnonteruu [1ssuga KopeHcser:
Problem: This implies Brosnahan will play both Lois Lane and Clark Kent, causing misunderstanding of sentence structure meanings.
Please note that this is not qualified as Mistranslation error, as a reader guesses the meaning logically, even though the structure is obviously unnatural and causes confusion.

Other
- Other: Errors that clearly impact the quality or correctness of the translation but do not logically fit into any of the previously defined semantic or non-semantic categories. This category should be used
sparingly—only when no other defined categories apply. When using "other," you should explain in detail why the existing categories do not fit, clearly describing the nature and impact of the identified issue.

Final Accuracy and Fluency Assessment

After identifying all errors, you must provide overall scores for accuracy and fluency on a scale from 0 to 100:

Accuracy (0-100): Measures how faithfully the translation conveys the meaning of the source text. Consider whether all information is correctly transferred, whether key concepts are accurately represented, and
whether there are any semantic distortions.

90-100: Near perfect accuracy with minimal or no semantic errors

70-89: Good accuracy with few minor meaning issues

50-69: Moderate accuracy with some notable meaning issues

30-49: Poor accuracy with substantial meaning distortions

0-29: Very poor accuracy with critical meaning errors or significant missing content

Fluency (0-100): Measures how natural, readable, and grammatically correct the translation is in the target language, regardless of accuracy. Consider grammar, word choice, idiomatic expressions, and overall
readability.

90-100: Reads like original target-language text, perfect grammar and naturalness

70-89: Generally fluent with minor issues in style or expression

50-69: Somewhat fluent but with noticeable awkwardness or unnatural phrasing

30-49: Poor fluency with numerous grammatical errors or unnatural constructions

0-29: Very poor fluency, difficult to understand, severely ungrammatical

Figure 6: RATE annotation instruction.
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