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Abstract

The increasing ubiquity of text-to-image (T2I)
models as tools for visual content generation
raises concerns about their ability to accurately
represent diverse cultural contexts – where
missed cues can stereotype communities and
undermine usability. In this work, we present
the first study to systematically quantify
the alignment of T2I models and evaluation
metrics with respect to both explicit (stated)
as well as implicit (unstated, implied by the
prompt’s cultural context) cultural expectations.
To this end, we introduce CULTURALFRAMES,
a novel benchmark designed for rigorous
human evaluation of cultural representation in
visual generations. Spanning 10 countries and
5 socio-cultural domains, CULTURALFRAMES
comprises 983 prompts, 3,637 corresponding
images generated by 4 state-of-the-art T2I
models, and over 10k detailed human annota-
tions. We find that across models and countries,
cultural expectations are missed an average of
44% of the time. Among these failures, explicit
expectations are missed at a surprisingly high
average rate of 68%, while implicit expectation
failures are also significant, averaging 49%.
Furthermore, we show that existing T2I
evaluation metrics correlate poorly with human
judgments of cultural alignment, irrespective
of their internal reasoning. Collectively, our
findings expose critical gaps, provide a con-
crete testbed, and outline actionable directions
for developing culturally informed T2I models
and metrics that improve global usability.

https://culturalframes.github.io

1 Introduction

Visual media such as advertisements, posters, and
public imagery play a central role in encoding
and transmitting cultural values (McLuhan, 1966).
They often depict culturally specific elements (e.g.,
traditional attire, religious symbols) and embed so-
cietal norms and values (e.g., expectations around
family structure, gender roles, and etiquette), thus

both reflecting and influencing the cultures from
which they originate (Hall, 1980).

Text-to-image (T2I) models are emerging as a
significant component of this visual media ecosys-
tem, now adopted across diverse domains like edu-
cation, marketing, and storytelling (Dehouche and
Dehouche, 2023; Loukili et al., 2025; Maharana
et al., 2022). This magnifies the cultural implica-
tions of their outputs for global audiences (Wan
et al., 2024; Hartmann et al., 2025) and raises a crit-
ical question: how accurately, and with what depth,
do these models depict diverse cultures? While
T2I models may generate visually plausible out-
puts for cultural prompts (e.g., “a bride and groom
exchanging vows at their Hindu wedding,” Fig. 1),
they often capture explicit details while omitting
implicit elements central to the scene, (such as a
sacred fire or officiating priest). We refer to these
two classes as explicit (based on the words in the
prompt) and implicit (unstated but implied by the
prompt’s cultural context) expectations. Indeed,
T2I model performance hinges on accurate cul-
tural representation, which can foster familiarity
and trust. Inaccuracies, however, risk reinforcing
stereotypes, exclusion, or propagating dominant
narratives (Naik and Nushi, 2023).

This necessitates evaluation practices that not
only verify faithfulness to the explicit expectations
but also assess the inference and contextualization
of implicit cultural expectations. However, cur-
rent T2I evaluation methodologies predominantly
focus on the former by assessing explicit prompt-
image consistency using automated metrics (Hu
et al., 2023; Hessel et al., 2021; Ku et al., 2024a).1

Further, existing benchmarks for evaluating T2I
models are designed around prompts that empha-
size attributes like realism (Saharia et al., 2022),
compositionality (Huang et al., 2023, 2025), and

1The only prior work evaluating appropriate contextual-
ization of sensitive content is Akbulut et al. (2025), which
focuses on image-to-text for historical events.
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A bride and groom exchanging vows 
at their Hindu wedding in India.

Chinese family sharing Peking duck in 
a bustling Shanghai restaurant. 🇵🇱

Polish father taking out a Christmas 
carp from the bathtub.

a bride and groom ✅

exchanging vows ❌

Hindu wedding in India ✅

Chinese family ✅

Peking duck ✅

Shanghai restaurant ❌  

polish father ✅

taking out a Christmas carp ✅

from the bathtub ✅

“…vows without a priest? That’s incomplete!”

🇨🇳🇮🇳

“…missing pancakes and other condiments, 
looks more like a turkey.”

“…the image lacks the sacred fire, that’s an  
essential element of the ritual”

“…Chinese people usually use chopsticks, 
not the fork and spoon to eat” 

“…father is dressed like Santa Claus”

“…why is there snow in the bathtub in 
the bathroom?”
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exchanging vows

Peking duck

I see forks and spoons From a bathtub 

Polish father

“…yes it seems like vows, but in a Hindu 
wedding it doesn’t happen like this” Ex
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“…can not tell if it is a restaurant in 
Shanghai.”

Figure 1: Examples from CULTURALFRAMES benchmark for three selected countries: India, China, and Poland.
We ask annotators to evaluate the generated images with respect to both explicit and implicit cultural expectations.

safety (Lee et al., 2023), typically using generic
or Western-centric prompts. Consequently, cur-
rent evaluation methods and benchmarks lack ad-
equate representation of culturally nuanced and
expectation-rich scenarios critical to diverse cul-
tural contexts.

In response, we present the first systematic study
of cultural alignment in T2I models covering both
explicit and implicit expectations across diverse
contexts. We introduce CULTURALFRAMES, a
novel benchmark comprising 983 prompts across
10 countries, with 3,637 corresponding images
generated by 4 state-of-the-art T2I models, and
over 10k detailed human annotations. The curated
prompts are grounded in real-life situations and
cover five culturally significant domains: greet-
ings, etiquette, dates of significance, religion, and
family life, which are explicitly designed to test
representation of both explicit and implicit cultural
expectations. Using the collected prompts, we first
generate images with four state-of-the-art T2I mod-
els, two open-source and two closed-source. Sec-
ond, we conduct evaluations employing human an-
notators with relevant cultural backgrounds, who
provide fine-grained judgments of the generated
images across four criteria (i) image–prompt align-
ment, decomposed into explicit and implicit expec-
tations; (ii) image quality; (iii) stereotype presence;
and (iv) an overall score. For (i)–(iii), annotators

also provide explanations for their ratings. This
scheme enables fine-grained analysis of T2I mod-
els’ performance, providing rich insights. We find
that state-of-the-art T2I models not only struggle
with depicting implicit expectations but also clearly
stated explicit ones. In fact, models fail to meet cul-
tural expectations 44% of the time across countries.
Among these instances, the failure rate for explicit
expectations is unexpectedly high, averaging 68%,
while the rate for implicit expectations is also sub-
stantial at 49%. We also observe that image quality
varies by country, and stereotypes are flagged more
often for Asian countries, particularly Japan and
Iran, across all models.

Furthermore, we compare these human assess-
ments with existing T2I evaluation metrics to
demonstrate that current measures correlate poorly
with human judgments of cultural alignment. In
particular, VLM-based evaluators that produce ra-
tionales (e.g., VIEScore) give explanations that do
not align with human reasons, calling into question
the interpretability of their scores in culturally sen-
sitive settings. Collectively, our findings lead to a
discussion on actionable directions for developing
more culturally informed T2I models and evalu-
ation methodologies. These include turning our
insights into better prompting strategies for models
and metrics and, prospectively, using CULTURAL-
FRAMES to align models and calibrate metrics.
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Dataset Countries Cultural Focus Prompts Models Annot. Explicit
Align.

Implicit
Align.

Stereotype
Flag

Explanation
for Ratings

Human Eval.
of Metrics

CUBE (Kannen et al., 2025) 8 Concept-centric 1,000 2 — ✓ ✗ ✗ ✗ ✗

CultDiff (Bayramli et al., 2025) 10 Concept-centric 1,500 3 4,500 ✓ ✗ ✗ ✗ ✓

MC-SIGNS (Yerukola et al., 2025) 85 Gestures 288 2 1,408 ✗ ✗ ✓ ✗ ✗

ViSAGe (Jha et al., 2024) 135 People — 1 — ✗ ✗ ✓ ✗ ✗

UCOGC (Zhang et al., 2024) 30 Material and non-material 752 3 67,620 ✓ ✗ ✗ ✗ ✗

CulturalFrames (Ours) 10 Social practices & norms 983 4 10,000 ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of cultural evaluation datasets for text-to-image generation, showing coverage (countries,
cultural focus, scale), and whether the dataset supports evaluation of cultural alignment (explicit/implicit), stereotype
flagging, and explanations for ratings. The final column shows if it includes human evaluation of metrics.

2 Related Work

Evaluating T2I models. A suite of bench-
marks has been proposed for text-to-image gen-
eration. DrawBench (Saharia et al., 2022) and Par-
tiPrompts (Yu et al., 2022) evaluate overall image
fidelity and complex scene rendering. The T2I-
CompBench series (Huang et al., 2023, 2025) fo-
cus specifically on compositional challenges. Hu-
man assessment and considerations for bias and
fairness are addressed by ImagenHub (Ku et al.,
2024c), HEIM (Lee et al., 2023), and GenAI
Arena (Jiang et al., 2024). Traditional metrics as-
sess image quality and diversity using embedding-
based metrics, e.g., FID (Heusel et al., 2018), In-
ception Score (Salimans et al., 2016), and the text-
image alignment via pretrained vision-language
embeddings, e.g., CLIPScore (Hessel et al., 2021)
and DinoScore (Ruiz et al., 2023). More re-
cently, reward models trained on human prefer-
ences such as HPSv2 (Wu et al., 2023), ImageRe-
ward (Xu et al., 2023), and PickScore (Kirstain
et al., 2023) have shown improved correlation with
human judgments. Concurrently, further metrics
leverage LLMs and VLMs for evaluating prompt
consistency and image quality through question-
answering or reasoning, such as TIFA (Hu et al.,
2023), DSG (Cho et al., 2024), V2QA (Yarom
et al., 2023), VQAScore (Lin et al., 2025), Uni-
fiedReward (Wang et al., 2025), DeQA (You et al.,
2025), VIEScore (Ku et al., 2024b), and LLM-
Score (Lu et al., 2023).

Cultural Alignment Evaluation of T2I models.
T2I models struggle to accurately and respectfully
represent cultural elements, leading to misrepre-
sentation of cultural concepts and values (Ventura
et al., 2025; Prabhakaran et al., 2022; Struppek
et al., 2023). A growing body of work highlights
various cultural biases, such as nationality-based
biases (Jha et al., 2024; Alsudais, 2025), skin tone
bias (Cho et al., 2023), social biases across gen-
der, race, age, and geography (Bird et al., 2023;

Naik and Nushi, 2023). Other works focus on geo-
graphic representation (Basu et al., 2023; Hall et al.,
2024), showing skewed generations towards West-
ern contexts and study cultural adaptation through
image editing (Khanuja et al., 2024).

Several recent benchmarks aim to probe cultural
alignment in T2I systems (see Tab. 1). CUBE (Kan-
nen et al., 2025) and CULTDIFF (Bayramli et al.,
2025) focus on concept-centric cultural elements
like food and landmarks across 8–10 countries and
also do not assess implicit alignment or collect
explanations for ratings. UCOGC (Zhang et al.,
2024) covers 30 countries and evaluates both mate-
rial and non-material culture, but does not address
implicit cues, stereotype flagging, or human evalua-
tion of metrics. MC-SIGNS (Yerukola et al., 2025)
targets gestures, and VISAGe (Jha et al., 2024) fo-
cuses on portrayals of people, mainly emphasizing
stereotype and offensiveness flags without assess-
ing alignment or collecting explanations.

Qadri et al. (2025), a concurrent study, examines
the limitations of evaluation practices through cul-
turally grounded evaluations in three South Asian
countries and advocates for “thick evaluations.”
Our work aligns with this emphasis but differs in
being larger-scale and quantitative across countries,
models, and metrics. As shown in Tab. 1, to the
best of our knowledge, this is the first systematic
quantification of how T2I models and metrics align
with implicit cultural expectations.

3 CULTURALFRAMES

We detail our data collection pipeline below and
highlight the design decisions that make it distinct
from standard annotation efforts.

3.1 Selection of Countries

We operationalize cultural groups using countries
as a proxy (Adilazuarda et al., 2024), building upon
the premise that individuals within a country share
a substantial amount of common cultural knowl-
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Figure 2: Overview of our data annotation pipeline. Cultural Atlas assertions are used to generate prompts using
LLMs and human filtering (to-left, top-middle), which are converted to images using T2I models (top-right). Human
annotators then evaluate alignment, quality, stereotypes, and overall score with detailed feedback (bottom).

edge, implicit understandings, and norms that
shape their daily interactions and practices (Hof-
stede et al., 2010; Hershcovich et al., 2022). To
create a dataset with diverse cultures, we selected
countries spanning five continents and representing
diverse cultural zones as per the zone categorization
in the World Values Survey (WVS; Haerpfer et al.
2022). Thus, our selection includes countries from
the following cultural zones: West and South Asia
(India), Confucian (China, Japan), African-Islamic
regions (Iran, South Africa), Latin America (Brazil,
Chile), English-speaking (Canada), Catholic Eu-
rope (Poland), and Protestant Europe (Germany).2

3.2 Selection of Cultural Categories

Our dataset is designed to evaluate culturally rel-
evant expectations in visual generations. Specifi-
cally, we target five socio-cultural domains from
CulturalAtlas (Mosaica, 2024) deeply embedded in
day-to-day life: 1) family, addressing familial roles,
hierarchy, and interactions; 2) greetings, covering
norms in social and business interactions; 3) eti-
quette, involving conduct during visits, meals, gift-
giving, etc.; 4) religion, reflecting rituals and cus-
toms shaping group identities; 5) and dates of sig-
nificance, highlighting celebrations of cultural, his-
torical, or religious importance. These categories
were selected due to their coverage in the Cultur-

2We acknowledge that the labels assigned to these cultural
categories are limited in their precision. Yet, these categories
present the cross-cultural variation relevant to this work.

alAtlas for the selected countries and their poten-
tial to induce prompts that elicit both explicit (i.e.,
elements directly mentioned in the prompt) and im-
plicit (i.e., not mentioned in the prompt but inferred
from shared cultural commonsense and needed for
cultural authenticity) cultural expectations.

3.3 Data Generation Pipeline
Building on the cultural categories, we first gen-
erate culturally grounded prompts reflecting the
core values described above. For each prompt, we
generate corresponding images and evaluate across
multiple dimensions from culturally knowledge-
able annotators to assess whether T2I models cap-
ture both explicit and implicit cultural expectations.
Fig. 2 summarizes the data generation and human
image annotation pipeline.

Prompt Generation. We use Cultural Atlas (Mo-
saica, 2024) as our knowledge base to extract cul-
tural expectations (norms, practices, values) writ-
ten as assertions. Cultural Atlas is an educational
resource informed by extensive community inter-
views and validated by cultural experts. To gener-
ate culturally grounded prompts, we first extract
concise assertions from Cultural Atlas content and
feed them to GPT-4o (OpenAI, 2024) using de-
signed instructions (see § A.1). These instructions
guide the model to embed cultural expectations into
the prompts for realistic and observable everyday
scenarios. Next, we use GPT-4o (OpenAI, 2024)
and Gemini (Gemini Team, 2024) to automatically
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validate the generated prompts, discarding any that
are overly abstract, culturally misaligned, or not
visually depictable. As a final step, we present each
prompt to three culturally knowledgeable annota-
tors. Only prompts agreed upon by the majority are
retained in the dataset (more details in § A.2). Ex-
ample assertions and prompts from our benchmark
are shown in Tab. 3 in § A.1.

Image Generation. We generate images using
four state-of-the-art T2I models: two open-source
models (Flux 1.0-dev (Labs, 2024) and Stable Dif-
fusion 3.5 Large (SD) (Esser et al., 2024)) and two
closed-source models (Imagen3 (Imagen-Team-
Google, 2024) and GPT-Image (OpenAI, 2025)).
We note that Imagen3 includes a prompt expansion
mechanism, active by default. To keep the evalua-
tion practical and consistent across models, we gen-
erate one image per model per prompt. While this
may appear limiting, our analysis (Appendix A.6)
shows that output diversity across generations is
generally low, and key issues identified by annota-
tors tend to generalize across multiple outputs. In
Fig. 15, we present prompt-image examples.

Rating Collection. We developed a human rating
collection interface and the associated annotation
guidelines. We tested several interface designs
and variants of annotation guidelines to collect
high-quality annotations. The final interface and
the guidelines are provided in § B. To ensure high
data quality, we filtered for attentive annotators and
ensured a minimum of 25 unique, culturally knowl-
edgeable workers3 per country. We collect data
from three annotators for each country using the
Prolific4 platform. Our annotation process captures
detailed, multifaceted feedback. Each annotator
first evaluates how well the image aligns with the
prompt (image-prompt alignment), considering
both explicit elements stated in the prompt and im-
plicit elements expected based on cultural context.
Following Ku et al. (2024c), we use a 3-point Lik-
ert scale: 0.0 (no alignment), 0.5 (partial), and 1.0
(complete). For scores below 1, annotators specify
whether explicit, implicit, or both types of elements
were missing or not depicted satisfactorily in the
image, and highlight the specific words in the

3Annotators were selected based on the following criteria:
born in the country, a national of the country, have spent the
majority of the first 18 years of life there, and are a resident of
the country. The residency criterion was relaxed for China to
ensure a sufficient annotator pool size.

4https://www.prolific.com/

prompt whose visual depictions were not satisfac-
tory, along with providing justifications for why
they were not satisfactory. This fine-grained rating
scheme allows us to analyze the interplay between
various quality aspects and their relation with
perceived cultural appropriateness. Annotators flag
stereotypes in the images, providing justifications
if present. Next, they assess image quality, noting
issues such as distortions, artifacts, or unrealistic
object rendering. Finally, they assign an overall
image score on a 5-point Likert scale. See Fig. 2
(bottom) for an example of human annotation for
different criteria for an image-prompt pair.

4 Data Analysis

Prompts. CULTURALFRAMES consists of 983
prompts collected from 10 countries, with each
country contributing between 90 and 110 prompts,
ensuring balanced cross-country representation.
The prompts are distributed across five cultural cat-
egories introduced in § 3.2: etiquette (24.3%), reli-
gion (14.4%), family (14.2%), greetings (13.1%),
and dates of significance (34%). For a detailed
per-country breakdown, see Fig. 14 in § A.3.

Images. We generate images for our prompt set
using both open- and closed-source models. While
open-source models produce an image for every
prompt, the safety filters of closed-source mod-
els block a subset of generations. This issue is
most noticeable with Imagen3, which filters out
290 prompts—29.5% of the prompts, primarily
due to policies against depicting children 5. For
comparison, GPT-4o blocks only 5 prompts. In
total, we collect 3,637 images.

Inter-rater Agreement. We collect a total of
10,911 ratings, with each image rated by three
annotators. To measure agreement among raters,
we compute Krippendorff’s alpha (Krippendorff,
2013), obtaining 0.32 for prompt alignment, 0.28
for image quality, and 0.36 for the overall score.
These scores are comparable to or better than
prior works on cultural understanding in T2I mod-
els (Kannen et al., 2025; Bayramli et al., 2025). A
detailed comparison with prior works, along with
factors influencing the agreement scores, is pro-
vided in Appendix A.7.

5We requested an exemption from the provider to bypass
these filters and will incorporate the missing images if access
is granted
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Figure 3: Distribution of image-prompt alignment errors
(score <1) by model, grouped by error type: implicit,
explicit, or both. Bars show fraction of total errors;
percentages indicate each type’s share per model.

What aspect of the generated image dominates
annotators’ overall assessment? We find that
the overall score given by annotators is strongly cor-
related with image–prompt alignment (Spearman
rank correlation of 0.68), whereas image quality
shows a more moderate correlation of 0.45. This
trend holds consistently across countries, suggest-
ing that annotators prioritize faithfulness to the
prompt over aesthetic appeal when rating images.
Also, stereotype is negatively correlated with over-
all score weakly (-0.21), which indicates a lower
impact of the presence of stereotypes on overall
score. Interestingly, the results contrast with find-
ings from prior work using side-by-side image com-
parisons (Kirstain et al., 2023), where image quality
often dominates overall preference judgments.

5 Evaluating T2I Models on
CULTURALFRAMES

How do different models perform for different
criteria across different countries? Fig. 4
shows human evaluation results for prompt align-
ment, image quality, stereotype, and overall score.
We find that GPT-Image achieves the highest
prompt alignment (0.85), followed by Imagen3
(0.79). The open-source models, SD-3.5-Large
and Flux, fall behind with scores of 0.66 and 0.63,
respectively. For image quality, Imagen3 is rated
highest, with GPT-Image and Flux performing
comparably well. SD-3.5-Large, however, scores
far behind the other models. Across all models,
including the state-of-the-art closed-source ones,
the proportion of images rated stereotypical ranged
from 10% to 16%, with SD-3.5-Large generating
stereotypical visuals the most and Flux the least.
Overall, raters prefer images from GPT-Image,

consistent with the prompt alignment result. SD
received the lowest overall score, most likely due to
poorer image quality and higher stereotype levels,
despite outperforming Flux in prompt alignment.
Our findings (Fig. 5 and Fig. 21) indicate notable
cross-country variations in both the overall score
and perceived importance of different evaluation
criteria. For instance, even assessments of image
quality differ (see Appendix C.2), showing a
discernible trend where Asian countries tend to
assign lower scores across multiple criteria.

Which aspect—implicit or explicit—do models
fail to capture, and is this consistent across
countries? Across CULTURALFRAMES, anno-
tators gave sub-perfect scores (below 1) for 44%
of the time. Out of these, 50.3% are attributed to
issues with explicit elements, 31.2% to implicit
elements, and 17.9% to both. While explicit errors
are most common, implicit cultural failures still
account for 49.1% of these cases, underscoring per-
sistent challenges in capturing culturally nuanced,
context-dependent knowledge. Fig. 3 shows that
GPT-Image has the lowest overall image-prompt
alignment error rate (ratings < 1), with its errors
roughly evenly split between implicit and explicit
types. In contrast, other models, particularly
SD-3.5-Large and FLUX, exhibit higher total error
rates where explicit errors form the largest share of
their respective alignment failures. These results
indicate that improvements are needed in both
explicit and implicit cultural modeling.

In Canada, Poland, Germany, and Brazil, approx-
imately two-thirds of comments mention explicit
prompt mismatches, indicating that literal fidelity
dominates their feedback. Conversely, annotator
feedback from India, China, and South Africa is
more evenly distributed, with roughly half of the
remarks targeting explicit flaws and half targeting
implicit cultural elements. At the opposite end
of the spectrum, annotators from Japan and Iran
predominantly highlight implicit cultural elements,
such as absent rituals, attire, or local setting, with
only about one-third of their comments citing ex-
plicit tokens. Chile follows the latter trend, albeit
less strongly. Collectively, these observations in-
dicate that T2I models increasingly fail to capture
users’ implicit cultural expectations in regions like
Asia and the Middle East, as contrasted with user
feedback from the Americas and Europe.

Which words do models most frequently mis-
interpret? Fig. 22 displays every word in the
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Figure 4: Human evaluation results for selected T2I models. From left to right: 1) Prompt Alignment (0–1,
1=perfect), 2) Image Quality (0–1, 1=highest), 3) Stereotype Score (0–1, 0=none), 4) Overall Score (1–5, 5=best).

Figure 5: Prompt alignment scores across countries for a given model.

Figure 6: tSNE plot of Imagen3 images. Labeled mark-
ers show image embedding centroids per country.

prompt that at least one rater labeled as erro-
neous, revealing two striking patterns. First, coun-
try demonyms (e.g., Iranian, Brazilian, Chinese,
Japanese) are prominent. A closer examination of
the rater comments reveals these words are typi-
cally highlighted as errors for two reasons: (i) a
country-specific element is missing from the im-
age, or (ii) the annotators are not able to relate to
the depicted content. Second, terms such as family,
festival, ceremony, wedding, temple, meal, guests,
tea, greeting, music, costumes, and flags account
for much of the remaining error frequency. These
words represent broad cultural signifiers—rituals,
social roles, and iconic objects—indicating that

T2I models frequently misrepresent such elements.

In what way do models fail across different
countries? To identify reasons behind model
failures, we analyze free-form comments collected
from annotators. For each country, we embed
the comments using a sentence transformer6 and
cluster them using HDBScan (Campello et al.,
2013). We then prompt GPT-4o to summarize
each cluster with a concise label and explanations.
This approach reveals distinct failure patterns
across regions. In Asia, models frequently
misrepresent traditions and religious practices,
often relying on stereotypes. In African contexts,
outputs lacked cultural authenticity, defaulting
to generic or Westernized portrayals. South
American outputs suffered from poor regional
specificity and inaccurate depictions of people’s
appearances. Similarly, Canadian content lacked
appropriate demographic diversity and Indigenous
representation. Further, we investigate the nature
of the generated images by embedding them using
the CLIP vision encoder.7 As shown in Fig. 6,
images generated by Imagen3 for Asian countries
form distinct clusters, while those from other

6https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

7https://huggingface.co/openai/clip-vit-large
-patch14
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Figure 7: Spearman rank correlation of various T2I evaluation metrics with human ratings across three criteria:
prompt alignment, image quality, and overall score. Human denotes the human-human Spearman rank correlation.

regions lack such clear grouping. This finding is
corroborated by annotators in Europe and South
America, who struggle to identify country-specific
visual cues in generated images, indicating that the
model fails to capture cultural distinctiveness.

6 Evaluating T2I Metrics on
CULTURALFRAMES

Metrics analyzed. We analyze six representa-
tive metrics, each reflecting a different evalua-
tion paradigm: CLIPScore (Hessel et al., 2021)
is an embedding-based metric that computes co-
sine similarity between CLIP embeddings of the
image and prompt. HPSv2 (Wu et al., 2023) en-
hances CLIPScore by fine-tuning the CLIP model
on human preference data. TIFA (Hu et al., 2023)
uses a VQA-based framework to assess faithful-
ness. We use GPT-4o-mini for question genera-
tion and Qwen2.5-VL-32B-Instruct (Team, 2025)
as the answering model. VQAScore (Lin et al.,
2025), UnifiedReward (Wang et al., 2025), and VI-
EScore (Ku et al., 2024b) leverage vision-language
models to evaluate generated images. For VQAS-
core, we leverage the CLIP-FlanT5 model in-
troduced in the original VQAScore paper, use
UnifiedReward-qwen-7B based on Qwen2.5-VL-
7B for UnifiedReward, and use GPT-4o as VLM
for VIEScore, which provides both a score and
a textual reason for its assessment. Finally, we
evaluate DeQA (You et al., 2025), a VLM trained
specifically for image-quality assessment.

How do metrics perform against different rating
criteria? We evaluate how well current T2I met-
rics correlate with human judgments across prompt
alignment, image quality, and overall score (see
Fig. 7). UnifiedReward, an open-source reward
model, slightly edges the best closed-model setup,
VIEScore, on prompt alignment, achieving a Spear-
man correlation of 0.31 compared to 0.30 for the

latter. While this is below the human-human agree-
ment of 0.38, it notably outperforms all other met-
rics. In contrast, TIFA exhibits a lower correlation,
potentially because it only accounts for explicit el-
ements mentioned in the prompt. This highlights a
gap between metric design and alignment with hu-
man perception. The performance gap is even more
pronounced for image quality, where all metrics
correlate poorly with human ratings. Nevertheless,
VIEScore again performs best, followed closely
by UnifiedReward. The relatively stronger perfor-
mance of HPSv2 may be attributed to its training
on image pairs, with human preference likely
driven by image quality, potentially making it more
sensitive to visual appeal. By contrast, DeQA,
despite being trained specifically for image-quality
assessment on standard IQA datasets, shows
near-zero correlation (≈ 0.0) on our benchmark,
likely due to domain and distribution shift between
the data used to train DeQA and CULTURAL-
FRAMES. Taken together, the overall weak
correlations suggest that current metrics fail to
capture the subjective nature of image quality as as-
sessed by humans. For the overall score, VIEScore
again demonstrates the highest alignment with
human judgments, achieving a correlation of 0.31
(human–human: 0.42), with UnifiedReward close
behind. Notably, HPSv2, despite being trained
on human preferences, shows relatively poor
performance, likely due to limited annotator and
prompt diversity in the human preference dataset it
was trained on. CLIPScore consistently underper-
forms, indicating limitations as a general-purpose
evaluation metric, particularly for culturally
sensitive image assessments. Overall, these results
suggest that VLM-based metrics have the upper
hand in capturing culturally grounded human.

Do explanations provided by VLM-based
metrics capture the mistakes human raters
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highlight? To further analyze the overall best-
performing metric on our benchmark, VIEScore,
we evaluate whether its generated explanations
reflect the issues raised by human annotators. We
consider only cases where at least two annotators
flagged mistakes with substantiated reasons. We
adopt an LLM-as-a-judge setup, instructing it to as-
sess the alignment between VIEScore’s reasoning
and human concerns on a 1–5 Likert scale. The in-
structions are shown in Fig. 23. To mitigate poten-
tial model biases, we collect scores from 4 different
LLMs – GPT-4o, Gemini 2.5 Flash, Claude3.5-
Sonnet, DeepSeek-Chat – and aggregate them per
instance. To calibrate the LLM’s judgments, we
provided five in-context examples corresponding to
varying quality levels. Additionally, we manually
review 100 judge-provided scores, sampled across
countries, and confirm they produce consistent,
high-quality assessments. The results reveal
that VIEScore’s explanations achieve an average
rating of 2.19/5 (std: 1.19), indicating only partial
overlap with human rationale. This suggests that
current metrics have substantial room to improve
alignment with human judgments and reasoning.
Some qualitative examples are provided in Tab. 9.

7 Discussion

Based on our analysis of cultural misalignment in
text-to-image models and their evaluation metrics,
we highlight three key directions for improvement.

Can culturally informed prompt expansion
improve cultural alignment? CulturalFrames
prompts are concise, leaving many cultural aspects
implicit for the model to infer. For example, the
prompt "a bride and groom exchanging vows at
their Hindu wedding" omits elements like the priest
or the sacred fire. To examine whether making
these cues explicit can improve generations, we
build on our analysis of model failures and expand
the 20 lowest-scoring prompts per country using
Gemini-2.5-Flash (see § C.1 for details). We
generate images using Flux.1-Dev, and evaluate
image–prompt alignment with VIEScore, the
metric that best correlates with human judgments.
Prompt expansion improves the average VIEScore
from 7.3 to 8.4, demonstrating that culturally
informed expansion helps models better capture
details important to humans.

Can we improve metric performance through
explicit instructions? Current T2I metrics are

not explicitly guided to account for implicit and
explicit prompt elements. To test whether such
guidance helps, we modify VIEScore by replacing
GPT-4o’s instructions with novel annotation guide-
lines we developed for human raters (see Fig. 24).
This raises correlation with human ratings from
0.30 to 0.32 (significant at 95% confidence) and
improves explanation alignment with human ratio-
nales using the same LLM-as-a-judge setup from
2.19 to 2.37 on a 5-point scale. These results sug-
gest that culturally informed instruction design can
improve both scores and rationales. Nonetheless,
the metric’s reasoning still lags human rationale,
highlighting the need for richer cultural knowledge
and training beyond prompt design.

Does explicit training of VLMs to judge images
improve culturally aligned evaluation? Current
VLMs used for evaluation are typically not trained
to judge images, raising the question of whether
such training aids cultural alignment. We com-
pare UnifiedReward (Wang et al., 2025), trained
on diverse multimodal preference data to judge
images, with its backbone model (Qwen2.5-VL-
7B). Despite not targeting cultural scenarios, Uni-
fiedReward achieves higher correlations with hu-
man judgments – image–prompt alignment (0.31
vs. 0.17), image quality (0.17 vs. 0.01), and overall
score (0.28 vs. 0.14) – and even surpasses VI-
EScore in alignment (0.31 vs. 0.30). This suggests
preference-based judge training can significantly
improve cultural alignment in metric scores.

8 Conclusions

In this work, we introduce CULTURALFRAMES, a
novel benchmark comprising 983 cultural prompts,
3,637 generated images, and 10,911 human annota-
tions, spanning ten countries and five socio-cultural
domains. CULTURALFRAMES assesses the ability
of T2I models to generate images across diverse
cultural contexts. We find that state-of-the-art T2I
models not only fail to meet the more nuanced
implicit expectations, but also the less challenging
explicit expectations. In fact, models fail to meet
cultural expectations 44% of the time on average
across countries. Failures to meet explicit expecta-
tions averaged a surprisingly high 68% across mod-
els and countries, with implicit expectation failures
also significant at 49%. Finally, we demonstrate
that existing T2I evaluation metrics correlate poorly
with human judgments of cultural alignment.
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9 Limitations

Our study faces limitations due to our data col-
lection methods and the scope of the CULTUR-
ALFRAMES. We approximated cultural groups as
countries for annotator recruitment, which may po-
tentially oversimplify cultural identities and con-
flate culture with nationality due to practical con-
straints like information available in CulturalAtlas
and annotator availability.

Our strategic choice to maximize diversity by
recruiting multiple annotators per country, while
enriching the evaluation with varied viewpoints, in-
herently presents a trade-off. A broader range of in-
terpretations, stemming from a more diverse group,
can naturally lead to lower inter-rater agreement
scores when compared to evaluations conducted
by a smaller, more homogenous annotator pool.
It is this trade-off, coupled with the inherent sub-
jectivity of the task, that provides context for our
inter-annotator agreement results. This reflects the
inherent subjectivity of evaluating cultural nuances
and expectations.

A further limitation, driven by practical consid-
erations of scale, is a generation of only a single
image per model per prompt. This single-instance
evaluation makes it challenging for annotators to
definitively identify stereotypical associations, as
patterns of representation across multiple genera-
tions for the same prompt cannot be observed.

10 Ethical Considerations

Our CULTURALFRAMES benchmark comprises
prompts and generated images, whose cultural
alignment is rated by professional annotators via
Prolific from the relevant countries. To ensure
wide cultural representation, we recruited anno-
tators from three distinct community groups within
these countries, compensating them at $10-15 per
hour for all tasks performed, a rate established after
pilot testing. This reflects our commitment to fair
and inclusive data collection practices.

Despite the efforts, we acknowledge a key limi-
tation: equating cultural groups with national bor-
ders within or across these national lines. This
simplification may overlook the complex realities
of minority and diaspora communities. We thus
urge future research to explore finer-grained dis-
tinctions within cultural groups. While recognizing
these constraints, we are hopeful that our work
contributes to a deeper understanding of cultural
nuances in visual generations and provides a foun-

dation for such future investigations.

11 Acknowledgements

We would like to thank Saba Ahmadi, Qian Yang,
Ankur Sikarwar and Rohan Banerjee for their help
with early pilots for prompt generation and image
rating. We also thank the Mila IDT team for their
technical support and for managing the computa-
tional resources. Additionally, Aishwarya Agrawal
received support from the Canada CIFAR AI Chair
award throughout this project. Karolina Stańczak
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A CULTURALFRAMES

This section outlines the full pipeline used to create
the CULTURALFRAMES. We describe how cultur-
ally grounded prompts were generated, filtered, and
verified by human annotators across multiple coun-
tries. We also detail how these prompts were used
to generate images from various text-to-image mod-
els, along with the settings and parameters used for
generation.

A.1 Prompt Generation

We begin with the Cultural Atlas (Mosaica, 2024),
a curated knowledge base of cross-cultural atti-
tudes, practices, norms, behaviors, and commu-
nication styles, designed to inform and educate
the public about Australia’s migrant populations.
The Atlas provides detailed textual descriptions
across categories such as family structures, greet-
ing customs, cultural etiquette, religious beliefs,
and more. We use the Cultural Atlas as a source of
culturally grounded information to guide prompt
generation. However, not all categories in the Atlas
are suitable for visual depiction. We select five
categories—dates-of-significance, etiquette, family,
religion, and greetings—based on two main crite-
ria: (1) the content describes values or practices
that can be meaningfully represented in images,
and (2) the category is consistently available across
a broad set of countries to support cross-cultural
comparison.

We parsed the textual content from each selected
category and segmented it into paragraphs using
newline characters. Each paragraph served as an
input “excerpt” to an LLM for prompt generation.
Given a country and an excerpt, we prompted GPT-
4o (gpt-4o-2024-08-06) (OpenAI, 2024) to gen-
erate two short prompts (each under 15 words)
that: (i) were grounded in the excerpt’s content,
(ii) described a culturally relevant and visually
observable scenario, and (iii) included sufficient
country-specific context, either explicitly or im-
plicitly. The prompts were designed to reflect un-
derlying cultural values through everyday, observ-
able situations, such as a wedding ceremony or a
workplace interaction. To guide this process, we
crafted category-specific instructions that encour-
aged the model to generate meaningful and cultur-
ally grounded prompts. Example assertions and
prompts from our benchmark are shown in Tab. 3.

We began by generating a small number of
prompts per category, which were evaluated by
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Country Unique Annotators Avg Age % Male % Female % Other

Brazil 35 36.1 69.0 31.0 0.0
Canada 34 37.9 47.9 52.1 0.0
Chile 35 31.1 77.7 22.3 0.0
China 40 33.0 32.3 67.7 0.0
Germany 51 35.1 68.5 31.5 0.0
India 32 31.7 46.6 53.4 0.0
Iran 28 32.0 47.0 53.0 0.0
Japan 25 44.2 56.1 40.6 3.2
Poland 27 32.0 62.0 38.0 0.0
South Africa 83 32.9 35.1 64.9 0.0

Table 2: Summary of participant demographics by country.

Assertion (CulturalAtlas) Generated Prompts

Greetings (India): Indians
expect people to greet the eldest
or most senior person first.
When greeting elders, some
may touch the ground or the
elder’s feet as a sign of respect.

(1) Grandchildren
touching grandfather’s
feet at an Indian temple.
(2) Indian village elder
blessing children during
harvest festival.

Religion (Iran): Most
Iranians believe in Islam, but
due to politicization, many
younger citizens have
withdrawn. Devout followers
often practice privately at home.

(1) Iranian family
praying together at home.
(2) Elderly Iranian man
praying in a quiet
mosque.

Table 3: Examples of assertions in CulturalAtlas for two
categories greetings in India and religion in Iran and
corresponding generated prompts.

human annotators to assess whether the scenarios
were both visually depictable and culturally appro-
priate (see Section A.2 for details). Prompts that
passed these quality checks were reused as few-
shot in-context examples to guide further prompt
generation. This iterative process enabled us to
scale prompt creation while maintaining cultural
fidelity and diversity. Instructions provided to GPT-
4o (OpenAI, 2024) used across different categories
are provided in Figures 9, 10, 11, 12, 13.

A.2 Prompt Filtering
For every country, we ask 3 culturally knowledge-
able annotators if the prompt represents a scenario
observable in their culture and aligns with their
values. Only those prompts that 2 or more anno-
tators choose make it into CULTURALFRAMES.
In Fig. 8, we present the prompt filtering inter-
face where annotators choose “Yes/No” for a given
prompt depending on whether the prompt reflects
an observable scenario in their culture that aligns
with their cultural values.

A.3 Prompt Distribution Across Categories

Fig. 14 shows the distribution of prompts across
five cultural categories used in constructing CUL-
TURALFRAMES: dates-of-significance, etiquette,
family, religion, and greetings. Across countries,
dates-of-significance consistently accounts for the
largest share of prompts, followed by etiquette.
This distribution reflects the relative amount of in-
formation available for each category in the Cul-
tural Atlas. The remaining three categories, family,
religion, and greetings, have relatively balanced
proportions. We aimed to maintain a similar cat-
egory distribution across countries to support fair
cross-cultural comparisons. Notably, South Africa
lacks sufficient information in the family category,
so it is excluded from that category in the figure.

A.4 Image Generation

We generate images at a resolution of 1024×1024
across all models to ensure consistency. For GPT-
Image, we set the image quality to high. For Im-
agegen3, we use VertexAI to make API calls and
enable the default enhance_prompt setting, which
expands the prompt prior to image generation. For
FLUX.1-dev, we set the guidance scale to 3.5,
max_sequence_length to 512, and use 50 infer-
ence steps. In the case of SD-3.5-Large, we use a
guidance scale of 4.5 and 40 inference steps.

A.5 Prompt-Image Examples

Some examples of prompts along with images
generated using different models are provided in
Fig. 15.

A.6 Image Generation Analysis

We generate only one image per prompt due to
the practical constraints of our annotation budget
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Figure 8: Prompt filtering interface where annotators choose “Yes/No” for a given prompt depending on whether
the prompt reflects an observable scenario in their culture that aligns with their cultural values.

and the need to maintain a manageable scale. De-
spite this limitation, we believe our findings remain
meaningful and generalizable, particularly given
the known low diversity in model outputs (Kannen
et al., 2025). To substantiate this, we conducted
two additional analyses:

Quantifying Image Diversity for Cultural-
Frames We analyze the diversity of generated im-
ages using the best-performing open-source model,
Flux.1-Dev (Labs, 2024). For every prompt in Cul-
turalFrames, we generate 4 images using different
random seeds. We then embed these images using
the CLIP model (ViT-L/14@336px) (Radford et al.,
2021) and compute the Vendi Score (Friedman and
Dieng, 2023), which reflects the effective number
of distinct images in a set. Across all prompts, we
find an average Vendi score of 1.5 (standard de-
viation 0.3) for 4 images, indicating that only 1.5
unique images are produced out of 4 on average.
This result confirms the low diversity previously
reported in the literature.

Checking Generalization of Annotator Com-
ments To assess whether annotator observations
generalize to other images, we manually inspect 4
images each for 20 prompts from India, Poland, and
China, countries whose cultural norms our authors
are familiar with. These prompts were selected
because annotators had already identified cultural
issues in the single-image setup.

In all 20 cases, at least three out of four images
exhibited the same cultural issues that had been pre-

viously flagged. This finding strongly reinforces
our initial observations and demonstrates that these
issues generalize consistently across multiple gen-
erations. Tab. 4 provides qualitative examples of
prompts and the cultural issues highlighted by an-
notators, along with the number of images in which
these issues were observed.

These results support our claim that even with
multiple generations, the same cultural issues tend
to persist. This is likely due to the limited diversity
of current models. Therefore, while we only use
one image per prompt in our main evaluation, our
findings do generalize to multi-image settings for
current generation systems. Lastly, we believe that
the rich explanations collected from annotators can
be extremely valuable for future work that studies
model biases in multi-image generation settings.

A.7 Inter Human Agreement

To establish that our inter-annotator agreement is
well within the field’s norms, we quantitatively
compare our country-level Krippendorff’s Alpha
and Fleiss’ Kappa scores against published val-
ues from two closest benchmarks, CUBE (Kan-
nen et al., 2025) and CultDiff (Bayramli et al.,
2025). For Krippendorff’s Alpha, across both
image-prompt alignment and image-quality, CUL-
TURALFRAMES’s country-level scores consistently
match and often exceed the lower bounds of
CUBE’s reported ranges (e.g., CUBE’s image-
prompt alignment: 0.09–0.58 vs. CULTURAL-
FRAMES: 0.24–0.42). Similarly, for Fleiss’ Kappa,
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Prompt Observed Cultural Issue Prevalence
Visitors removing shoes before entering
a Hindu temple in India.

Annotators commented that people were not
removing their shoes, and many were still
wearing shoes as they entered the temple.

4/4

Chinese couple receiving parental bless-
ings in traditional attire.

Annotators observed that there were no parents
visible in the images.

4/4

Families sharing dumplings during Chi-
nese New Year celebration.

Annotators complained that the food shown in
the image is “baozi” rather than dumplings.

4/4

Children float Marzanna doll down Pol-
ish river to end winter.

Annotators complained that there is no
Marzanna doll in the image.

4/4

Families cooking rice dishes under fes-
tive decorations during Pongal.

Annotators pointed out that there was a fire
over the rice kept in the dish.

3/4

Table 4: Examples of Persistent Cultural Issues Across Multiple Image Generations

Gender Iran Chile Germany Japan India China Canada South Africa Brazil Poland Average

Male 0.68 0.68 0.80 0.60 0.80 0.70 0.73 0.84 0.82 0.74 0.74
Female 0.74 0.80 0.82 0.53 0.73 0.60 0.80 0.77 0.84 0.72 0.72

Table 5: Average image-prompt alignment scores by gender and country. The numbers highlighted have a difference
greater than 0.5.

Age Group Germany Iran Chile Japan India China Canada South Africa Brazil Poland Average

18–24 0.84 0.71 0.77 0.69 0.74 0.65 0.75 0.80 0.83 0.76 0.75
25–44 0.78 0.67 0.78 0.61 0.78 0.71 0.73 0.77 0.85 0.72 0.74
45+ 0.76 0.71 0.45 0.57 0.67 0.73 0.76 0.78 0.77 0.72 0.68

Table 6: Average image-prompt alignment scores by age groups and country. The numbers highlighted have a
difference greater than 0.5.

our agreement on prompt alignment (0.179–0.406)
and image quality (0.157–0.341) is noticeably
higher than CultDiff’s general figures (0.07–0.17).
For the overall score, where both datasets share a
1–5 scale, our agreement (0.06–0.14) is compara-
ble. Importantly, CULTURALFRAMES attains these
agreement levels despite requiring raters to judge
more subtle, implicit cultural cues than the more
object-level signals in the benchmarks. We credit
this strong performance to our meticulously de-
signed evaluation framework, where we iteratively
update instructions and filter workers to ensure high
data quality. To understand inter-human agreement
for CULTURALFRAMES better, we quantitatively
and qualitatively analyze several key factors:

Do people of different genders rate images differ-
ently? For every country, we split the annotations
by gender and calculate the mean scores provided
by each gender for the image-prompt alignment cri-
teria. Our data is predominantly annotated by peo-

ple who identify as male or female, except Japan,
where 1 annotator did not identify with either gen-
der. Hence, we present the analysis across only
these two categories of gender. We make sure to
include only those prompt-image instances (2248
of them) where we have ratings from both genders
to ensure fair evaluation.

Tab. 5 provides the average image-prompt align-
ment scores provided by male and female annota-
tors. We begin by examining the overall average
scores across gender groups: males score 0.74 and
females score 0.72, resulting in a modest gap of
0.02. This difference is slightly higher than the
0.01 gap observed when annotations are randomly
split, suggesting that gender may play a minor but
measurable role in rating variation. However, this
effect appears more pronounced when analyzed at
the country level.

Several countries in Tab. 5 exhibit notable
gender-based differences in cultural alignment
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scores. Chile shows the largest gap, with females
scoring 0.80 and males 0.68. China also reflects
a considerable difference, with males scoring sig-
nificantly higher, 0.70, and females 0.60. Canada,
India, Japan, and South Africa also demonstrate
moderate differences, with females and males dif-
fering by over 0.06. These gaps may reflect differ-
ences in perception, interpretation, or cultural sen-
sitivity across genders in line with previous works
that study gender based variations in T2I evalua-
tion (Rastogi et al., 2024, 2025). Despite these
variations, some countries like Germany, Brazil,
and Poland show more consistent scores between
male and female annotators.

Do people from different age groups rate images
differently? For each country, we categorize an-
notators into three age groups (18-24, 25-44, 45+).
This corresponds to Gen Z, GenX, and millennials,
respectively. We make sure to include only those
prompt-image instances (2407 of them) where we
have ratings from two of the three age groups (as
ensuring all three age groups annotated an instance
filtered a lot of annotations, as we collect only 3 hu-
man annotations for a prompt-image pair) to ensure
fair evaluation. We calculate the average prompt
alignment scores and report them in Tab. 6.

The age-wise analysis reveals clear generational
differences in how cultural alignment is rated. On
average, annotators aged 18–24 give the highest
scores (0.75), followed closely by the 25–44 group
(0.74), while the 45+ group gives notably lower
scores (0.68). This 0.07 drop between the youngest
and oldest age groups is substantially higher than
the 0.01 difference observed when annotations are
randomly split (3-way random split, each pairwise
difference was 0.01) and differences are calcu-
lated, suggesting that age meaningfully influences
evaluation behavior.

On a country level, annotators aged 18–24 assign
the highest scores the most number of times (5/10
countries), followed by the 24-44 age group (4/10
countries), suggesting they may be more optimistic,
lenient, or culturally flexible. This trend is most
prominent in Chile (0.77 for 18-24 vs. 0.45 for
45+), Japan (0.69 for 18-24 vs. 0.57 for 45+), and
India (0.78 for 24-44 vs. 0.67 for 45+). In contrast,
older participants (45+) tend to give lower scores,
indicating more critical assessments, possibly due
to deeper cultural anchoring. Countries like Iran,
South Africa, and Canada exhibit relatively stable
scores across age groups, suggesting less genera-

tional variance in perception. This analysis under-
scores the importance of considering age-based di-
versity when evaluating subjective alignment tasks,
as perspectives can shift meaningfully across gen-
erations.

Are people’s sensitivities to the same issues dif-
ferent? We analyze whether annotators may pro-
vide similar reasoning for their judgments but as-
sign different alignment scores, indicating varying
sensitivities to the same issue. We observe such
instances in our dataset and argue that this variation
is not annotator noise, but a natural outcome of sub-
jective interpretation in value-centric evaluations.
The rationales we collect alongside each score are
critical in making sense of these differences, of-
fering insight into annotators’ thought processes
and allowing us to study the nuances behind dis-
agreement, rather than dismissing them as incon-
sistencies. We include qualitative examples below
to illustrate this phenomenon in Tab. 7.

Do people flag different issues for the same im-
age? We observe that in a small number of cases,
different annotators identify different issues in the
same image, which can stem from their diverse
cultural backgrounds and lived experiences. What
one annotator flags as a misrepresentation may not
even register to another, highlighting the subjec-
tivity inherent to cultural evaluation, which could
result in different scores. We provide qualitative
examples to illustrate this phenomenon in Tab. 8.
Further, we note that the combination of diverse
perspectives provided by the annotators in these
cases collectively covers a broad spectrum of po-
tential issues, leading to a more holistic and robust
understanding of cultural expectations.

B Image Rating

B.1 Rating Interface

We develop a custom interface for collecting image
ratings. Fig. 16 and Fig. 17 show the detailed in-
structions we provide to the annotators for rating
images. Fig. 18 shows the interface where annota-
tors rate images.

B.2 Annotator Demographics

Tab. 2 provides details on the annotators who par-
ticipated in our studies.
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Prompt Annotator 1 Comment Score Annotator 2 Comment Score

Chinese villagers gather-
ing for Laba Festival por-
ridge feast

It is not Laba-style por-
ridge

0 That is not Laba porridge.
Laba porridge contains at
least 8 ingredients.

0.5

Casual hug between Ger-
man friends at a cafe

I cannot see a hug. Beer is
not typical for a cafe.

0 The hug is hard to see.
The scene doesn’t look ca-
sual. The person is drink-
ing beer in a cafe.

0.5

Polish family passing
pierogi platter during
afternoon meal

These are not pierogi. 0 These are not traditional
Polish dumplings

0.5

Canadians lining up out-
side mall for Boxing Day
sales

There isn’t much of a line,
nor does this suggest the
people here are Canadi-
an/in Canada

0.5 There is no explicit depic-
tion of Canadians, nor is
there a line present, nor is
the “line” outside the mall.

0

Table 7: Qualitative examples of different sensitivities in scores shown by annotators for the same or similar issues.
The score to the right of the annotator comment is the rating the annotator provided.

Prompt Annotator 1 Comment Annotator 2 Comment

Sikh children learning Gurbani
in an Indian classroom

Children look more like a for-
eigner than an Indian sikh.

Girl Sikh children don’t wear tur-
bans.

Families sharing fish meal on
Good Friday in Brazil

The image does not depict a fish
meal like Brazilian people eat it.
In fact, the fish looks raw, so it’s
weird.

I can’t see a Brazilian family in
this photo; there is nothing that
indicates it. It looks more like
Asian people.

Traditional African ceremony in
KwaZulu Natal province

Men aren’t wearing the tradi-
tional dress, which would in-
clude animal hide. This is an im-
portant part of Zulu culture and
wouldn’t be changed.

There is nothing resembling
KwaZulu Natal province, includ-
ing the clothing and the scenery.

Table 8: Qualitative examples of different annotators providing different reasons for their ratings.

C Text-to-Image Models’ Analysis

C.1 Prompt Expansion Case Study
Building on the insights gathered from our detailed
analysis of model failures, we propose a simple but
effective prompt expansion strategy. Our annota-
tor rationales revealed recurring patterns in what
models tend to overlook, such as missing cultural
objects, family members, inaccuracies in settings,
and mood. To test whether explicitly including
these overlooked details in the prompt improves
generation authenticity, we selected the 20 lowest-
scoring prompts from each country (200 prompts in

total across 10 countries) and expanded the prompts
using an LLM (Gemini-2.5-Flash). The LLM was
given the instructions detailed in Fig. 19.

We generate images using the Flux model
(the best open-source model) for these expanded
prompts, and use VIEScore to measure the image-
prompt alignment accuracy. We use VIEScore as it
is the metric that correlates the most with human
judgments. We see that there is a consistent im-
provement of VIEScore (overall score) from 7.3 to
8.4 upon prompt expansion, indicating that care-
ful prompt expansion could indeed help in model
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improvement.

C.2 Image Quality Analysis
We analyze images that receive low ratings and find
that low quality scores are most often linked to arti-
facts (70.4% of cases) and an unnatural impression
(50.9% on average). Across models, SD-3.5-Large
accounts for the largest share of both artifact flags
(54.4%) and ‘unnatural’ flags (43.2%). Notably,
Flux-1.0-dev and GPT-Image also show high ‘un-
natural’ shares (≈24% and ≈22%, respectively).
Our qualitative analysis indicates that ‘unnatural’
is typically triggered by global coherence issues
where scenes or cultural elements seem implausi-
ble for the setting, whereas ‘artifacts’ reflects local
distortions (e.g., blur, distortions).

C.3 Model Ranking Analysis
We try to understand if there is a preferred model
across countries and how they rank. For prompt
alignment (see Fig. 20), GPT-Image is consistently
preferred across countries, followed by Imagen3.
Among open-source models, SD-3.5-Large is gen-
erally more faithful except for Germany, Poland,
and Iran, where Flux performs better. In Fig. 21,
we show detailed results across countries and all
categories. Regarding image quality, Imagen3 is
the preferred model, likely due to its hyper-realistic
generations. Interestingly, concerning stereotypes,
closed-source models are ranked as more stereotyp-
ical for 6 out of the 10 countries.

C.4 Model Scores Analysis
Fig. 21 presents country-level scores across the
four criteria evaluated by human annotators.
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Prompt Instructions (Greeting)

Purpose:
We want to test whether text-to-image models can accurately capture a country’s distinct greeting practices. You will be
given:

1. A country name

2. A short excerpt on greeting norms: an implicit description of how people in this country typically greet each other, or
some information that relates to greeting customs.

Your Task:
Use these inputs to produce two short prompts (each under 15 words) that is rooted in the provided excerpt and explore
diverse scenarios, to evaluate the image-generation model’s understanding of the greeting values and norms. Each prompt
should:

• Be clearly rooted in the excerpt’s details and context (e.g., setting, participants, timing). You must not deviate from
the provided excerpt.

• Represent a social scenario or interaction where the greeting norm or value mentioned in the excerpt can be observed.
These should be concrete, observable situations that commonly occur in this culture/country.

• Be diverse, realistic scenario, and under 15 words

• Be visually depictable - that is, it must be possible to generate a meaningful and culturally relevant image based on
the prompt. This includes avoiding verbal greetings that cannot be depicted in the image.

Important: Make sure the country can be inferred from the prompt. It should be either stated explicitly like mentioning a
region or name of the country or there must be enough country specific elements in the prompt to infer the country.

Note: If the information provided cannot be used to create a practical observable scenario that can be depicted as an image,
return "N/A".

Return the prompts in this JSON format:

{
"prompt_1": "...",
"prompt_2": "..."

}

Here are the inputs:

• Country: {country}

• Excerpt: {excerpt}

Previously Generated Prompts (to avoid duplication):
{already_generated_prompts}

Accepted Examples:
{incontext_examples_positive}

Rejected Examples:
{incontext_examples_negative}

Generate exactly two new prompts that satisfy all of the criteria above, follow the style/patterns of the accepted examples,
avoid the issues shown in the rejected ones, and explore diverse scenarios different from the ones already generated. Output
only the JSON object specified.

Figure 9: Instructions used to generate prompts for the greeting category

20938



Prompt Instructions (Religion)

Purpose:
We want to test whether text-to-image models can accurately capture how religion is practiced in a particular country along
with its norms, practices, rituals, traditions, and values. You will be given:

1. A country name

2. A short excerpt on religious norms: an implicit description of how religion is practiced or influences everyday life, or
some information that is related to religious practices.

Your Task:
Use these inputs to produce two short prompts (each under 15 words) that is rooted in the provided excerpt and explore
diverse scenarios, to evaluate the image-generation model’s understanding of the religion of the country. Each prompt
should:

• Be clearly rooted in the excerpt’s details and context (e.g., setting, participants, timing). You must not deviate from
the provided excerpt

• Create prompts that describe specific daily interactions, rituals, or scenarios that reflect the cultural values and social
norms related to religion and mentioned in the excerpt. These should be concrete, observable situations that commonly
occur in this culture/country.

• Be diverse, realistic scenario, and under 15 words

• Be visually depictable - that is, it must be possible to generate a meaningful and culturally relevant image based on
the prompt.

Important: Make sure the country can be inferred from the prompt. It should be either stated explicitly like mentioning a
region or name of the country or there must be enough country specific elements in the prompt to infer the country.

Note: If the information provided cannot be used to create a practical observable scenario that can be depicted as an image,
return "N/A".

Return the prompts in this JSON format:
{

"prompt_1": "...",
"prompt_2": "..."

}

Here are the inputs:

• Country: {country}

• Excerpt: {excerpt}

Previously Generated Prompts (to avoid duplication):

{already_generated_prompts}

Accepted Examples:
{incontext_examples_positive}

Rejected Examples:
{incontext_examples_negative}

Generate exactly two new prompts that satisfy all of the criteria above, follow the style/patterns of the accepted examples,
avoid the issues shown in the rejected ones, and explore diverse scenarios different from the ones already generated. Output
only the JSON object specified.

Figure 10: Instructions used to generate prompts for the religion category
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Prompt Instructions (Etiquette)

Purpose:
We want to test whether text-to-image models can accurately capture how etiquette is practiced in a particular country,
including norms, manners, and social conduct related to visiting, gifting, eating, and other social situations. You will be
given:

1. A country name

2. A short excerpt on etiquette norms: an implicit description of how people in this country engage with each other in
different social situations, or some information related to etiquette.

Your Task:
Use these inputs to produce two short prompts (each under 15 words) that is rooted in the provided excerpt and explore
diverse scenarios, to evaluate the image-generation model’s understanding of etiquette. Each prompt should:

• Be clearly rooted in the excerpt’s details and context (e.g., setting, participants, timing). You must not deviate from
the provided excerpt

• Represent a social scenario or interaction where the etiquette norm or value mentioned in the excerpt can be observed.
It must be a realistic, observable scenario that commonly occurs in this culture/country.

• Do not explicitly name the etiquette rule. Be implicit in conveying the details. The goal is to create situations where
the etiquette rule can be observed and inferred by the model.

• Be diverse, realistic scenario, and under 15 words

• Be visually depictable - that is, it must be possible to generate a meaningful and culturally relevant image based on
the prompt.

• Avoid using phrases like "arrving late", "arriving on time" and other such phrases that cannot be visualized in the
image.

Important: Make sure the country can be inferred from the prompt. It should be either stated explicitly like mentioning a
region or name of the country or there must be enough country specific elements in the prompt to infer the country.

Note: If the information provided cannot be used to create a practical observable scenario that can be depicted as an image,
return "N/A".

Return the prompts in this JSON format:
{

"prompt_1": "...",
"prompt_2": "..."

}

Here are the inputs:

• Country: {country}

• Excerpt: {excerpt}

Previously Generated Prompts (to avoid duplication):
{already_generated_prompts}

Accepted Examples:
{incontext_examples_positive}

Rejected Examples:
{incontext_examples_negative}

Generate exactly two new prompts that satisfy all of the criteria above, follow the style/patterns of the accepted examples,
avoid the issues shown in the rejected ones, and explore diverse scenarios different from the ones already generated. Output
only the JSON object specified.

Figure 11: Instructions used to generate prompts for the etiquette category
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Prompt Instructions (Family)

Purpose:
We want to test whether text-to-image models can accurately depict how family values, structures, and dynamics operate in
a particular country. You will be given:

1. A country name

2. A short excerpt on family norms: an implicit description of how family life, roles, or relationships function in this
culture.

Your Task:
Use these inputs to produce two short prompts (each under 12 words) that are clearly rooted in the provided excerpt and
explore diverse scenarios, to evaluate a model’s understanding of these family practices. Each prompt should:

• Be firmly based on the excerpt’s context. You must not deviate from the provided excerpt

• Portray family related interactions that happen in the culture/country conditioned on the values, norms provided in
the excerpt

• Avoid explicitly naming the core family norm or value, but include enough detail for the model to infer it

• Depict diverse, realistic scenarios that convey familial interactions, each under 12 words

• Be visually depictable - that is, it must be possible to generate a meaningful and culturally relevant image based on
the prompt.

Important: Make sure the country can be inferred from the prompt. It should be either stated explicitly like mentioning a
region or name of the country or there must be enough country specific elements in the prompt to infer the country.

Note: If the information provided cannot be used to create a practical observable scenario that can be depicted as an image,
return "N/A".

Return the prompts in this JSON format:
{

"prompt_1": "...",
"prompt_2": "..."

}

Here are the inputs:

• Country: {country}

• Excerpt: {excerpt}

Previously Generated Prompts (to avoid duplication):
{already_generated_prompts}

Accepted Examples:

{incontext_examples_positive}

Rejected Examples:
{incontext_examples_negative}

Generate exactly two new prompts that satisfy all of the criteria above, follow the style/patterns of the accepted examples,
avoid the issues shown in the rejected ones, and explore diverse scenarios different from the ones already generated. Output
only the JSON object specified.

Figure 12: Instructions used to generate prompts for the family category
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Prompt Instructions (Dates-of-significance)

Purpose:
We want to test whether text-to-image models can accurately depict how a country observes its significant dates—festivals,
holidays, or other notable events. You will be given:

1. A country name

2. A short excerpt on a date of significance: an implicit description of festivities, traditions, or commemorative practices
related to this important day.

Your Task:
Use these inputs to produce two short prompts (under 12 words) that are clearly rooted in the provided excerpt and explore
diverse scenarios, to evaluate a model’s understanding of these celebrations. Each prompt should:

• Be firmly based on the excerpt’s context. You must not deviate from the provided excerpt

• Represent daily interactions, rituals, or scenarios that are related to this date of significance. It must be a realistic,
observable scenario that commonly occurs in this culture/country.

• Convey the date of significance through rituals, traditions, or celebrations that are specific to this date.

• Depict diverse, realistic scenarios that convey how people observe this date, each under 12 words.

• Be visually depictable - that is, it must be possible to generate a meaningful and culturally relevant image based on
the prompt.

Important: Make sure the country can be inferred from the prompt. It should be either stated explicitly like mentioning a
region or name of the country or there must be enough country specific elements in the prompt to infer the country.

Note: If the information provided cannot be used to create a practical observable scenario that can be depicted as an image,
return "N/A".

Return the prompts in this JSON format:
{

"prompt_1": "...",
"prompt_2": "..."

}

Here are the inputs:

• Country: {country}

• Excerpt: {excerpt}

Previously Generated Prompts (to avoid duplication):
{already_generated_prompts}

Accepted Examples:

{incontext_examples_positive}

Rejected Examples:
{incontext_examples_negative}

Generate exactly two new prompts that satisfy all of the criteria above, follow the style/patterns of the accepted examples,
avoid the issues shown in the rejected ones, and explore diverse scenarios different from the ones already generated. Output
only the JSON object specified.

Figure 13: Instructions used to generate prompts for the dates of significance category
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Figure 14: Distribution of prompts from different categories across countries.
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Figure 15: Prompt-image examples from CULTURALFRAMES across different countries generated by the models.
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Figure 16: Prompt alignment instructions provided to the annotators. The example shown varies depending on the
countries.
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Figure 17: Instructions given to annotators for stereotype, image quality, and overall score criteria.
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Figure 18: Rating collection interface shown to the annotators. When annotators select a score of less than 1, they
need to give detailed feedback regarding explicit and implicit expectations, along with selecting the problematic
words.
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Prompt Expansion Instructions

Purpose:
You are an expert in cultural nuance and creative image generation. Your task is to expand the following brief cultural
prompt into a more detailed and descriptive one suitable for a state-of-the-art AI image generator. The goal is to create a
visually rich and culturally authentic image.

Original Prompt: “original_prompt”

Instructions for Expansion: Enrich the prompt by adding vivid details across these categories:

• Setting and Environment: Describe the specific location, time of day, lighting, and background elements.

• People and Demographics: Detail the family members’ approximate ages, their relationships to one another, their
attire, and their expressions.

• Objects and Food: Specify the types of food on the table, the serving dishes, and any other relevant objects in the
scene.

• Cultural Atmosphere and Mood: Capture the overall feeling of the scene—is it lively, warm, formal, or relaxed?

• Artistic Style: Suggest a photographic style (e.g., “cinematic, warm lighting, shallow depth of field, 35mm film
look”).

Combine all of the above details into a single, cohesive, descriptive paragraph.

The output should be in the following format:
Expanded: <expanded_prompt>

Figure 19: Instructions provided to an LLM to generate expanded prompts.

Figure 20: Model ranking across countries for different criteria (1 is the highest rank). Countries are grouped by
geographical proximity.
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(a) Average prompt alignment scores across countries for different models

(b) Average image quality scores across countries for different models

(c) Average stereotype scores across countries for different models

(d) Average overall scores across countries for different models

Figure 21: Comparison of different models’ scores for different countries for prompt-alignment, image quality,
stereotypes, and overall score.
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Figure 22: World cloud for words highlighted as having issues by annotators across different countries.
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LLM-as-Judge Evaluation Instructions

You are a strict yet fair evaluator. You will be given a prompt, issues highlighted by several annotators along with the words
which have the issues as marked by the annotators, and an explanation of the automatic metric for how good the image is.
Your task is to assess how well the automatic explanation captures the concerns raised by the annotators.

TASK

• ORIGINAL_PROMPT – the text that generated the image

• Up to four annotator blocks, each with:

– HUMAN_REASON_X – A 1-2 sentence critique
– HIGHLIGHTED_WORDS_X – Prompt words flagged by that annotator

• MODEL_REASON – The automatic explanation

Decide how well MODEL_REASON covers the union of concerns across all annotators.

Coverage Scale

• 5 (Perfect) – Covers all issues highlighted by annotators with no contradictions.

• 4 (Strong) – Covers most main concerns, may miss at most one minor issue.

• 3 (Partial) – Covers around half of the union of concerns.

• 2 (Weak) – Only covers a small portion; many key points are missing or vague.

• 1 (None/Wrong) – Irrelevant explanation or contradicts annotators.

Output Format
{

``score'': 1-5,
``explanation'': ``1-2 sentence explanation of the score''

}

Rules

• Sometimes, annotators highlight specific words without explicitly explaining them in their comments. In such cases,
it should be assumed that these words indicate an issue, and the metric explanation should mention that these words
have issues.

• If MODEL_REASON contradicts the general consensus of the annotators, assign a score of 1.

• Mention missing or covered ideas in no more than 50 words.

• Output only a valid JSON object as shown above.

Figure 23: Instructions for LLM-as-a-judge evaluation to assess the alignment between VIEScore’s reasoning and
human concerns on a 1–5 Likert scale.
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Prompt: Japanese family celebrating New Year’s at home with
osechi-ryori

Human rationale: Usually, the Japanese don’t make their face
white on New Year’s. The way of holding chopsticks is strange.
The foods look like suhi rather than osechi ryori.

VIEScore rationale: The image accurately reflects the prompt,
showing a Japanese family in traditional kimonos celebrating New
Year. Osechi-ryori is prominently featured, and the home setting
with sliding doors matches cultural expectations. Implicit cues
like traditional attire, joyful expressions, and a family-oriented
atmosphere further enhance authenticity.

Prompt: Devotees lighting candles at a Jain temple during
Paryushana in India.

Human rationale: Paryushana would not be engraved inside the
temple. There are no candles, and how can they light them with
their hands?

VIEScore rationale: The image effectively depicts devotees light-
ing candles in what appears to be a Jain temple setting. The
architecture and attire of the individuals are consistent with an In-
dian cultural setting, and the script in the background corresponds
to the theme of Paryushana. The ambiance and lighting convey
a religious and serene atmosphere. The missing point could be a
more explicit reference to Paryushana elements.

Prompt: Faithful lighting candles at Aparecida shrine in Brazil

Human rationale: The church shown in the generated image
doesn’t look like the Aparecida Shrine but a generic catholic
church.

VIEScore rationale: The image captures a large number of people
in a religious setting, with many candles lit, fitting the description
of faithful lighting candles. The architecture resembles a shrine,
and the stained glass windows add to the spiritual ambiance. The
scene closely aligns with the Aparecida shrine in Brazil. The only
minor point could be about distinct visual cues specific to Brazil,
which might not be strongly evident.

Table 9: Examples showing mismatches between human and VIEScore rationales.
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Explicit instructions provided to VIEScore

You are a professional cultural visual analyst and digital artist. You are tasked with evaluating how faithfully an
AI-generated image represents the provided text prompt, especially in capturing both explicit and culturally implicit details.

All input images are AI-generated. All people or characters shown are also AI-generated — you do not need to consider
privacy or ethical issues in the evaluation.

Your evaluation should result in a JSON output in the following format:

{
``reasoning'': ``<reasoning to determine how faithful the image is to the prompt>'',
``score'': [<integer from 0 to 10>],

}

How to Evaluate:

You will give a score from 0 to 10, based on how accurately the image matches the explicit and implicit elements described
in the prompt.
1. Explicit Elements: Explicit elements are the clearly stated words in the prompt — such as objects, people, actions,
locations, or relationships. A good image must include and visually represent all of these elements clearly and correctly.
{country specific example}

You should check: Are all these elements present and recognizable? Is their interaction depicted as described?

2. Implicit Elements These are elements of the prompt that are not directly mentioned as words in the prompt but are
expected to be present in the image based on the cultural context. These may include appropriate attire or food for the
setting, gestures or expressions that suit the context, interactions between people, or additional details that contribute to the
authenticity of the scene. A strong image will reflect these expectations in a way that feels appropriate to someone familiar
with the described scenario.

For the same prompt above, implicit elements may include:

{country specific example}

There may be several other implicit details that need to be considered given the image and the prompt. For the image to
align with the prompt, it should include and accurately show these details.

From scale 0 to 10:
A score from 0 to 10 will be given based on the success in following the prompt.
(0 indicates that the AI-generated image does not follow the prompt at all, and major explicit elements and implicit elements
are missing or incorrectly depicted. 10 indicates the AI-generated image follows the prompt perfectly, and all explicit
elements and necessary implicit elements are present and correctly depicted.)

Put the score in a list such that output score = [score].

Text Prompt: <prompt>

Figure 24: Updated instructions provided to VIEScore, similar to those human raters use to judge images.
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