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Abstract

Entity alignment (EA) involves identifying
and linking equivalent entities across different
knowledge graphs (KGs). While knowledge
graphs provide structured information about
real-world entities, only a small fraction of
these entities are aligned. The entity alignment
process is challenging due to heterogeneity in
KGs, such as differences in structure, termi-
nology, and attribute details. Traditional EA
methods use multi-aspect entity embeddings
to align entities. Although these methods per-
form well in certain scenarios, their effective-
ness is often constrained by sparse or incom-
plete data in knowledge graphs and the lim-
itations of embedding techniques. We pro-
pose ProLEA ( Profile Generation and Rea-
soning with LLMs for Entity Alignment) an
entity alignment method that combines large
language models (LLMs) with entity embed-
dings. LLMs generate contextual profiles for
entities based on their properties. Candidate en-
tities identified by entity embedding techniques
are then re-evaluated by the LLMs, using its
background knowledge and the generated pro-
file. A thresholding mechanism is introduced
to resolve conflicts between LLMs predictions
and embedding-based alignments. This method
enhances alignment accuracy, robustness, and
explainability, particularly for complex, het-
erogeneous knowledge graphs. Furthermore,
ProLEA is a generalized framework. Its pro-
file generation and LLM-enhanced entity align-
ment components can improve the performance
of the existing entity alignment models.

1 Introduction

Entity alignment is the task of integrating hetero-
geneous knowledge among different knowledge
graphs (KGs). Knowledge Graph (KG) is a popu-
lar way of storing facts about real-world entities.
Traditional EA methods mainly rely on measuring
the similarity of entity embeddings derived from
knowledge representation learning. These meth-

ods, however, do not consider external knowledge,
limiting their ability to align entities accurately,
particularly in heterogeneous KGs. Recently, large
language models have shown great potential in en-
hancing EA tasks. LLMs are trained on vast data
and can provide valuable external knowledge about
entities, which can improve alignment accuracy.
Additionally, their strong reasoning abilities have
been demonstrated in knowledge extraction and
reasoning tasks.

Studies such as CHATEA (Jiang et al., 2024a)
and LLMEA (Yang et al., 2024a) have explored in-
tegrating LLMs into EA. CHATEA uses LLMs for
iterative reasoning and incorporates diverse data
types (names, descriptions, temporal data), while
LLMEA leverages entity structure and name em-
beddings for candidate selection, refining the fi-
nal alignments through LLMs’ reasoning. These
approaches show the promising role of LLMs in
improving EA methods. In this paper, we propose
ProLEA framework that leverages large language
models to generate a summarized entity profile.
These profiles integrate all available properties of
an entity, including its attributes, relationships, and
contextual information, into a coherent and struc-
tured representation. This profile acts as a reference
for evaluating potential alignments. Candidate en-
tities are initially identified using entity embedding
learning techniques, which generate an alignment
shortlist based on similarity metrics. These candi-
dates are then re-evaluated by the Large Language
Model (LLM), utilizing its background knowledge
and the generated entity profile to ensure precision.

We introduce a thresholding mechanism to re-
solve conflicts between the predictions of large lan-
guage models and candidate alignments generated
by the embedding module. If the LLM confirms
a candidate, it is accepted as the final alignment.
Otherwise, LLM generates a confidence score for
its prediction. When the LLM is highly confident
that the candidate is incorrect, the alignment is

20073

Findings of the Association for Computational Linguistics: EMNLP 2025, pages 20073-20086
November 4-9, 2025 ©2025 Association for Computational Linguistics



KG,

Entity Profile Generation

————————————————————————————————————————————————————————————————————————————————————

|
1g)alslal

1S1ENa1SY
15)sha)s)

Embedding Learning

KG, Embedding

-
Name [HIIN
attribute [
Description [

KG, Embedding

Retation [N

name (I
attribute [N
Description [

¢
I
i
i
i
' 1
i |
' 1
:>' Prompt :Do these | .

H entities are ! Allg‘n'ed
 aligned?Use ! Entities
| entity profile and ! (T s
| own background | 1 Prompt : Create

knowledge. : confidence 1

Create ! score for your !
| confidence score | answer
\ foryouranswer | | “S------------c
' ]
-Confidence
Score
Not Aligned
High

Figure 1: An overview of ProLEA.

rejected. However, if the confidence is low, in-
dicating uncertainty, the original candidate align-
ment is retained. This approach ensures that only
the most reliable alignments are selected, while
maintaining the alignment process’s accuracy, and
explainability, particularly in the case of complex
and heterogeneous knowledge graphs. Overall, our
contributions are summarized as follows: (1) We
introduce LL.M-generated profiles combining at-
tributes, relationships, and context for precise entity
alignment; (2) Combine embedding-based candi-
date generation with LLM refinement for improved
alignment accuracy; (3) Develop a thresholding
mechanism for resolving conflicts between embed-
dings and LLM predictions based on confidence
scores; (4) Improve explainability and robustness
for complex knowledge graphs, balancing accuracy
and adaptability through LLM-guided reasoning
for reliable alignments; (5) We show that ProLEA
functions as a modular post-processing component
that enhances the performance of existing EA mod-
els (Jiang et al., 2024b; Tang et al., 2020) without
requiring changes to their original architectures.

2 Related Works

Over the years, numerous approaches have been
developed, each employing distinct methodologies
to tackle the complexities of entity alignment effec-
tively. In this section, we introduce the related work

from various aspects. Translation-based methods
represent entities and relations as low-dimensional
vectors in a shared space, modeling relations as
translations between entity embeddings (Bordes
et al., 2013; Rahman and Takasu, 2018, 2020).
Models like MTransE (Chen et al., 2017), BootEA
(Sun et al., 2018), JAPE (Sun et al., 2017), KECG
(Li et al., 2019), TransEdge (Sun et al., 2019),
JarKA (Chen et al., 2020), embed entities and re-
lations into a shared vector space to map entities
across different knowledge graphs. These methods
rely on translation-based knowledge graph embed-
ding techniques to map entities across different
knowledge graphs by constraining entity embed-
dings into a fixed distribution, facilitating cross-KG
alignment. GNN based models like GCN-Align
(Wang et al., 2018) and, RDGCN (Chen et al.,
2022) leverage GNNs to integrate structural sim-
ilarity and local graph neighborhoods, achieving
comparable results. Yang et al. (Yang et al., 2025a,
2024b, 2025b) also explore GNN-based and unsu-
pervised approaches for entity alignment. BERT-
INT (Tang et al., 2020) , JSAE (Munne and Ichise,
2020) and EASAE (Munne and Ichise, 2023) em-
ploy pre-trained language models to capture se-
mantic richness from entity descriptions, while
MultiKE (Zhang et al., 2019), TEA (Zhao et al.,
2023) and SDEA (Zhong et al., 2022) utilize multi-
view information for alignment. Recent studies,
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KG 1 (Wikidata):

KG 2 (DBpedia):

Entity Name: Albert Einstein

Description: "Albert Einstein was a theoretical physicist known for
developing the theory of relativity."

Attributes:

Date of Birth: March 14, 1879

Field of Work: Physics Notable Work: Theory of Relativity
Relationships:

Employer: Princeton University

Awarded: Nobel Prize in Physics

Entity Name: Albert Einstein

Description: "Albert Einstein was a renowned physicist who
revolutionized our understanding of space, time, and energy."
Attributes:

Birthdate: 1879-03-14 Discipline: Theoretical Physics KnownFor:
Relativity, Photoelectric Effect

Relationships:

Affiliation: Institute for Advanced Study

Honors: Nobel Prize, Copley Medal

Prompt : Generate an entity profile that integrates the related information to provide a clear and concise overview of the entity

Albert Einstein, born on March 14, 1879, was a theoretical physicist
best known for developing the theory of relativity, which transformed
our understanding of space and time. His groundbreaking
contributions to physics include the development of the famous
equation Emc2E=mc2. Throughout his career, Einstein was affiliated
with Princeton University and was awarded the Nobel Prize in Physics
for his work on the photoelectric effect.

Albert Einstein, born on 1879-03-14, was a renowned physicist
credited with revolutionizing the understanding of space, time, and
energy. His work led to the formulation of the theory of relativity and
made significant contributions to quantum mechanics. Einstein was
affiliated with the Institute for Advanced Study and received
numerous honors, including the Nobel Prize in Physics and the
Copley Medal.

Prompt : Generate simplified and summarized version

Albert Einstein (born 1879-03-14) was a physicist known for the theory
of relativity and the equation E=mc> He won the Nobel Prize for his
work on the photoelectric effect and made significant contributions
to modern physics while working at Princeton University.

Albert Einstein (born 1879-03-14) was a physicist who developed the
theory of relativity and contributed to quantum mechanics,
fundamentally changing modern physics. He received the Nobel Prize
in Physics and the Copley Medal. Einstein was affiliated with the
Institute for Advanced Study.

Figure 2: Entity Profile Generation.

such as Simple-HHEA (Jiang et al., 2024b) uses
structured embeddings with logical reasoning. Au-
toAlign (Zhang et al., 2023) leverages large lan-
guage models for fully automatic KG alignment,
improving semantic matching without manual su-
pervision, while Chen et al. (Chen et al., 2024)
address noisy LLM-generated annotations to en-
hance robust entity alignment. ChatEA (Jiang et al.,
2024a) integrates LL.Ms for iterative reasoning to
filter candidates, leveraging names, descriptions,
and structures and LLMEA (Yang et al., 2024a)
integrates multiple similarity features with LLM-
based refinement. In contrast, our proposed Pro-
LEA model improves alignment accuracy, robust-
ness, and explainability by addressing modularity,
data sparsity, and generalization challenges in en-
tity alignment through LLM-driven profiling and
reasoning.

3 Preliminary

In this section, we formally define the terms used
in this paper and the problem as well.

Definition 1 Knowledge Graph (KG): A knowl-
edge graph KG = (E, R, T) , where E, R and T
are the sets of entities, relations, and triples, re-
spectively.

Definition 2 Relational Triples: T C EXRX E'is
a set of relational triples representing the relations

between entities, where E and R are the sets of all
entities and relations respectively.

Definition 3 Artribute Triples: Ay C EXAXL s
a set of attribute triples representing the attributes
of entities, where A is the set of all attributes, and
each attribute A; € A has a corresponding literal
attribute value set L; € L .

Definition 4 Given two KGs, KG1 and KG9, the
entity alignment problem aims to find all pairs like
(e1,e2) where e; € KG1, ea € KG9, and ey, ey
represent the same real-world entity.

Given two knowledge graphs, our objective is to
jointly learn their structure, attributes, and descrip-
tions to identify all entity pairs that refer to the
same real-world entity. In our paper, we use bold
lowercase letters to represent embedding vectors
and bold uppercase letters to denote matrices.

4 Model Overview

The overall architecture of ProLEA is shown in
Figure 1. This framework comprises three distinct
components: (1) Entity Profile Generation, (2) Em-
bedding Learning and, (3) LLM-enhanced Entity
Alignment.

4.1 Entity Profile Generation (EPG)

Knowledge Graphs often face challenges such as
heterogeneous representations, incomplete or in-
consistent data, ambiguous descriptions, scalability
issues, and cross-lingual barriers, which compli-
cate entity alignment and usability. To address
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these issues, we propose a prompt-based entity
profile generation approach leveraging Large Lan-
guage Models. This method synthesizes infor-
mation from KGs into concise, context-rich pro-
files by transforming structured data such as de-
scriptions, attributes, and relationships into unified,
human-readable summaries. Acting as a semantic
layer, these profiles bridge data gaps, enhance inter-
pretability, and simplify alignment across diverse
sources. For each entity, a descriptive profile is
created independently for each knowledge graph.
This process consists of two phases: profile gen-
eration and summarization. During the generation
phase, a detailed textual description is created us-
ing all available information about the entity. In
the summarization phase, this description is then
condensed into a more concise version, retaining
only the most relevant details.

Figure 2 provides examples of how profile gener-
ation and summarization work using two different
knowledge graphs (KGs). It showcases how the
process generates semantically similar profiles for
the entity "Albert Einstein" from both Wikidata
and DBpedia. Despite the entity being widely rec-
ognized, the two KGs contain distinct pieces of
information. This highlights the potential of gen-
erating textual profiles to bridge the gap between
different knowledge sources, enabling a unified rep-
resentation of the entity by capturing key attributes
and relationships from each graph.

4.2 Embedding Learning (EL)

The embedding learning model consists of four
components, each contributing to the capture of
semantic and structural information. These compo-
nents are described in the following sections.

4.2.1 Name Embedding (NE)

To generate name embeddings for entities, we
utilize BERT (Devlin et al., 2019) to encode en-
tity names into dense vector representations. The
BERT model transforms a name into a contextual-
ized embedding that captures semantic and syntac-
tic information about the entity as:

Lng = ¢(name(e)) (1)

where ¢(-) denotes the BERT-based encoder and
name(e) extracts the entity’s name.
4.2.2 Relation Embedding (RE)

The relation embedding captures the structure of
knowledge graphs (KGs). We adopt TransE (Bor-

des et al., 2013), which models a relation as a trans-
lation from the head entity to the tail entity. For
a triple (h,r,t), the plausibility is measured by:
fr(h,t) = ||h 4+ r — t||. The objective function
LrEg ensures valid triples to have lower scores than
corrupted ones':

= Y Y

(hyr,t)ET, (W 1t')ETY,

maX(O, v+ fr(h,t)

- f?"(h/7 t/))
2

where T, and T} are the sets of positive and nega-
tive triples, respectively.

4.2.3 Attribute Embedding (AE)

We use TransE for attribute embedding, but unlike
in relational embedding, we treat the predicate r
as a translation from the entity A to its attribute
value a. To encode the attribute value of entities,
we employ a compositional function ¢(a) where
the attribute value a consists of a sequence of char-
acters or tokens: a = ¢y, ¢a, ..., c; and define the
relationship of each element in an attribute triple as
h +r =~ ¢(a). We compute ¢(a) by summing the
n-gram combinations of the attribute values, fol-
lowing the approach used in AttributeE (Trisedya
et al., 2019).

We define the attribute embedding loss L 4 using
a margin-based ranking loss, similar to relational
embedding:

Lag = Z Z max(0, v + fa(h,a)
(h,r,a)€T, (R ,r,a’)ET)

- fa(hlu CL/))

(3)

Here, fo(h,a) = |h+r — ¢(a)||. T, and T are
the sets of positive and negative attribute triples,
respectively!.

4.2.4 Description Embedding (DE)

In RE, we primarily use fact triples as input. How-
ever, to address zero-shot scenarios where facts
may be missing, we also incorporate embeddings
derived from textual entity descriptions available
within the KG. In the following equation, Lpg is

'The norm || - || can be instantiated as either the £; or £o.
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the loss function for description-based representa-
tions.
Lpg = fad + fat + fha “4)

where fgq = ||Bgesc + T — tdesc|| denote the score
function where both the head and tail entity rep-
resentations (hgegc, tgesc) are derived from BERT-
based textual descriptions. In contrast, f;; =
thesc +r— t” and frq = Hh +r— tdescH rep-
resent hybrid cases where only one entity (head
or tail, respectively) uses a BERT-based represen-
tation, while the other relies on a structure-based
embedding’.

We combine the four embeddings (Name, Rela-
tional, Attribute, and Description) into an ensemble
method to achieve better performance. Inspired
by MultiKE (Zhang et al., 2019) model, we as-
sign weights to each entity embedding to highlight
the most important components. To compute the
weight, we first calculate the average embedding
of the four embeddings and then measure the de-
viation of each individual embedding from this
average. If an embedding deviates significantly
from the average, it is assigned a lower weight, as
its impact on the overall alignment is considered
less significant. Given an entity e; € KGp, we
compute the similarity between e; and all entities
eo € K G5 to find the aligned entity pair as:

€align = argmax cos(ep, €a) 5)
e €KGo

4.3 LLM-enhanced Entity Alignment (LEA)

This method utilizes a two-step process to align
candidate entities with a target entity, leveraging
large language models for reasoning and evalua-
tion. In the first step, structured prompts guide the
LLMs to assess the results generated by the multi-
aspect embedding learning module using entity pro-
files and the LLM’s inherent knowledge. The first
prompt asks the LLMs to evaluate whether the can-
didate entity aligns with the target entity based on
their profiles and the LLM’s background knowl-
edge. The LLM responds with [YES] or [NO]. If
the response is [YES], the candidate entity is ac-
cepted as aligned. However, if the answer is [NO],
the second prompt is used to generate a confidence
score, quantifying the level of misalignment. The
confidence score ranges from O to 1, where a high
score indicates strong non-alignment, and a low
score implies mild non-alignment. We determined
the optimal confidence threshold (CT") based on
empirical analysis to ensure maximum alignment

Table 1: Dataset Statistics.

Dataset #Entities #Relations #Anchor
EN 1 1

DBP15K (EN-FR) 3,000 93 15,000
FR 15,000 166

DBP-WIKI DBP 100,000 413 100.000
WIKI 100,000 261

ICEWS-WIKI ICEWS 11,047 272 5.058
WIKI 15,896 226

ICEWS-YAGO ICEWS 26,863 272 18,824
YAGO 22,734 41

accuracy. Entity pairs with confidence scores ex-
ceeding this C'T" are considered non-aligned, ef-
fectively filtering out less certain candidate pairs.

Prompt 1: Entity Match Decision

Given two entity profiles from different
knowledge graphs, determine whether
the two entities refer to the same real-
world entity using background knowl-
edge and contextual reasoning.

Respond with either:

» [YES] — if the profiles represent the
same real-world entity.

* [NO] —if the profiles represent dif-
ferent entities.

Prompt 2: Misalignment Confidence (Only if
response is [NO])

If responded with [NO] in Prompt 1, pro-
vide a confidence score between @ and 1
that indicates the degree of misalignment,
where:

* A score close to 1 indicates strong
evidence that the entities are differ-
ent.

* A score close to @ indicates uncer-
tainty or partial overlap.

S Experiment

In this section, we evaluate ProLEA to assess its
effectiveness in entity alignment tasks. Our investi-
gation is guided by four key research questions:

* RQ1: How effectively does ProLEA perform
in entity alignment, and how does it address
the limitations of existing methods?
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Table 2: Evaluation results on entity prediction with LLM

Models DBP15K(EN-FR) DBP-WIKI ICEWS-WIKI ICEWS-YAGO
Hits@] Hits@l0 MRR | Hits@1 Hits@1l0 MRR | Hits@1 Hits@10 MRR | Hits@1 Hits@10 MRR
MTransE 0.247 0.577  0.360 | 0.281 0.520  0.363 | 0.021 0.158  0.068 | 0.012 0.084  0.040
BootEA 0.653 0.874  0.731 | 0.748 0.898  0.801 | 0.072 0275  0.139 | 0.020 0.120  0.056
GCN-Align 0.411 0.772  0.530 | 0.494 0.756  0.590 | 0.046 0.184  0.093 | 0.017 0.085  0.038
RDGCN 0.873 0950 0901 | 0.974 0.994  0.980 | 0.064 0202  0.096 | 0.029 0.097  0.042
Dual-AMN 0.954 0994 0970 | 0.983 099  0.991 | 0.083 0.281 0.145 | 0.031 0.144  0.068
TEA-GNN - - - - - - 0.063 0253  0.126 | 0.025 0.135  0.064
BERT 0.937 0985 0956 | 0.941 0980 0963 | 0.546 0.687  0.596 | 0.749 0.845  0.784
FuAlign 0.936 0988  0.955 | 0.980 0.991 0.986 | 0.257 0.570  0.361 | 0.326 0.604  0.423
BERT-INT 0.990 0997  0.993 | 0.996 0997 0996 | 0.561 0.700  0.607 | 0.756 0.859  0.793
Simple-HHEA 0.959 0995 0972 | 0975 0.991 0.988 | 0.720 0.872  0.754 | 0.847 0915  0.870
LLMEA 0.957 0977  0.901 - - - - - - - - -
ChatEA 0.990 1.000 0995 | 0.995 1.000  0.998 | 0.880 0945 0912 | 0.935 0955  0.944
ChatEA (GPT 4) | 0.991 1.000  0.996 | 0.996 1.000  0.998 | 0.955 0960  0.956 | 0.965 0978  0.965
ProLEA 0.993 1.000  0.997 | 0.997 1.000  0.998 | 0.964 0975 0972 | 0.969 0981 0977

¢ RQ2: What are the individual contributions of
ProLEA’s components, and how do different
LLMs impact its effectiveness?

* RQ3: Does ProLEA successfully balance
alignment accuracy with computational effi-
ciency?

* RQ4: How effectively can ProLEA enhance
existing entity alignment methods as a mod-
ular post-processing step without requiring
modifications to their original architectures?

5.1 Experiment Setup

In this section, we present the datasets, baselines,
model configurations, and evaluation metrics used
in our experiments.

5.1.1 Datasets and Implementation Setup

We conducted experiments on four entity align-
ment datasets (Jiang et al., 2024a), summarized in
Table 1. The DBP15K (EN-FR) and DBP-WIKI
datasets are relatively simple, featuring similar
KG structures with comparable entity counts and
aligned characteristics like fact density. In contrast,
the ICEWS-WIKI and ICEWS-YAGO datasets are
more complex, with significant heterogeneity in
entity numbers and structures. Additionally, these
datasets present unique challenges due to discrep-
ancies between the number of anchors/seeds and
entities. In our experimental setup, we employed
GPT-4 for entity profile generation and reasoning.
The dataset was divided into training and testing
sets in a 3:7 ratio. The evaluation metrics used
were Hits@k (with £ = 1 and k£ = 10) and Mean
Reciprocal Rank (MRR).

5.1.2 Baselines

We carefully examined existing literature and se-
lected 12 state-of-the-art entity alignment meth-
ods that leverage diverse input features and em-
ploy various knowledge representation learning and
LLM-based techniques. These include translation-
based approaches such as MTransE (Chen et al.,
2017) and BootEA (Sun et al., 2018); graph neural
network (GNN)-based methods including GCN-
Align (Wang et al., 2018), RDGCN (Chen et al.,
2022), and Dual-AMN (Mao et al., 2021), TEA-
GNN (Zhao et al., 2023); as well as other models
such as BERT-INT (Tang et al., 2020), FuAlign
(Wang et al., 2023) and Simple-HHEA (Jiang
et al., 2024b). We also include LLM-based models
LLMEA (Yang et al., 2024a), and ChatEA (Jiang
et al., 2024a) as baselines for comparison.

5.2 Main Results

A comprehensive comparison across multiple
datasets, shown in Table 2, demonstrates ProLEA
consistently outperforms the state-of-the-art EA
methods, effectively addressing RQ1. ProLEA
showcases strong performance on diverse bench-
marks such as DBP15K, DBP-WIKI, ICEWS-
WIKI, and ICEWS-YAGO highlighting its robust-
ness and scalability. By surpassing leading models
like BERT-INT and ChatEA, it proves strong ca-
pability in tackling complex and heterogeneous
entity alignment challenges. On the DBP15K(EN-
FR) dataset, it achieves a Hits@1 score of 0.993,
slightly surpassing the prior state-of-the-art BERT-
INT (0.990) and matching the perfect Hits@ 10
score of 1.000. For the DBP-WIKI dataset, Pro-
LEA achieves a Hits@1 score of 0.997, exceed-
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ing BERT-INT’s 0.996. Though various exist-
ing models have already achieved strong results
on the DBP15K(EN-FR) and DBP-WIKI datasets,
the true strength of ProLEA becomes apparent on
the more challenging ICEWS-WIKI and ICEWS-
YAGO datasets. ProLEA achieves Hits@]1 scores
0f 0.931 and 0.969 on these datasets, outperforming
ChatEA (0.880 and 0.935, respectively) by mar-
gins of 5.8% and 3.4%. While ChatEA’s perfor-
mance improves considerably when upgraded to
GPT-4 (0.955 and 0.965), ProLEA remains highly
competitive. In the entity alignment (EA) domain,
even modest accuracy gains are impactful because
knowledge graphs often contain millions of enti-
ties. Notably, ProLEA enhances the performance
of existing models without requiring architectural
entanglement or retraining, functioning as a modu-
lar add-on that maintains consistent results across
a wide range of datasets. These qualities underline
ProLEA’s robustness, modularity, and practical ad-
vantage in real-world EA scenarios.

Table 3: Performance comparison on ICEWS-WIKI and
ICEWS-YAGO datasets (CT means Confidence Thresh-
old).

Settings ICEWS-WIKI ICEWS-YAGO
Hits@l MRR | Hits@l MRR

Full Model (All 0.964 0.972 0.969 0.977

Components)

Entity Profile w/o 0.910 0.958 0.951 0.965

Summarization

w/o Entity Profile 0.884 0.948 0.943 0.955

LLM Reasoning 0.923 0.964 0.957 0.973

w/o CT

w/o LLM Rea- | 0.696 0.782 0.812 0.855

soning

5.3 Ablation Studies

To address RQ2, we evaluate the performance of
our model under different configurations on the
ICEWS-WIKI and ICEWS-YAGO datasets as part
of this ablation study.

5.3.1 Component Analysis

These studies aim to determine the individual ben-
efits of components of ProLEA. As shown in Ta-
ble 3, the full model (all components) achieved the
highest performance on both ICEWS-WIKI and
ICEWS-YAGO datasets, with Hits@1 scores of
0.964 and 0.969, and corresponding MRR scores
of 0.972 and 0.977. Removing the Summarization
step from the Entity Profile Generation led to a
decrease in performance, with Hits@1 scores of

Hits@1

NN

ICEWS-WIKI ICEWSYAGO ICEWS-WIKI

Dataset Dataset

ICEWSYAGO

Figure 3: ProLEA’s performance with different LLMs.

(a) ICEWS-WIKI (b) ICEWS-YAGO
2

ChatEA N 022 ChatEA

097
o)

~i- Simple-HHEA ~i- Simple-HHEA

00 01 02 03 04 05 06 07 08

Figure 4: Performance w.r.t Embedding Noise Ratio.

0.910 and 0.951, indicating the importance of sum-
marization for alignment and reasoning accuracy.
The configuration without Entity Profile Genera-
tion led to a significant performance decline, with
Hits@1 scores of 0.884 and 0.943, underscoring
the critical role of this component in ensuring effec-
tive alignment and reasoning, even when the other
components (embedding and LLM reasoning) re-
main intact. The removal of confidence threshold
in LLM reasoning also caused a decrease in Hits@ 1
to 0.923 and 0.957, indicating that the threshold
helps regulate the reasoning process, thus improv-
ing overall accuracy. However, when LLM reason-
ing was completely removed, the model’s perfor-
mance dropped significantly, with Hits@1 scores
of 0.696 and 0.812, emphasizing the essential role
that LLM-based reasoning plays in achieving high-
quality results.

5.3.2 Performance Across Multiple LLM

We evaluate ProLEA’s performance on the ICEWS-
WIKI and ICEWS-YAGO datasets using a range
of large language models (LLMs), as illustrated
in Figure 3. This evaluation aims to assess how
different LLM backbones influence the effective-
ness of ProLEA’s reasoning and profile-based entity
alignment. Among the models tested, GPT-4 con-
sistently achieves the highest performance, demon-
strating superior reasoning capabilities and a better
grasp of complex entity profiles. LLaMA 3 models
rank second in performance, showing strong results
but slightly trailing GPT-4, likely due to differences
in training data scale and model architecture. These
results highlight that ProLEA’s alignment accuracy
is closely tied to the capabilities of the underlying
LLM. More powerful LLMs can better infer seman-
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tic similarities, resolve ambiguous or sparse profile
information, and make contextually informed de-
cisions. As LL.M technology continues to evolve,
with improvements in contextual understanding,
factual consistency, and domain specialization, Pro-
LEA is expected to benefit proportionally, making
it a future-proof and scalable solution for entity
alignment across increasingly diverse and complex
knowledge graphs.

5.3.3 Robustness to Embedding Noise

To evaluate ProLEA’s robustness, we injected ran-
dom noise into entity embeddings at varying levels,
from 0% to 80%. As shown in Figure 4, Simple-
HHEA relies heavily on embedding similarity, and
its performance drops significantly as noise in-
creases, indicating a strong sensitivity to the quality
of input embeddings. In contrast, ChatEA shows
better resilience, suggesting its capability to com-
pensate for noisy representations. Meanwhile, Pro-
LEA consistently maintains high accuracy across
all noise levels, highlighting its strong robustness
in entity alignment.

5.3.4 Confidence Threshold (CT)

We analyzed the impact of varying the confidence
threshold (C'T") from 0.60 to 0.95 using the random
validation samples. Lower thresholds favor recall
but risk false positives, while higher thresholds im-
prove precision by filtering ambiguous matches at
the cost of recall. A setting between 0.85 and 0.90
yielded the best balance across datasets. Figure 5
summarizes the Hits@1 values for ICEWS-WIKI
and ICEWS-YAGO across these thresholds. We
can see that performance remains high around 0.85
to 0.90, providing a clear quantitative reference for
selecting a CT that balances precision and recall
effectively.

Hits@1 vs Threshold (CT)

ICEWS-WIKI
| === ICEwWsSYAGO

0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95
Threshold (CT)

Figure 5: Hits@1 evaluation across varying CT.

5.4 Efficiency Analysis

In response to RQ3, ProLEA is designed for sce-
narios where accuracy in Entity Alignment (EA) is
more important. According to our analysis: when
using GPT-4, ProLEA processes 9,094 input tokens
at an average of 122.28 ms per token, and generates
6,883 output tokens at 94.79 ms per token deliver-
ing high alignment accuracy. In comparison, with
GPT-3.5, ProLEA handles 17,760 input tokens at
21.98 ms per token and produces 16,773 output
tokens at 18.9 ms per token, achieving faster per-
formance but slightly lower accuracy. These results
show that ProLEA prioritizes reliability, making it
especially suitable for applications like knowledge
graph integration, where precision is critical. More-
over, ProLEA is compatible with different LLMs,
allowing it to take advantage of future improve-
ments in both speed and accuracy.

5.5 Extended Experiment

To assess ProLEA’s flexibility as a modular post-
processing step (RQ4), we integrate it with various
embedding-based EA models. This experiment ex-
amines whether our model’s LLM-based profiling
and reasoning can augment standard embedding-
based approaches without altering their original
design. We adopt a two-stage evaluation strategy.
In the first stage, candidate entity pairs are gener-
ated by baseline EA models such as TEA-GNN,
BERT, FuAlign, BERT-INT and Simple-HHEA. In
the second stage, we re-evaluate these pairs using
ProLEA’s profile generation and reasoning compo-
nents (EPG and LEA). As shown in Figure 6, EPG
and LEA consistently enhance the performance
across all baselines without requiring modifications
to their original architectures. Unlike embedding-
only methods, whose performance can fluctuate
due to graph sparsity or alignment ambiguity, us-
ing our EPG and LEA components can improve
their performance across diverse datasets. Thresh-
olding improves conflict resolution: Our proposed
thresholding mechanism effectively resolves dis-
agreements between the predictions of LLMs and
embedding models. These findings confirm that
ProLEA can effectively serve as a modular post-
processing enhancement for existing EA methods.
By re-evaluating candidate pairs through LLM-
based reasoning, it consistently improves align-
ment accuracy, particularly in challenging scenar-
ios involving semantic drift, noise, or missing infor-
mation. ProLEA has a key advantage over methods
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like ChatEA it works as a flexible add-on without
changing the original model. It can improve any
embedding-based method, even in noisy or sparse
graphs, without adding complexity. Its confidence-
based thresholding balances precision and recall,
making it practical and scalable for various entity
alignment tasks.

Lo MRR with and without (EPG+LEA)
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Figure 6: Evaluation results on entity prediction with
and without (EPG+LEA) on MRR.

5.6 Case Study

We present two real-world examples to demonstrate
ProLEA’s effectiveness in handling complex entity
alignment challenges such as ambiguous names
and noisy or divergent attributes, where traditional
embedding models often struggle. In the first
case, George W. Bush (ICEWS) and George Bush
(WIKI) refer to the same entity but differ in name
format and attribute details. The embedding model
initially ranked this pair low, likely due to name ab-
breviation and partial attribute overlap. ProLEA’s
profile generation and LL.M reasoning recognized
their shared role as U.S. President (2001-2009)
and key historical events, correctly promoting this
match to the top rank. In contrast, the embedding
model wrongly ranked John Howard (Australian
Prime Minister) and Howard Dean (U.S. politician)
as a close match because of similar names and po-
litical context. ProLEA accurately identified their
differences in country and roles, assigning a high
confidence score (0.92) for non-alignment and pre-
venting a false positive. See Appendix B for detail.

6 Conclusion

In conclusion, we propose an entity alignment
method that combines large language models with
entity embeddings to address challenges in hetero-
geneous knowledge graphs. LLMs generate con-
textual profiles for entities, which are re-evaluated

alongside embeddings to refine candidate align-
ments. A thresholding mechanism resolves con-
flicts between LLM and embedding predictions, en-
hancing alignment accuracy. This approach proves
effective for complex or incomplete knowledge
graphs, where traditional methods often struggle.
Moreover, it introduces a modular framework that
enhances existing EA models through profile gen-
eration and prompt-based LLM reasoning, without
requiring any architectural modifications. Exten-
sive experiments demonstrate the model’s flexibil-
ity and consistent performance gains across diverse
datasets, making it practical and effective for large-
scale, real-world entity alignment tasks.

Limitations

While ProLEA significantly enhances alignment
accuracy through LL.M-based profile reasoning, it
also inherits certain limitations associated with the
use of large language models. LLMs are inher-
ently resource-intensive and have slower inference
speeds compared to traditional embedding-based
methods. As a result, ProLEA is best suited for
applications where high alignment precision is re-
quired. However, in cases where high accuracy
is not required and very low computational re-
sources are available, the current implementation
of ProLEA may face limitations. Still, for most
EA tasks, high accuracy remains the most crucial
factor. Moreover, although ProLEA demonstrates
enhanced robustness on heterogeneous and noisy
knowledge graphs, its performance can still be af-
fected when entity information is sparse or lacks
sufficient context. This limitation is not unique to
ProLEA — all entity alignment models, including
embedding-based and hybrid approaches, face chal-
lenges when available properties (e.g., attributes,
relations, or names) are limited or ambiguous. Fi-
nally, the thresholding mechanism contributes to
more reliable alignments; however, its effectiveness
can vary across domains. In some cases, tuning the
model for specific tasks may be necessary to bal-
ance precision and recall, although this can limit
its adaptability.

Future improvements like model distillation to re-
duce computational costs, more efficient LLM ar-
chitectures, and adaptive thresholding strategies
can help address these challenges, making ProLEA
more scalable and widely applicable across diverse
alignment scenarios.
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A Entity Profile Generation Prompt
Templates

The entity profile generation approach employs a
two-step prompting process to create informative
and concise profiles from knowledge graph data.
In the first phase, called generation, a prompt is de-
signed to provide the model with all relevant entity
information—such as descriptions, attributes, and
relationships. The model then produces a unified
and coherent profile that integrates these details
into a clear, informative summary. Next, in the sum-
marization phase, a second prompt asks the model
to simplify and condense the generated profile into
a brief summary of 2-3 sentences, emphasizing the
most important facts while using accessible lan-
guage.

Generation Prompt:

Given the following entity information,
generate a unified and coherent profile
that merges the details into a single, in-
formative summary.

Entity Name: Albert Einstein

* Description: Albert Einstein was a
theoretical physicist known for de-
veloping the theory of relativity.

* Attributes:

— Date of Birth: March 14, 1879

— Field of Work: Physics

— Notable Work: Theory of Rela-
tivity
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Table 4: Case Study Examples from ProLEA: (Top) Correct Match via LLM Reasoning; (Bottom) False Positive
Prevented via Confidence-Based Rejection.

in War on Terror and Iraq invasion.

Match Example
Dataset ICEWS: George W. Bush WIKI: George Bush
Attributes U.S. President (2001-2009), involved | 43rd U.S. President, term 2001-2009,

Iraq War, 9/11.

Generated Pro-
file

"George W. Bush served as U.S. Presi-
dent from 2001 to 2009. He led major
foreign policies including the Irag War
and post-9/11 security reforms."

"George Bush was the 43rd President
of the U.S., known for his leadership
during 9/11 and initiating the Iraqg War
as part of the War on Terror."

(1996-2007), conservative leader.

LLM Decision | Prompt 1 Response: [YES]
Reasoning: Clear semantic match in role, term, and historical context.
Impact Corrected misranked candidate from #5 to #1.
Non-Match Example
Dataset ICEWS: John Howard WIKI: Howard Dean
Attributes Prime  Minister of  Australia | U.S. Governor of Vermont, 2004 presi-

dential candidate.

Generated Pro-
file

"John Howard was the Prime Minis-
ter of Australia known for economic
reforms and foreign policy alignment

"Howard Dean is an American politi-
cian who served as Governor of Ver-
mont and ran for U.S. President in

with the U.S." 2004."
LLM Decision | Prompt 1 Response: [NO]

Prompt 2 Result: Confidence = 0.92

Reasoning: Entities differ in country, role, and political scope.
Impact Rejected false positive that embeddings ranked #2.

— Employer: Princeton University
— Awarded:  Nobel Prize in
Physics

Summarization Prompt:

Simplify and summarize the following
entity profile into 2-3 sentences. Focus
on the most important facts and use clear,
accessible language.

B Case Study

Table 4. presents two illustrative case studies
demonstrating ProLEA’s alignment capabilities.
The first example shows a correct match success-
fully resolved through LL.M-based reasoning, de-
spite initial ranking errors. The second exam-
ple highlights the rejection of a high-ranked false

positive based on confidence-informed decision-
making. These cases exemplify how ProLEA lever-
ages both semantic understanding and threshold
calibration to improve entity alignment quality.

C Future Applications and Extensions

Entity alignment techniques like ProLEA can be
applied in digital advertising, where audience ex-
pansion requires linking user profiles across het-
erogeneous platforms (Munne et al., 2025b; Rah-
man et al., 2023, 2024). These sources are often
modeled as knowledge graphs of users, products,
and interactions. They are typically noisy and
sparse, which makes traditional embedding-based
alignment challenging. ProLEA addresses this by
generating contextual profiles with large language
models and re-ranking candidate alignments using
semantic reasoning, enabling more accurate user
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Figure 7: ProLEA’s performance with different LLMs (Same as Figure 3, but shown in a larger size).
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linking and improved reach and relevance.
Similarly, in the biomedical domain faces chal-
lenges such as heterogeneous knowledge sources,
reliance on costly manual curation, and the need to
capture ontology concepts even when they are not
explicitly mentioned in text (Munne et al., 2025a).
ProLEA can align textual evidence with ontology
concepts, reducing reliance on manual curation and
unifying heterogeneous knowledge bases. For in-
stance, it can map a drug’s effect on a pathway
to concepts like drug—target interactions, support-
ing scalable annotation and downstream tasks such
as clinical decision support, drug discovery, and
ontology-based research.

D Figures

Figures 3, 4, and 5 are provided in enlarged form
in the appendix to enhance readability, as their
original versions were reduced in size due to page
limitations.
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Figure 9: Evaluation results on entity prediction with and without (EPG+LEA) on MRR (Same as Figure 5, but
shown in a larger size).
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