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Abstract

Synthetic therapy dialogues generated by large
language models (LLMs) are increasingly used
in mental health NLP to simulate counseling
scenarios, train models, and supplement limited
real-world data. However, it remains unclear
whether these synthetic conversations capture
the nuanced emotional dynamics of real ther-
apy. In this work, we introduce RealCBT, a
dataset of authentic cognitive behavioral ther-
apy (CBT) dialogues, and conduct the first com-
parative analysis of emotional arcs between real
and LLM-generated CBT sessions. We adapt
the Utterance Emotion Dynamics framework
to analyze fine-grained affective trajectories
across valence, arousal, and dominance dimen-
sions. Our analysis spans both full dialogues
and individual speaker roles (counselor and
client), using real sessions from the RealCBT
dataset and synthetic dialogues from the CAC-
TUS dataset. We find that while synthetic dia-
logues are fluent and structurally coherent, they
diverge from real conversations in key emo-
tional properties: real sessions exhibit greater
emotional variability, more emotion-laden lan-
guage, and more authentic patterns of reactivity
and regulation. Moreover, emotional arc sim-
ilarity remains low across all pairings, with
especially weak alignment between real and
synthetic speakers. These findings underscore
the limitations of current LLM-generated ther-
apy data and highlight the importance of emo-
tional fidelity in mental health applications. To
support future research, our dataset RealCBT
is released at https://gitlab.com/xiaoyi.
wang/realcbt-dataset.

1 Introduction

Mental disorders pose a major global health chal-
lenge, affecting nearly one in eight individuals
worldwide (WHO). As demand for mental health
services continues to rise, a significant barrier re-
mains: the shortage of trained counselors. To help
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bridge this gap, large language models (LLMs)
such as ChatGPT and Gemini are increasingly ex-
plored as conversational agents capable of simulat-
ing therapeutic interactions and supporting clients
in need. The effectiveness of these systems, how-
ever, hinges heavily on the quality and diversity of
training data—particularly, counseling dialogues
grounded in real-world counseling practice.

Unfortunately, access to real counseling dia-
logues remains extremely limited due to stringent
privacy, ethical, and legal constraints. This scarcity
of authentic data has led to the widespread adop-
tion of synthetic therapy dialogues generated by
LLMs. These synthetic interactions are now com-
monly used in mental health NLP applications for
training, evaluation, and scenario simulation. For
example, datasets like CACTUS (Lee et al., 2024)
incorporate psychological principles from Cogni-
tive Behavioral Therapy (CBT) to structure model-
generated conversations. While these synthetic
dialogues are often fluent and structured around
known therapeutic techniques, it remains unclear
whether they capture the nuanced emotional dy-
namics that characterize real counseling sessions.

Emotion plays a central role in both diagnosis
and treatment. In CBT, client emotions reveal cog-
nitive distortions, inform intervention strategies,
and signal therapeutic progress. A meaningful ses-
sion often involves shifts in emotional state, such
as the alleviation of distress or the emergence of
insight. These emotional trajectories, or emotional
arcs, offer a powerful lens through which to as-
sess the depth, authenticity, and therapeutic quality
of a dialogue. It is thus important to understand
the extent to which synthetic therapy conversations
mirror the emotional dynamics observed in real
sessions.

Prior work has demonstrated that emotional
arc analysis can yield rich insights into narrative
structure across various domains, including nov-
els (Vishnubhotla et al., 2024; Ohman et al., 2024,
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Teodorescu and Mohammad, 2023; Mohammad,
2012), social media posts (Vishnubhotla and Mo-
hammad, 2022), and movie scripts (Hipson and Mo-
hammad, 2021). However, emotional arcs remain
largely unexplored in the context of psychotherapy,
and no prior study has directly compared real and
synthetic counseling dialogues from an emotional
dynamics perspective.

To address this gap, we curate RealCBT, a
dataset of authentic cognitive behavioral therapy di-
alogues transcribed from public video-sharing plat-
forms (e.g., YouTube and Vimeo). We then conduct
a comparative emotion trajectory analysis between
these real-world sessions and synthetic dialogues
from the CACTUS dataset (Lee et al., 2024). We
examine emotional arcs from two perspectives: (1)
The Emotion Dynamics of Real vs. Synthetic Ther-
apy Dialogues: How does the emotion change in
real and LLM-generated CBT dialogues: for entire
dialogues, for counselors, and for clients? (2) Emo-
tion Arc Alignment Across Speaker Pairs: To what
extent do emotional trajectories align within and
across speaker types (specifically among real-real,
synthetic—synthetic, and real-synthetic pairings)
for both counselors and clients?

To answer these questions, we conduct the first
in-depth comparison of emotional dynamics be-
tween real and LLM-generated CBT dialogues. We
use the well-established Utterance Emotion Dy-
namics (UED) framework (Teodorescu and Mo-
hammad, 2023; Hipson and Mohammad, 2021),
adapted specifically for CBT dialogues, to mea-
sure emotion trajectories over time within coun-
selor—client interactions. Our goal is both to com-
pare real and LLM-generated CBT dialogues and
to establish an empirical benchmark for assess-
ing whether synthetic sessions capture the nuanced
emotional dynamics of real therapy. This bench-
mark provides an important foundation for future
work exploring more contextualized and neural
emotion models.

Our analysis reveals that although synthetic di-
alogues are structurally fluent, they diverge from
real sessions across several key emotional dimen-
sions. Real therapy sessions display greater emo-
tional variability, more emotion-laden language,
and more authentic patterns of emotional reactivity
and regulation. Emotional arc correlations are low
across all pair types, though synthetic—synthetic
pairs show slightly higher alignment than real-real
or real-synthetic pairs.

These findings suggest that while current LLM-

generated dialogues may capture surface-level ther-
apeutic cues, they fall short in reproducing the nu-
anced, co-constructed emotional flow that charac-
terizes real-world therapy, especially in the client
role.

Our contributions are threefold:

* RealCBT dataset: We curate and release
RealCBT, one of the first publicly available
datasets of authentic CBT dialogues.

* Empirical benchmark: We establish an em-
pirical benchmark for comparing emotional
dynamics in real vs. synthetic therapy dia-
logues, using the UED framework adapted for
CBT.

* Comparative insights: We identify key diver-
gences between LLM-generated and real CBT
sessions, highlighting where current models
fail to capture the variability, regulation, and
alignment of authentic therapeutic emotion
trajectories.

2 Related Work

2.1 Cognitive Behavior Therapy

Cognitive Behavioral Therapy (CBT) is a widely
adopted, evidence-based form of psychotherapy
used to treat a variety of psychological disorders,
including depression, anxiety, and addiction (Beck
et al., 2011). The core of CBT aims to help clients
identify and challenge maladaptive thought pat-
terns, and subsequently restructure these cognitive
distortions to promote more realistic and adaptive
thinking, ultimately facilitating emotional and be-
havioral change (Carroll and Kiluk, 2017; Long-
more and Worrell, 2007). Given its structured for-
mat and demonstrated effectiveness, CBT has in-
creasingly been adapted into virtual agents to sup-
port individuals with limited access to in-person
therapy.

2.2 Synthetic Mental Health Counseling
Dialogue Datasets

Training CBT-based conversational models re-
quires high-quality therapy dialogue datasets. How-
ever, such data are difficult to obtain due to pri-
vacy, ethical, and legal constraints. To address
this limitation, recent studies have explored the
use of LLMs to generate synthetic therapy dia-
logues that can supplement scarce real-world data.
Earlier work (Sharma et al., 2023; Maddela et al.,
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2023; Sun et al., 2021) has focused on generat-
ing single-turn counseling dialogues based on CBT
or other psychological strategies. More recent re-
search has shifted toward multi-turn generation that
better simulates the interactive nature of real ther-
apy sessions (Lee et al., 2024; Xiao et al., 2024;
Qiu et al., 2024). Among these, CACTUS (CBT-
augmented Counseling Chat Corpus) stands out as
a publicly available multi-turn dataset designed to
capture the flow and depth of CBT-style conversa-
tions (Lee et al., 2024). It uses LLMs to simulate
counselor—client interactions guided by CBT the-
ory and therapeutic intent. Given its theoretical
grounding and multi-turn structure, we adopt CAC-
TUS as the synthetic benchmark dataset for com-
parison with real-world CBT dialogues in this study.
Although CACTUS has been evaluated favorably
on key metrics such as helpfulness and empathy,
recent work (Lee et al., 2025) raises concerns that
LLM-generated therapy dialogues may lack the
richness and diversity of emotional expression ob-
served in real interactions. This underscores the
need to better understand how synthetic dialogues
compare to real-world CBT conversations, particu-
larly in terms of emotional dynamics, to guide the
design of more realistic and effective counseling
models.

2.3 Lexicon-based Emotion Dynamics
Computation

Emotion dynamics is a psychological framework
for measuring how an individual’s emotional state
evolves over time (Vishnubhotla et al., 2024; Kup-
pens and Verduyn, 2017; Hollenstein, 2015). In
NLP, lexicon-based approaches are among the most
widely used techniques for modeling emotion tra-
jectories in spoken or written language. Promi-
nent resources include LIWC (Tausczik and Pen-
nebaker, 2010), WordNet-Affect (Bobicev et al.,
2010), SentiWordNet (Baccianella et al., 2010),
VADER (Hutto and Gilbert, 2014), and the NRC
Emotion Lexicons (Mohammad, 2018). These lexi-
cons provide emotion-related scores at the word
level, enabling the quantification of emotional
trends across text.

Lexicon-based methods have been validated in
various contexts and shown to achieve high reliabil-
ity in capturing emotional dynamics (Ohman et al.,
2024; Teodorescu and Mohammad, 2023; Ohman,
2021). In this study, we adopt a lexicon-based
approach, specifically using the NRC Valence,
Arousal, and Dominance (VAD) Lexicon (Moham-

mad, 2025, 2018) in conjunction with the Utterance
Emotion Dynamics (UED) framework (Hipson and
Mohammad, 2021). This combination allows us to
compute the emotional valence, arousal, and dom-
inance at the utterance level, and to model how
these emotional states change over the course of
each counseling session.

Previous research has successfully applied simi-
lar methods to track emotional arcs in literary nov-
els (Vishnubhotla et al., 2024; Teodorescu and Mo-
hammad, 2023; Mohammad, 2012), social media
narratives (Vishnubhotla and Mohammad, 2022),
and movie scripts (Hipson and Mohammad, 2021).
We extend this line of work by applying NRC and
UED metrics to therapeutic dialogues, allowing
us to compare emotional progression in real and
synthetic CBT conversations.

3 RealCBT: Real-world CBT Dialogue
Dataset

In this section, we describe the process of curating
the Real CBT dataset.

3.1 Data Collection

Due to privacy, ethical, and legal constraints,
publicly available CBT dialogue datasets are ex-
tremely limited. To enable comparison with LLM-
generated data, we collected real-world CBT Dia-
logues by identifying video clips from public video-
sharing platforms such as YouTube and Vimeo. We
restricted our search to videos explicitly labeled
as CBT-based counseling sessions. For a detailed
description of the selection criteria, please see Ap-
pendix A.l. In total, we collected 76 video-based
CBT dialogues that met these criteria. Detailed
summary statistics of RealCBT is provided in Ta-
ble 3 in Appendix A.2.

3.2 Preprocessing and Transcription

All videos were first converted into a standard
MP4 format and then preprocessed to remove non-
conversational, user-generated content such as in-
troductory titles, animations, and narration. We
used the Transkriptor! service to generate initial
transcripts for each video. To ensure transcript
quality and temporal alignment, each transcript was
manually reviewed and corrected to accurately re-
flect the spoken dialogue in the video. Additionally,
we reviewed metadata associated with each video
(e.g., the number of views, likes, and information

"https://transkriptor.com/
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about the channel owner) to verify that the content
originated from credible sources. These indicators
collectively suggest that the selected videos repre-
sent professionally conducted CBT sessions.

3.3 Metadata Annotation

Similar to CACTUS, we annotated each dialogue
with the following attributes from video metadata:
(1) client problem, (2) client gender, and (3) over-
all client attitude toward the session. We em-
ployed three state-of-the-art language models (i.e.,
ChatGPT-40 Mini, Grok-v3, and Gemini 2.0 Flash)
to independently infer these tags for each dialogue.
A majority voting scheme was then used to deter-
mine the final label for each attribute. To evaluate
the accuracy of this automated annotation approach,
we manually reviewed a randomly selected subset
comprising 30% of the dialogues. The automated
predictions were consistent with the human annota-
tions in this subset, yielding an estimated labeling
accuracy of 100%. Detailed distribution of the
metadata of RealCBT is provided in Table 4 in
Appendix A.2.

4 Emotion Dynamics Computation

We adapt emotion dynamics methods from prior
work by Mohammad and colleagues (Vishnubhotla
et al., 2024; Teodorescu and Mohammad, 2023;
Hipson and Mohammad, 2021), who demonstrated
robust approaches for capturing emotional arcs in
narratives and movies. Specifically, we adopt the
Utterance Emotion Dynamics (UED) framework
to compute emotion metrics from sequences of
utterances, treating each role (counselor or client)
as a separate character trajectory.

Given that CBT sessions are considerably shorter
than novels or long-form narratives, we adjust the
emotion arc computation accordingly. Following
prior work (Hipson and Mohammad, 2021; Vish-
nubhotla et al., 2024), we apply a rolling window
of 10 words, advancing one word at a time, to
compute fine-grained emotion values across each
dialogue. At each windowed step, we estimate the
emotional state using version 2 of the NRC Valence,
Arousal, and Dominance (VAD) Lexicon (Moham-
mad, 2025), which provides word-level emotion
scores for the three affective dimensions: valence
(V), arousal (A), and dominance (D). Each V/A/D
score ranges from —1 to 1, where 1 indicates a
strong positive association and —1 indicates a strong
negative association with the corresponding affec-

tive dimension.

From the resulting VAD time series, we derive
a set of UED metrics (Hipson and Mohammad,
2021) that capture the shape and character of emo-
tion progression in therapy dialogues: (1) Emotion
Mean: The average V/A/D score across a dialogue
or speaker’s arc; (2) Emotion Variability: The stan-
dard deviation of V/A/D scores, representing emo-
tional fluctuation or richness; (3) Average Displace-
ment Length: Measures the average number of emo-
tion words spoken more or less than usual. Longer
displacements suggest stronger or more persistent
emotional shifts; (4) Emotion Rise Rate: Captures
how quickly and intensely a speaker shifts into an
emotional state (emotional reactivity or sensitivity);
(5)Emotion Recovery Rate: Indicates how quickly
a speaker returns to their baseline emotional state
after a shift (emotion regulation).

Based on the UED metrics and NRC VAD Lexi-
con, we compute three types of emotional trajecto-
ries per CBT session: (1) the overall dialogue-level
arc, (2) the counselor’s arc, and (3) the client’s
arc. These arcs are computed separately for both
real and synthetic CBT sessions, allowing us to
compare matched pairs across datasets (i.e., real vs.
synthetic dialogues, real vs. synthetic counselors,
and real vs. synthetic clients).

5 Experimental Setup

We conduct our study using two datasets. CAC-
TUS consists of 31,564 dialogues with broadly
balanced distributions across multiple attributes,
making it well suited for large-scale statistical anal-
ysis. In contrast, RealCBT comprises 76 dialogues
collected from real counseling sessions. Although
smaller in scale, RealCBT captures authentic ther-
apeutic interactions and naturally reflects demo-
graphic and attitudinal patterns found in practice.

To ensure a fair and meaningful comparison
between the two datasets, we adopt a problem-
focused sampling strategy. Specifically, we fo-
cus on the three most frequent client concerns
in RealCBT, including anxiety and fear (25 dia-
logues), self-esteem and confidence issues (19),
and relationship-related concerns (14). Together,
these account for 76.3% of the dataset (58 out of 76
dialogues). For detailed summary statistics and dis-
tributional information, see Table 5 and Table 6 in
Appendix A.2. We then sample synthetic dialogues
from CACTUS to match this distribution.

While CACTUS is broadly balanced, Real CBT
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Figure 1: Boxplots showing the distributions of the mean and variability for each of the three affective dimensions across three
comparisons: Real vs. Synthetic Dialogues, Real vs. Synthetic Counselors, and Real vs. Synthetic Clients.

reflects natural demographic and attitudinal skews
(e.g., a higher proportion of female clients and gen-
erally positive orientations toward therapy). Such
contextual characteristics make strict subgroup bal-
ancing less stable, further motivating our problem-
focused design.

To enhance the robustness of our analysis, we
repeat the sampling process 10 times without re-
placement, generating 10 non-overlapping subsets
of synthetic dialogues. All quantitative results are
averaged across these runs to account for sampling
variability.

6 Experimental Results

6.1 The Emotion Dynamics of Real vs.
Synthetic Therapy Dialogues

We analyze and compare the following UED met-
rics across valence, arousal, and dominance: Emo-
tion Mean, Variability, Displacement Length, Rise
and Recovery Rates. Detailed definitions and com-
putation methods for each metric are provided in
Section 4. To assess statistical significance be-
tween real and synthetic groups, we apply the
Mann—Whitney U test (w = 0.05) to compare real
sessions and each of 10 independently sampled syn-
thetic datasets. For robustness, we report median
p-values and corresponding effect sizes (r). Fig-
ure 1 presents boxplots illustrating the distributions
of Emotion Mean and Variability for each role (i.e.,
dialogue, counselor, and client) in both real and
synthetic sessions. Blue dots indicate the aggre-
gated Emotion Mean and Variability for each af-
fective dimension, summarizing overall emotional
trends. Detailed summary statistics for Emotion
Mean, Emotion Variability, and all UED metrics

are provided in Table 7 - 10 in Appendix A.3.

6.1.1 Emotion Mean

As shown in Figure 1, synthetic speakers (whole
dialogue, counselor, and client) generally sound
more emotionally elevated or intense than real hu-
man speakers. An exception is observed in valence,
where real and synthetic clients show similar scores.
The pairwise comparisons support this observation.
For entire dialogues (as a whole speaker), we found
significant differences in arousal in 90% of cases
(median p-value < 0.001, » = 0.24). For coun-
selors, we observed significant differences in va-
lence in all comparisons (median p-value < 0.001,
r = 0.36). For clients, we found significant differ-
ences in arousal in 70.0% of comparisons (median
p-value < 0.05, » = 0.23) and in valence in 90%
(median p-value < 0.05, r = 0.26).

6.1.2 Emotion Variability

For entire CBT dialogues, real sessions exhibited
significantly greater variability in arousal than syn-
thetic ones, indicating more fluctuation or rich-
ness in real speakers. The Mann—Whitney U tests
showed significant differences, with a median p-
value < 0.0001 and r = 0.84, indicating a strong ef-
fect. In contrast, valence and dominance variability
were similar between real and synthetic dialogues,
with only partial significant differences (i.e., 5/10
in dominance and 7/10 in valence).

For counselors, real speakers also showed sig-
nificantly greater variability in both arousal and
valence compared to synthetic counselors. For
arousal, all comparisons were significant (median
p-value < 0.0001, » = 0.41). For valence, all
comparisons were significant (median p-value <
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0.00001, r» = 0.42). For dominance, real counselors
tended to exhibit greater variability, though the dif-
ferences were not consistently significant across
the comparisons.

For clients, synthetic sessions tended to show
greater variability in valence, while real clients
showed slightly more variability in arousal. How-
ever, these differences were only partially signif-
icant (i.e., 6/10 for arousal and 1/10 for valence).
Dominance variability was similar across both
groups, with no significant differences observed.

6.1.3 Displacement Lengths

We found that speakers in real dialogues talk sig-
nificantly more emotion words than the ones in
synthetic dialogues in both arousal and dominance.
In particular, for arousal, all comparisons showed
significant differences, with a median p-value <
0.0001 and r = 0.35. For dominance, 70% of com-
parisons were significant, with a median p-value <
0.05 and 7 = 0.23. In contrast, both real and syn-
thetic speakers uttered similar amount of emotion
words in dominance with minimal difference—only
1 out of 10 comparisons reaching significance.

Real counselors tend to speak more emotion
words than synthetic counselors. 70% of com-
parisons showed significant differences in both
arousal and valence. The median p-values were
0.02 (arousal) and 0.007 (valence), with average
effect sizes of 0.23 in both cases. In contrast,
dominance minimal showed significant differences
in only 20% of comparisons, indicating similar
amount of emotion words uttered by both real and
synthetic counselors.

Real clients utter more emotion words than syn-
thetic ones in the dimensions of arousal and dom-
inance. Arousal showed consistent differences
across all comparisons, with a median p-value <
0.001 and r = 0.335. Dominance showed partial
significant differences in 70% of comparisons, with
a median p-value < 0.05 and r = 0.24. In contrast,
valence showed no significant differences across
any comparisons.

6.1.4 Emotion Rise Rate

We observed that synthetic speakers tend to re-
spond more quickly and intensely to emotional sit-
uations than real speakers in dominance (synthetic
0.033 vs. real 0.031) and valence (synthetic 0.026
vs. real 0.024). In particular, dominance showed
relative strong significant differences in 70% of
comparisons with the median p-value < 0.05 and

r = 0.2). Similarly, valence demonstrate partial
significant differences (50% of comparisons, me-
dian p-value < 0.05 and r = 0.19). However, real
speakers seem to be slightly higher arousal scores
than synthetic ones with no significant differences.

Real and synthetic counselors have very similar
scores in valence (0.033 vs. 0.031), arousal (0.025,
0.026), and dominance (0.0247, 0.0254), indicating
that they react to emotional situations with similar
intensity and speed. There were no consistence
significant differences observed.

Synthetic clients seem to be more actively re-
spond to emotional situations than real ones in the
dimensions of valence (0.035, 0.032) and domi-
nance (0.026, 0.024). Both dimensions showed
significant differences in 60% of comparisons with
the median p-value valence < 0.05 and r =0.197
and dominance < 0.05 and r = 0.19. Both real and
synthetic clients reacted similarly in arousal (0.027,
0.026) with no significant differences.

6.1.5 Emotion Recovery Rate

In general, synthetic and real speakers showed sim-
ilar ability to return to their baseline emotional
states after a shift in valence (0.033 vs. 0.031) and
arousal (0.025 vs. 0.026), with no significant dif-
ferences observed. However, dominance showed
partial differences: 60% of comparisons were sig-
nificant, with a median p-value < 0.05 and r =
0.22, suggesting that synthetic speakers may exert
slightly more emotional control in this dimension.

For counselors, emotion regulation ability was
comparable across all three affective dimensions:
valence (real: 0.0324 vs. synthetic: 0.0304),
arousal (0.0261 vs. 0.0260), and dominance
(0.0250 vs. 0.0248). No significant differences
were observed.

In contrast, synthetic clients exhibited stronger
emotion regulation than real clients in both valence
and dominance. Valence showed significant differ-
ences in all comparisons (median p-value < 0.0001
and r = 0.4), while dominance showed partial sig-
nificance in 50% of comparisons (median p-value
< 0.05 and r = 0.17). No significant differences
were found in arousal, suggesting similar regula-
tion patterns in that dimension.

6.1.6 Emotional Arc Case Study

To complement the quantitative results, we conduct
a qualitative case study to illustrate how emotional
dynamics manifest in real and synthetic CBT di-
alogues. Our analysis spans all three dimensions
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Arousal
Level

Real Counselor Snippet

Synthetic Counselor Snippet

High

"It’s completely understandable to feel overwhelmed!
You’ve taken a huge step today—this is a big deal,
and you’re doing really well."

Explanation: Demonstrates emotional reappraisal
and support, key to emotion regulation.

"Wow! That’s amazing progress! You should be
really proud of yourself—this is wonderful!"

Explanation: General praise, not a deliberate attempt
to regulate the client’s emotional state.

Medium

"That’s good to hear. Can you walk me through what
happened when you started to feel anxious?"
Explanation: Shows calibrated empathy by gently
probing the client’s state with a tailored follow-up.

"That’s interesting. Let’s explore that feeling more."

Explanation: 1t’s vague and not clearly grounded in
what the client just said.

Low

"Okay. Let’s keep going."

Explanation: Even when emotional intensity is low,
the counselor maintains engagement, which con-
tributes to dyadic co-regulation.

"Thanks for sharing that."
Explanation: Like a conversational endpoint, with no
guidance or co-regulation of emotional flow.

Table 1: Illustrative Counselor Utterances Comparison at Varying Arousal Levels

(valence, arousal, and dominance) for both coun-
selors and clients, with detailed examples included
in Appendix A.4 Table 11-15. Here, we highlight
counselor arousal (Emotion Mean) as a representa-
tive case: Table 1 presents excerpts showing how
different levels of arousal appear in practice.

We selected three real and three synthetic ses-
sions representing the highest, median, and lowest
mean arousal scores among counselor utterances.
Table 1 provides representative examples from
each, along with interpretive commentary informed
by key psychotherapy theories (e.g., emotion reg-
ulation (Gross, 1998), calibrated empathy (Elliott
et al., 2018, 2013), affective co-regulation (But-
ler and Randall, 2013), and therapeutic alliance
theory (Bordin, 1979)).

These examples demonstrate how different lev-
els of affective intensity appear in real versus LLM-
generated therapy conversations. For instance,
while both real and synthetic counselors express
high arousal through supportive language, synthetic
speakers tend to rely on generic praise (“That’s
amazing progress’), which lacks co-regulatory in-
tent and risks feeling generic or unearned. In
contrast, real counselors often express enthusi-
asm through emotionally supportive reappraisals
grounded in the client’s situation (e.g., ““You've
taken a huge step today. ..”). This reflects emotion
regulation strategies that promote client resilience.
At medium arousal, real counselors demonstrate
calibrated empathy, engaging clients with reflective
questions that validate while encouraging elabora-
tion (e.g., “Can you walk me through what hap-
pened. .. ?”). Synthetic counselors, however, tend
to offer vague prompts (e.g., “Let’s explore that

feeling”’), which may miss therapeutic opportuni-
ties to deepen client reflection. In low-arousal
moments, real counselors maintain interactional
grounding by guiding the session forward, pre-
serving the structure of therapeutic engagement.
Synthetic counterparts often deliver flat acknowl-
edgments like “Thanks for sharing,” which, while
polite, offer little in terms of affective co-regulation
or forward momentum. This qualitative analysis re-
inforces our quantitative findings: although LL.Ms
can simulate affectively expressive language, their
responses may lack the situational nuance, rela-
tional grounding, and interactive adaptability found
in real therapeutic interactions.

6.1.7 Discussion

Synthetic sessions are generally fluent and well-
structured, yet the emotional expressions of speak-
ers still differ in subtle but important ways from
those observed in real therapy interactions. In the
following, we discuss several important distinc-
tions in the emotional dynamics of real and syn-
thetic CBT dialogues based on our analysis.

First, synthetic dialogues tend to exhibit higher
overall emotion means, especially in arousal and
valence. This phenomenon suggests that synthetic
speakers may adopt a more emotionally elevated
or expressive tone. This could be a result of LLMs
overemphasizing affective expression to appear en-
gaged or empathetic. In contrast, real counselors
and clients demonstrated more restrained emotional
expression, aligning with the grounded and cal-
ibrated communication style expected in profes-
sional therapy.

Second, emotion variability serves as an indica-
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tor of emotional richness in dialogue. We observed
consistently higher variability in real sessions, par-
ticularly in arousal and valence. This suggests that
real speakers fluctuate more in their emotional tone
throughout the conversation, reflecting more au-
thentic, responsive, and context-sensitive affective
expression. In contrast, synthetic dialogues tend
to be more emotionally uniform, which may re-
sult from LLMs generating emotionally consistent
responses without deeply modeling the evolving
emotional context.

Notably, this difference in variability remains
even though the synthetic dataset is ten times larger
than the real dataset (580 vs. 58 dialogues). De-
spite the increased diversity that might be expected
from a larger sample, the real dataset still exhibits
greater emotional variability. This suggests that
current LLMs are struggling to replicate emotion
dynamics in real therapy sessions.

Third, displacement length analysis further sup-
ports this observation: real speakers used emotion-
laden language more dynamically, especially in
arousal and dominance dimensions. This suggests
that real speakers vary their emotional emphasis
in different parts of the session, whereas synthetic
speakers may be more emotionally formulaic or
flat in structure.

Fourth, in terms of emotional reactivity, synthetic
speakers, particularly clients, exhibited faster and
more intense shifts in emotion in dominance and
valence. 'While this may appear to reflect emo-
tional engagement, it might also signal exaggerated
or less nuanced affective responses, possibly result-
ing from LL.Ms optimizing for expressive content
over authentic regulation.

Relatedly, emotion recovery rate, reflecting emo-
tion regulation, was largely comparable across real
and synthetic sessions, though synthetic clients
demonstrated stronger emotion regulation in va-
lence and dominance. This pattern might again
reflect stylized generation patterns that smooth or
suppress emotional volatility, possibly at the cost
of naturalistic variation.

Taken together, these findings suggest that syn-
thetic dialogues approximate but do not fully repli-
cate the emotional dynamics of real therapy conver-
sations. Synthetic counselors show relatively close
alignment with real counselors across most met-
rics, indicating that LL.Ms are reasonably good at
simulating professional emotional tone. In contrast,
synthetic clients diverge more notably, particularly
in reactivity and regulation, which may affect the

authenticity of the simulated therapeutic process.

To explain the observed discrepancies in emo-
tional arcs between real and LLM-generated ther-
apy dialogues, we identify several possible underly-
ing factors. First, current LLMs may not be trained
on emotionally grounded or therapeutically con-
textualized data (Chung et al., 2023). General-
purpose corpora lack the subtle affective trajec-
tories and turn-by-turn emotion regulation seen in
real counseling. Second, common prompting strate-
gies often elicit exaggerated or uniform emotional
expressions that fail to reflect the adaptive, client-
contingent nature of real therapist responses (Nudo
et al., 2025). Third, LLMs typically lack mecha-
nisms for maintaining contextual coherence over
multiple turns, limiting their ability to simulate
affective progression across a session (Shu et al.,
2025). Finally, real therapy involves ongoing co-
regulation—therapists dynamically modulate their
tone, intensity, and response based on client sig-
nals (Butler and Randall, 2013). This interactive
nuance is missing in current LLLM outputs, which
treat utterances as isolated generations.

To mitigate these limitations, future work should
explore fine-tuning LLLMs on real counseling data
to better capture authentic emotional arcs. Prompt-
ing strategies can also be refined to encourage adap-
tive rather than exaggerated affect. Moreover, in-
tegrating affect-aware generation and explicit co-
regulatory modeling could allow LLMs to simulate
more human-like emotional responsiveness and in-
teractional flow. These directions offer promising
steps toward enhancing the emotional fidelity of
synthetic therapy data, which is critical for trust-
worthy use of LLMs in mental health applications.

6.2 Emotional Arc Similarity across Real and
Synthetic Speakers

In this section, we investigate how closely the emo-
tional trajectories of LLM-generated speakers align
with those of real individuals.

6.2.1 Correlation Analysis

Building on the method by Vishnubhotla et
al. (Vishnubhotla et al., 2024), we temporally align
emotion arcs and compute Spearman correlations
between pairs of sessions. To capture different
patterns of alignment, we include three pair types
for each speaker role: Real-Real, Syn—Syn, and
Real-Syn. This allows us to compare emotional
arc similarity within real sessions, within synthetic
sessions, and across real and synthetic sessions.
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Higher correlation values reflect stronger similarity
in emotional progression. We report these compar-
isons separately for clients and counselors to high-
light role-specific alignment dynamics (Table 2).

Client Real-Syn Real-Real  Syn-Syn
Valence Mean 0.014 0.0153 0.2151
Arousal Mean 0.020 0.0054 0.0225
Dominance Mean 0.002 -0.0047 0.0874
Counselor Real-Syn Real-Real  Syn-Syn
Valence Mean 0.044 0.0043 0.1365
Arousal Mean -0.011 0.0077 0.0213
Dominance Mean 0.058 0.0278 0.1418

Table 2: Correlation Analysis for Arc Alignment

For clients, emotional arc similarity is weak across
all pairings. Syn—Syn pairs show the highest val-
ues for valence (0.2151) and dominance (0.0874),
but even these are modest, and arousal alignment
remains negligible across all pair types. Both
Real-Real and Real-Syn correlations are near
zero or negative, indicating little consistency ei-
ther within real sessions or between real and syn-
thetic clients. These findings suggest that synthetic
clients exhibit only limited internal consistency in
their affective dynamics and fail to approximate
the more complex, contingent emotion arcs of real
clients.

For counselors, Syn—Syn correlations again yield
the highest values, for valence (0.1365) and domi-
nance (0.1418), but these are still weak. Real-Real
and Real-Syn alignments are even lower, especially
for valence and arousal. Notably, dominance align-
ment is slightly higher in Real-Syn pairs (0.058)
than in Real-Real (0.0278), though the difference
is small. Overall, these results indicate that LLM-
generated counselors produce emotionally vari-
able output, but without structured or relationally
grounded patterns that resemble real therapeutic
trajectories. Please see the three representative ex-
amples of emotion arc correlation between real and
synthetic clients in Appendix A.S.

6.2.2 Discussion

Our quantitative analysis of emotional arc similar-
ity reveals that alignment is consistently low across
all session pairings, including Real-Real, Syn—Syn,
and Real-Syn combinations. This outcome is par-
ticularly illuminating in several ways.

First, the low correlation between Real-Real
pairs (e.g., 0.0153 for valence among clients and
0.0043 for counselors) reflects the natural hetero-
geneity of real-world therapy, where emotional

trajectories are shaped by unique client issues,
counselor styles, and the evolving goals of each
session. In psychotherapy, affective expression
is not scripted or uniform—rather, it is personal-
ized, adaptive, and deeply contextual. Thus, low
Real-Real correlation values serve as a baseline,
not a shortcoming, and emphasize the richness and
diversity of authentic human interactions.

By contrast, LLM-generated sessions show lim-
ited internal emotional consistency (e.g., Syn—Syn
valence correlations of 0.2151 for clients and
0.1365 for counselors). While these scores are
higher than those of Real-Real or Real-Syn pairs,
they remain modest overall. This suggests that
even when generating multiple synthetic sessions,
current LLMs do not produce strongly consistent
emotional arcs across speakers, pointing to a lack
of coherent affective modeling.

Most notably, Real-Syn correlations are near
zero across all emotion dimensions (e.g., valence =
0.014 for clients, 0.044 for counselors), indicating
that synthetic speakers do not successfully emulate
the affective trajectories of real speakers. This un-
derscores a fundamental challenge: although LLMs
can generate grammatically fluent and affectively
expressive utterances, they struggle to reproduce
the dynamic, situated, and role-sensitive emotional
flow found in real therapy.

7 Conclusion

In this work, we conduct the first systematic com-
parison of emotional dynamics between real and
LLM-generated CBT dialogues. Using the UED
framework, we analyzed emotion mean and vari-
ability, reactivity, regulation, and arc similarity
across counselors and clients. Our findings show
that while synthetic dialogues are fluent and struc-
tured, they diverge from real therapy in key emo-
tional dimensions—particularly in variability and
emotional arc alignment. These results highlight
the limitations of current LLMs in replicating the
nuanced emotional flow of real therapeutic inter-
actions, especially on the client side. This work
introduces the RealCBT dataset alongside an in-
depth analysis for evaluating affective realism in
synthetic therapy, paving the way for future re-
search on more emotionally grounded and psycho-
logically credible dialogue generation.
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8 Limitations

Our study has several limitations. First, RealCBT
is limited in size and exhibits subgroup imbalance,
which affects generalizability. These constraints
stem from significant privacy, ethical, and legal
challenges in collecting and sharing real-world
CBT data. Unlike domains where large-scale con-
versational datasets are readily available, therapy
transcripts are highly sensitive, and even small-
scale public datasets are rare. Second, our analysis
focuses exclusively on CBT sessions and compar-
isons with a single synthetic dataset (CACTUS).
While CBT is widely practiced and structurally
well-defined, making it a suitable starting point, our
findings may not extend to other therapy modali-
ties, mental health domains, or cultural and lin-
guistic contexts. Nevertheless, RealCBT remains
one of the few publicly available, authentic CBT
datasets. Its inclusion enables a rare grounded com-
parison with synthetic dialogues and offers valu-
able insights into how LLM-generated therapy di-
verges from real interactions. By making Real CBT
available, we hope to catalyze broader collabora-
tive efforts toward building larger, more diverse,
and ethically responsible resources that can better
capture the complexity of therapeutic dialogue.
Looking forward, we outline plans to extend
research with RealCBT in several directions:

* Expanding annotations to include dialogue
acts, empathy markers, and turn-level emo-
tional shifts;

* Training and evaluating affect-aware LLMs
that model emotional dynamics more faith-
fully;

* Analyzing therapeutic strategies (e.g., reap-
praisal, validation) and their relationship to
client emotional trajectories.

* Broadening scope across therapeutic ap-
proaches (e.g., MI, psychodynamic therapy),
languages, and cultural contexts, while incor-
porating alternative synthetic datasets to test
robustness across generative sources.

Together, these steps aim to strengthen the
dataset’s utility and support progress toward build-
ing LLM systems that are both emotionally
grounded and clinically meaningful.
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A Appendix

A.1 RealCBT Selection Criteria

We used keywords such as CBT counseling, CBT
case study, CBT role play, CBT session, and using
CBT to guide the search. To ensure that the se-
lected videos accurately portrayed CBT-style ther-
apy conversations, we applied the following inclu-
sion criteria: (1) the video must feature exactly
two participants—a counselor and a client; (2) the
video should contain little to no narration or back-
ground music that could interfere with the dialogue;
and (3) the session should focus on a behavioral
or emotional issue consistent with CBT practice,
such as depression, anxiety, or smoking cessation;
(4) the therapy dialogue should last at least three
minutes to ensure sufficient conversational context
for analysis.

A.2 RealCBT Summary Statistics and
Distributions

Table 3 provides an overview of the RealCBT
dataset, while Table 4 presents its distribution
across major categories. To highlight key patterns,
Table 5 further summarizes the top three client is-
sues represented in the dataset, and Table 6 shows
their detailed distributions. Together, these tables
offer a comprehensive view of both the overall
dataset and the prevalence of the most common
client problems.

A.3 UED Metrics in VAD across RealCBT
and CACTUS

We adapt the Utterance Emotion Dynamics (UED)
framework to compute emotion metrics from se-
quences of utterances. Table 7 reports the mean
and variability of valence, arousal, and dominance
(VAD) across Real CBT and CACTUS. More de-
tailed results for each dimension are presented in
Table 8 through Table 10. Together, these statistics
highlight systematic differences between real and
synthetic therapy dialogues, providing a basis for
the comparative analyses in the paper.

A.4 Representative Examples of Emotional
Arcs

This appendix provides representative examples of
how emotional dynamics manifest in real and syn-
thetic CBT dialogues. The examples span all three
affective dimensions (valence, arousal, and dom-
inance) for both counselors and clients. Selected

cases, shown in Table 1 and Appendix Tables 11—
15, illustrate how real and synthetic utterances dif-
fer in affective expression across varying intensity
levels.

A.5 Representative Real-Synthetic Client
Emotion Arc Correlation Examples

Figure 2 illustrates three representative examples of
emotion arc correlation between real and synthetic
clients: (a) high positive correlation (strong align-
ment), (b) near-zero correlation (no alignment), and
(c) high negative correlation (strong misalignment).

These examples illustrate the range of relational
patterns that emerge when comparing emotional
trajectories across real and LLM-generated client
dialogues.
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Figure 2: Emotion arcs of valence, arousal, and dominance for a client in three representative cases: (a) highest correlation, (b)
near-zero correlation, and (c) lowest (negative) correlation between real and synthetic trajectories.

Number of sessions 76
Total client words count 82,436
Total counselor words count 108,278
Total word count 190,714
Average word count per session 2,516
Total Duration (min) 1,224.67
Avg. Duration (min) 16.11

Table 3: Descriptive statistics of Real CBT dataset

Category Subcategory Proportion (%) Count
Anxiety and fear 32.89 25
Self-esteem and confidence issues 25.00 19
Relationships (romantic, family, friendships) 18.42 14
Career and work-related concerns 9.21 7
Client’s Problem  Health-related worries 5.26 4
Academic and educational concerns 3.95 3
Financial concerns 2.63 2
Health-related Worries 1.32 1
Other miscellaneous concerns 1.32 1
Positive 90.79 69
Client’s Attitude  Neutral 6.58
Negative 2.63
Femal 84.21 64
Client’s Gender emale
Male 15.79 12
Total 100.00 76

Table 4: Distribution of the Real CBT dataset
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Number of sessions 58
Total client words count 59,580
Total counselor words count 82,618
Total word count 142,198
Average word count per session 2,461
Total Duration (min) 907.18
Avg. Duration (min) 15.64

Table 5: Descriptive statistics of Real CBT dataset (Top 3 Client Problems)

Category Subcategory Proportion (%) Count
Anxiety and fear 43.10 25
Client’s Problem  Self-esteem and confidence issues 32.76 19
Relationships (romantic, family, friendships) 24.14 14
Positive 93.10 54
Client’s Attitude  Negative 345
Neutral 3.45
Femal 87.93 51
Client’s Gender emaie
Male 12.07 7
Total 100.00 58

Table 6: Distribution of Top 3 Client Problems in the RealCBT dataset

Speaker Valence Arousal Dominance

Mean Var. Mean Var. Mean Var.
Real Dialogue 0.2334  0.1448 | -0.0907 0.1161 | 0.0509 0.1131
Synthetic Dialogue | 0.2761 0.1480 | -0.0247 0.1037 | 0.1130 0.1154
Real Counselor 0.2302 0.1466 | -0.0804 0.1148 | 0.0614 0.1120
Synthetic Counselor | 0.3067  0.1287 | -0.0240 0.0998 | 0.1550 0.1097
Real Client 0.2344  0.1312 | -0.1006  0.1109 | 0.0346 0.1052
Synthetic Client 0.2339  0.1518 | -0.0257 0.1012 | 0.0655 0.1043

Table 7: Emotion Mean and Variability in Valence, Arousal, and Dominance across RealCBT and CACTUS
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metric//sperker type Real Dialogue Synthetic Dialog; Real Cc 1 Synthetic Counselor Real Client Synthetic Client

emo_mean 0.2334 0.2761 0.2302 0.3067 0.2344 0.2339
emo_std 0.1448 0.1480 0.1466 0.1287 0.1312 0.1518
emo_avg_peak_dist 0.0762 0.0779 0.0792 0.0695 0.0718 0.0818
emo_avg_disp_length 4.2100 4.2282 4.2996 3.9746 3.9735 4.0276
emo_rise_rate 0.0311 0.0332 0.0328 0.0310 0.0319 0.0349
emo_recovery_rate 0.0313 0.0325 0.0324 0.0304 0.0304 0.0369
emo_low_peak_dist 0.0896 0.0887 0.0914 0.0816 0.0838 0.0920
emo_low_disp_length 4.3939 4.2972 4.4628 4.3451 4.3002 4.0820
emo_low_rise_rate 0.0346 0.0356 0.0352 0.0321 0.0339 0.0381
emo_low_recovery_rate 0.0338 0.0352 0.0343 0.0328 0.0315 0.0379
emo_high_peak_dist 0.0666 0.0705 0.0705 0.0637 0.0664 0.0810
emo_high_disp_length 4.2266 4.3962 4.3971 4.0169 4.0794 4.6133
emo_high_rise_rate 0.0280 0.0312 0.0303 0.0304 0.0299 0.0321
emo_high_recovery_rate 0.0292 0.0301 0.0305 0.0285 0.0297 0.0367

Table 8: UED Metrics in Valence across RealCBT and CACTUS

metric//sperker type Real Dialogue  Synthetic Dialog Real C 1 Synthetic Counselor Real Client  Synthetic Client
emo_mean -0.0907 -0.0247 -0.0804 -0.0240 -0.1006 -0.0257
emo_std 0.1161 0.1037 0.1148 0.0998 0.1109 0.1012
emo_avg_peak_dist 0.0618 0.0557 0.0590 0.0555 0.0616 0.0564
emo_avg_disp_length 4.1024 3.6634 3.8828 3.5889 4.1044 3.5794
emo_rise_rate 0.0260 0.0252 0.0254 0.0258 0.0270 0.0262
emo_recovery_rate 0.0261 0.0254 0.0261 0.0260 0.0259 0.0262
emo_low_peak_dist 0.0526 0.0531 0.0516 0.0536 0.0542 0.0546
emo_low_disp_length 4.1279 3.7331 3.8291 3.7313 43172 3.6903
emo_low_rise_rate 0.0232 0.0244 0.0236 0.0249 0.0240 0.0248
emo_low_recovery_rate 0.0231 0.0243 0.0240 0.0248 0.0248 0.0253
emo_high_peak_dist 0.0732 0.0605 0.0723 0.0617 0.0727 0.0634
emo_high_disp_length 4.2461 3.7695 44102 3.8029 4.2717 3.8465
emo_high_rise_rate 0.0290 0.0263 0.0282 0.0270 0.0302 0.0278
emo_high_recovery_rate 0.0293 0.0268 0.0282 0.0274 0.0275 0.0273

Table 9: UED Metrics in Arousal across RealCBT and CACTUS

metric//sperker type Real Dialogue  Synthetic Dialog Real C 1 Synthetic Counselor Real Client  Synthetic Client

emo_mean 0.0509 0.1130 0.0614 0.1550 0.0346 0.0655
emo_std 0.1131 0.1154 0.1120 0.1097 0.1052 0.1043
emo_avg_peak_dist 0.0608 0.0612 0.0595 0.0592 0.0588 0.0579
emo_avg_disp_length 4.3631 4.0982 4.1802 4.0086 4.2093 3.7704
emo_rise_rate 0.0240 0.0255 0.0247 0.0254 0.0240 0.0262
emo_recovery_rate 0.0239 0.0256 0.0250 0.0248 0.0247 0.0263
emo_low_peak_dist 0.0619 0.0645 0.0614 0.0655 0.0610 0.0619
emo_low_disp_length 4.3842 4.2835 42933 4.3020 4.3629 4.0320
emo_low_rise_rate 0.0247 0.0260 0.0243 0.0268 0.0237 0.0269
emo_low_recovery_rate 0.0240 0.0260 0.0247 0.0252 0.0244 0.0262
emo_high_peak_dist 0.0628 0.0609 0.0609 0.0587 0.0605 0.0604
emo_high_disp_length 4.5743 4.1729 4.4043 4.2198 4.4529 4.0397
emo_high_rise_rate 0.0237 0.0250 0.0250 0.0242 0.0242 0.0261
emo_high_recovery_rate 0.0241 0.0254 0.0255 0.0247 0.0251 0.0266

Table 10: UED Metrics in Dominance across RealCBT and CACTUS

20014



Valence
Level

Real Counselor Snippet

Synthetic Counselor Snippet

"Okay. And if you continue to feel like you have to
be perfect in a presentation, you know, how do you
think that will affect your future in this career?"
Explanation: Connects the client’s concern to long-
term goals, blending positive framing with construc-
tive challenge. This reflects emotion regulation
and supports the therapeutic alliance through future-
oriented collaboration.

High

"That’s great to hear, Andrew. As a starting point,
let’s work on identifying and challenging these
thoughts when they arise."

Explanation: Provides encouragement but in a
generic way, lacking calibration to the client’s im-
mediate narrative. This reduces opportunities for
co-regulation.

"Let me ask you first. Logically, if you made a mis-
take in a presentation, would that make you feel like
you were always going to make mistakes in presenta-
tions to follow?"

Explanation: Uses logical probing to reduce overgen-
eralization, showing calibrated empathy by validating
but gently challenging the client. Builds the therapeu-
tic alliance through guided reasoning.

Medium

"Understandably, strong feelings can be difficult to
manage even when we recognize them as exagger-
ated."

Explanation: Normalizes emotions broadly but re-
mains detached from the client’s specific context,
limiting opportunities for emotion regulation or al-
liance building.

"Where do you feel like this fear comes from? Is
there an instance that occurred that caused you to be
afraid or."

Explanation: Invites exploration of root causes, a low-
valence but engaged stance that sustains interaction.

Low

"Sometimes our mind can amplify fears beyond
what’s likely to happen. What might be some reasons
or evidence that contradict this fear?"

Explanation: Provides cognitive reframing with min-
imal emotional tone. While constructive, it lacks the
relational grounding of calibrated questioning.

Table 11: Illustrative Counselor Utterances Comparison at Varying Valence Levels

Dominance Real Counselor Snippet
Level

Synthetic Counselor Snippet

"You’ve been wrestling for three years, and it is a
sport you love participating in. Does it make sense
that you said you were going to quit just a few
matches into the season?"

Explanation: Directly confronts the client’s inconsis-
tency, showing high directive control and authority in
guiding the dialogue.

High

"I’m glad to hear you are open to it. Let’s continue
to explore and challenge these beliefs together."

Explanation: Encourages collaboration but avoids
strong challenge, reflecting lower dominance and
shared control.

"Okay, so losing is not fun. No one likes to lose. But
it doesn’t mean you’re a bad wrestler."

Medium
Explanation: Reframes the issue and provides reas-
surance while still shaping the client’s perspective —
moderate counselor dominance.

"That sounds really challenging. It must be hard to
feel like you’re constantly judged. Can you recall any
recent instances where you felt this way?"
Explanation: Invites the client to elaborate on experi-
ences, giving more control to the client and reducing
directive influence.

"Let me stop you right there. What if you do lose
your next match? What is the worst thing that could
Low happen?"
Explanation: Uses hypothetical exploration to reduce
anxiety; less directive than a firm challenge, reflecting
lower dominance.

"Let’s break it down step by step: When you noticed
people staring, what specifically did you observe,
and what did you think led to those thoughts and
feelings?"

Explanation: Breaks the concern into steps, but with
minimal counselor control, shifting responsibility to
the client — lowest dominance.

Table 12: Illustrative Counselor Utterances Comparison at Varying Dominance Levels
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Valence
Level

Real Client Snippet

Synthetic Client Snippet

High

"Not in a loving way, I guess, but that you should do
your best, but also get the best. And I agree with that.
I think that’s the right thing to think."

Explanation: Expresses agreement through reflective
reasoning, positive but context-grounded.

"I can do that. I'll keep a record of those moments
and I’m looking forward to our next session."

Explanation: Optimistic and cooperative, but formu-
laic and less tied to personal context.

Medium

"No, because I said their opinion. It was just in that
time and place that I was stupid."

Explanation: Self-critical and context-specific, show-
ing moderate negative valence.

"Hi, I’'m doing okay, I guess. Just really anxious
about some things."

Explanation: Mild disclosure of anxiety, less intense
and more generic in tone.

Low

"Not really? I've always disliked it, and I’ve had bad
experiences that probably made my fear worse, but
it’s. It’s always been somewhat of a fear of mine
since I was a child."

Explanation: Reflects long-term fear, personally
grounded in past experiences, conveying sustained
low valence.

"I just had this fear that I would end up feeling de-
prived or unsatisfied, like I'd somehow starve because
I couldn’t satisfy my cravings."

Explanation: Negative affect framed in exaggerated
hypotheticals, less grounded in lived history.

Table 13: Illustrative Client Utterances Comparison at Varying Valence Levels

Arousal
Level

Real Client Snippet

Synthetic Client Snippet

High

"I really want to go out with y’all, but I just feel like
I need to work on my. On my studies, so. I'm sorry."
Explanation: Expresses conflict and relational ten-
sion, revealing socially grounded high arousal.

"I had invested a substantial amount of money, so the
stress was pretty high right from the start."
Explanation: Conveys stress directly but in a more
factual, less relational manner.

Medium

"It’s like peer pressure, sort of. But I can’t say no. I
feel like I have to say yes just. Just because they are
my friends. I do care about them and I don’t want to
lose them."

Explanation: Shows interpersonal anxiety and fear of
rejection, reflecting moderate arousal.

"Maybe I could see it as a learning experience rather
than a total failure. It doesn’t cancel out my other
achievements, right?"

Explanation: Rational reframing of failure, affec-
tively calmer and less pressured than the real exam-
ple.

Low

"So I just kind of want to build up my self esteem
and my confidence and accepting myself."

Explanation: Calm, constructive goal-setting, consis-
tent with low arousal.

"Sure. I've been feeling really unsuccessful and crit-
icized because I've been taking losses in the stock
market. It’s been affecting my mood and confidence
alot."

Explanation: Expresses discouragement with sub-
dued tone.

Table 14: Illustrative Client Utterances Comparison at Varying Arousal Levels
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Dominance Real Client Snippet

Level

Synthetic Client Snippet

High

"My parents don’t really have the money to pay for
my college, so I need to get good grades and do well
with wrestling in order to have a better chance at
getting a scholarship."”

Explanation: Shows strong agency and responsibility,
reflecting high dominance.

"Thanks for having me. Well, I’ve been struggling
with feeling judged because of my tattoos. It’s really
been eating at me, especially in social situations."

Explanation: Centers on external judgment, revealing
less personal control.

Medium

"] think about it all the time, which makes it hard for
me to focus."

Explanation: Rumination disrupts focus, showing
partial loss of control.

"[ think it would be helpful. I really don’t want to
feel like this every time I mess up."

Explanation: Expresses a wish to change, indicating
tentative but emerging agency.

Low

"I got so mad about losing that I wasn’t thinking
straight."

Explanation: Behavior dictated by anger, emotions
override reasoning and control.

"Yes, just the other day I was at the grocery store, and
I caught a few people staring at me. It made me so
uncomfortable that I left without buying everything I
needed."

Explanation: Actions shaped by others’ perceptions,
showing externally driven loss of control.

Table 15: Illustrative Client Utterances Comparison at Varying Dominance Levels
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