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Abstract

Retrieval-Augmented Generation (RAG) mit-
igates factual errors and hallucinations in
Large Language Models (LLMs) for question-
answering (QA) by incorporating external
knowledge. However, existing adaptive RAG
methods rely on LLMs to predict retrieval
timing and directly use retrieved information
for generation, often failing to reflect real in-
formation needs and fully leverage retrieved
knowledge. We develop DeepNote, an adap-
tive RAG framework that achieves in-depth
and robust exploration of knowledge sources
through note-centric adaptive retrieval. Deep-
Note employs notes as carriers for refining
and accumulating knowledge. During in-depth
exploration, it uses these notes to determine
retrieval timing, formulate retrieval queries,
and iteratively assess knowledge growth, ulti-
mately leveraging the best note for answer gen-
eration. Extensive experiments and analyses
demonstrate that DeepNote significantly out-
performs all baselines and exhibits the ability
to gather knowledge with both high density and
quality. Additionally, DPO further improves
the performance of DeepNote. The code and
data are available at https://github.com/
thunlp/DeepNote.

1 Introduction

Large Language Models (LLMs) (OpenAl, 2023;
Touvron et al., 2023) capture versatile knowl-
edge (Shultz et al., 2024) through billions of
parameters, boosting performance in question-
answering (QA) tasks. However, even state-of-
the-art LLMs can encounter hallucinations (Chen
et al., 2023) and factual errors (Mallen et al., 2023;
Min et al., 2023). Retrieval-Augmented Generation
(RAG) (Lewis et al., 2020) is a widely used tech-
nique that leverages external non-parameterized
knowledge resources to help LLMs push their in-
herent parameter knowledge boundaries to mitigate
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Figure 1: Illustration of DeepNote. DeepNote fully
integrates knowledge retrieved across multiple iterations
using notes as the knowledge carrier and employs the
best note to formulate retrieval decisions.

these issues. However, Vanilla RAG usually fails to
gather sufficient information for complex QA tasks
w.r.t. long-form QA (Stelmakh et al., 2022; Lyu
et al., 2024), and multi-hop QA (Yang et al., 2018).
These complex QA tasks often involve broad or
in-depth information retrieval needs, which may
not be explicitly reflected in the initial query or eas-
ily fulfilled in a single retrieval attempt. Recently,
several works (Jiang et al., 2023; Asai et al., 2024)
have proposed adaptive RAG (ARAG), which en-
ables adaptively capture more valuable knowledge
for answering complex questions. Despite their
success, they still have two limitations. First, each
retrieval triggers an immediate generation. This
approach may cause each output segment to re-
flect limited knowledge from a specific retrieval
iteration, neglecting the integration and interaction
of information across different retrieval iterations.
Second, they leverage LLMs to actively predict
retrieval timing; however, differences between the
LLMs’ internal cognition and the actual retrieval
needs may lead to missing key knowledge.

To address these, we develop DeepNote, an
ARAG framework that utilizes notes as knowledge
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carriers to deeply and robustly explore knowledge
bases for answering complex questions. DeepNote
comprises three key processes: note initialization,
note-centric adaptive retrieval, and note-informed
answer generation. As depicted in Figure 1, in the
note initialization process, we first construct an ini-
tial note as the starting point for adaptive retrieval,
treating it as the best note. In the note-centric adap-
tive retrieval process, we continuously use the best
note to guide the system in making optimal forward
retrieval decisions, and update the note with newly
retrieved information from a view of knowledge
growth. During each retrieval iteration, the model
is encouraged to review and compare the latest note
with the best note. In the answer generation pro-
cess, the system leverages the best note to generate
comprehensive and accurate answers.

In summary, we present three principal contribu-
tions. 1) Note-Centric Adaptive Framework: we
propose DeepNote, a novel note-centric adaptive
RAG framework for complex QA tasks. DeepNote
enables effective knowledge interaction across mul-
tiple retrieval iterations and gradual accumulation
of useful information by treating the note as a
knowledge carrier and adaptively retrieving based
on the current best note. 2) Strong Empirical Per-
formance: extensive experiments on five datasets
and multi-dimensional analyses demonstrate that
our framework gathers high-quality, comprehen-
sive knowledge with greater density, while ef-
fectively balancing retrieval efficiency and per-
formance. DeepNote significantly outperforms
Vanilla RAG (up to +20.1%) and previous main-
stream methods (up to +10.2%). 3) General-
Purpose Training Pipeline: we develop a general-
purpose automated pipeline to construct a small yet
high-quality training dataset, DNAlign. DPO fur-
ther improves the performance of DeepNote across
both in-domain and out-of-domain datasets.

2 Related Work

2.1 Retrieval-Augmented Generation (RAG)

Through knowledge augmentation, RAG (Ram
et al.,, 2023; Lewis et al., 2020; Guu et al.,
2020) helps LLMs mitigate issues such as hal-
lucinated outputs (Chen et al., 2023; Zuccon
et al., 2023), out-of-date knowledge and long-
tail knowledge gaps (He et al., 2023; Kandpal
et al., 2023), while extending LLMs beyond their
knowledge boundaries (Yin et al., 2023b). In
QA tasks (Baek et al., 2023; Siriwardhana et al.,

2023; Voorhees, 1999), Vanilla RAG typically em-
ploys a retriever (Karpukhin et al., 2020) to fetch
external knowledge from the corpus and incorpo-
rates it as text into the input space of LLMs, thereby
enhancing the quality of answer. Some previous
methods (Yu et al., 2023; Izacard et al., 2023) adopt
a single-step RAG method, where the retrieved pas-
sages are processed for knowledge refinement be-
fore generating the final answer. However, they
fail to directly retrieve sufficient information, es-
pecially in complex QA tasks. One line of stud-
ies (Trivedi et al., 2023; Borgeaud et al., 2022;
Ram et al., 2023; Press et al., 2023; Wang et al.,
2024) attempt multi-step RAG during generation
to alleviate this issue. Another line of recent stud-
ies (Jiang et al., 2023; Yao et al., 2023; Asai et al.,
2024; Jeong et al., 2024) propose ARAG systems,
which can automatically determine “when and what
to retrieve" via various feedbacks. However, they
may fail to actively predict true retrieval needs and
timing through the LLM’s parametric cognition and
lack interaction with knowledge retrieved across
multiple iterations. Therefore, our work aims to
establish a note-centric adaptive RAG that fully
integrates knowledge retrieved across multiple iter-
ations and uses the best note to guide retrievals.

2.2 Fine-Tuning for RAG

Fine-tuning is widely used to improve the capabili-
ties of LLM-augmented components in RAG sys-
tems (de Luis Balaguer et al., 2024). Early methods
of fine-tuning to enhance LLM-based components
in RAG primarily focused on training the retriever
and the generator (Ke et al., 2024; Lin et al., 2024).
Recent RAG methods have shifted toward modular
designs (Gao et al., 2023b). Particularly in com-
plex QA tasks, adaptive RAG often requires base
models to follow intricate instructions (Yin et al.,
2023a; Xu et al., 2024) to enable the functionality
of diverse components (Asai et al., 2024). Clas-
sic alignment training methods include supervised
fine-tuning (SFT) and reinforcement learning from
human feedback (RLHF). However, SFT lacks neg-
ative feedback and is prone to overfitting. Recently,
Rafailov et al. proposed a more efficient reinforce-
ment learning algorithm, direct preference opti-
mization (DPO), which aligns response preferences
and enhances the model’s instruction-following
ability by learning the differences between positive
and negative sample pairs. In our work, we focus
on using DPO to enhance the model’s capability in
multiple processes.
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Figure 2: Overview of DeepNote. DeepNote consists of three processes: Note Initialization, Note-Centric Adaptive
Retrieval, and Note-Informed Answer Generation. We employ a note-centric strategy to formulate retrieval decisions
(including "when and what to retrieve"), accumulate knowledge, and generate answers.

3 Methodology

In this section, we first introduce three key pro-
cesses (§ 3.1, § 3.2, and § 3.3) of DeepNote, with
an overview illustrated in Figure 2. We then intro-
duce our training dataset DNAlign, its automated
construction pipeline (§ 3.4), and the training pro-
cess (§ 3.5).

3.1 Note Initialization

To enhance the model’s awareness of useful knowl-
edge while minimizing noise during adaptive ex-
ploration, we introduce a note as the knowledge
carrier. We start with an original query gg, then
retrieve top-k passages Py o = {p1,p2,...,pk} as
references. We observe that since the system fails
to foresee the characteristics and aspects of the
retrieved knowledge, a fine-grained note construc-
tion approach, where notes are strictly summarized
from predefined aspects or domains, often leads
to misalignment between the collected knowledge
and the actual relevant information. Therefore, we
delegate reasoning and decision-making entirely
to the LLM, providing only the highest-level ob-
jective to facilitate its flexible and comprehensive
collection of knowledge that supports answering
or reasoning about the gg. We now formalize this
process:

Ny ~ LLMpi¢(Instructiic, go|| Pro) (1)

where we use the prompt template Instructyy;; to
instruct LLM to generate the initial note Ny. The
LLMyyi(+) denotes the backbone model used in the
note initialization.

3.2 Note-Centric Adaptive Retrieval

To effectively and deeply explore the unknown se-
mantic space of the corpus, we develop a note-
centric, three-stage adaptive retrieval process.

Query Refinement In this stage, we leverage the
distilled knowledge stored in the note to formulate
the new query ¢, for further retrieval. Specifically,
we only have the initial note [N as a reference after
the note initialization process 7g. Thus, in iteration
71, we regard Ny as Nop. In each iteration 74, the
input consists of the qg, the list of previously gener-
ated queries, and the best note so far. Among them,
the best note! so far refers to the note selected as
the best choice by comparing it with the previous
iteration’s best note, denoted as Nop. This recur-
sive comparison process resembles how humans
integrate and learn new knowledge, as they tend
to formulate new questions based on their existing
optimal understanding. Additionally, the list of
previously generated queries includes new queries
generated in all previous iterations 7, denoted
as Q8™ == {q1,q2,...,q1}. This design stems
from our observation that the LLM tends to re-
peatedly generate highly similar queries if issues
raised in earlier iterations remain unresolved. To
prevent the system from getting trapped in local-
ized exploration, we introduce Q"™ to eliminate the
generation of redundant or ineffective queries. To

'The generation of the best note Noy is a recursive process,
where Noy in the current iteration 7; is defined using the best
note Noyp from the iteration 71 along with other variables.
Therefore, we provide a detailed definition of Nop in the
adaptive retrieval decision stage in § 3.2.
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sum up, the process can be formalized as follows:

g+ ~ LLMgR (Instructqr, go|| Nopt|Q}™)  (2)

Equation (2) clearly illustrates the process of gener-
ating new queries g; for further retrieval in iteration
7¢, where ¢ > 1. The Instructor and LLMgg(+)
represent the prompt template and backbone model
of the process in the query refinement stage.
Knowledge Accumulation Our goal is to lever-
age new queries to explore potential query-relevant
semantic subspaces within the corpus for knowl-
edge accumulation. We guide the LLM from a view
of "how to foster stable and effective knowledge
growth" for complex information collection, refine-
ment, and updating. Specifically, we first use a new
query g, to retrieve top-k passages Py ;. Next, we
construct a note-updating workflow informed by
multi-dimensional guidance.

Nt ~ LLMKA(IIIStI‘uCtKA7 QOHNOpt”Pk,t) (3)

Equation (3) presents the process of note updat-
ing for knowledge accumulation using the model
LLMka. The Instructga denotes the prompt tem-
plate, where we provide a detailed workflow. In this
workflow, we require that the knowledge incorpo-
rated into updated notes V; remains faithful to the
retrieved passages P, ;, meaning that the collected
information should follow their style and, when-
ever possible, use direct excerpts. This strategy
aims to minimize the introduction of parametric
knowledge over deep iterative processes, which
could otherwise lead to knowledge bias after multi-
ple iterations. Furthermore, we enforce knowledge
validity, ensuring that the collected knowledge con-
tributes to solving the gg. This allows the system to
remain focused on the ¢y throughout multiple itera-
tions, mitigating noise interference. Additionally,
to avoid the accumulation of redundant knowledge
over iterations, we perform a semantic review to
assess whether the collected information is already
present in Nop.

Adaptive Retrieval Decision An intuition is that
retrieving relevant information from a corpus has
an inherent upper bound. Moreover, we observe
that the model, limited by its ability to follow in-
structions, does not always accumulate knowledge
effectively and may occasionally introduce noise.
Therefore, we focus on two key aspects in this
stage. First, we determine whether to employ the
next retrieval iteration by assessing whether the
note updating leads to knowledge gain, achieving

the adaptive retrieval process. Second, we identify
the best note so far to improve retrieval decision,
new query generation, and note update in the next
iteration 74y1. Specifically, we first guide the LLM
to carefully review the content of the updated note
Ny and the best note so far Nopy, then assess their
knowledge to get a status value V;:

Vi ~ LLMrp (Instructarp, go|| V¢ || Nopt),

4
Vi € {True,False} @)

where the LLM agrp and the Instructagrp refer to the
backbone model and the prompt template in the as-
sessment process. In the assessment workflow, we
have also designed multi-dimensional evaluation
criteria, including 1) whether the content contains
key information directly related to gy, 2) whether
the content has multiple aspects and sufficient de-
tails, and 3) whether the content is practical enough.
Next, we adopt V; to determine whether to update
the best note Nop. If V; = True, the updated note
N; generated in the current iteration 7; is desig-
nated as the best note Noy.. If V; = False, the
content of the best note Nop, remains unchanged.

3.3 Note-Informed Answer Generation

Adaptive Stop Condition If the LLM deter-
mines that an updated note /V; is inferior to the best
note Nop, the update is considered unsuccessful.
Such a failed update indicates that the exploration
has not contributed new knowledge and suggests
low marginal returns from further retrieval. Based
on this, we define two stopping criteria for adaptive
retrieval. First, we set a threshold for the num-
ber of failure updates, termed "max failure"; once
this limit is reached, the iteration terminates. Sec-
ond, we impose a maximum number of iterations,
termed "max step".

Task-Oriented Generation After terminating
the iteration 74, we input the Nop, from the final
iteration along with the ¢g into the LLM to generate
the final answer. Due to the varying output styles
of different question-answering tasks, we have cus-
tomized generation instructions for each task (more
details in Appendix B.1).

a ~ LLMaps(Instructans, go|| Nopt) 5)

In Equation (5), Instructa,s denotes the prompt
template set of the task-oriented generation process,
which includes a series of task-oriented instruc-
tions, and LLLM 4, indicates the backbone model
in task-oriented generation stage.
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3.4 Data Construction for Training

Previous studies have found that using state-of-
the-art LLMs for automated sample annotation has
high human correspondence (Liu et al., 2023; Fu
et al., 2024). Therefore, we employ GPT-40-mini
for automated annotation for DPO training. We
developed an automated data construction pipeline
and carefully curated a small but high-quality
training dataset for multi-task training, named
DNAlign. This dataset D stems from four key
task stages, including note initialization data Dryjt,
query refinement data Dqr, knowledge accumula-
tion data Dk4, and task-oriented generation data
Dans, Which can be formulated as {z,y™,y~} ~
D = (Dt Dgr, Dka, Dans). We provide a de-
tailed description of the construction process and
the statistics of DNAlign in Appendix D.

3.5 Preference Optimization through DPO

To enhance the instruction-following ability of the
models used in each stage of DeepNote and align
with higher-quality response preferences, we em-
ploy DPO to train the backbone models used in
multiple stages, marked as Mpn. The training data
comes from DNAlign.

‘CDPO(MSN; MlgeNf) = _E{x,y+,y*}~D[logU

Mg\ (yt|z) Mg (y~|z)
[Blog—2R"——= — Blog—2N22 2] (6)
My (y*|z) My (=)

Equation (6) defines the training objective, where
My and M5! represent trained model and refer-
ence model frozen during training.

4 Experimental Setup

In this section, we detail the experimental settings
and summarize them in Appendix C.

4.1 Datasets & Metrics & Corpora

Multi-hop QA task includes three challenging
datasets: HotpotQA (Yang et al., 2018), 2Wiki-
MultiHopQA (2WikiMQA) (Ho et al., 2020), and
MusiQue (Trivedi et al., 2022). They require the
RAG system to retrieve multi-hop knowledge and
provide accurate answers through multi-hop rea-
soning. For the evaluation data and retrieval corpus,
we use the versions released by Trivedi et al. (2023).
For evaluation metrics, we follow Jiang et al. in us-
ing F1-Score (f1) and Exact Match (em). Moreover,
we also add Accuracy (acc.), a common metric for
QA systems evaluation (Vu and Moschitti, 2020).

Long-form QA task requires the system to
gather diverse information and generate compre-
hensive answers. We select the ASQA (Stelmakh
et al., 2022) dataset to evaluate the system’s ability
to explore a wide range of relevant knowledge in
response to the vague original question. Specifi-
cally, we use the ASQA dataset with 948 queries
recompiled by ALCE (Gao et al., 2023a) for evalu-
ation and apply ALCE’s official evaluation metrics,
involving String Exact Match (str-em) and String
Hit Rate (str-hit).

Short-form QA task aims to gather factual and
commonsense information to produce brief re-
sponses, with relatively simple retrieval and rea-
soning requirements. We select StrategyQA (Geva
et al., 2021) to evaluate the system’s performance
and robustness on simpler tasks. It requires the
system to retrieve commonsense details and out-
put a Yes/No answer. We follow the test set from
previous work (Srivastava et al., 2023), randomly
sampling 500 samples for evaluation, with accuracy
(acc.) as the evaluation metric.

4.2 Baselines & LLMs

We extensively compare five types of baselines:
1) LLMs without Retrieval, which directly feeds
queries into LLMs to output answers; 2) Vanilla
RAG (Vanilla), which employs one-time retrieval
and directly inputs the retrieved passages along
with the query to generate an answer; 3) Single-
Step RAG (SSRAG), which involves additional
processing of the retrieved knowledge, such as
summarization, based on Vanilla RAG; 4) Multi-
Step RAG (MSRAG), which employs multiple re-
trievals; 5) Adaptive RAG (ARAG), which lever-
ages an adaptive forward exploration strategy to
retrieve knowledge to enhance answer quality.
For SSRAG, we use Vanilla RAG, Chain-of-note
(CoN) as counterparties. For MSRAG, we se-
lect RAT for comparison. For ARAG, we se-
lect three recent mainstream methods for com-
parison, including FLARE, Self-RAG, and Re-
Act. Additionally, we conduct experiments on a
series of LLMs, including GPT-40 (Hurst et al.,
2024) (OpenAl gpt-40-mini-0718), Qwen-2.5-
7b (Yang et al., 2024), Llama-3.1-70B-Instruct and
Llama-3.1-8B (Dubey et al., 2024).

4.3 Retrievers

We conduct experiments on all multi-hop datasets
using two types of retrievers: BM25, implemented
in Elasticsearch as the sparse retriever, and bge-
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Multi-hop Long-form Short-form

Methods & LLMs HotpotQA 2WikiMQA MusiQue ASQA StrategyQA
acc. fl em avg. acc. fl em avg. acc. fl em avg. str-em str-hit avg. acc.

LLMs without Retrieval
Qwen-2.5-7B-Instruct 19.2 257 182 21.0 250 290 242 26.1 28 98 24 50 249 83 127 67.2
Llama-3.1-8B-Instruct 22,6 27.7 22.0 241 292 325 282 300 32 92 32 52 324 102 159 69.2
GPT-40-mini 31.8 393 29.8 33.6 306 339 272 306 78 160 58 99 341 94 178 73.8
Llama-3.1-70B-Instruct 322 409 30.8 34.6 34.8 38.0 314 347 74 130 56 87 414 144 215 752
Vanilla RAG (Vanilla)
Qwen-2.5-7B-Instruct 374 440 33.6 383 332 363 318 338 7.6 125 56 86 421 159 222 68.4
Llama-3.1-8B-Instruct 37.6 464 350 39.7 334 363 320 339 68 121 60 83 393 133 203 71.4
GPT-40-mini 440 522 40.0 454 404 444 392 413 106 173 7.6 11.8 443 175 245 71.2
Llama-3.1-70B-Instruct 446 53.6 422 46.8 452 470 428 450 11.6 175 92 128 420 153 234 73.8
Baselines with GPT-40-mini
FLARE (Jiang et al., 2023) 45.8 529 39.2 46.0 54.8 53.6 424 503 18.6 249 156 19.7 368 99 234 70.0
Self-RAG (Asai et al., 2024) 43.8 53.0 41.8 462 35.8 404 33.6 36.6 11.6 197 102 13.8 42.6 16.7 244 68.4
CoN (Yu et al., 2023) 50.2 56.8 42.6 499 538 530 428 499 18.6 26.1 144 197 328 69 19.8 75.2
RAT (Wang et al., 2024) 52.0 58.3 43.6 51.3 508 60.0 40.0 50.3 252 335 21.0 266 357 114 23.6 60.2
ReAct (Yao et al., 2023) 56.0 56.8 404 51.1 63.6 526 356 50.6 27.0 293 16.6 243 394 15.1 273 72.0
DeepNote (Ours)

DeepNote Qwen-2.5-7B-Instruct. 50.6 59.2 48.0 52.6 50.0 514 41.8 47.7 146 198 116 153 444 194 264 71.6
+DPO Quen-25-7B-Instruct. 49.0 58.1 46.6 51.2 554 557 446 519 154 219 114 162 472 21.7 284 72.8
DeepNote [ jama-3.1-8B-Instruct. 48.0 543 412 47.8 58.0 582 482 548 17.0 21.3 132 172 434 179 26.2 70.8
+DPO [ ama-3.1-8B-Instruct~ 94.6  58.9 440 525 63.8 60.5 474 572 244 273 144 220 464 198 294 74.2
DeepNoteGpT40-mini 56.8 64.3 50.2 57.1 662 63.7 52.6 60.8 24.8 31.3 184 248 48.6 23.1 32.2 76.4
DeepNoter jama-3.1-70B-Instruct 392 67.2 54.2 60.2 724 67.1 558 65.1 32.6 35.0 23.0 30.2 442 16.6 30.3 754
ApeepNote—s Vanilla 14.67 13.61 12.01 13.41 27.21 20.11 13.01 20.11 21.07 17.51 13.81 17.41 4.31 5.61 7.61 521

Table 1: Results (%) of overall performance. "Bold" denotes the highest value. Meanwhile, the symbol "1"
indicates the increase in our highest value compared to the Vanilla baseline under the same backbone model setting
(Llama-3.1-70B-Instruct). We configure DeepNote with "max step = 3" and "max failure = 2".

base-en-v1.5 as the dense retriever. For ASQA and
StrategyQA, we employ the dense retriever GTR-
XXL (Ni et al., 2022) following Gao et al., and we
use the corpus provided by ALCE. In addition, we
evaluate the performance of our framework under
various top-k settings, top-k € {3,5,7}, with a
default of 5 (more results in Appendix A.4).

4.4 Implementation Details

Our method conducts all inference and data con-
struction under a zero-shot setting, and we align
the prompts for generation within the same dataset
(cf. Appendix B). In practice, we utilize the
vLLM (Kwon et al., 2023) inference acceleration
tool to speed up the inference of local open-source
models. Since our approach involves an adaptive
iterative process, we also employ various iteration
halt condition recipes to conduct a thorough analy-
sis of our framework’s performance and robustness
(cf. Appendix A.2). During DPO training, we per-
form full parameter fine-tuning on 8xA100 GPUs,
using a batch size of 8, a learning rate of Se-7, and
B set to 0.1, training the model for one epoch.

5 Results and Analysis

5.1 Overall Performance

The overall performance of DeepNote in three
types of QA tasks is shown in Table 1.

Vanilla RAG struggles to meet complex retrieval
demands, while DeepNote shows significant im-
provement in complex QA tasks. As shown in
Table 1, we observe that Vanilla RAG performs
well on relatively simple short-generation tasks
but shows poor performance on complex multi-
hop QA, highlighting that simple one-time retrieval
fails to meet the demands of complex retrieval and
reasoning. In contrast, DeepNote demonstrates sig-
nificant performance improvements over Vanilla
RAG on all datasets, regardless of whether using
industry-leading closed-source models or small-
size parameter open-source models. Our frame-
work achieves a notable improvement by up to
20.1%, which confirms the effectiveness and im-
portance of the deep exploration of our framework.

Even with information refinement, the single-
step RAG remains limited by the knowledge
boundary due to the one-time retrieval. Deep-
Note significantly outperforms the SSRAG method,
CoN, on all complex QA tasks, while also show-
ing performance advantages on simple short-form
QA tasks. This trend indicates that although CoN
summarizes retrieved documents to reduce noise,
it still has a knowledge boundary. Furthermore, we
find that the performance of CoN decreases signifi-
cantly on long-form tasks compared to other tasks.
This suggests that note-centric adaptive exploration
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Method \ HotpotQA 2WikiMQA MusiQue ASQA StrategyQA
ethods

|acc. fl em avg. |acc. fl em avg.|acc. fl em avg. |str-em str-hit avg. | acc.

GPT-40-mini
DeepNote 56.8 64.3 50.2 57.1]166.2 63.7 52.6 60.8]24.8 31.3 184 24.8| 48.6 23.1 322 76.4
w/o Adap. Retrieval 47.0 54.6 414 4771462 48.8 434 46.1|14.2 20.8 10.8 15.3| 47.1 21.0 27.8 74.8
w/o Adap. Retrieval & Init. Note |44.0 52.2 40.0 45.4|40.4 444 392 413|106 173 7.6 11.8| 443 175 245 71.2
Llama-3.1-70B-Instruct

DeepNote 592 67.2 542 60.2|72.4 67.1 558 65.1]32.6 35.0 23.0 30.2| 442 16.6 30.3 754
w/o Adap. Retrieval 42,6 51.0 39.8 44.5|38.8 40.0 36.6 38.5|12.6 16.3 104 13.1| 424 155 23.7 73.8
w/o Adap. Retrieval & Init. Note | 44.6 53.6 42.2 46.8 452 47.0 42.8 45.0|11.6 17.5 9.2 12.8| 420 153 234 73.8

Table 2: Results (%) of the ablation study. The "w/o Adap. Retrieval" denotes that DeepNote employs only the

initial note without adaptive retrieval; the "w/o Adap. Retrieval & Init. Note" means DeepNote employs neither
adaptive retrieval nor initial note, which degenerates into Vanilla RAG. The "avg." denotes the arithmetic mean.
"Blue" , "light purple" and "dark purple" represent the highest, second highest, and lowest values.

fosters more effective and stable knowledge growth
than CoN while avoiding knowledge loss.

DeepNote enables more effective and robust
knowledge exploration and accumulation. Com-
pared to the MSRAG and ARAG, DeepNote shows
great performance advantages across all QA tasks,
demonstrating its superiority and generalization.
We provide an in-depth analysis of the reasons be-
hind this advantage. First, multi-step RAG (i.e.
RAT) often introduces noise due to indiscriminate
retrieval (Asai et al., 2024). On the other hand,
ARAG relies on limited retrieval data or previ-
ously generated segments to determine the next
retrieval strategies. The difference is that we use
a note-centric approach to continuously accumu-
late knowledge from the perspective of information
growth while avoiding noise during the adaptive
iteration process. The best note is used to make the
next retrieval decision. This enables the system to
ensure knowledge growth during exploration and
make more effective and robust retrieval decisions
based on the best knowledge.

DPO effectively improves the model’s ability to
follow instructions in multi-stage tasks, leading
to further performance gains of our framework.
We find that DPO significantly improves the overall
performance of DeepNote in most cases. Specifi-
cally, DPO improves the in-domain performance
of our DeepNote by up to 4.2%. This improve-
ment also generalized to more challenging out-of-
domain multi-hop QA data (i.e., MusiQue) and
other types of out-of-domain tasks (i.e., long-form
and short-form QA tasks), with an improvement of
up to 4.8%. Importantly, we achieve broad perfor-
mance improvements by training on data from a
single dataset, 2WikiMQA. These results validate
the effectiveness and generalization of our auto-
mated data construction pipeline, DNAlign training

data, and multi-task training strategy.

5.2 Ablation Study

In the ablation study, we validate the effectiveness
of the note-centric adaptive retrieval process and
note initialization. Table 2 presents the main results
of our ablation experiments, with additional results
provided in Appendix A.1.

We find that DeepNote significantly outperforms
"w/o Adap. Retrieval", particularly on multi-hop
datasets where the performance gap is more pro-
nounced. These results validate the effectiveness of
our note-centric adaptive retrieval process, which
enables stable knowledge accumulation. Notably,
since the adaptive process is intrinsically built on
notes, the initialization note and adaptive retrieval
are interdependent. Therefore, we further com-
pare DeepNote with "w/o Adap. Retrieval & Init.
Note", which reveals that the initial note generally
achieves superior performance over Vanilla RAG in
most cases, though occasional performance degra-
dation occurs. This suggests that the initial note
is effective, but its performance can be unstable
due to the inherent one-time summarization and
refinement of information.

5.3 Analysis

Knowledge Density and Performance Analysis
We conduct an in-depth analysis of how different
processes in our framework affect the density of
collected knowledge. In Figure 3, we refer to the
retrieved documents or notes used in the final an-
swers by Vanilla, initial note alone, and DeepNote
as "References". The portions of the "Reference"
relevant to answering the original query are termed
"Evidence". Specifically, we employ the model
used in the answer generation stage to identify the
"Evidence". Based on this, we also calculate the
proportion of "Evidence" token length within the
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"Reference", referred to as knowledge density. We
find that the references in Vanilla are very lengthy
but have low knowledge density, indicating signif-
icant noise in these references. The initial note
improves knowledge density by summarizing and
refining the information retrieved in a single pass.
However, this increase in density is mainly due to
the sharp reduction in the total token length of the
references. In Figure 3 and Table 2, we find that the
initial note refines knowledge and reduces noise,
thereby enhancing performance in most cases, al-
though instability may arise due to the reduced
total knowledge volume. In contrast, our frame-
work achieves a knowledge density comparable to
the initial note and significantly higher than Vanilla,
while showing substantial performance improve-
ment. This suggests that note-centric adaptive re-
trieval can gather more comprehensive, refined, and
accurate knowledge while minimizing noise.

Efficiency and Performance Trade-off Using

DeepNote, researchers can adjust the failure update
threshold and total iteration threshold to control
exploration depth. In Figures 4 and 5, we investi-
gate the impact of the adaptive stop threshold on
both performance and retrieval counts. Figure 4
suggests that performance improves as the total
iteration threshold increases, while the maximum
update failure threshold remains constant. This
improvement arises from relaxing the total itera-
tion constraint, which facilitates deeper exploration
through additional retrieval attempts. Conversely,
when the total iteration threshold is fixed, increas-
ing the update failure threshold also enhances per-
formance by allowing greater tolerance for errors
during exploration. Notably, competitive perfor-
mance is achieved when the two thresholds are set
to similar values. In Figure 5, we further show
the total number of retrievals used during the adap-
tive retrieval process (excluding the retrievals in
the note initialization). We find that increasing the
threshold requires more retrieval counts, accom-
panied by diminishing marginal returns. There-
fore, when balancing retrieval efficiency and per-
formance, it is advisable to choose a moderate or
lower failure threshold and set the total iteration
threshold slightly higher than it (more cost analysis
in the Appendix A.5).

6 Conclusion

In this work, we identify two limitations in the exist-
ing studies and develop a novel ARAG framework—
DeepNote. DeepNote uses notes as knowledge
carriers for stable knowledge growth and devises
optimal retrieval strategies based on the best avail-
able knowledge. Extensive empirical experiments,
ablation studies, and multi-dimensional analyses
confirm the superiority of DeepNote across vari-
ous question-answering tasks and its flexibility in
balancing retrieval efficiency and performance.
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7 Limitations

Experiments demonstrate that DeepNote signifi-
cantly advances RAG systems in tackling complex
problems through robust and superior deep knowl-
edge exploration and continuous information accu-
mulation. However, a certain limitation still war-
rants attention. This work focuses on single-source
retrieval; future efforts should explore dynamic
knowledge integration in multi-source settings.
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A Additional Experimental Results

A.1 Ablation Study

Table 5 presents more ablation results across all
models and datasets. We observe that on com-
plex QA datasets (including multi-hop and long-
form QA tasks), the performance with adaptive
retrieval significantly surpasses that without adap-
tive retrieval, confirming the effectiveness of our
note-centric adaptive retrieval. However, on the
simpler StrategyQA dataset, the advantage dimin-
ishes, as straightforward reasoning tasks inherently
require less retrieval.

A.2 Adaptive Hyper-Parameter Analysis

In Table 4, we present the impact of different hyper-
parameters on DeepNote’s performance across
all datasets and models. We employ six sets
of hyper-parameters, {max step, max failure} =
{(1,1),(2,1),(2,2),(3,1),(3,2),(3,3)}. It is
worth mentioning that the max failure value can-
not exceed the max step value, as having failure
updates exceed the total iteration threshold would
render the max failure meaningless. In Table 4, we
observe conclusions similar to those in Figure 4.

Increasing either max failure or max step can en-
courage the model to potentially perform deeper
retrieval. Comparing the results of the (2,2) and
(3,1) hyper-parameter sets, we find that (2, 2) of-
ten outperforms (3, 1) as reaching the max failure
limit terminates the iteration, rendering an exces-
sively high max step ineffective. Therefore, we
recommend researchers use values for max failure
and max step that are close to each other when
running DeepNote.

Additionally, we find that models trained with
DPO tend to achieve higher performance with
smaller hyper-parameter settings. This is partly
because the initial iteration of deep exploration typ-
ically yields the highest returns, with diminishing
marginal gains as exploration continues. Further-
more, since our training data is derived from 7y
and 71, the model effectively learns how to better
explore the knowledge base in the early stages.

A.3 Knowledge Density Analysis

Figure 6 presents additional results on knowledge
density analysis. The trends and conclusions are
consistent with those in Figure 3.

A.4 Impact of Different Top-£ Values and
Retrievers

The top-k and retriever settings significantly im-
pact the overall performance of RAG systems. In
Table 1, we have already presented the main results
of DeepNote based on the top-5 settings and the
BM25-based retriever. Here, we further investi-
gate the performance of DeepNote under different
top-k settings and evaluate its performance on two
mainstream types of retrievers.

Table 6 and 7 present the performance of Deep-
Note with different top-k settings. The results
show that on complex datasets, using a higher top-
k (i.e., top-7) leads to better performance. On
relatively simple commonsense QA datasets, top-
5 achieves the best results. This indicates that
complex datasets have higher and more intricate
retrieval demands. Additionally, across various
top-k settings, DeepNote significantly outperforms
Vanilla RAG, demonstrating its robustness.

For different retrievers, the results in Table 8
reveal that using dense retrievers achieves higher
performance. Overall, DeepNote’s performance is
similar using both types of retrievers, confirming
the robustness of our framework.
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A.5 Cost and Performance Analysis

The trade-off between cost and performance in
RAG. In Table 9, we compare the API and time
costs of different methods and DeepNote with vari-
ous hyperparameter settings. The relationship be-
tween overall performance and cost is also exam-
ined. To conduct this analysis, we randomly sample
50 examples from the 2WikiMQA dataset and use
GPT-40-mini as the backbone model. Among the
compared methods, Vanilla RAG shows the lowest
API and time costs, but it also delivers the weak-
est performance. In scenarios where higher per-
formance is required, more advanced approaches,
such as multi-time RAG or adaptive RAG, are
needed to boost performance, inevitably leading
to increased costs. Therefore, achieving both low
cost and high performance in the RAG domain is
often challenging, even conflicting.

DeepNote achieves significant performance
gains with competitive or even lower costs. Com-
pared to other baselines, DeepNote delivers strong
performance improvements even under the mini-
mal setting of "max step = max failure = 1", out-
performing others by a notable margin (+9.0% to
+22.2%). At the same time, DeepNote maintains
competitive API and time costs, significantly lower
than Self-RAG and RAT, and only slightly higher
than FLARE. This demonstrates DeepNote’s ad-
vantages in both performance and cost efficiency.

Furthermore, we find that as the parameter val-
ues increase (i.e., max step = 3, max failure = 1),
DeepNote incurs a higher cost but remains compet-
itive. Notably, its time cost still falls below that of
Self-RAG and RAT. More importantly, DeepNote
delivers even greater performance gains (+11.7%
to +24.6%). This suggests that the additional cost
is both worthwhile and necessary, especially in sce-
narios where high performance is critical.

B Prompt Details

In this section, we present all the prompts used in
our framework.

B.1 Prompts for Inference

For prompt in the inference stage, we present the
prompts used in all three key processes: note
initialization (Table 12), note-centric adaptive re-
trieval, and note-informed answer generation. The
note-centric adaptive retrieval process consists
of multiple stages, including the Query Refine-
ment Stage (Table 13), Knowledge Accumulation

Stage (Table 14), and Adaptive Retrieval Decision
Stage (Table 15). In addition, due to the varied
output style (e.g., long- or short-form generations)
of different QA tasks, we tailor the prompts to be
task-oriented. For example, multi-hop QA tasks
require short and precise outputs, often only a few
words, while the knowledge in the best note ap-
pears as a long text. Therefore, we guide the LLM
to output only key answers without including ex-
traneous words (Table 16). For the long-form QA
task, we guide the response style instead of strin-
gent limitations (Table 17). Additionally, since
StrategyQA requires the system to provide binary
answers (Yes/No), our prompt instructs the model
to output only Yes or No as the response (Table 18).

B.2 Prompts for DPO

Only constructing Note Initialization Data (Ta-
ble 19) and Query Refinement Data (Table 20)
require additional prompts. In building Knowl-
edge Accumulation Data, we directly use the
Instructarp from the inference process to deter-
mine whether knowledge has increased and con-
struct positive-negative pairs based on this judg-
ment. In building Task-Oriented Generation Data,
we use the same prompt as in the inference process
and employ task evaluation metrics as supervision
signals to select positive-negative pairs.

C Experimental Setup Details

C.1 More Implementation Details

During the inference stage, we use a temperature
value of 0.1 and fix the random seed during infer-
ence. Therefore, the outputs are highly determin-
istic. In the data construction phase, we primarily
adjust two parameters: temperature and top_p. By
combining them pairwise, we use nine parame-
ter sets to construct the training data, temperature
€ {0.1,0.5,0.9} and top_p € {0.1,0.5,0.9}. For
baselines, we reproduce Self-RAG and ReAct via
the langchain framework?. Plus, We summarize
all experimental settings in Table 10.

D Details of Training Dataset
Construction

We randomly sampled 15000 samples from the
train set of the 2WikiMQA dataset to construct
our DNAIign dataset. We present the statistics of
DNAlign in Table 3.

Zhttps://github.com/langchain-ai
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‘Dlnit DQR DKA DAns‘ D
# Sample| 1900 1900 1900 300 | 6000

Table 3: Statistics of DNAlign Datasets for DPO.

D.1 Note Initialization Data

For each sampled instance, we used the original
query qo, the retrieved document Py o, and the
prompt template Instructy; to form the input Ty,
which was fed into the LLM for the note initializa-
tion inference process. To improve the diversity of
responses, we configured nine parameter settings
(detailed in Appendix C.1) during inference. It is
worth mentioning that we also use multiple top-
k values to simulate diverse retrieval scenarios in
real-world settings. After inference, we employed
GPT-40-mini as the evaluation model to select the
positive example yf;it and negative example y ..
from the nine generated initial notes. We filtered
out instances that lacked either a positive or a neg-
ative example. Finally, the constructed training
data for the note initialization process is denoted as

+ —
{xlnitv Yits yInit} ~ Dt

D.2 Query Refinement Data

We perform inference with the same parameter set-
tings, top-k strategy, and apply the same filtering
approach. Notably, this stage requires using the
generated output from the initialization note as in-
put, meaning the quality of the initial note affects
the quality of the training data at this stage. Based
on this, we construct the input xqr using ygit, qo,
and the prompt template Instructgr. We then em-
ploy GPT-40-mini to select positive examples ng
and negative examples y,p, forming the dataset

{JIQR7 Yor> yaR} ~ Dqr.

D.3 Knowledge Accumulation Data

At this stage, the data enhances the model’s ability
to update notes and maximize knowledge accumu-
lation. We maintain the same inference parameters,
top-k strategy, and filtering strategies. We retrieve
the top-k documents, Py 1, using the new query
labeled ng. Next, we use ylﬁit, qo, and Py 1 as
the input. We directly apply the evaluation strat-
egy from the adaptive retrieval decision stage to
generate positive and negative labels. We then ran-
domly select one positive and one negative example
from the respective sets as the final positive and
negative samples. The final dataset is denoted as

{zKA, Yga, Uka } ~ Dka.

D.4 Task-Oriented Generation Data

After obtaining a high-quality note, we aim to align
the system’s response style for specific tasks. We
employ the inference process of Vanilla RAG to
generate answers and use the task evaluation met-
ric to identify positive and negative examples. We
apply the same parameters, top-k strategy, and
positive-negative pairs selection strategy as in the
knowledge accumulation stage. The dataset can be
formulated as: {$Ans, yZns, y;ns} ~ Dans.

E Case Study

In Tables 21 and 22, we present examples of Deep-
Note and conduct a case study. Given the query
"Where was the place of death of Anna Of Pomera-
nia’s father?", Vanilla RAG and Self-RAG failed to
explore effective information and outputted the re-
sponse "No information." DeepNote, after the sec-
ond note update, identified the key information
about her father. Following the third update, it not
only located his place of death but also found the
time of her father’s death within the same para-
graph, ultimately outputting the correct informa-
tion: "Stettin." Importantly, we observe that our
answer not only includes the correct response but
also expands on closely related knowledge: "Stettin
(also known as Szczecin in Polish)". This demon-
strates DeepNote’s superior knowledge integration
capability and the ability to maintain logical coher-
ence during the integration process.

Additionally, Table 23 presents a highly chal-
lenging question, i.e., "A man who played in the
1986 FIFA world cup played for what team during
the 1982 Scottish League Cup Final?". This case
illustrates that errors are mainly due to the inability
to retrieve relevant information.

F Method Comparison

In Table 11, we provide a summary of the key dif-
ferences between DeepNote and the baseline meth-
ods. DeepNote supports both adaptive retrieval and
iterative knowledge summarization, allowing for
more thorough and stable knowledge exploration
and accumulation throughout the reasoning process.
Moreover, DeepNote also supports model training
to achieve further performance gains.
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HotpotQA 2WikiMQA MusiQue | ASQA |StrategyQA
LLMs Max Step Max Failure
|acc. fl em avg.|acc. fl em avg.|acc. fl em avg|str-em str-hit avg. | acc
1 1 472 56.2 44.4 4931454 474 39.8 44.2(12.2 17.5 9.8 13.2| 445 19.7 258 72.2
2 1 46.2 54.6 42.8 47.9147.2 48.7 39.8 45.2|12.8 17.4 9.8 13.3| 44.6 19.7 259 69.4
2 2 49.0 57.3 44.8 50.4|48.8 50.0 40.8 46.5|12.2 17.7 9.8 13.2| 448 193 25.8 71.2
Qwen-2.5-7B-Instruct 3 1 46.8 55.5 43.6 48.6|45.8 47.6 38.8 44.1|11.8 16.1 8.6 12.2| 442 195 253 71.6
3 2 50.6 59.2 48.0 52.6|50.0 51.4 41.8 47.7|14.6 19.8 11.6 15.3| 444 194 264 71.6
3 3 48.2 57.5 45.6 50.4|51.2 52.0 42.2 48.5|14.6 19.8 11.8 15.4| 445 19.8 26.6 72.0
1 1 46.4 56.7 44.4 49.2]154.0 54.9 45.0 51.3|16.8 23.6 13.6 18.0| 46.2 20.7 28.3 70.8
2 1 46.4 56.8 45.0 49.4|54.4 55.1 454 51.6|14.0 21.9 11.6 15.8| 47.1 21.2 28.0 70.2
2 2 474 57.3 44.8 49.8|57.4 57.7 48.0 54.4|15.8 23.9 13.0 17.6| 47.1 21.8 28.8 70.8
Qwen-2.5-7B-Instruct+DPO 3 1 474 57.4 44.8 49.9|53.2 54.1 43.4 50.2|13.6 21.3 10.2 15.0| 47.0 219 28.0 70.2
3 2 49.0 58.1 46.6 51.2|55.4 55.7 44.6 519|154 219 114 16.2| 47.2 21.7 284 72.8
3 3 46.2 57.3 44.6 49.4|55.2 55.6 45.0 51.9(16.6 23.4 12.6 17.5| 474 227 29.2 70.2
1 1 45.2 52.0 39.8 45.7|54.2 53.8 45.6 51.2|14.4 189 11.0 14.8| 43.8 18.3 25.6 722
2 1 45.8 52.8 40.8 46.5|53.4 52.9 46.0 50.8|14.8 18.9 11.8 15.2| 45.0 189 264 72.0
2 2 49.8 56.9 44.6 50.4|53.8 53.6 45.0 50.8|16.0 21.6 12.6 16.7| 444 184 26.5 72.8
Llama-3.1-8B-Instruct 3 1 47.8 54.2 42.6 48.2|54.6 53.0 45.0 50.9{15.0 19.2 11.4 15.2| 448 192 264 73.0
3 2 48.0 54.3 41.2 47.8|58.0 58.2 48.2 54.8|17.0 21.3 13.2 17.2| 434 179 26.2 70.8
3 3 |49.6 56.6 4.8 50.3|57.2 56.3 48.0 53.8|162 21.4 122 166| 44.6 189 26.7|  70.2
1 1 53.2 60.1 44.8 52.7|60.2 57.3 47.6 55.0(21.6 24.9 13.2 19.9| 46.7 20.8 29.1 74.2
2 1 54.2 58.1 41.2 51.2|161.8 60.0 49.6 57.1|21.8 26.4 15.2 21.1| 46.3 20.4 29.3 73.8
2 2 53.6 58.1 42.6 51.4|63.6 59.9 48.4 57.3|21.4 269 15.2 21.2| 46.6 20.6 29.5 72.4
Llama-3.1-8B-Instruct+DPO 3 1 54.0 58.5 42.8 51.8|64.8 61.9 50.0 58.9|25.4 27.7 15.8 23.0| 46.5 19.2 29.6 73.2
3 2 54.6 58.9 44.0 52.5|63.8 60.5 47.4 57.2|24.4 27.3 144 22.0| 464 198 294 74.2
3 3 |55.6 504 43.0 52.7(65.6 62.3 500 59.3|22.4 26.5 144 21.1| 47.1 202 29.5| 7222
1 1 56.2 63.2 49.8 56.4|60.6 59.8 50.0 56.8(22.0 28.3 16.2 22.2| 484 229 31.2 75.4
2 1 57.0 64.0 49.2 56.7|64.0 62.6 52.4 59.7|22.4 28.1 16.2 22.2| 48.7 22.7 31.2 75.4
2 2 58.0 64.9 50.0 57.6|65.8 64.3 53.0 61.0{23.4 29.6 17.2 23.4| 48.7 224 31.5 774
GPT-40-mini 3 1 57.0 63.4 49.0 56.5|63.4 61.6 51.6 58.9|22.8 28.8 16.4 22.7| 484 21.8 31.0 76.2
3 2 56.8 64.3 50.2 57.166.2 63.7 52.6 60.8|24.8 31.3 18.4 24.8| 48.6 23.1 32.2 76.4
3 3 |58.4 654 49.8 57.9]64.0 623 512 59.2|25.6 31.0 19.4 253| 49.4 23.1 326| 77.0
1 1 55.6 63.7 50.6 56.6|65.8 61.5 52.4 59.9|27.2 30.4 19.8 25.8| 43.8 159 28.5 74.8
2 1 56.8 64.9 51.6 57.8(69.2 64.6 55.2 63.0(28.8 31.7 21.4 27.3| 445 16.7 29.5 75.4
2 2 60.2 68.4 544 61.070.6 66.1 56.2 64.3|33.0 34.9 244 30.8| 45.1 179 313 75.0
Llama-3.1-70B-Instruct 3 1 57.8 65.4 52.0 58.4|70.0 65.0 56.0 63.7|28.6 31.7 21.4 27.2| 44.7 17.6 29.8 75.2
3 2 59.2 67.2 54.2 60.2|72.4 67.1 55.8 65.1|32.6 35.0 23.0 30.2| 44.2 16.6 30.3 75.4
3 3 59.6 67.8 53.4 60.3|73.0 67.9 57.2 66.0|32.0 35.8 23.6 30.5| 453 17.8 31.2 77.8

Table 4: Results (%) of performance on different adaptive hyper-parameter analysis of DeepNote on all LLMs
and datasets. We have set a total of six sets of hyper-parameters.
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| HotpotQA | 2WikiMQA | MusiQue | ASQA | StrategyQA

Methods |acc. fl em avg.|acc. fl em avg |acc. fl em avg |str-em str-hit avg. | acc.
QOwen-2.5-7B-instruct

DeepNote 50.6 59.2 48.0 52.6/50.0 51.4 41.8 47.7|14.6 19.8 11.6 15.3| 444 194 264 71.6

w/o Adap. Retrieval 40.2 48.3 37.4 42.0(35.8 39.6 34.6 36.7| 8.6 12.7 6.2 92| 439 19.0 240 71.2

w/o Adap. Retrieval & Init. Note |37.4 44.0 33.6 38.3|33.2 36.3 31.8 33.8| 7.6 12.5 5.6 8.6 | 42.1 159 222 68.4
Llama-3.1-8B-Instruct

DeepNote 48.0 54.3 41.2 47.8|58.0 58.2 48.2 54.8/17.0 21.3 13.2 17.2| 434 179 262 70.8

w/o Adap. Retrieval 37.6 44.5 33.6 38.6/39.6 41.2 38.0 39.6| 84 119 5.8 87| 41.3 16.6 222 72.2

w/o Adap. Retrieval & Init. Note|37.6 46.4 35.0 39.7|33.4 36.3 32.0 33.9| 6.8 12.1 6.0 83| 39.3 133 203 71.4

GPT-40-mini

DeepNote 56.8 64.3 50.2 57.1/66.2 63.7 52.6 60.8|24.8 31.3 18.4 24.8| 48.6 23.1 32.2 76.4

w/o Adap. Retrieval 47.0 54.6 41.4 47.7|46.2 48.8 43.4 46.1|14.2 20.8 10.8 15.3| 47.1 21.0 27.8 74.8

w/o Adap. Retrieval & Init. Note |44.0 52.2 40.0 45.4|40.4 44.4 39.2 41.3|10.6 173 7.6 11.8| 443 175 245 71.2
Llama-3.1-70B-Instruct

DeepNote 59.2 67.2 54.2 60.2|72.4 67.1 55.8 65.1|32.6 35.0 23.0 30.2| 442 16.6 30.3 75.4

w/o Adap. Retrieval 42.6 51.0 39.8 44.5|38.8 40.0 36.6 38.5/12.6 16.3 104 13.1| 424 155 23.7 73.8

w/o Adap. Retrieval & Init. Note |44.6 53.6 42.2 46.8|45.2 47.0 42.8 45.0|11.6 17.5 9.2 12.8| 420 153 234 73.8

Table 5: All results (%) of ablation study. "Blue", "light purple” and "dark purple" represent the highest,
second highest, and lowest values among the results of different top-k, respectively.

| | HotpotQA | 2WikiMQA | MusiQue | ASQA | StrategyQA
Top-k  Methods

| |acc. fl em avg.|acc. fl em avg.|acc. fl em avg |str-em str-hit avg. | acc.

Vanilla RAG |42.8 51.0 39.0 44.3|39.2 43.0 38.2 40.1{10.2 159 7.2 11.1| 41.8 165 23.1 68.8
Top-3 | DeepNote |56.6 64.1 49.6 56.8(61.4 61.0 51.0 57.8(21.6 27.9 16.2 21.9| 48.1 21.7 30.6 73.2

Vanilla RAG |44.0 52.2 40.0 45.4|40.4 444 39.2 41.3(10.6 17.3 7.6 11.8| 443 175 245 71.2
Top-5| DeepNote |56.8 64.3 50.2 57.1/66.2 63.7 52.6 60.8|24.8 31.3 18.4 24.8| 48.6 23.1 32.2 76.4

Vanilla RAG [45.2 54.1 41.8 47.0(|39.4 43.4 38.2 40.3|10.8 16.3 7.2 11.4]| 454 18.1 25.0 69.8
Top-7 | DeepNote [59.0 66.0 51.4 58.8|65.0 62.8 50.4 59.4(24.8 30.4 19.2 24.8| 50.0 22.4 324 74.2

Table 6: Results (%) on different Top-k. We present the results of DeepNote using GPT-40-mini as the backbone
model. "Blue", "light purple" and "dark purple" represent the highest, second highest, and lowest values among
the results of different top-k, respectively. "Bold" means the higher value between Vanilla RAG and DeepNote
under the same top-k setting.

| | HotpotQA | 2WikiMQA | MusiQue | ASQA | StrategyQA
Top-k Methods

| |acc. fl em avg|acc. fl em avg|acc. fl em avg |str-em str-hit avg.|  acc.

Vanilla RAG [42.2 50.8 40.8 44.6|42.8 44.3 40.0 424|114 17.4 88 12.5| 40.1 134 220 73.2
Top-3 | DeepNote [56.2 64.1 51.4 57.2|65.4 61.6 53.0 60.0(30.2 32.7 22.4 28.4| 434 16.7 29.5 73.8

Vanilla RAG [44.6 53.6 42.2 46.8|45.2 47.0 42.8 45.0(11.6 17.5 9.2 12.8| 42.0 153 234 73.8
Top-5| DeepNote [59.2 67.2 54.2 60.2|72.4 67.1 55.8 65.1|32.6 35.0 23.0 30.2| 44.2 16.6 30.3 75.4

Vanilla RAG [45.4 54.7 43.4 47.8|45.8 479 44.0 459|104 17.5 9.0 12.3| 43.6 158 239 76.4
Top-7| DeepNote |59.8 67.5 55.0 60.8|75.4 69.9 58.8 68.0|31.8 34.6 23.2 29.9| 464 18.0 31.4 74.4

Table 7: Results (%) on different Top-k. We present the results of DeepNote using Llama-3.1-70B-Instruct as the
backbone model. "Blue", "light purple" and "dark purple" represent the highest, second highest, and lowest
values among the results of different top-k, respectively. "Bold" means the higher value between Vanilla RAG and

DeepNote under the same top-k setting.

| | HotpotQA | 2WikiMQA | MusiQue
Top-k Retrievers

| |acc. fl em avg |acc. fl em avg|acc. fl em avg.

‘ BM25 ‘59.2 67.2 54.2 60.2‘72.4 67.1 55.8 65.1‘32.6 35.0 23.0 30.2
Top-

|

bge-base-en-v1.5|61.6 68.4 55.0 61.7|75.8 69.7 59.6 68.4|33.4 37.1 26.0 32.2

Table 8: Results (%) of different retrievers. We present the results of DeepNote on Llama-3.1-70B-Instruct.
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Figure 6: All results (%) of knowledge density analysis.
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Methods | APi Cost ($) | Time (s) | acc. (%) | f1(%) | em (%) | Avg. Performance (%)

LLMs without Retrieval 9.74E-06 1.03 40.0 45.5 38.0 41.2
Vanilla RAG 9.72E-05 1.21 44.0 46.6 44.0 44.9
DeepNote (only initial note) 1.92E-04 3.37 60.0 61.8 58.0 59.9
DeepNote (1-1) 5.73E-04 10.53 70.0 70.5 64.0 68.2
DeepNote (2-1) 9.26E-04 16.91 72.0 71.6 66.0 69.9
DeepNote (3-1) 1.06E-03 19.59 72.0 72.6 68.0 70.9
FLARE 4.23E-04 6.98 62.0 61.5 54.0 59.2
Self-RAG 9.12E-04 26.93 46.0 48.0 44.0 46.0

RAT 9.82E-04 38.79 54.0 54.4 44.0 50.8

Table 9: Cost and performance analysis. DeepNote (1-1) refers to our method configured with "max step = max
failure = 1".

Settings \ HotpotQA 2WikiMQA MusiQue ASQA StrategyQA
Dataset statistics
# Samples used for evaluation \ 500 500 500 948 500
Evaluation settings
Metric ‘ Accuracy,F1,EM  Accuracy,F1,EM  Accuracy,F1,EM Accuracy,F1,EM Accuracy
Retrieval settings
Corpus Trivedi et al., 2023 Trivedi et al., 2023 Trivedi et al., 2023 Wikipedia-2018 Wikipedia-2018
# Documents in Corpus 5233329 139416 430139 21015324 21015324
Retriever BM25, Dense BM25, Dense BM25,Dense Dense Dense
Top-k 3,57 3,57 3,57 3,57 3,57

Table 10: All experimental settings. We use bge-base-en-v1.5 as the dense retriever.

Method Multi-Time Retrieval Adaptive Retrieval Model Training Ong-Tlme K'nov‘vledge Tterative Kr‘low.ledge
ummarization Summarization

DeepNote v v v v v
IRCOT v X X X X
RAT v X X X X
RECOMP X X v v X
Chain-of-Note X X X v X
Adaptive-RAG v v v X X
Self-RAG v v v X X
FLARE v v X X X

Table 11: Comparison among baselines and DeepNote.
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Prompt of the Note Initialization Process

Instructions
Based on the provided document content, write a note.

The note should integrate all relevant information from the original text that can help an-
swer the specified question and form a coherent paragraph. Please ensure that the note includes all
original text information useful for answering the question.

Question to be answered: {query}

Document content: {refs}

Please provide the note you wrote:

Table 12: Prompt of the note initialization process.

Prompt of the Query Refinement Stage

Instructions
Task: Based on the notes, propose two new questions.

These new questions will be used to retrieve documents to supplement the notes and
help answer the original question. The new questions should be concise and include keywords that
facilitate retrieval. The new questions should avoid duplication with the existing question list.

Original question: {query}
Notes: {note}

Existing question list: {query_log}

Do not print any other words. Do not explain. Output only the two new questions you asked.

Table 13: Prompt of the query refinement stage.
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Prompt of the Knowledge Accumulation Stage

Instructions

Task: Based on the retrieved documents, supplement the notes with content not yet in-
cluded but useful for answering the question.

The supplement should use the original text from the retrieved documents. The added
content should include as much information from the retrieved documents as possible.

Question: {query}

Retrieved document: {refs}

Notes: {note}

Provide your supplemented notes:

Table 14: Prompt of the knowledge accumulation stage.

Prompt of the Adaptive Retrieval Decision Stage

Instructions

Task: Please help me determine which note is better based on the following evaluation
criteria:

1. Contains key information directly related to the question.

2. Completeness of Information: Does it cover all relevant aspects and details?

3. Level of Detail: Does it provide enough detail to understand the issue in depth?

4. Practicality: Does the note offer practical help and solutions?

Please make your judgment adhering strictly to the following rules:

- If Note 2 does not add new meaningful content on top of Note 1, or only adds redundant
information, return json {{"status":"False"}} directly.

- If Note 2 has significant improvements over Note 1 based on the above criteria, return json
{{"status":"True"}} directly; otherwise, return json {{"status”":"False"}}.

Question: {query}
Provided Note 1: {best_note}
Provided Note 2: {new_note}

Based on the above information, make your judgment without explanation and return the
result directly.

Table 15: Prompt of the adaptive retrieval decision stage.

19709



Prompt of the Note-Informed Answer Generation Process (Multi-hop QA)

Instructions

Answer the question based on the given notes. Only give me the answer and do not
output any other words.

The following are given notes:
{note}
Question: {query?}

Answer:

Table 16: Prompt of the note-informed answer generation process (multi-hop QA).

Prompts of the Note-Informed Answer Generation Process (ASQA)

Instructions

Write an accurate, engaging, and concise answer for the given question using only the
provided notes. Use an unbiased and journalistic tone.

Question: {query?}

Notes: {note}

Table 17: Prompt of the note-informed answer generation process (ASQA).

Prompts of the Note-Informed Answer Generation Process (StrategyQA)

Instructions

Answer the question based on the given notes.
Only give me "yes" or "no" as your answer and do not output any other words.

The following are given notes: {note}
Question: {query?}

Answer:

Table 18: Prompt of the note-informed answer generation process (StrategyQA).
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Prompts of Note Initialization Stage for DPO

Instructions

Task: You will receive a list of notes generated based on a given document content and
question. Your task is to evaluate and score these notes based on their quality. Quality refers
to: relevance, coherence, completeness in answering the specified question, and accuracy of
information.

Question to be answered: {query}

Document content: {refs}

Generated notes: {notes}

Note format: Each note contains "_id" and "content" fields.

Evaluate the generated notes. The highest-scoring note must be factually correct based
on the document. If no note is correct, or if there is minimal quality difference between notes, use

the same _id for both best and worst.

Output in the following JSON format: json {{"best_id": <_id of the highest-scoring
note>, "worst_id"”: <_id of the lowest-scoring note>}}

Do not include any explanations or additional text.

Table 19: Prompt of note initialization stage for DPO.
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Prompts of Query Refinement Stage for DPO

Instructions

Task: You will receive a list of new questions generated based on some notes and an ex-
isting question list to supplement a given original question. Your task is to evaluate these new
questions based on their quality. Quality refers to: relevance, specificity, keyword richness, and
non-redundancy. The goal is to identify questions that can retrieve useful information to help
answer the original question.

Notes: {notes}

Original question: {query}

Existing question list: {query_log}

New question list: {new_querys}

Question format: Each question contains "_id" and "content" fields.

Evaluate the new question list. The highest-scoring new question must be able to help
retrieve relevant information to answer the original question. If no new question can help get
useful information, or if there is minimal quality difference between new questions, use the same

_id for both best_id and worst_id.

Output in the following format: json {{"best_id": <_id of the highest-scoring
question>, "worst_id": <_id of the lowest-scoring question>}}

Do not include any explanations or additional text.

Table 20: Prompt of query refinement stage for DPO.
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Question: Where was the place of death of Anna Of Pomerania’s father?

Process of DeepNote:

1= Init note: Unfortunately, the provided document content does not contain any information about Anna Of Pomerania’s
father or his place of death. The document content appears to be unrelated to Anna Of Pomerania and instead discusses
various topics such as a British silent adventure film, the concept of "sins of the father," and the definitions of "place of
birth" and "place of origin."

1 New queries: 1. Who was Anna Of Pomerania’s father? 2. What is known about the life and death of Anna Of
Pomerania’s father?

1= Updated note: Unfortunately, the provided document content does not contain any information about Anna Of
Pomerania’s father or his place of death. ... Sophie of Pomerania, Duchess of Pomerania, we can learn that Sophie’s
father was Bogislaw IX, Duke of Pomerania, and that he died in 1446. . .. It is worth noting that the documents provided
do not mention Anna Of Pomerania at all, and the information about Sophie of Pomerania and her family is not directly
related to Anna Of Pomerania ... =» [Knowledge growth: False]

1= New queries: 1. What is the name of Anna Of Pomerania’s father and where did he die? 2. Who was the parent of
Anna Of Pomerania and what was his place of death?

i Updated note: Based on the retrieved documents, I was able to find some information related to Anna of

Pomerania’s family, but not directly about her father’s place of death. . .. From the document "Anna of Pomerania",
we know that Anna of Pomerania’s father was Bogislaw XIII, Duke of Pomerania. Unfortunately, the document does
not mention his place of death. ... =» [Knowledge growth: True]

1 New queries: 1. What is known about the death of Bogislaw XIII, Duke of Pomerania? 2. Where did Bogislaw
XIII, Duke of Pomerania, die?

ir Updated note: From the document "Bogislaw XIII, Duke of Pomerania", we know that Anna of Pomerania’s
father was Bogislaw XIII, Duke of Pomerania. According to the document, Bogislaw XIII died on 7 March 1606, in
Stettin (also known as Szczecin in Polish). . . . Bogislaw XIII was a prince of Stettin and Wolgast, and a member of the
Griffins. He was ... =» [Knowledge growth: True]

1 Stop the iteration process and output the answer

Vanilla RAG: No information is given in the passages about Anna Of Pomerania’s father. X
Self-RAG: Not mentioned. X

Answer of DeepNote: Stettin (also known as Szczecin in Polish)

Golden Answer: Stettin

Table 21: An example of DeepNote on the 2WikiMQA dataset (max step = 3, max failure = 2). Bold blue
text represents all segments related to solving the problem (including both relevant and correct segments as well
as relevant but incorrect segments). Green segments denote those used to support correct answers. Red segments
represent key incorrect information and erroneous responses collected. The "/ indicates a correct answer, while
"X" signifies an incorrect answer.
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Question: What city was the author of Neighbors born in?

Process of DeepNote:

1= Init note: Unfortunately, the provided document content does not contain information about the birth city of the
author of ""Neighbors''. However, based on the available information, I can provide a note that includes the relevant
details about the author of "Neighbors". Note: The author of the short story '"Neighbors' is Raymond Carver.
Unfortunately, the provided document content does not mention his birth city. However, it does provide information
about the publication history of the short story, which was first published in "Esquire magazine" in 1971 and later
included in several collections.

1 New queries: 1. What is the birth city of American short story writer Raymond Carver? 2. Where was Raymond
Carver, the author of the short story "Neighbors", born?

1= Updated note: Based on the retrieved documents, I have supplemented the notes with the following content: Note:
The author of the short story '"Neighbors'' is Raymond Carver. According to the available information, Raymond
Carver was born in Clatskanie, Oregon, a mill town on the Columbia River. This information is found in the
document titled '""Raymond Carver'', which provides details about his birthplace and upbringing. Although the
document "Neighbors (short story)" does not mention his birth city, it does provide information about the publication
history of the short story, which was first published in "Esquire magazine"... =» [Knowledge growth: True]

1= New queries: 1. What is the birthplace of the American author of the short story collection "Will You Please Be
Quiet, Please?"? 2. In which city was the author of the short story "Neighbors" raised?

1= Updated note: Based on the retrieved documents, I have supplemented the notes with the following content: Note:
The author of the short story "Neighbors" is Raymond Carver. Unfortunately, the retrieved documents do not provide
information about his birth city. However, the document "Neighbors (short story)" does provide information about the
publication history of the short story, which was first published in "Esquire magazine" in 1971 and later included in
several collections, including "Will You Please Be Quiet, Please?" in 1976, "Where I'm Calling From" in 1989, and
"Short Cuts" in 1993. Since the retrieved documents do not provide information about Raymond Carver’s birth city,
I was unable to find the answer to the question. However, I can suggest that further research may be needed to find the
correct answer. =¥ [Knowledge growth: False]

1 Stop the iteration process and output the answer

Vanilla RAG: Not mentioned X
ReAct: Raymond Carver X

Answer of DeepNote: Clatskanie

Golden Answer: Clatskanie

Table 22: An example of DeepNote on the MusiQue dataset (max step = 3, max failure = 1). Bold blue text
represents all segments related to solving the problem (including both relevant and correct segments as well as
relevant but incorrect segments). Green segments denote those used to support correct answers. Red segments
represent key incorrect information and erroneous responses collected. The "/ indicates a correct answer, while
"X" signifies an incorrect answer.
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Question: A man who played in the 1986 FIFA world cup played for what team during the 1982 Scottish League
Cup Final?

Process of DeepNote:

= Init note: Unfortunately, the provided document content does not contain information about a specific player
who played in the 1986 FIFA World Cup and also played in the 1982 Scottish League Cup Final. However, based
on the available information, we can make an educated guess. Labid Khalifa played in the 1986 FIFA World Cup, but
there is no information about him playing in the 1982 Scottish League Cup Final. On the other hand, Hamish McAlpine
played for Dundee United for twenty years, between 1966 and 1986, and won the Scottish League Cup twice, but it
is not specified if he played in the 1986 FIFA World Cup. However, since he played for Dundee United until 1986, it
is possible that he played in the 1986 FIFA World Cup, but this is not confirmed. If we assume that Hamish McAlpine
played in the 1986 FIFA World Cup, then based on the information provided, he played for Dundee United during the
1982 Scottish League Cup Final.

ir New queries: 1. Which players from the 1986 FIFA World Cup participated in the 1982 Scottish League Cup
Final? 2. Who were the Dundee United players that played in the 1986 FIFA World Cup?

1 Updated note: Based on the retrieved documents, I have supplemented the notes with content not yet included
but useful for answering the question. Unfortunately, the provided document content still does not contain direct
information about a specific player who played in the 1986 FIFA World Cup and also played in the 1982 Scottish League
Cup Final. However, I have added more information from the retrieved documents to provide a more comprehensive
answer. Labid Khalifa played in the 1986 FIFA World Cup, but there is no information about him playing in
the 1982 Scottish League Cup Final. On the other hand, Hamish McAlpine played for Dundee United for twenty
years, between 1966 and 1986, and won the Scottish League Cup twice, but it is not specified if he played in the 1986
FIFA World Cup. However, since he played for Dundee United until 1986, it is possible that he played in the 1986
FIFA World Cup, but this is not confirmed. Additionally, the 1986 FIFA World Cup squads document may contain
information about players who played in the 1986 FIFA World Cup, but the provided text does not specify the
players. If we had access to the full squads document, we might be able to find a player who played in the 1986 FIFA
World Cup and also played in the 1982 Scottish League Cup Final. ... If we assume that Hamish McAlpine played
in the 1986 FIFA World Cup, then based on the information provided, he played for Dundee United during the 1982
Scottish League Cup Final. However, this is still a speculative answer, and we would need more information to
confirm it.. .. =» [Knowledge growth: False]

1= New queries: 1. Which players participated in both the 1986 FIFA World Cup and the 1982 Scottish League Cup
Final for Dundee United? 2. Did Hamish McAlpine play for Scotland in the 1986 FIFA World Cup?

1= Updated note: Based on the retrieved documents, the supplemented notes are as follows: Unfortunately, the provided
document content does not contain information about a specific player who played in the 1986 FIFA World Cup and
also played in the 1982 Scottish League Cup Final. However, based on the available information, we can make an
educated guess. Labid Khalifa played in the 1986 FIFA World Cup, but there is no information about him playing in
the 1982 Scottish League Cup Final. On the other hand, Hamish McAlpine played for Dundee United for twenty years,
between 1966 and 1986, and won the Scottish League Cup twice, but it is not specified if he played in the 1986 FIFA
World Cup. However, since he played for Dundee United until 1986, it is possible that he played in the 1986 FIFA
World Cup, but this is not confirmed. As per the document "Hamish McAlpine", it is mentioned that "He played for
Dundee United for twenty years, between 1966 and 1986. Whilst with the club he won the Scottish Football League
title once and the Scottish League Cup twice." Although it does not specifically mention the 1982 Scottish League Cup
Final, it does mention that he won the Scottish League Cup twice, which suggests that he might have played in the
1982 Scottish League Cup Final. ... It is worth noting that the document '"1986 FIFA World Cup squads' could
potentially provide more information about the players who played in the 1986 FIFA World Cup, but unfortunately,
the content of this document is not available. =» [Knowledge growth: False]

= Stop the iteration process and output the answer

Answer of DeepNote: Dundee United X

Golden Answer: Celtic

Table 23: Badcase analysis of DeepNote on the HotpotQA dataset (max step = 3, max failure = 2). Bold blue
text represents all segments related to solving the problem (including both relevant and correct segments as well
as relevant but incorrect segments). Green segments denote those used to support correct answers. Red segments
represent key incorrect information and erroneous responses collected. The "/ indicates a correct answer, while
"X" signifies an incorrect answer.
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