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Abstract

While Ukrainian NLP has seen progress in
many texts processing tasks, emotion classi-
fication remains an underexplored area with
no publicly available benchmark to date. In
this work, we introduce EMOBENCH-UA, the
first annotated dataset for emotion detection
in Ukrainian texts. Our annotation schema
is adapted from the previous English-centric
works on emotion detection (Mohammad et al.,
2018; Mohammad, 2022) guidelines. The
dataset was created through crowdsourcing
using the Toloka.ai platform ensuring high-
quality of the annotation process. Then, we
evaluate a range of approaches on the col-
lected dataset, starting from linguistic-based
baselines, synthetic data translated from En-
glish, to large language models (LLMs). Our
findings highlight the challenges of emotion
classification in non-mainstream languages like
Ukrainian and emphasize the need for further
development of Ukrainian-specific models and
training resources.

1 Introduction

Recent trends in natural language processing in-
dicate a shift from predominantly monolingual
English-centric approaches toward more inclusive
multilingual solutions that support less-resourced
and non-mainstream languages. Although cross-
lingual transfer techniques—such as Adapter mod-
ules (Pfeiffer et al., 2020) or translation from
resource-rich languages (Kumar et al., 2023)—
have shown promise, the development of high-
quality, language-specific datasets remains essen-
tial for achieving robust and culturally accurate
performance in these settings.

For the Ukrainian language, significant progress
has been made in the development of resources for
various stylistic classification tasks, such as senti-
ment analysis (Zalutska et al., 2023) and toxicity
detection (Dementieva et al., 2024). However, to
the best of our knowledge, no publicly available
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Figure 1: EMOBENCH-UA is a benchmark of basic
emotions—Joy, Anger, Fear, Disgust, Surprise, Sadness,
or None—detection in Ukrainian texts.

dataset has yet addressed the task of emotion clas-
sification. In this work, we aim to fill this gap
through the following contributions:

* We design a robust crowdsourcing anno-
tation pipeline for emotion annotation in
Ukrainian texts, leveraging the Toloka.ai plat-
form and incorporating quality control mech-
anisms to ensure high-quality annotations;

* Using this pipeline, we collect EmoBench-
UA, the first manually annotated benchmark
dataset for emotion detection in Ukrainian;'

* We evaluate a comprehensive range of classifi-
cation approaches on the dataset—including
linguistic-based baselines, Transformer-based
encoders, cross-lingual transfer methods, and

'The dataset was part of SemEval-2025 shared Task
11 (Muhammad et al., 2025b,a) for the Ukrainian track.
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Figure 2: EMOBENCH-UA Annotation Pipeline: we split the annotation into two tasks to improve annotator focus,
and several quality control measures were applied to ensure the high quality of the collected data.

prompting large language models (LLMs)—
to assess task difficulty and provide a detailed
performance analysis of the best to date emo-
tion classifier in Ukrainian texts.

We release all the instructions, data, and top
performing model fully online for public usage.”
We believe that our insights into data annotation
pipeline design for emotion detection, along with
our experiments across different models, provide
a reproducible foundation that can support the de-
velopment of similar resources and technologies
for other underrepresented languages where such
corpora and emotion detection tools are not yet
available.

2 Related Work

Emotion Detection Datasets and Models As
for many NLP tasks, various datasets, lexicon,
and approaches in the first order were created for
English emotion classification (Mohammad et al.,
2018). Then, it was also extended to other pop-
ular languages like Spanish, German, and Ara-
bic (Plaza del Arco et al., 2020; Chatterjee et al.,
2019; Kumar et al., 2022) and then for some not
so mainstream languages like Finish (Ohman et al.,
2020). Given the challenges associated with col-
lecting fully annotated emotion datasets across lan-
guages, a multilingual emotional lexicon (Moham-
mad, 2023) which covers 100 languages was pro-
posed by translating the original English resources,
offering a practical first step toward facilitating
emotion detection in lower-resource scenarios.

2All resources with licenses are listed in Appendix A.

At the same time, the importance of devel-
oping robust NLP systems for emotion analysis
and detection is well recognized (Kusal et al.,
2023), especially in socially impactful domains
such as customer service, healthcare, and sup-
port for minority communities. However, ex-
tending emotion detection capabilities uniformly
across multiple languages remains a persistent chal-
lenge (De Bruyne, 2023). For English and several
other languages, a variety of classification meth-
ods have been explored, ranging from BiLSTM
and BERT-based models (Al-Omari et al., 2020;
De Bruyne et al., 2022) to more advanced archi-
tectures such as XLM-RoBERTa (Conneau et al.,
2020), E5 (Wang et al., 2024a), and multilingual
LLMs like BLOOMz (Wang et al., 2024b).

Ukrainian Texts Classification Although the
availability of training data for classification tasks
in Ukrainian remains limited, the research commu-
nity has made notable strides in many NLP tasks.
For example, UberText 2.0 (Chaplynskyi, 2023)
provides resources for NER tasks, legal document
classification, and a wide range of textual sources
including news, Wikipedia, and fiction. In addition,
the OPUS corpus (Tiedemann, 2012) offers parallel
Ukrainian data for cross-lingual applications. Re-
cently, the Spivavtor dataset (Saini et al., 2024) has
also been introduced to facilitate instruction-tuning
of Ukrainian-focused large language models.

For related classification tasks, resources for
sentiment analysis (Zalutska et al., 2023) have al-
ready been developed for Ukrainian. This task
has received additional attention with more re-
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cently released dataset COSMUS (Shynkarov et al.,
2025) with Ukrainian, Russian, and code-switch
texts that reflect the real-life Ukrainian social net-
works communication diversity. The dataset cover
four labels—positive, negative, neutral, and
mixed—which provides a solid base for the first
emotional level analysis.

From other styles perspective, toxicity classifi-
cation corpus was introduced by Dementieva et al.
(2024). Additionally, in the domain of abusive lan-
guage, a bullying detection system for Ukrainian
was developed but based on translated English
data (Oliinyk and Matviichuk, 2023). Finally,
Dementieva et al. (2025) explored various cross-
lingual knowledge transfer methods for Ukrainian
texts classification, yet emphasized the contin-
ued importance of authentic, manually annotated
Ukrainian data. However, still, none of the released
previously resources explicitly covered basic emo-
tion detection task for the Ukrainian language.

3 EMOBENCH-UA Collection

Here, we present the design of the crowdsourc-
ing collection pipeline, detailing the task setup,
annotation guidelines, interface design, and the
applied quality control procedures used to ob-
tain EMOBENCH-UA. The overall schema of the
pipeline is presented in Figure 2.

3.1 Emotion Classification Objective

In this work, we define emotion recognition as the
task of identifying perceived emotions—that is, the
emotion that the majority of people would attribute
to the speaker based on a given sentence or short
text snippet (Muhammad et al., 2025a).

We adopt the set of basic emotions proposed
by Ekman et al. (1999), which includes Joy, Fear,
Anger, Sadness, Disgust, and Surprise. A sin-
gle text instance may convey multiple emotions
simultaneously creating the multi-label classifica-
tion task. If a text does not express any of the listed
emotions, then we assign it the label None.

3.2 Data Selection for Annotation

As the source data, we selected the publicly avail-
able Ukrainian tweets corpus (Bobrovnyk, 2019).
Given that social media posts are often rich in emo-
tionally charged content, this corpus serves as a
suitable foundation for our annotation task. Since
the original collection consists of several hundred
thousand tweets, we applied a multi-stage filtering
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text
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Figure 3: Annotation Interface illustration translated
into English.

process to both increase the likelihood of emotional
content and ensure the feasibility of accurate anno-
tation:

Length First, we applied a length-based filter,
discarding texts that were too short (N words <
5), as such samples often consist of hashtags or
other non-informative tokens. Similarly, overly
long texts (/N words > 50) were excluded, as longer
sequences tend to obscure the central meaning and
make it challenging to accurately identify the ex-
pressed emotions.

Toxicity While toxic texts can carry quite strong
emotions, to ensure annotators well-being and gen-
eral appropriateness of our corpus, we filtered out
too toxic instances using opensourced toxicity clas-
sifier (Dementieva et al., 2024).3

Emotional Texts Pre-selection To avoid an ex-
cessive imbalance toward emotionless texts, we
performed a pre-selection step aimed at identi-
fying texts likely to express emotions. Specif-
ically, we applied the English emotion clas-
sifier DistillRoBERTa-Emo-EN* on translated
Ukrainian texts. For this, 10k Ukrainian samples,
previously filtered by the previous steps, were trans-
lated into English using the NLLB model (Costa-
jussa et al., 2022)°. The emotion predictions from
this classifier were then used to select a final set
of 5k potentially emotionally-relevant texts, which
were used for further annotation.

3https://huggingface.co/ukr—delect/ukr—toxicity—classiﬁer
4https://huggingface.co/michellejieli/emotion,text,classiﬁer
3 https://huggingface.co/facebook/nllb-200-distilled-600M
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3.3 Anneotation Setup

As emotion classification is quite subjective, we
opted to rely on crowdsourcing rather than limiting
the annotation process to a small group of expert
annotators. For this, we utilized Toloka.ai® crowd-
sourcing platform.

3.3.1 Projects Design

As shown in Figure 2, to reduce cognitive load,
we split the annotation process into two separate
projects: one focused on fear, surprise, and disgust;
the other on anger, joy, and sadness. Since our
objective was to allow multiple emotion labels per
instance, the projects were designed sequentially.

Specifically, if a sample in the first stage received
a label other than None (i.e., it was identified as con-
taining emotion), it was subsequently included in
the second stage. The final label assignment fol-
lowed several scenarios: (i) samples could receive
labels from both projects; (ii) samples could receive
labels in the first project but none in the second, in
which case only the first set of labels was retained;
(iii) samples could receive labels other than our
target emotions in the first project but valid labels
in the second, in which case only the second set
of labels was retained; and (iv) samples could be
labeled as Other or None in both projects, in which
case they were considered as containing no relevant
emotions within our target categories.

3.3.2 Instructions & Interface

Before being granted access to the annotation task,
potential annotators were provided with detailed
instructions, including a description of our aimed
emotion detection task and illustrative examples for
each emotion. We present the English translation
of the introductory part of our instruction text:

Instructions

Select one or more emotions and their intensity in the
text. If there are no emotions in the text or if there
are emotions not represented in the list, select the No
emotions/other emotions option.

The full listed Ukrainian instructions for both
projects are in Appendix D. The English translation
of the interface is presented in Figure 3 with the
original Ukrainian interface in Figure 5.

Annotators were instructed to answer a multiple-
choice question, allowing them to select one or
more emotions for each text instance. Additionally,

6hllps://tolokaai

they were asked to indicate the perceived inten-
sity of the selected emotions. These annotations
were also collected and will be included in the fi-
nal release of EMOBENCH-UA. However, for the
purposes of this study in the experiments, we focus
exclusively on the binary emotion presence labels.

3.3.3 Annotators Selection

Language Proficiency Toloka platform provided
pre-filtering mechanisms to select annotators who
had passed official language proficiency tests, serv-
ing as an initial screening step. In our scenario,
we selected annotators that were proficient in
Ukrainian.

Training and Exam Phases Annotators inter-
ested in participating first completed an unpaid
training phase, where they reviewed detailed in-
structions and examples with explanations for cor-
rect labelling decisions. Following this, annotators
were required to pass an exam, identical in format
to the actual labelling tasks, to demonstrate their
understanding of the guidelines. Successful candi-
dates gained access to the main assignments.

3.3.4 Quality Control

To ensure high-quality annotations, we imple-
mented several automated checks. Annotators were
permanently banned if they submitted the last three
task pages in under 15 seconds each, indicating
low engagement. A one-day ban was triggered if
three consecutive pages were skipped. To prevent
fatigue, annotators were asked to take a 30-minute
break after completing 25 consecutive pages. Ad-
ditionally, control tasks were randomly injected; if
the accuracy on these within the last 10 pages fell
below 40%, the annotator was temporarily banned
and required to retake the training.

To ensure the reliability of the annotations, each
text instance was labeled independently by S5 anno-
tators. The final emotion labels were determined
through majority voting with an estimated confi-
dence score by Dawid-Skene model (Dawid and
Skene, 1979). This aggregation model accounts
not only for the annotators’ individual responses
but also for their performance on control tasks,
thereby weighting labels by annotator quality and
improving overall robustness. Only instances with
a confidence score > 90% from both projects were
included to the final dataset.
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Figure 4: EMOBENCH-UA statistics per sets and emotions.

3.3.5 Annotators Well-Being

We aimed to design a fair, transparent, and user-
friendly crowdsourcing project.

Fair Compensation Payment rates were set to
balance grant funding constraints with fair wages,
aligning with Ukraine’s minimum hourly wage at
the time of labelling (1.12 USD/hour). Annotators
received 0.05 USD per page with possibility to
complete at least 20 assignment per hour. The
overall spending of the whole project resulted in
500 USD.

Positive Project Ratings Toloka provided anno-
tators with tools’ to rate project fairness in terms
of payment, task design, and organizer responsive-
ness. Our projects received high ratings: 4.80/5.00
for the Training Project and 4.90/5.00 for the Main
Project.

4 EMOBENCH-UA

After filtering out low-confidence and ambiguous
samples from the annotation results, we obtained a
final EMOBENCH-UA of 4949 labelled instances
(145 samples were dropped due to label conflicts).
Krippendorff’s alpha agreement score was 0.85.
Then, we partitioned the dataset into fixed train/de-

7hllps://toloka.ai/docs/ ‘guide/project_rating_stat

velopment/test subsets following a 50/5/45% split
ratio. An overview of the label distribution across
these subsets is presented in Figure 4a. We also
provide distribution of texts with one or more emo-
tions per split in Appendix E. The dataset examples
can be found in Appendix F.

We were able to collect at least one hundred,
and in some cases several hundred, instances for
each emotion category. The majority of the sen-
tences have clear distinguished one emotion with
rare cases of texts with several emotions. Never-
theless, the dataset remains imbalanced, with Joy
and Sadness being the most prevalent emotions
among the labeled samples, alongside a substan-
tial portion of texts assigned the None label. Such
imbalance is a common characteristic of emotion
detection datasets, reflecting the natural distribu-
tion of emotions in real-world text and contributing
to the overall complexity of the task.

Additionally, in Figure 4b, we provide a closer
analysis of the collected emotional data by extract-
ing the top-10 keywords for each emotion label
(Ilemmatization done using the spacy® library). The
resulting keywords reveal clear and intuitive associ-
ations with the corresponding emotional categories,
further confirming the quality and relevance of the
annotated texts.

8 https://spacy.io/models/uk
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5 Models

We test various types on models on our col-
lected dataset: (i) linguistic-based approaches;
(i1)) Transformer-based encoders; (iii) LLMs
prompting for classification. Then, we also did
an ablation study with synthetic Ukrainian training
data acquisition via translation from English. The
details of models’ hyperparameters can be found
in Appendix H.

5.1 Linguistic-based Approaches

Even with current advances in NLP, linguistic-
based approaches based on statistics of the train-
ing set can be quite a strong and resource-efficient
baseline for stylistic texts classification like sen-
timent (Brauwers and Frasincar, 2023) or formal-
ity (Dementieva et al., 2023).

Keywords Based We used the train part of our
dataset to extract natural keywords per emotion as
shown in Figure 4b. We used spacy for lemmatiza-
tion extracting top-20 words per emotion. For each
text, we count the number of keywords associated
with each emotion and assign the emotion with the
highest keyword frequency.

Logistic Regression Firstly, we embed our
texts with CountVectorizer into td-idf features.
Then, we fine-tuned Logistic Regressions classifier
on the training part of our dataset.

Random Forest The same as for logistic regres-
sion, we fine-tune Random Forest classifier with
100 decision trees on td-idf training features.

5.2 Transformer-based Encoder

Then, we take the next generation of classification
models based on the Transformers (Vaswani et al.,
2017) encoders. For each model type, we evaluate
multiple versions varying in model size.

BERT Firstly, we used mBERT? (Devlin et al.,
2018) as it contains Ukrainian in the pre-trained
data. We additionally experimented with a compact
variant—Geotrend-BERT!—of mBERT where
the vocabulary and embeddings were specifically
refined to retain only Ukrainian (Abdaoui et al.,
2020).

9hllps://huggingfu(:e.co/google»bert/bert—base—multilingual—cased
! 0hllps://huggingfaceAco/Geotrend/bert—base—uk—cased

RoBERTa As an extension of BERT-alike mod-
els, we used several versions of RoBERTa-alike
models (Conneau et al., 2019) as it shown previ-
ously promising results in Ukrainian texts classifi-
cation (Dementieva et al., 2025):

 XLM-RoBERTa: base!! and large!? instances;

e Ukrainian-specific pre-trained monolingual
RoBERTa: UKR-RoBERTa-base!?;

* additionally fine-tuned on sentiment classifica-
tion task on Twitter data Twitter-XLM-RoBERTa
base!* (Barbieri et al., 2022);

« finally, we tested Glot500-base'> model (Imani
et al., 2023) that extended multilingual RoOBERTa
to 500 languages.

LaBSe Another multilingual embedding model
covering 109 languages including Ukrainian:
LaBSe!® (Feng et al., 2022).

ES Finally, we utilized the more recent
multilingual-e5 embeddings (Wang et al.,
2024a): base!” and large!? variants.

5.3 LLMs prompting

To test models based on another methodology, we
also tried out various modern LLMs on our bench-
mark dataset transforming our classification task
into the text-to-text generation one. While
Ukrainian is not always explicitly present in the
pre-training data reports, the emerging abilities of
LLMs already showed promising results in han-
dling new languages (Wei et al., 2022) including
Ukrainian (Dementieva et al., 2025). However, we
also utilize more recent LLMs dedicated to Euro-
pean languages, including Ukrainian. We used two
types of prompts—instructions in English and in
Ukrainian—that are fully listed in Appendx G.

We tested several families of LLMs with vari-
ants in terms of version and sizes. We chose mostly
instruction tuned instances as they supposedly per-
form more precise for classification tasks:

EuroLLM The recent initiative introduced
in (Martins et al., 2024) has an aim to de-
velop high-quality LLMs for European languages

i https://huggingface.co/Facebook Al/xlm-roberta-base

12https://hu ggingface.co/Facebook Al/xIm-roberta-large

13 https://huggingface.co/youscan/ukr-roberta-base

! 4https ://huggingface.co/cardiffnlp/twitter-xIm-roberta-base-sentiment
15 https://huggingface.co/cis-lmu/glot500-base
16hllps://huggingface.co/senlence—transformers/LaLB SE

17 https://huggingface.co/intfloat/multilingual-e5-base

18 https://huggingface.co/intfloat/multilingual-e5-large
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with Ukrainian definitely included. We selected
EuroLLM-1.7B' variant for our experiments.

Spivavtor Ukrainian-tuned LLM that
was obtained by  instruction  tuning
CohereForAI/aya-101 (Ustiin et al., 2024)
model on the Spivavtor dataset (Saini et al.,
2024).%20

MamayLM Another specifically Ukrainian-
tuned LLM obtained from Gemma-2 (Riviere et al.,
2024) and, in 2025, achieved the top scores within
Ukrainian LLMs. It was continuously pre-trained
on a large pre-filtered dataset (75B tokens of
Ukrainian and English data in total) using the com-
bination of data mixing and model merging (Yukhy-
menko et al., 2025).%!

Mistral From multilingual general-purpose
LLMs, firstly, we used several version of Mistral-
family models (Jiang et al., 2023)—Mistral-78%?
and Mixtral-8x7B.> The models cards do not
mention explicitly Ukrainian and other languages,
however Mistral showed promising results in
Ukrainian texts classification tasks (Dementieva
et al., 2025).

LLaMa3 The LLaMa model (Al@Meta, 2024)
card as well does not stated Ukrainian explicitly,
however, encourages research in usage of the model
in various multilingual tasks. Thus, we tested the
Llama-3-8B%* and L1ama-3.3-70B* variants.

Qwen3 Then, we also utilized for experiments
one of the Qwen3 (Team, 2025) family of modelsZ®
that showed before promising results in various
Ukrainian understanding tasks (Kravchenko et al.,
2025).

DeepSeek Finally, we tested one of

the recent top performing models in
reasoning—DeepSeek (DeepSeek-Al
et al, 2025) with DeepSeek-R1-Qwen?’,

deepseek-ai/DeepSeek-R1-L1ama®3, and
DeepSeek-V3%? variants. The situation of the

19hllps://huggingface.co/utter-project/EuroLLM-1 .7B-Instruct

20 https://huggingface.co/grammarly/spivavtor-xxI

2 tps://huggingface.co/INSAIT-Institute/MamayLM-Gemma-2-9B-IT
22hllps://huggingface.co/mistrallai/Mistral-7B—Instrucl-v0A3

23 https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
24hltps://huggingface.colmeta—llama/Meta—Llama—3—8B—Instrucl

= https://huggingface.co/meta-llama/Llama-3.3-70B-Instruct
26hllps://huggin gface.co/Qwen/Qwen3-4B-Instruct-2507-FP8

2 https://huggingface.co/deepseek-ai/DeepSeek-R 1-Distill-Qwen-7B
23 https://huggingface.co/deepseek-ai/DeepSeek-R 1-Distill-Llama-8B
» https://huggingface.co/deepseek-ai/DeepSeck-V3

Ukrainian language presence in the models is
the same as for Mistral and LLaMa—DeepSeek
was heavily optimized for English and Chinese,
however, the authors encourage to try it for other
languages.

5.3.1 Translation & Synthetic Data

Additionally, we also experimented with cross-
lingual setups to imitate various low-resource sce-
narios: (i) translation in ukr—en direction; (ii)
translation in en—ukr direction.

Synthetic Emotion Lexicon In addition to natu-
ral Ukrainian lexicon extracted from our data, we
also experimented with the already collected and
translated from English synthetic Ukrainian emo-
tions lexicon from (Mohammad, 2023).

Translation Then, we imitated the scenario if we
have already fine-tuned English emotion detection
model—i.e. DistillRoBERTa-Emo-EN*—so then
we can translate Ukrainian inputs into English to
obtain the labels.

Synthetic Training Data via Translation To not
rely on the translation at every single inference,
we can also translate the whole English training
corpus (Muhammad et al., 2025b) into Ukrainian
and then used it as Ukrainian training data.

For translation in all scenarios, we utilized
NLLB3! model (Costa-jussa et al., 2022).

6 Results

The results of models evaluation on the test part of
our novel EMOBENCH-UA dataset on the binary
multi-label classification task are presented in the
Table 1. We report F1 score per each emotion;
for overall results, we report Precision, Recall, and
macro-averaged F1-score. Also, we provide the
confusion matrices for the top performing models
in Appendix L.

Linguistic-based  Approaches While the
linguistic-based models rely on relatively sim-
ple statistical representations of the text, they
demonstrate competitive performance. The
keyword-based approach, however, yielded lower
results, which is expected given that emotion
detection often relies on understanding contextual
collocations and multi-word expressions rather
than isolated words. In contrast, both logistic

3Ohttps://huggingface.co/michellejieli/emolion,text,clzlssiﬁer
31 https://huggingface.co/facebook/nllb-200-distilled-600M
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https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
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https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-7B
https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Llama-8B
https://huggingface.co/deepseek-ai/DeepSeek-V3
https://huggingface.co/michellejieli/emotion_text_classifier
https://huggingface.co/facebook/nllb-200-distilled-600M

Joy Fear  Anger Sadness Disgust  Surprise  None Pr Re F1
Linguistic-based Approaches
Keywords 030 0.15 0.08 0.10 0.15 0.25 024 024 022
Logistic Regression 0.64 0.72 0.49 0.59 0.49 0.61 0.67 051 022 029
Random Forest 0.61 0.69 0.49 0.59 0.49 0.60 0.68 058 021 027
Translation to English
DistillRoBERTa-Emo-EN 0.56  0.55 0.31 0.52 0.23 0.47 0.55 040 0.61 045
Transformer-based Encoders
LaBSe 0.67 0.73 0.30 0.65 0.33 0.54 0.80 057 059 057
Geotrend-BERT 0.58 0.59 0.08 0.50 0.11 0.40 0.73 046 043 043
mBERT 046  0.24 0.01 0.45 0.02 0.33 0.73 033 033 032
UKR-RoBERTa Base 0.65 0.58 0.14 0.50 0.21 0.49 0.74 051 045 047
XLM-RoBERTa Base 0.61 0.31 0.00 0.33 0.01 0.19 0.75 0.33 031 031
XLM-RoBERTa Large 073  0.79 0.20 0.68 0.00 0.60 0.80 052 058 0.54
Twitter-XLM-RoBERTa 072 0.76 0.13 0.64 0.07 0.54 0.79 0.66 0.1 0.52
Glot500 Base 0.01 0.02 0.03 0.18 0.00 0.01 0.64 024 019 0.13
Multilingual-E5 Base 0.71 0.73 0.01 0.52 0.00 0.50 0.77 049 045 046
Multilingual-E5 Large 0.73 0.81 0.31 0.69 0.35 0.60 0.81 0.65 0.62 0.62
LLMs Prompting
EuroLLM-1.7B (ENG) 046 031 0.15 0.37 0.18 0.09 0.28 026 038  0.26
EuroLLM-1.7B (UKR) 0.38 0.30 0.11 0.27 0.10 0.11 0.25 025 024 022
Spivavtor-XXL (ENG) 039 0.03 0.15 0.13 0.00 0.01 0.69 0.68 020 0.20
Spivavtor-XXL (UKR) 032  0.08 0.14 0.13 0.08 0.13 0.29 0.17 028 0.17
MamayLM-9B (ENG) 0.63  0.62 0.54 0.64 0.38 0.31 0.67 046 073  0.54
MamayLM-9B (UKR) 0.61 0.61 0.47 0.52 0.47 0.24 0.41 044 073 0438
Mistral-7B (ENG) 052  0.58 0.33 0.49 0.32 0.37 0.52 037 073 045
Mistral-7B (UKR) 055 037 0.28 0.47 0.19 0.24 0.33 032 071 035
Mixtral-8x7B (ENG) 049 037 0.34 0.51 0.25 0.25 0.66 032 074 041
Mixtral-8x7B (UKR) 0.48 0.35 0.19 0.47 0.21 0.22 0.71 027 073 037
LLaMA 3 8B (ENG) 0.56  0.65 0.36 0.54 0.29 0.25 0.39 043 056 043
LLaMA 3 8B (UKR) 030  0.67 0.29 0.45 0.15 0.25 0.10 0.38 0.53 031
LLaMA 3.3 70B (ENG) 0.64 0.63 0.47 0.62 0.26 0.32 0.43 044 079 048
LLaMA 3.3 70B (UKR) 0.58 0.68 0.34 0.71 0.18 0.33 0.36 045 0.64 046
Qwen3-4B (ENG) 0.65  0.66 0.39 0.56 0.34 0.35 0.52 045 072 049
Qwen3-4B (UKR) 0.63 0.62 0.42 0.54 0.18 0.34 0.33 043 0.69 044
DeepSeek-R1-Qwen (ENG) 0.63 0.61 0.43 0.64 0.45 0.46 0.60 048 0.75 055
DeepSeek-R1-Qwen (UKR) 0.68  0.66 0.40 0.57 0.29 0.38 0.68 046 0.66 0.2
DeepSeek-R1-LLaMA (ENG) | 0.67  0.69 0.49 0.71 0.52 0.47 0.67 054 072  0.60
DeepSeek-R1-LLaMA (UKR) | 0.67  0.64 0.45 0.69 0.33 0.51 0.69 051  0.69 057
DeepSeek-V3 (ENG) 073  0.74 0.60 0.72 0.57 0.41 0.78 0.60 0.72  0.65
DeepSeek-V3 (UKR) 0.71 0.66 0.61 0.72 0.48 0.42 0.71 054 081 062

Table 1: EMOBENCH-UA test set results of various models types per emotion and overall. The models that required
fine-tuning were trained on the natural Ukrainian training set of EMOBENCH-UA. Per emotion, we report F1
scores. In bold, we denote the best results per column within model type. In orange we highlight the top results

per column.

regression and random forest models performed on
par with several base encoder models and, in some
cases, even outperformed certain LLMs. Although
these models did not achieve the highest overall
F1-macro scores, they showed strong precision but
struggled with recall.

Transformer-based Encoders Among the range
of tested BERT- and RoBERTa-based models,
the Ukrainian-specific encoders, Geotrend-BERT
and UKR-RoBERTa Base, significantly outper-
formed mBERT, Glot500, and XLM-RoBERTa-base,
highlighting the importance of monolingual,
Ukrainian-specific encoders. At the same

time, the multilingual LaBSE model outper-
formed Ukrainian-specific models. Within the
RoBERTa-like family, XLM-RoBERTa-1large and
Twitter-XLM-RoBERTa achieved the strongest re-
sults, although both struggled with the Anger and
Disgust. Finally, the best-performing encoder was
Multilingual-E5-Large, with a good balance of
Precision and Recall.

LLMs Across all model families, we observe a
consistent trend of slightly improved performance
when models are prompted in English rather than
Ukrainian. Surprisingly, EuroLLM underperformed,
yielding results even lower than the linguistics-

2032



Joy Fear Anger Sadness Surprise  None Pr Re F1
Keywords UK 030 0.15 0.08 0.21 0.15 0.25 027 025 0.26
Keywords EN 0.17  0.05 0.01 0.18 0.08 0.11 0.15 0.01 0.10
UKR-RoBERTa-base UK 0.65  0.58 0.14 0.50 0.49 0.74 056 049 052
UKR-RoBERTa-base EN 0.53 0.24 0.19 0.30 0.31 0.60 032 042 036
mBERT UK 046  0.24 0.00 0.45 0.33 0.73 038 038 037
mBERT EN 038 0.12 0.12 0.31 0.31 0.55 031 030 030
LaBSe UK 0.67 0.73 0.30 0.65 0.54 0.80 059 0.65 0.62
LaBSE EN 0.60 041 0.22 0.39 0.30 0.64 0.44 043 043
XLM-RoBERTa Large UK 073  0.79 0.20 0.68 0.60 0.80 0.61 0.68 0.63
XLM-RoBERTa Large EN 050 034 0.15 0.47 0.24 0.53 033 045 037
Twitter-XLM-RoBERTa UK | 0.72  0.76 0.13 0.64 0.54 0.79 0.60 0.59 0.60
Twitter-XLM-RoBERTa EN 062  0.26 0.21 0.52 0.44 0.62 042 047 044
Multilingual-E5 Large UK 073  0.81 0.31 0.69 0.60 0.81 0.65 0.68 0.66
Multilingual-E5 Large EN 0.61 0.26 0.22 0.36 0.23 0.56 036 041 037

Table 2: EMOBENCH-UA test set results of comparison natural UK vs synthetic translated from EN training data. Per
emotion, we report F1 scores. In bold, we denote the best results per column within model type. As the English
dataset does not contain Disgust label, we fine-tuned all models types without it for this experiment.

based baselines. Other LLMs delivered scores com-
parable to encoder-based models, outperforming
them in the Anger and Disgust classes. While
all LLMs demonstrated lower Precision compared
to the best encoders, they consistently achieved
higher Recall. Notably, DeepSeek-V3 handled
the emotion detection task in Ukrainian with the
highest scores. However, the overall performance
gains over Multilingual-E5-Large remain mini-
mal, raising a question regarding the efficiency and
responsible usage of such large models.

Translation to English The approach
of leveraging an English-based classifier
DistillRoBERTa-Emo-EN as a proxy demon-
strated competitive performance as well. Notably,
it achieved one of the highest scores for the Anger
category, where many other models struggled.
Although its precision was lower compared to
even the linguistic-based methods, it consistently
delivered substantially higher recall. Thus, it can
be quite a good baseline for Ukrainian emotional
texts detection.

Natural vs Translated Training Data From Ta-
ble 2, we observe that models trained on the origi-
nal Ukrainian data consistently outperform models
tuned on synthetic translated from English training
data. However, the latter in some cases achieve
higher scores for the Anger class, suggesting—in
line with previous observations with the models
containing knowledge of English—that English
data could be a valuable for augmenting Ukrainian
samples for it.

7 Conclusion

We introduced EMOBENCH-UA—the first man-
ually annotated dataset for emotion detection in
Ukrainian texts. The proposed pipeline combines
data preprocessing with a two-stage annotation pro-
cedure, incorporating multiple quality control mea-
surements to ensure the high quality annotation.
We benchmarked a wide range of approaches for
the multi-label emotion classification task, demon-
strating that although the latest LLMs, such as
DeepSeek, achieved the strongest results, more effi-
cient encoder-based models perform competitively.
We hope this work also encourages further research
on Ukrainian-specific emotion detectors, including
ensemble strategies and augmentation with other
resource-rich languages resources.

Although the collected Ukrainian dataset is
smaller than comparable English resources, its nat-
ural, culturally grounded data has already proven
more effective than purely cross-lingual transfer ap-
proaches. Medium-sized encoder-based Transform-
ers fine-tuned on our dataset achieve performance
on par with larger LLMs. We therefore believe that
our openly released with all required details data
collection pipeline offer a replicable framework for
building high-quality and enough in size resources
for other underrepresented languages. Finally, we
believe that our experimental setup—baselines se-
lection and prompts design—offers a straightfor-
ward, extensible evaluation framework for other
languages providing a possibility to select a corre-
sponding state-of-the-art approach for text-based
emotion analysis.
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Limitations

While this work introduces EMOBENCH-UA as
a valuable benchmark for emotion detection in
Ukrainian texts, we acknowledge several limita-
tions worth addressing and exploring in future re-
search.

Emotions Labels The current dataset is re-
stricted to the recognition of basic emotions. More
nuanced or implicit emotional states, which often
arise in real-world communication, remain outside
the scope of this release.

Another challenge is the interpretation of the
None label, which can reflect both an absence of
emotion or still can be a holder for other emotions
rather then listed basic ones. Distinguishing be-
tween these two cases is non-trivial and requires
deeper investigation.

Emojis as Keywords The role of non-verbal
cues—in particular, the presence of emojis in social
media texts—has not been systematically investi-
gated in this work. Emojis can often serve as strong
emotion indicators, and future experiments could
benefit from incorporating emoji-aware detectors.

Crowdsourcing Platform Additionally, while
the annotation process was performed on a spe-
cific crowdsourcing platform—Toloka.ai—we be-
lieve that the design of the annotation pipeline
is platform-agnostic as annotation guidelines and
quality control measures are openly available.

Annotators Subjectivity Although each in-
stance in the dataset was annotated by five inde-
pendent annotators, emotions are still highly sub-
jective and culturally sensitive. Increasing anno-
tator overlap, as well as ensuring broader demo-
graphic diversity—i.e. Ukrainian speakers from
various regions of the country and more diverse
age distribution—could further improve label ro-
bustness.

Detectors Design This study focused on evalu-
ating one representative model per classifier type.
Future work could explore ensemble methods or
hybrid architectures, which have the potential to
further enhance performance.

Hyperparameters Lastly, hyperparameter opti-
mization was explored in a limited setup. More
systematic tuning, particularly for prompting strate-
gies (e.g., temperature settings) and fine-tuning, is
likely to yield additional improvements.

Ethics Statement

We also consider several ethical implications of our
work.

During data collection, we made our best to en-
sure that all contributors were fairly compensated.
Clear guidelines and examples were provided to
reduce potential ambiguity or emotional strain on
the annotators.

All texts in the dataset originate from publicly
available sources and were anonymized with totally
removed links and any users mentioning to avoid
the disclosure of personal or sensitive information.
Nonetheless, since the source data comes from so-
cial media, there remains a potential for indirect
identification through unique expressions or con-
text. We encourage future users of the dataset to
handle the material responsibly.

Given the subjective nature of emotions and their
cultural grounding, we acknowledge that both an-
notation and model predictions may reflect current
social and cultural biases. This is a general limita-
tion for emotion or other style recognition datasets.
We advise the stakeholders of the potential appli-
cations to additionally cross-check the models and
data for their specific use-cases with corresponding
to context adjustments.

Finally, we openly release the annotation guide-
lines for transparency and reproducibility and en-
courage future work to continue contribute with
various data, including emotions detection, for un-
derrepresented languages.
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A EMOBENCH-UA Released Datasets and Models

We release all the collected data and fine-tuned best-performing classifier for public usage for further
research purposes and usage for social good. We opensource the complete annotation results—both binary
and intensity labels—along with the full record of annotator responses for each text:

Resource License Homepage

Dataset Binary Labels CCBY 4.0 https://huggingface.co/datasets/ukr-detect/ukr-
emotions-binary

Dataset Intensity Labels CC BY 4.0 https://huggingface.co/datasets/ukr-detect/ukr-
emotions-intensity

Dataset Per Annotator CC BY 4.0 https://huggingface.co/datasets/ukr-detect/ukr-

Labels emotions-per-annotator

SOTA Ukrainian Emo- OpenRail++ https://huggingface.co/ukr-detect/ukr-emotions-

tions Classifier classifier

Table 3: Overview of the licenses associated with our published resources.

The full project page together with the annotation instructions details, interfaces, and experiments code
can be found at the Github page: https://github.com/dardem/emobench-ua.

B Licensing of Resources

Below is an overview of the licenses associated with each resource used in this work (Table 4).

Resource License Homepage

Ukrainian Tweets CCBY 4.0 https://ena.lpnu.ua:8443/server/api/core/

Dataset bitstreams/c4c645c1-f465-4895-98dd-
765f862cf186/content

Ukrainian Toxicity Clas-  OpenRail++ https://huggingtace.co/ukr-detect

sifier

Emotion Lexicon

mBERT

The lexicon is made freely available for
research, and has been commercially li-
censed to companies for a small fee
Apache-2.0

https://saitfmohammad.com/WebPages/NRC-Emotion-
Lexicon.htm

https://huggingface.co/google-bert

Geotrend-BERT Apache-2.0 https://huggingtace.co/Geotrend/bert-base-uk-cased

XLM-RoBERTa MIT https://huggingface.co/Facebook Al

UKR-RoBERTa MIT https://github.com/youscan/language-models

Twitter-XLM- Apache-2.0 https://aclanthology.org/2022.Irec-1.27

RoBERTa

Glot500 CCBY 4.0 https://aclanthology.org/2023.acl-long.61

LaBSE Apache-2.0 https://huggingface.co/sentence-transformers/LaBSE

e5 MIT https://huggingface.co/intfloat

NLLB CCBY NC4.0 https://huggingface.co/facebook/nllb-200-distilled-
600M

EuroLLM Apache-2.0 https://huggingface.co/utter-project/EuroLLM-1.7B-
Instruct

Spivavtor CCBY 4.0 https://huggingtace.co/collections/grammarly/
spivavtor-660744ab14fdf5e925592dc7

MamayLM Gemma License https://huggingface.co/collections/INSAIT-
Institute/mamaylm-gemma-2-
68080b895a949a52b474d5de

Mistral7B Apache-2.0 https://huggingface.co/mistralai

Mixstral8x7B Apache-2.0 https://huggingface.co/mistralai

LLaMa3 llama3 https://huggingface.co/meta-llama

Qwen3 Apache-2.0 https://huggingface.co/collections/Qwen/qwen3-
67dd247413£0e2e4f653967f

DeepSeek MIT https://huggingtace.co/collections/deepseek-

ai/deepseek-r1-678e1e131c0169c0bc89728d

Table 4: Overview of the licenses associated with each resource utilized in this work for experiments.

The licenses associated with the models and datasets utilized in this study are consistent with the
intended use of conducting academic research on various NLP application for positive impact.
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C Usage of Al Assistants

During this study, Al assistant was utilized in the writing process. ChatGPT was employed for paraphrasing
and improving clarity throughout the paper’s formulation. We also utilized DeepL?? to translate the
examples in Ukrainian into English followed by the human manual check and adjustments.

D Instructions & Interface

D.1 Ukrainian (original)

In this section, we provide the Instructions for both annotation projects as well as interface in Ukrainian.

Main Instructions for the First Project: Fear, Surprise, Disgust

Bubepith omay abo KiJbKa €MOIiil Ta iX IHTEHCUBHICTH y TEKCTi. ZIKIMO B TEKCTI HEMae
HisIKUX eMoIiiii abo € eMollii He mpeJcTaB/eH] B ciucKy Bubepith BapianT - "Hemae emoriit /
iHII eMoril”.

[Ipuknaan

Crpax
Husbka mposiBa
[lo, gk 1€ HIKOIM HE 3aKIHIYUTHCSA !

Hopwmausibaa mposia
Meni ny»ke cTpaIrHO 3aJUIIATUACST TYT OJHOMY. . .

[aTecuBHA TIpOSBaA
Boxe, skuit 1e kax i sik »Ke 11e crpantHo!!!

3auByBaHHS
Huzbka mposiBa
[le 6ymn0 HECTOMIBAHO

Hopwmasibaa mposiBa
IIe Bpaxkae! ¢ B 3axBaTi!

[aTecuBHA TIpOsIBA
Bayyy, stkuii HeliMoBipHMii moBopoT moii!!!

Orua
Husbka mposiBa
[Iloch MerHe Tpoxu HYAWTH Bil IIHOTO 3aIaxy.

Hopwmaspaa mposiBa
@y, 11e TPOCTO OTrUTHO!

[HTeCcHBHA TIpOSBaA
MetHi crTae moraHo Bii ojHi€l Jinlite JyMKH PO 1€

[Tpuknaau 3 JeKIIBKOMA €MOIiSIMA
Twu me Kypuln Ha X0y B TaKy IIOTOMY. — 3JIMBYBaHHS, OTHIA

3https://www.deepl.com
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4 6orock, 110 1€ Bce BUABUTLCS II'THUMH PO3MOBAMU. — OTHJIA, CTPaX

4 me Moy moBipuTH, 1O 1€ AificHo crajocs! Ile Tak crpammHo! — 3aUBYyBaHHSI, CTpax
Ax e moxkauBo? 4 Gorocst HABITH ygBUTH, 110 Oyme maji! — 3ouByBaHHS, CTpax

¢l He MOXKY HOBIpUTH, IO XTOCh MoxKe ictu Take! Ile »kaxnupo! — ormua, 3/1MByBaHHS

Hemae emoriit / inmmi emorrit

Hemae emoriit
Croromui BpaHIIi HIITOB JOIII.
Bin npounTaB kHUTY 3a J1Ba JIHI.
¢ 6auuB 11 BUOpa HaA BYJIUIL.

I emorril
4 BKpait po3aparoBanuit UM 6e3samom!
Moe ceprie pospuBaeTbest Bijg 600110 :(
Hapermiri mu 11e 3po6usin :):) st IpocTo Ha cboMOMY Hebi Bij mactsi!

Main Instructions for the Second Project: Joy, Sadness, Anger

Bubepith oy abo KiibKa eMOIiil Ta iX iHTEHCUBHICTb y TEKCTi. ZKINO B TEKCTI HEMAE
HISKUX eMoIIiii abo € eMoIlii He peJIcTaBIeH] B CIIICKY BuOepiTh BapianT - "Hemae emoriit /
iHII eMorrii”.

[Tpukiran
PanicTs
Huzbka mposiBa
TBost ycMmimKa poOUTH Miil J€HB.
Hopmanbha nposia
[le omuH 3 HafKpaIuX MOMAPYHKIB, KU si KOJU-HEOYIb OTPUMYBaB.
Lle 6ys10 myzKke Becesio Ta UyAOBO, HAII BiAIIOYMHOK BIABC!!
[aTecuBHa TpOsIBA
Mu urpasmu!!! :):) 9 He MoKy nosipuTu, mo e craaocs!
Cywm

Husbka mposiBa
[leit ners OyB BaKKuii JJisi MEHE.

Hopmanbha nposisa
4 He MOXKY MOBIPUTH, IO € CTAJIOCH 3 HAMU. . .

[nTecuBna mposiBa
Moe cepuie po3puBaeThbest Bij 60410 :((
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uis
Husbka mposiBa
[le mene GicuThb

Hopwmasbna mpossa
4 Bkpait po3aparoBanuit UM Ge3samom!

[HTecuBHA TIpOSIBA
[le abcomorao HenmpuirycTumo!!!

[Tpuknamm 3 neKLIbKOMa €MOIIAMI

Hapermmi Mu 3uafiinm igeasbHe Miclie JUIS BiAIIOYWHKY, i 1€ HaBiTh Kpalle, HiXK s Mir
cobi ystBUTH! — pagicTh, 3AUBYBaHHS

Bay, sik HeouikyBaHO, Il HARKPAIIUA MOJAPYHOK, SIKUA 9 KOJIU-HEOY/Ib OTpUMYyBaB! —
PaJIiCTh, 3/TMBYBAHHS

Meni TpreMHO, IO TH MPUEATIIOB, ajie TH Karenb sik 3amisauscsl!! — pajicTs, THIB

Meni Ba:KKO MPUUHSATH, IO BCE 3aKIHIMIOCS caMe TaK, 1 o 3JI0Cd Ha Tebe 3a Ie. — CyM,
THIB

Ile Tak npukpo i rHiTIOYE, IO HAaIlll BiJIHOCHMHU 3aKIHYUJINACS Yepe3 TBOI OpexHio! —
THIB, CYM

Hemae emoriit / inmmi emorrit

Hemae emormiit
Croromui BpaHIli HIITOB JOIII.
Bim npounTaB kHuTY 3a aBa JIHI.
¢l GauuBs 11 BUOpa Ha BYJIUII.

MpoaHanisyinTe HaCTyNHWUIN TEKCT:
text

Aki emouii BUKNMKaE Len TEKCT:

[ | Crpax

OUjiHiTb IHTEHCUBHICTb eMOoLiT:

‘HMSbKa | ‘Hopmanbna ‘ ‘choxa

[ | 3aveysaHHs

[ | Orupa

OUiHiTb iIHTEHCUBHICTb emMoLil:

‘HVISbKa ‘ ‘Hopmaana l ‘BMCOKa

| Hemae emouiit (?)
] IHwi emouii ®@

Figure 5: Annotation Interface illustration in original Ukrainian.
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D.2 English (translated)

Main Instructions for the First Project: Fear, Surprise, Disgust

Select one or more emotions and their intensity in the text. If there are no emotions in the text or if
there are emotions not represented in the list, select the No emotions / other emotions option.

Examples

Fear
Low
What if it never ends?

Normal
I am very scared to stay here alone...

High
My God, what a horror and how scary it is!!!

Surprise
Low
It was unexpected

Normal
It’s amazing! I’m thrilled!

High
‘Wow, what an incredible turn of events!!!

Disgust
Low
This smell makes me a little nauseous.

Normal
Ew, that’s just disgusting!

High
I feel sick just thinking about it

Examples with multiple emotions
You're still smoking on the go in this weather. - surprise, disgust
I’'m afraid it will all turn out to be drunken talk. - disgust, fear
I can’t believe this really happened! It’s so scary! - surprise, fear
How is this possible? I’'m afraid to even imagine what will happen next! - surprise, fear
I can’t believe someone would eat that! It’s horrible!” - disgust, surprise

No emotions / other emotions
No emotions

This morning it was raining.
He read the book in two days.
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I saw her yesterday on the street.

Other emotions
I am extremely annoyed with this mess!
My heart is breaking with pain :(
We finally did it :):) I’'m just over the moon!

Main Instructions for the Second Project: Joy, Sadness, Anger

Select one or more emotions and their intensity in the text. If there are no emotions in the text or if
there are emotions not represented in the list, select the No emotions / other emotions option.

Example

Joy
Low
Your smile makes my day.

Normal
This is one of the best gifts I have ever received.
It was very fun and wonderful, our vacation was a success!!!

High

We won!!! :):) I can’t believe it happened!

Sadness
Low
It was a hard day for me.

Normal
I can’t believe this happened to us...

High

My heart is breaking with pain :((
Anger
Low

It pisses me off

Normal
I am extremely annoyed with this mess!

High
This is absolutely unacceptable!!!

Examples with multiple emotions
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We finally found the perfect place to stay, and it’s even better than I could have imagined! -
joy, surprise

Wow, how unexpected, this is the best gift I’ve ever received! - joy, surprise

I’m glad you came, but you’re so damn late! - joy, anger

It’s hard for me to accept that it ended this way, and I’'m angry with you for it. - sadness, anger

It’s so sad and depressing that our relationship ended because of your lies! - anger, sadness

No emotions / other emotions
This morning it was raining.
He read the book in two days.
I saw her yesterday on the street.

L

E Labels Co-occurrence Statistics

Additionally to the overall train, development, and test splits, we also report emotion co-occurrence within
these splits, as shown in Figure 6. The majority of texts are labeled with a single emotion. However,
approximately 6% of texts in the dataset are annotated with two or more emotions. Among the most
frequent co-occurrences are Joy with Surprise and Disgust with Anger, reflecting natural patterns of
emotional expression, though other combinations are also observed. A promising future direction for
this work is the annotation of more fine-grained and diverse emotional texts, potentially supported by
semi-automated methods using our released baseline model.

a) Train b) Dev c) Test
400 400 400
Joy JEOPM 2 0 9 0 10 412 [ 0 9 0o 10 368 [ 0 4 0 10
350 350 350
. i 4 0
Fear - 2 [BWPM 3 5 2 1 . 2 BN 3 5 2 1 300 1 151 o 5 2 200
Anger- 0 3 0 12 7 250 i 3 98 0 12 7 250 -0 0 99 2 14 10 - 250
200 200 - 200
Sadness- 9 5 0 333 5 4 - 9 5 0 333 5 4 - 4 = 2 2 4
- 150 - 150 - 150
Disgust- 0 2 12 5 86 3 - 100 -0 2 12 5 86 3 - 100 - 0 0 14 2 79 2 - 100
Surprise- 10 1 7 4 3 [REQ 50 “10 1 7 a4 3 B - 50 -1 2 10 4 2 [E¥ -50
S qal‘ & - : R e 0 SN q°l‘ & o g -
PR SR c},&‘ 0\9‘) 6"@ Yo ¢e? o ga‘y\z O\"g\) o o‘g“ 3 SN g‘,d‘\ 0\&9 ‘9\’«’
N1=1177; N2=57; N3=2. N1=114; N2=12. N1=1023; N2=87; N3=14; N4=2.

Figure 6: Labels co-occurrence statistics.
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F EMOBENCH-UA Samples Examples

Emotion ‘ Data Examples Intensity

To Tak Mmt0 i TapHO. Low
I¢’s 50 nice and beauiful.

Joy BIKE MaiizKe 9ac CIyXaro CIIBH, II¢ CIIpaB/i MuKapHo™*-* MEDIUM
Dve been listening to the singing for almost an hour now, it’s really great*-*
I naiironosuime, 3 Hosum pokom, mrramku!!! HiGH
And most importantly, Happy New Year, birds!!!
Bo g npokunymach, risHyia B 13€PKAJIO 1 319KaJIaCh. Low
Because I woke up, looked in the mirror, and got scared.

FEAR ITocnasia rOAMHKY i MOYAIH CHUTHCH XKaxXiTTs :( MEDIUM
I slept for an hour and started having nightmares :(
A B mene pyku Tpycsitbest) ! HiGH
And my hands are shaking) !!!
CriskyBaJiach s 3 JAeKUMHE, 1 OT OICUTDH 1 BCbO TYT Low
I talked to some of them, and this is what makes me angry

ANGER CraBTre Kpanky, MATH Bally s 3HaB! MEDIUM
Put a stop to it, I knew your mother, damn it!
[IpocTo woooopt, HY AKOTO s Takwii imior?!?! HiGH
Why am I such an idiot?!?!
Aste 3a miTkamu i IXHIMEA OOHIMAIIKH CKYJHIIA. Low
But I missed my children and their hugs.

SADNESS | He Buxogurh cmaunmii 4aii:// BKOTpe MEDIUM
I can’t make delicious tea:// once again
Aute Bona ue kuse 31 MHO0O (((( 151 cymyto. HIGH
But she doesn’t live with me (((( and I miss her.
B Kuesi gymmo, 6pyaHo, HYJHO i HEMa YUM JIUXATH. Low
Kyiv is stuffy, dirty, boring, and there is no air to breathe.

DisGuUST lipagagnm Tam ramimi, & CBIYKH CMepIIIOvi. MEDIUM
The lights are crappy, and the candles are stinky.
BIIOBIAb OYEBMIHA — TaM JaiHo, Qyyy!! HiGH
the answer is obvious - it’s shit, ewww!
HE MOXKe OyTH, a doMy? Low
it can’t be, and why?

SURPRISE | a 1o 1e, more? s moch He 6admia Takoro? MEDIUM
what'’s this, what’s this? I haven’t seen anything like it?
a si TO JlyMaJia...OH BOHO To!! HIGH
and here I was thinking... but that’s it!!!
SHOBY BepTOJIT HaJ #lviv
Helicopter over #lviv again

NONE IIOKU IO He XO4y JIiTeit

i don’t want children yet
FyJIHIO co01 TaJIMIIbKUM CEJIOM THUXOIO JOPOI'0I0.

I’'m walking along a quiet road in one Halychyna village.

Table 5: EMOBENCH-UA dataset examples per each emotions.
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G LLMs Prompts for Emotions Classification

Here, we provide exact prompts used for LLMs prompting for emotion classification task in Ukrianian
texts. We used two types of prompts: instructions in English and instructions in Ukrianian.

Prompt with Instructions in English

Evaluate whether the following text conveys any of the following emotions: joy, fear, anger,
sadness, disgust, surprise.

If the text does not have any emotion, answer neutral.

One text can have multiple emotions.

Think step by step before you answer. Answer only with the name of the emotions, separated by
comma.

Examples:

Text: Ane, 60K€UKO, K JI00pe BIAOMA.
Answer: joy

Text: 9 B ’aTHHII0 IpU3HABAJIACH B KOXaHHI 1 MeHe Bimmmim!
Answer: sadness

Text: I[TounHaio cepito3HO XBUIIOBATUCH 38 KOTHUKA.
Answer: fear

Text: 91 Tebe HEHABUIKY, II'sIHA SIK MOKe OyTH!
Answer: anger

Text: TyT cMepanTh i MAJIBIIKK 3 CHHIM BOJIOCCSAM II'IOTh.
Answer: disgust

Text: A o, meit KaHa goci icHye?
Answer: surprise

Text: Xouy Bxke HABOJIUTH MOPSIOK B HOBOMY JIOMi.
Answer: neutral

Text: input
Answer:

Prompt with Instructions in Ukrainian

Ortinn, um nepejae TeKCT Oy/Ib-sIKi 3 X eMOIl: pajicTh, 3JIiCTh, CTpaX, CyM, 3UByBaHHSI,
OTHUIA.

K10 B TEKCTI HEMA€E eMOIliii, BimoBiTaii HelTpaJJ bHA.

OauH TeKCT MOXKe BUKJIMKATH OAraTo eMOINiii.

Jymait Kpok 3a KPOKOM, IepI HiXK Binmosimaru. Binmosinait Tinibku Ha3BaAMU eMOTIiit
PO3IiJIEHUX KOMOIO.

[Tpukaamn:
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Tekr: Ane, 60xkeduKo, K J100pe BIOMA.
Binmosink: pajicTsb

Texr: 1 B ’aTHULIO IpU3HABAJIACH B KOXAHHI 1 MeHe Bimmmim!
Bixmosine: cym

Tekt: Ilounnaro cepiio3HO XBUJIIOBATHACH 38 KOTHKA.
Binmosink: cTpax

TekT: 51 Tebe HEHABUIKY, IT'sTHA, IK MOXKe OyTu!
BigmoBinb: 3/1icTh

Texr: Ty cMepauTh i MaJIBYIKK 3 CUHIM BOJIOCCSIM II'TOTh.
Binmosine: ormma

TexkT: A 1m0, meit KaHaJ 1oci icHye?
BinmoBinb: 3uByBaHHs

TekT: Xo4dy BxKe HABOJIUTHU MOPSJIOK B HOBOMY JIOMi.
Binmosine: HeliTpasibHa

Tekct: input
Bimgnosiab:

L

H Model hyperparameters

Here, we report the hyperparameters details for the utilized models.

Table 5 reports the tuned learning rates per each Transformer-encoder based models. Within all
models, we used batch size 64, 50 epochs with early stopping callback 3 according to the accuracy

of the evaluation. Many models stopped their training steps at 10"-15™ epoch.
For LLMs, for generation, we used default hyperparameters per model with no additional changes.

Model ‘ Learn. rate
LaBSE 1E-04
Geotrend-BERT 1E-04
mBERT 1E-05
UKR-RoBERTa Base 1E-05
XLM-RoBERTa Base 1E-05
XLM-RoBERTa Large 1E-05
Twitter-XLM-RoBERTa 1E-04
Glot500 Base 1E-06
Multilingual-ES Large 1E-05
Multilingual-E5 Base 1E-05

Table 6: The best learning rate for the Transformer-encoder based models fine-tuned on original Ukrainian data.
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I Confusion Matrices

Here, in addition to the main results, we also report the confusion matrices for the top performing models.
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Figure 7: Confusion matrices of the top performing models fine-tuned on the EMOBENCH-UA training data.
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