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Abstract

Gradient-based data influence approximation
has been leveraged to select useful data samples
in the supervised fine-tuning of large language
models. However, the computation of gradients
throughout the fine-tuning process requires too
many resources to be feasible in practice. In
this paper, we propose an efficient gradient-
based data selection framework with cluster-
ing and a modified Upper Confidence Bound
(UCB) algorithm. Based on the intuition that
data samples with similar gradient features will
have similar influences, we first perform clus-
tering on the training data pool. Then, we frame
the inter-cluster data selection as a constrained
computing budget allocation problem and con-
sider it a multi-armed bandit problem. A modi-
fied UCB algorithm is leveraged to solve this
problem. Specifically, during the iterative sam-
pling process, historical data influence infor-
mation is recorded to directly estimate the dis-
tributions of each cluster, and a cold start is
adopted to balance exploration and exploita-
tion. Experimental results on various bench-
marks show that our proposed framework, Clus-
terUCB, can achieve comparable results to the
original gradient-based data selection methods
while greatly reducing computing consump-
tion. The code implementation can be found at
https://github.com/ZigeW/ClusterUCB.

1 Introduction

Data selection has been a challenging problem in
the Supervised Fine-Tuning (SFT) of Large Lan-
guage Models (LLMs) (Wang et al., 2023b; Albalak
et al., 2024). Some researchers propose to use the
data influence approximation (Hampel, 1974) to
select data samples with the highest influence on
target loss optimization during the training pro-
cess (Charpiat et al., 2019; Pruthi et al., 2020; Xia
et al., 2024; Wang et al., 2025). The data influ-
ence at a certain training step is approximated as
the inner products or the cosine similarities of the

gradients of the training and target validation data
samples. Then, the one-step data influence approx-
imations are computed after every short period and
aggregated through the training process.

Although proven to be effective, the calculation
of data influence approximation consumes many
computing resources and can be infeasible in prac-
tice when the computing budget is restricted. To
reduce resource consumption, one simple way is
to compute the gradients of all data samples after
longer training periods. Previous work (Wang et al.,
2025) shows that the data influence approximated
with gradients will soon lose its indication after
multiple training steps. Hence, simply extending
the interval of every two times of gradient com-
putation is likely to result in inferior selected data
subsets.

Another way to lower the computation cost is
to reduce the number of data samples needed in
the calculation of one-step data influence approxi-
mation while maintaining the ability to select the
data samples with the highest influences. From
the derivation of data influence approximation, we
come to an intuition that the training data samples
with similar gradients tend to have similar influ-
ences on the same target loss optimization. Hence,
we first perform clustering on all training data sam-
ples at the beginning of training according to the
similarities of their gradients. In this way, data sam-
ples with high influence tend to be concentrated
into a few clusters. By picking out the clusters with
higher probabilities to contain high-influence data
samples, we can avoid the calculation over a large
number of low-influence training data samples.

With a constrained computing budget, we frame
the data selection among clusters as a computing
budget allocation problem, which we call the inter-
cluster data selection. However, a challenge lies
in the unknown influence distribution of each clus-
ter. To tackle this challenge, we consider it as a
multi-armed bandit problem with each cluster as
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one arm, and the reward of drawing this arm is the
influence of a randomly chosen sample (without
replacement) from this cluster. Then, we adapt
the most commonly used Upper Confidence Bound
(UCB) algorithm to the inter-cluster data selection
problem. To better suit our objective, we record
the historical rewards and directly estimate the dis-
tribution of each arm. A cold start is added to
improve the initial estimations. Combining cluster-
ing with the modified UCB algorithm, we propose
an efficient gradient-based data selection frame-
work ClusterUCB that can be applied to various
gradient-based data selection methods. To verify
the effectiveness of ClusterUCB, we evaluate it
on four widely used benchmarks and two state-of-
the-art gradient-based data selection methods (Xia
et al., 2024; Wang et al., 2025). Experimental
results demonstrate that ClusterUCB can achieve
comparable results with the original gradient-based
data selection methods while greatly reducing the
computing consumption.

2 Related Work

SFT Data Selection of LLMs Selecting suitable
data samples for the supervised fine-tuning of large
language models has been an ongoing hot topic in
the research community (Wang et al., 2023b; Al-
balak et al., 2024). Extended works are proposed
to address different issues of SFT data selection,
such as data quality (Zhou et al., 2023; Cao et al.,
2023; Lu et al., 2023a), diversity (Lu et al., 2023b;
Wan et al., 2023; Ding et al., 2023), complexity (He
et al., 2024; Zhao et al., 2024), and so on. While
some works try to improve multi-task SFT through
proper task composition (Dong et al., 2024; Kung
et al., 2023), there are also works dedicated to the
data selection problem in targeted SFT focusing on
a single task (Chen et al., 2024; Xia et al., 2024;
Wang et al., 2025). In these works, gradient-based
data influence approximation is used to evaluate
the value of individual data samples in the process
of targeted SFT. For example, LESS (Xia et al.,
2024) adapts the classic data influence approxi-
mation to Adam optimizer and LoRA (Hu et al.,
2022) training. Dynamic (Wang et al., 2025) points
to the decreasing effectiveness of selection dur-
ing the long-time training process and proposes
dynamically updating the selected data coresets.
Although effective, these proposed gradient-based
data selection methods require many resources in
practice. Lin et al. (2024) propose a cache-and-

retrieve method to achieve memory-efficient gra-
dient caching and fast data influence estimation of
every training data sample. Different from them,
our work addresses the computational efficiency
and proposes a gradient-based data selection frame-
work to reduce the number of training samples that
require gradient computation during the data selec-
tion process.

Individual data influence Data influence func-
tion is proposed to evaluate the influence of data
samples on model training (Hampel, 1974). Since
the evaluation of different combinations of data
samples is too costly, some researchers tend to eval-
uate the influence of individual data samples and
treat the sum of these influences as the influence of
a data subset. There are two branches in the individ-
ual data influence approximation: one is auxiliary
model learning and simulation (Ilyas et al., 2022;
Guu et al., 2023; Liu et al., 2024; Engstrom et al.,
2024), and the other is gradient-based training dy-
namic approximation (Charpiat et al., 2019; Pruthi
et al., 2020; Xia et al., 2024; Wang et al., 2025; Pan
et al., 2025). In our work, we propose a framework
to efficiently apply gradient-based individual data
influence approximation in the SFT data selection
of LLMs.

3 Methodology

Our work focuses on the efficient data selection for
supervised fine-tuning of large language models
on a target task. Given a pretrained model with
parameter 6, the training loss £(-; @), the training
data pool Xy, = {x}.,x?.,...,xiV}, the target task
T, and the validation data samples representing the
target task X, = {x! x2,...,.xM}, our goal is to
select the training data subset with the highest data
influence on the training process targeting task 7’
under the constraint of limited computing budget.

3.1 Preliminary

Before elaborating on our proposed framework,
we first introduce the calculation of gradient-based
data influence approximation and the previously
proposed data selection methods based on it.

3.1.1 Gradient-based data influence
approximation

At time step ¢ in the training process, the model
parameter is @°. Considering the training data sam-
ple x¢ and validation data sample xJ, the one-step
influence Z* of x{, is defined as the amount of
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Figure 1: Illustration of ClusterUCB. Step 1: We first compute gradients of all training data samples and perform
clustering according to their cosine similarities. Step 2: We frame the inter-cluster data selection as a multi-armed
bandit problem, and treat each cluster as one arm. The data influence approximations are considered as the drawing
rewards. A modified UCB algorithm is used to draw samples with limited computing budgets. Step 3: From the
drawn samples, we select the top portion of data samples with the highest influence as the selected data subset.

loss decrease on xJ, after training on x,. for one
step (Pruthi et al., 2020). It can be approximated
using the first-order Taylor expansion:

Ty ) = L0 0% — L0369

~ <V£(X%, ot)’ (0t+1 - 01&)))
where VL£(x);0") is the gradient of xJ, with re-
spect to @', and (-, -) is the inner product.

Since Adam optimizer is the most commonly
used optimizer in the SFT of LLMs, the parameter
update 8"T! — @' can be represented with adapted
gradients I' in Adam. Then, the influence can be
approximated as:

' (xiy, %)) & = (VL(x]; 0'), T (x,;0%)), (2)

.pty — .t _m? t t
where F(xtr, 0') = —n T}jﬁ,‘and m a.nd v are
the moving averages of historical gradients and
their element-wise square, respectively.

3.1.2 Gradient-based data selection

In previous works (Xia et al., 2024; Wang et al.,
2025), the data influence approximation is adopted
to select the most beneficial training data samples
for the SFT on the target task. As studied in pre-
vious work (Wang et al., 2025), to mitigate the
selection length bias, the gradients in Equation 2
are normalized before calculating the inner product
as in:

VL(x);0")  T(xi.;6")
IVL(x); 0% IT(x},; 6")l

T (X}, x3) ~ { )-
3)

Wang et al. (2025) point out that the indication of
one-step influence approximation has a declining
trend during the training process. Thus, they pro-
pose to dynamically recompute the data influence
approximation and update the selected data subset
after every training period. Instead, LESS (Xia
et al., 2024) uses a simulation training with a ran-
domly selected data subset to obtain multiple model
checkpoints and performs data selection only once
with the aggregated one-step data influence approx-
imations over all checkpoints.

In each selection, the data influence approxima-
tion Z(x%,.,x3) is aggregated over all validation
data samples. Specifically, Z(x!,,x3) is first av-
eraged within each subtask, then the maximum
among subtasks is chosen as the data influence
approximation Z(x!,) over the validation dataset.
After that, the top p% of training data samples with
the highest data influence approximations are se-
lected to form the selected data subset.

3.2 Reduce computation consumption with
clustering

To reduce the computation consumption in
gradient-based data selection, one simple way is
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to reduce the number of checkpoints used to cal-
culate the one-step data influence approximation,
that is, extending the interval between every two
calculations. However, the decreasing long-time
selection effectiveness phenomenon illustrated in
previous work (Wang et al., 2025) shows that too
long intervals will lead to highly inaccurate influ-
ence approximation, which potentially hinders the
data selection. Hence, we dedicate our efforts to
reducing the number of gradients needed to be com-
puted at each calculation of one-step data influence
approximation.

From Equation 3, the one-step data influence
approximation ft(xir, x7) is the cosine similarity
between the gradients of the training data sample
x!, and the validation data sample x7,. Then, an
intuition is that the gradients of two training data
samples with higher cosine similarity will have
similar degrees of cosine similarity with the gra-
dient of the same validation data sample. Based
on this intuition, we perform clustering on the gra-
dients of all training data samples according to their
cosine similarities with respect to the pretrained
model parameter °. Our experimental observa-
tions show that the clusters could remain relatively
tight through the model training process, which is
discussed in Appendix B.

Then, the data samples with the highest influence
should be concentrated in a few clusters. Consider-
ing each cluster as a distribution over the data in-
fluences, we can allocate our computing resources
to the clusters according to their probability of con-
taining training data samples with high influences.
In this way, we avoid the calculation over a large
number of low-influence training data samples, sav-
ing a large portion of computing resources.

3.3 Inter-cluster data selection with UCB
algorithm

After obtaining k clusters C = {C},Cy,...,Cy}
for training data samples, our next step is to maxi-
mize the overall probability of finding the training
data samples with the highest influences by allocat-
ing the computing budget among different clusters,
which we call it inter-cluster data selection problem

with constrained computing budget:

k
B* =arg maxz bePs iy, P, (Z(x4) > T),
c=1

k
s.t. Z b. = B,
c=1

Ve € {1,...,k},0 < b, < |Cel,
@

where B = {b1, ba, ..., b } is an allocation of the
computing budget B, Z(xy,) is the data influence
approximation of xy,., P is the distribution of data
influences contained in cluster C., and T’ is the
lowest influence of the actual top p% training data
samples with the highest influences.

One challenge exists as the distribution P, of
each cluster is unknown. Hence, the estimation
of P, needs to be conducted spontaneously with
inter-cluster data selection. This problem setting is
very similar to the well-known multi-armed bandit
problem (Slivkins et al., 2019). Specifically, each
cluster can be considered as one arm with an un-
known distribution. Once an arm is drawn in each
round, a training data sample will be randomly
chosen from the corresponding cluster. Then, its
data influence approximation will be calculated as
the drawing reward in this round. In this way, the
number of drawing rounds is the computing bud-
get consumed by the calculation of data influence
approximations. Consequently, optimizing the ob-
jective in Equation 4 means maximizing the total
drawing rewards.

To solve this problem, we adapt the com-
monly used Upper Confidence Bound (UCB) al-
gorithm (Auer et al., 2002). The core idea of the
UCB algorithm is to estimate an upper confidence
bound U, for each arm that corresponds to cluster
C. in our setting. At each drawing round d, the
cluster C'; with the maximum estimated upper con-
fidence bound U} is chosen to be drawn; then, the
reward of drawing C7 is acquired and used to up-
date U. By repeating this process, the estimated
upper confidence bound of cluster C; will be closer
to the actual expected reward of C;. Hence, the
cluster C* with the highest expected reward will
be allocated the most computing budget, while the
clusters with lower expected rewards will be allo-
cated less computing budget. The modifications we
made to the classic UCB algorithm are two-folds:
uppper confidence bound estimation with historical
reward information and the cold start period.
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Upper confidence bound estimation with his-
torical reward information In the classic UCB
algorithm (Auer et al., 2002), the upper confidence
bound is the upper bound of the confidence inter-
val for the estimation of the mean of each arm.
Since our objective in Equation 4 pays more atten-
tion to the probability larger than a certain thresh-
old than the mean of the distribution, we record
all historical drawing rewards and use them to
estimate the distribution of each cluster. Since
the actual 7' is also unknown, directly estimating
Pi(x”)NPc(f (x4r) > T') could be challenging. In-
stead, we compare TC for each cluster such that
Pzgf(x”)~Pc(I (x4) > To.) is approximately equal
for all clusters. In practice, we use the estimated
mean [i. and standard deviation &, from the histor-
ical drawing rewards to compute 7. and consider it
as the upper confidence bound U, of cluster C..:

Ue=T.= fic+f+6c, 5)
where (3 is a hyperparameter practically set to 1.

Cold start period At the initial stage of the UCB
algorithm, the insufficient historical drawing re-
wards might result in the bad estimation of the
upper confidence bounds and large regrets in the
objective optimization. Hence, we apply a cold
start in our UCB algorithm, which allocates a small
portion p.s% of the computing budget among all
clusters proportional to the cluster size. In this start-
ing period, each cluster is drawn multiple times to
obtain a set of rewards. Then, this set of rewards
can provide a basic estimation of the influence dis-
tribution of the corresponding cluster. Since the
cold start also accounts for the total computing bud-
get, the cold start ratio affects the trade-off between
exploration and exploitation in our UCB algorithm.
Specifically, higher cold start ratio means more bud-
gets are allocated to draw from all clusters without
specific selection, which improves the exploration
of the algorithm; lower cold start ratio means more
budgets are allocated to the UCB drawing process,
which tends to exploit the clusters with higher esti-
mated upper confidence bounds. Please refer to Ap-
pendix C for more discussion. After the cold start
period, the algorithm starts to choose the cluster
with the largest estimated upper confidence bound
at each drawing round.

3.4 Efficient gradient-based data selection
framework

Combining clustering and inter-cluster data selec-
tion with the UCB algorithm, we propose our ef-
ficient gradient-based data selection framework
ClusterUCB, as shown in Figure 1. Specifically,
this framework first clusters all training data sam-
ples according to the cosine similarities of their
gradients computed with respect to the pretrained
model. At each time of data selection, the inter-
cluster data selection with the UCB algorithm will
be applied under a predefined computing budget.

Since there are still regrets that exist in the draw-
ing process, the computing budget is usually set to
be larger than the number of training data samples
needed in the end. As the final step, we sort the
influence approximations calculated in inter-cluster
data selection from high to low and output the top
number of corresponding training data samples as
our final selected data subset.

4 Experiments

4.1 Experimental setup

Baselines Random is to train the model with a
randomly selected data subset. LESS (Xia et al.,
2024) uses simulation training with randomly se-
lected data to acquire multiple model checkpoints,
aggregates the one-step data influence approxima-
tions of all training data samples with respect to
these checkpoints, and chooses the top p% train-
ing data samples with the highest aggregated influ-
ence approximations as final selected data subset.
Dynamic (Wang et al., 2025) directly uses one-
step data influence approximations to select top p%
training data samples, but the selection process will
be repeated periodically, leading to dynamically
updated data subsets through the model training
process. To show the effectiveness of our modified
UCB algorithm with the same computing budgets,
we also implement two vanilla baselines LESS-
Rerank and Dynamic-Rerank, which randomly
choose B training data samples to compute their
influence approximations and select the top p%
high-influence data samples among them.

Implementation details Following LESS and
Dynamic, We use LLaMA-2-7B (Touvron et al.,
2023) as our pretrained model and set the selection
ratio p% to 5%. The pretrained model is trained for
four epochs with an AdamW optimizer. The learn-
ing rate is 2e-5 with linear decay. For Random, 5%
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Methods Budget MMLU TydiQA GSM8k HumanEval Avg. A
Random - 453 05 48506 19.7 o 16.5 o3 32.5 -
LESS 100% 47.00s5s 532an 27.3 0e 17.7 09 36.3 -
LESS-Rerank 20% 459 02 52203 23.8 on 16.3 03 346 1.7
LESS-ClusterUCB 20% 47.8 08 53.7 a3 28.0 o 17.6 o) 36.8 10.5
Dynamic 100% 478 03» 57.60s 27.502 19.2 (04 38.0 -
DynamiC—Rerank 20% 46.7 0.4) 549 0.9) 26.7 0.6) 17.9 0.7) 36.6 i, 1.4
Dynamic-ClusterUCB 20% 47.9 06y 574 06 27.4 09 17.7 04 376 |04

Table 1: The results of ClusterUCB and baselines on four commonly-used benchmarks. All experiments are repeated
with three random seeds. A denotes the difference of average performance between budget-constrained methods
and their full-budget counterparts. Bold means the best results achieved by budget-constrained methods.

of the training data samples are randomly selected
to train the model. For LESS and Dynamic, the im-
plementation is kept the same as described in their
original paper: in LESS, 5% randomly selected
training data samples are used for simulation train-
ing to obtain four checkpoints after each epoch;
in Dynamic, one-step data selection is performed
at the beginning of each epoch, and 20 warmup
steps are performed for the first one-step data selec-
tion. For ClusterUCB, we also perform 20 warmup
steps and use the resulting checkpoint to compute
the gradients of all training data samples. Then,
K-means (Hartigan and Wong, 1979) is adopted
for clustering. We combine ClusterUCB with
LESS and Dynamic to form two variants, LESS-
ClusterUCB and Dynamic-ClusterUCB, respec-
tively. In LESS-ClusterUCB, the reward of each
draw is the aggregated one-step data influence ap-
proximations as in LESS. In Dynamic-ClusterUCB,
since the gradients used for clustering and the first
one-step data selection are the same and complete,
we keep the first training epoch the same as that
in Dynamic, then apply our proposed inter-cluster
data selection in the following three one-step data
selections. In our main experiments, for LESS-
ClusterUCB, Dynamic-ClusterUCB, LESS-Rerank,
and Dynamic-Rerank, the number of clusters &
is 150, the cold start ratio p.s% is 5%, and the
computing budget B is 20% of the total number
of training data samples. All gradients are com-
puted using LoRA (Hu et al., 2022) and projected
to 8192-dimensional vectors using Random Projec-
tion (Park et al., 2023).

Datasets The training data pool is the mix of
eight commonly-used datasets: Flan-v2 (Long-
pre et al., 2023) is a large SFT dataset converted
from various NLP datasets; CoT (Longpre et al.,
2023) is a subset of Flan-v2 with chain-of-though;
Dolly (Conover et al., 2023) is a high-quality

instruction-following dataset generated by humans;
Open Assistant vl (Kopf et al., 2023) is a multi-
round chatting datasets generated by human and
open-sourced LLMs; GPT4-Alpaca (Peng et al.,
2023) contains instructions in Alpaca dataset and
answers regenerated by GPT-4; ShareGPT (Chi-
ang et al., 2023) is a conversation datasets with
mixed-quality; GSM8k train (Cobbe et al., 2021)
is a primary school-level math word dataset; Code-
Alpaca (Chaudhary, 2023) is a dataset designed
for the development of model’s coding ability.

Evaluation benchmarks and validation data
samples We adopt four commonly used
benchmarks covering the general, multilingual,
mathematical, and coding abilities of LLMs.
MMLU (Hendrycks et al., 2021) is a knowledge-
based multi-choice QA benchmark including 57
subjects; TydiQA (Clark et al., 2020) is a multi-
language QA benchmark including nine languages;
GSMS8k (Cobbe et al., 2021) is a math reasoning
benchmark evaluating models’ mathematical
reasoning ability; HumanEval (Chen et al.,
2021) is a Python coding benchmark evaluating
models’ code generation ability. The selection and
aggregation of validation data samples follows
Dynamic for all methods: the few-shot samples of
MMLU and TydiQA are directly used as validation
data samples; 50 and 10 test data samples are
randomly selected from GSM8k and HumanEval
as validation data samples.

4.2 Main results

The performances of ClusterUCB and baselines
on four benchmarks are shown in Table 1. All
gradient-based methods outperform Random to a
large margin on the average performance of four
benchmarks, showing that gradient-based methods
are effective in selecting suitable data subsets for
the targeted fine-tuning of LLMs.
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Bgt MMLU TydiQA GSMSk HE Methods TydiQA HumanEval
10% 46301y 55405 28.80s 18.8 ¢ Random 64.5 02 38.4 a2
20% 47906 57406 27409 17.7 09 LESS 66.8 05 36.9 a5
30% 47302 57505 27204 18303 LESS-ClusterUCB 66.7 ©s) 38.1 09
) o Dynamic 67.3 06 40.0 s
Table 2: The results of Dynamic-ClusterUCB with dif- Dynamic-ClustertUCB ~ 67.8 1) 40.9 1

ferent computing budgets. Bgt and HE are the abbrevia-
tions for Budget and HumanEval, respectively.

With the computing budget set to 20%,
both LESS-ClusterUCB and Dynamic-ClusterUCB
match their full-budget counterparts LESS and Dy-
namic on most benchmarks. These results show
that ClusterUCB can reduce the computational con-
sumption of gradient-based data selection methods
while maintaining their performance. Although
the performance of Dynamic-ClusterUCB on Hu-
manEval drops compared to Dynamic, in Sec-
tion 4.3, we find that it could achieve better results
when the computing budget is reduced to 10%.

Using the same computing budget, both LESS-
ClusterUCB and Dynamic-ClusterUCB outperform
LESS-Rerank and Dynamic-Rerank on almost all
benchmarks, further indicating the effectiveness of
the selection strategy used in ClusterUCB.

4.3 Influence of computing budgets

To illustrate the influence of computing budgets,
we conduct experiments on Dynamic-ClusterUCB
with computing budgets B=10%, 20%, and 30%.
The cold start ratio p.s% is 5%, and the number of
clusters is 150, as in the main experiments. The
results in Table 2 show that different benchmarks
have different change patterns along with the com-
puting budget. On MMLU and TydiQA, the perfor-
mance of Dynamic-ClusterUCB is worse when B
is only 10%. B = 20% is enough since increasing
B from 20% to 30% leads to trivial performance
improvements. On the contrary, on GSM8k and
HumanEval, the smaller computing budgets tend
to result in higher accuracies. The reason might
be that the training data samples useful for the im-
provement of mathematical and coding abilities are
spread across only a few clusters. Thus, a small
computing budget is sufficient to find the data sam-
ples with high influence once our UCB algorithm
finds the correct arms. The degradation of perfor-
mance with the increase of computing budgets on
GSM8k and HumanEval might lie in the random-
ness of data selection and training.

Table 3: The results of ClusterUCB and baselines using
Qwen2.5-3B as the pretrained model.

4.4 Results on a different model

To further evaluate ClusterUCB on a different
model architecture and scale, we conduct exper-
iments using Qwen2.5-3B (Team, 2024) as the pre-
trained model on TydiQA and HumanEval bench-
marks. The implementation details are kept the
same as in our main experiments, except that all
models are trained for three epochs.

The results are shown in Table 3. Consistent with
the results using LLaMA-2-7B as the pretrained
model, both LESS-ClusterUCB and Dynamic-
ClusterUCB match their full-budget counterparts
LESS and Dynamic on these two benchmarks,
showing the effectiveness of ClusterUCB on differ-
ent model architectures and scales.

4.5 Hyperparameter analysis

We analyze the impacts of two key hyperparame-
ters in ClusterUCB: the number of clusters k£ and
the cold start ratio p.s%. We adopt two metrics to
evaluate the goodness of the selected hyperparam-
eters. One is the sample-level recall rate R, and
the other one is the influence-level recall rate R;, ¢,
as shown in Equation 6 and 7, respectively, where
D is the final data subset selected by ClusterUCB
and D is the actual top portion of training data
samples with the highest influence.

[D () Dy
R, =L 12dt 6
Dyl ©
R, ;= inTEDI(XiT) (7)
ZX?T.EDgt I(Xgr)

We compute R and R;;, on the model check-
point obtained after warmup training, and the com-
puting budget B is fixed to be 20% in this section.

4.5.1 Cold start ratio

Set k = 150, we evaluate p.s% = {0%, 5%, 25%,
50%, 75%, 100%}, as shown in Figure 2.

18873



Random-Draw UCBI1 UBC-TN UCB-TH UCB-Beta
Tasks R Ry f R Rip f R Rip f R Rin f R Rin f
MMLU 20.14 7272 2624 7676 7396 9640 77.00 96.96 77.24 96.97
TydiQA 19.38 7474 23.12 7721 59.08 9296 6896 9556 69.03 95.52
GSM8k 25.84 4587 5931 90.05 90.64 99.13 93.12 9947 93.75 99.52
HumanEval 22.63 58.68 2472 61.01 5596 8695 71.61 93.83 7150 93.75

Table 4: The sample-level and influence-level recall rates of different upper confidence bound evaluation metrics.

Bold indicates the best results for each task.

1.0

g
o

o
o

I
IS

—A— MMLU

sample-level recall rate
o
o
influence-level recall rate
o
~

n
o o
=

1 —e mmLU
TydiQA 0.54 TydiQA
0.21 —e— GSMmsk | =+ Gsmsk

—8— HumanEval —&— HumanEval

3 T T T T
0.00 025 0.50 0.75 1.00

cold start ratio
(b)

0.0 T T T T
0.00 0.25 0.50 0.75 1.00

cold start ratio
(a)

Figure 2: The sample-level and influence-level recall
rates with different cold start ratios.

Sufficient historical reward information is nec-
essary. When p.s% = 0%, both R, and R;,, 1 are
low for all tasks. But with p.s% increases to 5%,
R, and R;,,y improve obviously. It shows that suf-
ficient historical reward information with a cold
start is necessary in the initial stage of inter-cluster
data selection.

Our UCB algorithm is effective in inter-cluster
data selection. When p.s% increases to 100%,
the inter-cluster data selection degrades to simply
allocating computing budgets proportional to the
cluster size, and Ry and R,y become extremely
low. It illustrates that our UCB algorithm is effec-
tive in inter-cluster data selection.

The trade-off between exploration and exploita-
tion. With the increase of p.s% from 5%, R,
and R;,; gradually decrease, showing that only
a small portion of the computing budget should
be used for the cold start. The ratio of cold start
also controls the trade-off between exploration and
exploitation in the UCB algorithm. These results
indicate that exploration is necessary and important
in our UCB algorithm, but too much exploration
could hinder the algorithm’s performance. We re-
fer to Appendix C for further discussion about the
distribution of data selection among clusters.

-
o
=
o
S

L

] —— MMLU

o
)
o
©
o

o
o
o
©
o

N
IS
o
)
vl

sample-level recall rate

1 —e— mMmLU
TydiQA TydiQA
0.2 —e— GSM8k 0.80 1 —A— GSM8k

influence-level recall rate

—8— HumanEval —&— HumanEval

o
9
o

o
IS

T T T T T T T T
50 100 150 200 50 100 150 200
number of clusters number of clusters

(a)

Figure 3: The sample-level and influence-level recall
rates with different numbers of clusters.

4.5.2 Number of clusters

Set p.s% = 5%, we evaluate k = {10, 50, 100, 150,
200}. The results are shown in Figure 3. When
the number of clusters is as small as 10, both R
and R;;,; are the worst for all tasks, indicating that
too small number of clusters might not be able to
fully separate training data samples into groups
with similar gradients. Increasing the number of
clusters from 10 to 50, R and R;,, s show obvious
improvement. Further increasing the number of
clusters, the improvements become less observable,
and R and R;, ¢ tend to be stable. It also indicates
that ClusterUCB is not sensitive to the number of
clusters, as long as it is not too small.

4.6 Comparison of different upper confidence
bound evaluation metrics

In Section 3.3, we evaluate the upper confidence
bound U, as the estimated influence threshold 7.,
that corresponds to the same probability. An alter-
native is to directly estimate Pf(x”)NPC (f (x¢r) >
T'). One estimation is the ratio of drawing with
rewards larger than 7', which we call UCB-TH.
We could also consider each cluster distribution
P. as a Gaussian distribution with the mean and
standard deviation estimated from the historical
reward values f’c ~ N(fic, 6¢), and compute
Pf(x”)Nf)c(f (x¢r) > T'). We call this estimation
UCB-TN. Since T is unknown, we estimate it as
the lowest influence in the top p/B portion of all
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historical reward values of all clusters in the current
round.

Keeping all hyperparameters and computing
budget the same as in the main experiments, we
compare UCB-TH and UCB-TN with the evalua-
tion metrics used in our main experiments (UCB-
Beta). We also compare them with two baselines:
Random-Draw that randomly chooses an arm to
draw at each round, and a classic UCB algorithm
UCBI1 (Auer et al., 2002).

The results in Table 4 show that UCB-Beta and
UCB-TH achieve the best results among all tasks,
and the former is slightly better than the latter in
most tasks. It indicates that UCB-Beta and UCB-
TH might be equivalent in our setting. UCB-TN
is worse than UCB-Beta and UCB-TH, indicating
that using a Gaussian distribution to fit the cluster
distribution might be inaccurate. Although UCB/
performs better than Random-Draw, it is far worse
than UCB-Beta, UCB-TH, and UCB-TN, showing
that only estimating the mean of the distribution of
each cluster could not solve the inter-cluster data
selection problem.

5 Conclusion

In this paper, we aim to reduce the computational
consumption used in gradient-based SFT data selec-
tion for LLMs. Our proposed framework first per-
forms clustering over the training data pool based
on the intuition that training data samples with
similar gradients would have similar influences
on target loss optimization. Then, we frame the
inter-cluster data selection as a computing budget
allocation problem which is similar to the multi-
armed bandit problem, and modify the UCB algo-
rithm to solve it. Combined with the state-of-the-art
gradient-based data selection methods, experimen-
tal results show that our proposed framework can
match the original methods while greatly reducing
the computing consumption.

Limitations

While our proposed framework has been proven
to be efficient in saving computing resources, it is
also essential to consider its limitations that may
be improved in the future. As stated by Wang et al.
(2025), the gradient-based data selection methods
only consider the influence of single data samples,
neglecting the mutual influences within the selected
data subsets. With the clusters generated, the inter-
cluster data selection could consider groups of data

samples as the arm-drawing rewards, which is the
next step of our work. Data diversity of the selected
subset might also be improved by balancing the
number of samples selected in each cluster (Zhang
et al., 2025). Moreover, we use K-means, the sim-
plest clustering algorithm, in this paper. Better
clustering might also improve the performance of
our proposed framework.
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A Implementation details

A.1 Training datasets

We use the same training datasets as (Wang et al.,
2025) did. The number of instances in each dataset
are shown in Table 5. The number of averaged
completion tokens in our training data pool is 189.1.
Setting the selection ratio to 5%, the selected data
subset contains 20,387 instances.

A.2 Training details

Following Xia et al. (2024) and (Wang et al.,
2025), we adopt the parameter-efficient fine-tuning
method LoRA (Hu et al., 2022) in all our exper-
iments. The rank of LoRA module is 128, the
value of o is 512, and the learnable LoRA matrics
are applied to all attention matrices. Under this
configuration, there are 134,217,728 trainable pa-
rameters in LLaMA-2-7B accounting for 1.95% of
the original parameters, and 58,982,400 trainable
parameters in Qwen2.5-3B accounting for 1.88%
of the original parameters. All of our experiments
are conducted using 8 Tesla V100 GPUs.

A.3 Evaluation details

We use the evaluation code toolkit provided by
Open-Instruct (Wang et al., 2023a). On MMLU,
the evaluation metric is the exact match of the first
token in models’ completion and the ground truth
answer, we perform evaluation in a 5-shot setting
and average over the 57 subtasks; On TydiQA, gold
passage and 1-shot are adopted, and the perfor-
mance is evaluated as the F1 score of the models’
completions and the ground truth answers and av-
eraged over nine languages; On GSMS8K, 8-shot is
adopted, and the final number in models’ comple-
tion is extracted as the final answer to exactly match
with the ground truth answer; On HumanEval, we
use pass@1 as the evaluation metric and sample 20
completions for each instruction with temperature
0.1.

Dataset # Instance
Flan v2 99,245
CoT 95,557
Dolly 14,865
Open Asisstant v1 54,626
GPT4-Alpaca 52,002
ShareGPT 63,951
GSMBSKk train 7,473
Code-Alpaca 20,021
Total 40,7740

Table 5: The number of instances in each dataset used

in our experiments.
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Figure 4: The change of sample-level and influence-
level recall rates during the training process.

A.4 Clustering details

We adopt LoRA in our experiments, and all gra-
dients are projected to 8192-dimensional vectors
before clustering. In the implementation of cluster-
ing, we use an efficient library, PyKeops (Charlier
et al., 2021), to perform kernel matrix operations.
The training data pool used in our experiments con-
tains 407,740 data samples, so we have 407,740
8192-dimensional vectors as the inputs of cluster-
ing. With the number of clusters k¥ = 150 and
iterations in K-means N = 20, the computation
time of clustering is 1.978h.

B Declination of the effectiveness of
clusters during training

In our proposed framework, we only perform clus-
tering according to the cosine similarities of the
gradients of training data samples at the beginning
of training. Since the gradients of training data
samples would change with the update of model
weights, whether the clustering is still effective
during the training process would be an essential
problem. Thus, we conduct experiments to study
the changing trend of the effectiveness of clusters
during training.

We again use the sample-level recall rate R, in
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Equation 6 and influence-level recall rate R;,; in
Equation 7 to evaluate the effectiveness of clusters.
We compute R and R;, ; with respect to the check-
points saved during training with 5% randomly se-
lected data samples. The number of clusters k =
150, the cold start ratio p.s% = 5%, as in our main
experiments. The results are illustrated in Figure 4.

On most benchmarks, R and R;,, ; show declin-
ing trends when the training step increases. This
indicates that updating clustering after certain train-
ing steps could lead to better results. However, the
updating of clusters also introduces extra computa-
tional consumption. Moreover, R;, ; still remains
high in the later stage of training, indicating that
using the clusters computed at the initial stage can
still select the data samples with relatively high
influences. Hence, we choose not to update the
clustering in our experiments. Still, we obtain com-
parable results with methods using the full budget
according to Table 1.

C Exploration vs. exploitation of
inter-cluster data selection

As discussed in Section 4.5.1, the cold start ra-
tio p.49, controls the trade-off between exploration
and exploitation in our UCB algorithm. To further
observe the effect of this trade-off, we plot the dis-
tribution of the total data samples contained, the
data samples drawn in our UCB algorithm, the true
top portion of data samples with the highest data
influence approximations, and the selected data
samples using our modified UCB algorithm within
each cluster. For simplicity, we plot with the num-
ber of clusters k£ = 50 on the MMLU benchmark.
To compare the effect of different degrees of ex-
ploration and exploitation, we plot with the cold
start ratio p.s% = 0%, 5%, and 50%, as shown in
Figure 5a, 5b and Sc, respectively.

When p.s% = 0%, the modified UCB algorithm
does not adopt the cold start strategy and tends to
assign most of the computing budget to exploita-
tion. Accordingly, the distribution of the drawn
data samples in Figure 5a is more concentrated on
a few clusters, which does not cover many clus-
ters with high-influence data samples. Assigning
a small budget to random exploration with p.;% =
5%, the evaluation of each cluster is more accurate
in our UCB algorithm, leading to larger probabil-
ity to find clusters with more high-influence data
samples, e.g., cluster No. 22 and 46 in Figure 5b.
Continue increasing p.s% to 50%, more budget is

spend on exploration, resulting in insufficient bud-
get for exploitation, the modified UCB algorithm
is more likely to miss high-influence data samples
even though it can hit the corresponding clusters,
e.g., cluster No. 13 and 38 in Figure 5Sc.

Thus, the distribution of inter-cluster data selec-
tion is consistent with our experimental results in
Section 4.5.1, that a cold start with random explo-
ration is necessary in the inter-cluster data selection,
but spending too much budget on exploration could
be harmful and lead to worse performance.
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Figure 5: Data distributions among clusters with different cold start ratios on MMLU benchmark. Each violin graph
represents one cluster. For each cluster, the gray half is the total data samples contained in this cluster; the blue
half is the data samples drawn from this cluster in our UCB algorithm; the green half is the true top portion of data
samples with the highest influences contained in this cluster; the red half is the selected data samples from this
cluster using ClusterUCB. The width of each half represents the number of data samples in this half.
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