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Abstract

High-quality data resources play a crucial role
in learning large language models (LLMs), par-
ticularly for low-resource languages like Can-
tonese. Despite having more than 85 million
native speakers, Cantonese is still considered
a low-resource language in the field of natural
language processing (NLP) due to factors such
as the dominance of Mandarin, lack of cohesion
within the Cantonese-speaking community, di-
versity in character encoding and input meth-
ods, and the tendency of overseas Cantonese
speakers to prefer using English. In addition,
rich colloquial vocabulary of Cantonese, En-
glish loanwords, and code-switching character-
istics add to the complexity of corpus collection
and processing. To address these challenges,
we collect Cantonese texts from a variety of
sources, including open source corpora, Hong
Kong-specific forums, Wikipedia, and Com-
mon Crawl data. We conduct rigorous data
processing through language filtering, quality
filtering, content filtering, and de-duplication
steps, successfully constructing a high-quality
Cantonese corpus of over 2 billion tokens for
training large language models. We further re-
fined the model through supervised fine-tuning
(SFT) on curated Cantonese tasks, enhancing
its ability to handle specific applications. Upon
completion of the training, the model achieves
state-of-the-art (SOTA) performance on four
Cantonese benchmarks. After training on our
dataset, the model also exhibits improved per-
formance on other mainstream language tasks.

1 Introduction

High-quality data resources are essential for the
advancement of large language models (Jiang et al.,
2025), particularly for languages with limited dig-
ital resources, such as Cantonese. Although Can-
tonese boasts over 85 million native speakers (Xi-
ang et al., 2024; Jiang et al., 2025), predominantly
located in southern China and among Chinese com-
munities worldwide, it remains classified as a low-

resource language within the domain of NLP. This
is mainly due to the dominance of Mandarin, the
lack of uniformity within the Cantonese-speaking
community, and the diversity of character encoding
and input methods. In addition, overseas Cantonese
speakers tend to use English, which further hinders
the development of Cantonese in the NLP domain.

The rich colloquial vocabulary of Cantonese,
its English loanwords, and the widespread phe-
nomenon of code-switching make corpus collection
and processing more complex. Compared to Mod-
ern Standard Chinese, there is a significant dispar-
ity between spoken and written Cantonese; many
colloquial expressions lack a standardized written
form. Furthermore, Cantonese writing involves
the conversion between traditional and simplified
characters, as well as the use of unique Cantonese
characters and words (Yu et al., 2022b; Xiang et al.,
2024). These factors increase the difficulty of text
data normalization and processing. These chal-
lenges have led to a scarcity of high-quality Can-
tonese corpora, limiting the performance enhance-
ment of LLMs in the Cantonese context.

To address these issues, we collect diverse
Cantonese text data to construct a high-quality
Cantonese dataset. Data sources include open-
source corpora, Hong Kong-specific forums such
as LIHKG', OpenRice?, the Cantonese version of
Wikipedia3, and Common Crawl data*, etc. Dur-
ing the data collection process, we pay attention
to the variations in Cantonese usage across dif-
ferent regions and platforms. We utilize custom
web crawlers and data extraction tools to efficiently
gather large amounts of text from these sources.

To ensure the quality and purity of the data, we
establish and executed a stringent data processing
workflow. First, we perform language filtering on

"https://1lihkg.com/

2ht’cps: //www.openrice.com/
Shttps://dumps.wikimedia.org/zh_yuewiki/
*https://commoncrawl.org/
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Figure 1: Overview of our work. We construct Cantonese continuous pre-training and SFT data, apply language
and quality filters to the former, and derive the latter from it. The base model of YueTung is the Qwen-2.5-7b
model, which is trained on the YueData. YueTung achieves SOTA performance on Cantonese benchmarks, and its
performance on mainstream language benchmarks not only did not decline but actually improved.

the collected texts using language identification
models to ensure only Cantonese content is re-
tained. Next, we conduct quality filtering based
on a series of heuristic rules to select high-quality
texts. We also apply specialized classifiers to de-
tect and remove harmful content, such as toxic
language and sensitive information. In addition,
techniques like MinHash and Locality Sensitive
Hashing (LSH) (Paulevé et al., 2010) are used
for deduplication, ensuring the corpus’s unique-
ness and diversity. After continuous pre-training
the model on this extensive corpus, we apply SFT
using additional Cantonese datasets to further en-
hance its performance on downstream tasks.

Through these efforts, we successfully build a
high-quality Cantonese corpus containing over 2
billion tokens, laying a solid foundation for train-
ing large language models. In model performance
evaluations, our model achieve industry-leading
performance on four Cantonese benchmark tests,
accurately handling Cantonese-specific vocabulary
and expressions while generating fluent and nat-
ural text. Notably, after training with our data,
the model also demonstrate performance improve-
ments on other mainstream language tasks, proving
that high-quality Cantonese data contributes to the

overall performance enhancement of the model.

2 Large-Scale Cantonese Data: YueData

2.1 Pre-Trained Cantonese Data

2.1.1 Pre-Trained Data Collection

Although there are many challenges in gathering
Cantonese text, we build a large-scale corpus with
a focus on spoken Cantonese, and proceed in two
phases: corpus collection and post-processing.

Corpus Collection Cantonese text is gathered
from the following sources: (1) open-source cor-
pora; (2) HK transcriptions; (3) HK online publi-
cations; (4) HK online forums; (5) Chinese entries
from Common Crawl'3.

We focus on leveraging existing open-source re-
sources and subsequently scraping Cantonese data
from Hong Kong-centric resources known to be of
high quality and which predominantly employ less
formal language, resembling spoken Cantonese.
The emphasis on these resources is partly due to
familiarity with the sources and the status of Hong
Kong Cantonese as a de facto standard'*. In addi-

13ht'cps: //commoncrawl.org/
HK Cantonese has great reach among Cantonese speaking
communities as (1) HK has a relatively large and uniform
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S | | Total | Record Char Distribution
ource Record type

| chars | records | min | median | mean | max
Wikipedia page contents 40,398,140 137,342 4 91 294 60,004
raptorkwok cantonese_sentences 664,993,424 30,150,987 0 16 22 2,328
Apple Daily html articles 54,156,758 81,081 200 535 668 21,298
LIHKG (1-2.8m) threads 1,582,487,817 | 2,873,877 7 360 551 80,687
LIHKG (2.8m-3.8m) | sub-threads 839,667,516 29,563,007 0 13 28 4,705
OpenRice restaurant reviews 490,181,056 1,234,262 0 315 397 477,672

Table 1: Custom scraped corpora, count of characters is language and punctuation agnostic (statistics are indicative).

Corpus Name | Size | Source

CanCorp’ (Lee and Wong, 1998) 1M tokens child speech research

HKCAC (Leung and Law, 2002) 170K tokens phone-in programs and radio
HKCancor® (Wong and Luke, 2015) 230K tokens speech and radio programs

HKCC (Chin, 2015) 1M tokens audio from 1940-1970 HK movies

UD_Cantonese-HK” (Nivre et al., 2017) -
MyCanCorp® (Liesenfeld, 2018)

20 hours of audio

film subtitles and LegCo proceedings
Malaysian Cantonese speech

Common Voice zh-HK® (Ardila et al., 2019) | 109 hours of audio | Mozilla audio collection program
DRCD'" (Shao et al., 2019) 10K paragraphs Wikipedia
CantoMap'' (Winterstein et al., 2020) 106K tokens 12.8hrs of speech

MDCC'? (Yu et al., 2022a)

73.6 hours of audio

clean speech from audiobooks

Table 2: Open-source corpora from previous studies.

tion, we interface with Common Crawl to amass a
broader corpus of Chinese text.

Open-source corpora: (1) Wikipedia serves as
a primary source due to its comprehensive data
availability. The Wikipedia pages are system-
atically archived, categorized by language, and
are accessible for batch downloading!>. Specif-
ically, the Cantonese language content is desig-
nated as zh_yuewiki16, from which the extraction
of page contents is straightforward. (2) Prior re-
search: We review data utilized in existing stud-
ies on Cantonese linguistics and NLP as refer-
enced in Table 2. These corpora, however, are
typically limited in size, often comprising less
than a million characters. Given our need for
more extensive datasets, these were not included
in our study. (3) Huggingface: This platform
hosts numerous large-scale datasets!”, though the
origins of these datasets are not always trans-
parent. Noteworthy within the context of Can-
tonese language resources are several datasets, in-
cluding raptorkwok/cantonese_sentences'®, which

speaker base, (2) emigration from HK seeded many overseas
diasporas, and (3) HK was an early producer of Cantonese
media (movies, TV dramas, and pop culture), thereby widely
consumed and recognized.
15https ://dumps.wikimedia.org/backup-index.
html
Yhttps://dumps.wikimedia.org/zh_yuewiki/
"https://huggingface.co/datasets
Bhttps://huggingface.co/datasets/raptorkwok/

includes approximately 30.2 million sentences
likely sourced from educational materials featur-
ing colloquial text. Another significant dataset is
AlienKevin/LIHKG'?, comprising around 2.8 mil-
lion discussion threads extracted from LIHKG?°,
a popular Hong Kong forum akin to Reddit where
users engage in informal discussions, frequently
using vernacular and slang.

HK transcriptions: governmental bodies and
TV/movie subtitles. Transcriptions of RTHK radio
programs and HK Legco discussions exist and are
of good quality?!. Although we find some transcrip-
tions, we cannot find large accessible repositories
of them, and so we do not make use of this re-
source (it could prove fruitful for more resourceful
researchers). Another potential source of spoken
text includes TV and movie subtitles. One can ei-
ther (1) grab pre-generated files: there are online
forums that host .srt extension files that media
players use to display closed captions, and these
files are either created by original content creators
or the open-source community; or (2) generate
closed captions with ASR tools: open-source and

cantonese_sentences

Yhttps://huggingface.co/datasets/AlienKevin/
LIHKG

Ohttps://1ihkg.com/

2'Both are government organizations and are transcribed
from spoken language, so are unlikely to be vulgar, overly
formal, or overly informal
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paid ASR tools can extract text from audio while
proprietary tools>* can also be leveraged.

Although this appears to be a promising route,
both sources present limitations. Large repositories
of . srt files are scarce, and the fidelity of subtitles
to spoken Cantonese varies greatly>. In addition,
Cantonese ASR is an active research area, and ASR
output would likely require validation before use.
Therefore, we decide not to use transcriptions, as it
is not the main purpose of this paper.

HK online publications: Apple Daily. We
focus on HK publications using less formal Can-
tonese: (1) Apple Daily, the now-defunct publica-
tion by Next Digital; (2) HK01.com?*, an influen-
tial online portal covering popular news in HK.

We extract content only from Apple Daily using
120 web archives®. We do not scrape text from
HKOI1.com, though it is a rich source of Cantonese
text for NLP researchers.

HK online forums: LIHKG, OpenRice. On-
line forums are excellent sources of informal Can-
tonese due to loose language enforcement, allow-
ing users to discuss any topic freely. We focus
on two forums?%: (1) LIHKG?’, a popular multi-
category forum among HK youths; (2) Open-
Rice?®, a widely used restaurant review platform
rich in spoken Cantonese.

We write custom web-scrapers (Truong,
2024b,c)* to extend LIHKG coverage from
2.8 million to 3.8 million threads and to collect
numerous restaurant reviews from OpenRice.

Chinese Entries from Common Crawl. We
use Common Crawl to build our Chinese cor-

22 Automatic transcription by Google of YouTube videos

B(Closed captions are often written in formal Chinese to
convey meaning, as formal Chinese is more concise and easier
to type and read,; it is not always spoken Cantonese

*'HKo1. com

Bhttps://archive.fart.website/archivebot/

viewer/job/201910102213472u3qb, https:
//archive.fart.website/archivebot/viewer/
job/202008102032142u3qb, and https://
archive.fart.website/archivebot/viewer/job/
202106170425282u3qgb

%0ther shortlisted forums not tackled include:
https://www.discuss.com.hk/ (GitHub repo
https://github.com/vanatteveldt/discusshk/
blob/master/scrape_discusshk.py), https:

//m.hkgolden.com/, https://www.baby-kingdom.com,
and https://www.babydiscuss.com/
https://1ihkg. com/

28https://www.openrice.com/

Improved upon papatekken’s (https://github.com/
papatekken/simple-LIHKG-scraper-with-python)
LIHKG scraper and francoishideyos’s (https://github.
com/francoishideyos/openrice_recommendator) Open-
Rice scraper

pus®’. Using AWS Athena, we query CDX In-
dex files and employ language identifiers®! to pin-
point records with Chinese text. We write a custom
crawler (Truong, 2024a) to handle this task.

2.1.2 Pre-Trained Data Processing

In our Cantonese data processing workflow, we
follow the methodological framework established
by Dolma (Soldaini et al., 2024), adhering to the
“garbage in, garbage out" principle to ensure data
integrity and quality. This process includes several
stages specifically tailored for Cantonese: language
filtering (ffreemt, 2023), heuristic-based quality fil-
tering (Rae et al., 2022; Raffel et al., 2019), content
filtering, and deduplication.

Language Filtering. We use the automatic
language identification tool Fast-Langid (ffreemt,
2023), an extension of FastText (Joulin et al., 2016)
capable of identifying Cantonese, to build our
dataset. We exclude data sources already pre-
filtered for Cantonese, like OpenRice, due to im-
perfections in language models (Blevins and Zettle-
moyer, 2022). We proceed to process documents
tagged as zh-hant" or zh-yue" in the next stage.

Quality Filtering. To achieve high-quality data,
we filter documents using heuristic rules. Rather
than relying on model-based evaluations like GPT-
3 or LLaMA (Touvron et al., 2023; Brown et al.,
2020), we implement Gopher’s rule set and other
heuristic criteria (Rae et al., 2022; Raffel et al.,
2019). Thresholds in these rules, like 0.1 or 90%,
are guided by Gopher (Rae et al., 2022). When
strict adherence to these thresholds leads to exces-
sive data exclusion (e.g., removing 90% of data),
we adjust them downwards. The rules include:

(1) Symbol-to-word ratio exceeding 0.10: This
criterion is applied to eliminate texts with an ex-
cessively high ratio of symbols to words. (2) Over
90% of lines in a document commencing with
a bullet point: Documents where an overwhelm-
ing majority of lines begin with bullet points are
filtered out. (3) Over 30% of lines in a docu-
ment terminating with ellipses: Documents with
a high frequency of lines ending in ellipses are
excluded. (4) Word count fewer than 50 or ex-
ceeding 100,000: Documents with extreme word
counts are removed from the dataset. (5) Repeated

3Chinese text represents only 5% of recent Common Crawl
indexes

3'Language annotation was introduced from CC-MAIN-
2018-39 onwards; we use language predictors where it was
not provided
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Models | 0-shot

| 5-shot

(7-8b scale)

| Rouge-1 | Bleu-4 | BERTScore | Rouge-l | Bleu-4 | BERTScore

Qwen-2.5-7b 18.51 12.28 66.07 6.83 8.07 58.97
Llama-3.1-8b 13.82 10.33 66.97 26.18 15.20 70.28
Yi-1.5-6b 1.21 4.60 42.15 1.04 6.15 53.85
Internlm-2.5-7b-chat 7.13 8.00 63.48 4.05 7.19 67.61
YueTung-7b 33.95 12.54 71.33 35.12 13.52 72.38
Models | 0-shot | 5-shot

(> 7-8b scale)

| Rouge-1 | Bleu-4 | BERTScore | Rouge-1 | Bleu-4 | BERTScore

Qwen-2.5-72b 13.03 9.64
Mistral-large-2 19.72 13.01
Llama-3.1-70b 21.03 14.30
Phi-3-medium 18.70 12.00
Gemma-2-27b 8.09 8.44
Yi-1.5-34b 15.41 11.11
Internlm-2.5-20b-chat 6.96 7.73
ERNIE-Turbo 17.91 11.30
Sensechat-5 24.75 15.11
Claude-3.5 14.23 9.95
GLM-4 13.44 10.07
ChatGPT 25.07 14.81
GPT-4 19.47 13.45
YueTung-7b 33.95 12.54

66.94 20.23 12.87 69.53
69.06 31.38 18.61 72.07
68.31 34.72 20.54 70.80
67.36 22.00 13.72 67.57
64.41 11.33 9.98 63.66
67.57 20.30 13.20 69.50
62.99 3.28 6.06 66.99
66.71 21.19 12.19 68.29
68.43 32.45 19.70 70.02
67.56 12.66 10.06 68.12
67.26 23.57 14.28 70.30
67.78 31.84 18.42 70.41
68.99 28.43 16.74 71.26
71.33 35.12 13.52 72.38

Table 3: Results of the comparison between texts generated by YueTung-7b and baselines in Yue-TruthfulQA
based on 0-shot and 5-shot settings and the ground truth. Bold face indicates the best results for the metric.

n-grams, n is greater than 15: We perform re-
peated 15-grams document removal. If a specific
word is continuously repeated more than 15 times,
we delete this document. (6) Text normalization:
For specific datasets, tailored normalization mea-
sures are implemented, such as normalizing emojis
in the Openrice data and applying blacklist key-
words to filter advertisements in the Apple Daily
data. For example, the blacklisted words are “Itt,
[5178 £ 97 /PR (Translate into English: This re-
sponse has been deleted), “#23C : AR L H#5H
RIREHOE » IR - BB E - BlLikesH
REE N FHELHFBE H | ” (Translate into En-
glish: Authored by Alan. Support Apple Daily’s
in-depth reporting, engage with local communi-
ties, and expose those in power. Don’t forget to
like the Apple Daily Special Reports and Investi-
gations Team Facebook page!). We also normalize
the emoji into text format. In addition, sequences
exceeding 1000 characters are automatically trun-
cated to meet processing requirements. Multiple
line breaks and separators (e.g., \n and -) are left
into one, and during the text normalization process,
blacklisted phrases, such as certain advertisements,
are also included. These procedures are critical to
maintaining data consistency and cleanliness.

Content filter. Subsequently, content filter, tox-
icity filtering and personally identifiable informa-

tion (PII) masking, are performed (Soldaini et al.,
2024; Jain et al., 2022; Aura et al., 2006; Elazar
et al., 2024; Subramani et al., 2023). The tox-
icity filtering utilizes two classifiers trained on
the Jigsaw dataset from Dolma (Soldaini et al.,
2024; Jain et al., 2022), specifically designed to
detect and remove potentially harmful content
(thresholds are set for le-2 and le-4). The filter
can filter around 1% toxic document. PII mask-
ing (Aura et al., 2006; Elazar et al., 2024; Sub-
ramani et al., 2023) is implemented using regu-
lar expressions? 33 3* 35 to obfuscate all email
addresses, phone numbers, and IP addresses into
"IIIP/EMAII/PHONE_ADDRESSIII", thereby en-
suring the protection of personal information.
Deduplication. We employ MinHash and LSH
techniques via the data-sketch framework to elim-
inate redundant documents and paragraphs (Zhu
et al., 2024). Exact document deduplication re-
moves identical documents; exact paragraph dedu-

ZEMAIL_REGEX = "[\s@,2!;)(J*(["\s@]+@[\s @,2!;:)
(D[N @,21:)(12[\s\n\r]"

$PHONE_REGEX =
120\d2,)"

BP_REGEX = "(2:(2:25[0-5]12[0-4]1[0-9]1[01]2[0-9][0-
9]17\.)3(2:25[0-5]12[0-4][0-911[01]2[0-9][0-9] )"

3URL_REGEX = "(?)\b((?:https?://lwww\d0,3[.]I[a-z0-
9.\-T+[.1[a-2] 2,40 (2:[NsO<>T+MN([\sO<> T+HON [ WsO<>1+HW))
VAN W\sO<STHONSO<>THY))HWDIF s TOWW];\",
<>?«»“”"]))"

"WsHN(?(WNd3)N\W) ?[-\. JF(ND3)[-.
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Figure 2: The results of YueTung-7b and baselines on Yue-Benchmark and mainstream language benchmarks. a and
b are YueTung-7b compared with representative LLMs on the Yue-Benchmark (0-shot and 5-shot). ¢ is comparison
of YueTung-7b on 0-shot and 5-shot. d is difference between YueTung-7b and Qwen-2.5-7b on the English-GSM8K.
e, f, g and h are YueTung-7b compared with base model (Qwen-2.5-7b) on the mainstream language benchmarks
(0-shot and 5-shot). In f, S.S. stands for Social Sciences, C.S. stands for China Specific, Hum. stands for Humanities
and Oth. stands for Other. The complete results are shown in Table 3, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14.

plication removes identical paragraphs or sentences.
The deduplication threshold is typically set at 0.5
but may be adjusted to 0.6, depending on the pro-
portion of data removed. For instance, in Common
Crawl deduplication, a threshold of 0.5 removes
78.79% of data, while 0.6 removes 44%; thus, we
choose 0.6. This time-intensive phase is essential
for preserving dataset uniqueness.

This multistage data processing methodology
enhances the quality of the continuous pre-training
dataset. We filter out around a 1-billion-token high-
quality Cantonese corpus, with each filtering step
being part of a rigorous data processing pipeline.

YueData (continue pre-training) \ Number of tokens

LIHKG 319,604,833
OpenRice 350,050,930
Apple Daily 23,226,869
HuggingFace 402,925,178
Wikipedia 7,181,350

Common Crawl 269,777,174

YueData (SFT)
All SFT Data |

| Number of tokens

1,289,255,036

Table 4: YueData continuous pre-training and super-
vised fine-tuning the number of tokens.

2.2 Supervised Fine-Tuning Cantonese Data

SFT data primarily originates from three sources:
(1) extraction and construction from pre-trained
data; (2) translation of Chinese SFT data into Can-
tonese; (3) collection of SFT data from GitHub.

Extraction and Construction from Pre-
trained Data: We identify and preserve Cantonese
dialogue datasets from Huggingface and Common
Crawl as SFT data during continuous pre-training.
Wikipedia data relevant to knowledge retrieval is
processed into a question-and-answer format (Sec-
tion A.6).

Translating Chinese SFT Data into Can-
tonese: Translating from Chinese to Cantonese
is crucial for obtaining more data, as it’s more ra-
tional than translating from English (Jiang et al.,
2025). We select MOSS’s training data and Ye-
ungNLP’s mathematical data as Chinese sources
for translation. Using open-source models for large
translation tasks, we choose Llama-3.1-70b based
on (Jiang et al., 2025)’s comparison of LLMs in
translation quality and speed. We refer to trans-
lation prompts from (Jiang et al., 2025), conduct
secondary translation, and perform partial reviews
to ensure high data quality (Section A.6).

Collecting Suitable SFT Data from GitHub:
We collect suitable SFT data from GitHub and in-
corporate it into YueTung’s SFT framework.
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Models (7-8b scale) | Acc. (0-shot) | Acc. (5-shot)

Models (7-8b scale) | Acc. (0-shot) | Acc. (5-shot)

Qwen-2.5-7b 63.84 44.20
Llama-3.1-8b 63.91 61.64
Yi-1.5-6b 3.94 3.49
Internlm-2.5-7b-chat 65.96 64.67
YueTung-7b 84.65 86.46
Models (> 7-8b scale) | Acc. (0-shot) | Acc. (5-shot)
Qwen-2.5-72b 83.62 83.55
Mistral-large-2 80.14 81.27
Llama-3.1-70b 53.60 79.00
Phi-3-medium 59.29 63.15
Gemma-2-27b 9.70 2.65
Yi-1.5-34b 69.45 69.45
Internlm-2.5-20b-chat 71.87 72.33
ERNIE-turbo 14.03 10.92
SenseChat-5 77.48 73.16
Claude-3.5 77.79 81.27
GLM-4 78.17 77.10
ChatGPT 23.35 41.09
GPT-4 81.12 83.02
YueTung-7b 84.65 86.46

Qwen-2.5-7b 81.64 83.35
Llama-3.1-8b 69.00 67.81
Yi-1.5-6b 34.59 66.70
Internlm-2.5-7b-chat 81.21 79.85
YueTung-7b 93.48 94.65
Models (> 7-8b scale) | Acc. (0-shot) | Acc. (5-shot)
Qwen-2.5-72b 92.74 92.91
Mistral-large-2 89.50 90.61
Llama-3.1-70b 88.98 88.39
Phi-3-medium 77.63 78.31
Gemma-2-27b 67.98 55.59
Yi-1.5-34b 84.88 86.42
Internlm-2.5-20b-chat 82.15 82.58
ERNIE-turbo 44.41 46.46
SenseChat-5 88.47 87.28
Claude-3.5 91.55 92.23
GLM-4 88.90 88.73
ChatGPT 69.68 70.71
GPT-4 92.66 92.06
YueTung-7b 93.48 94.65

Table 5: Results of the comparison between answer
generated by YueTung-7b and baselines in Yue-GSM8K
based on 0-shot and 5-shot settings and ground truth.
Bold face indicates the best results for the metric.

Data Leakage Concerns: We focus on data
leakage, ensuring pre-trained data learns Cantonese
language patterns without involving test data from
the Yue-Benchmark.

3 Experiment

3.1 Experiment Details

Regarding model training, the YueTung model is
based on Qwen—2.5-7b36, which is pre-trained and
SFT is conducted based on the YueData dataset.
Model evaluation is conducted using the four Yue-
Benchmarks (Jiang et al., 2025).

For experimental settings, we implement Yue-
Tung model with PyTorch (Paszke et al., 2019)
on eight NVIDIA A100-80G GPUs, and train the
model using AdamW optimizer (Loshchilov and
Hutter, 2017) with a batch size of 2. We vary the
learning rate during training following (Vaswani
et al., 2017). The training time for the YueTung
is about three weeks. For inference, we set the
temperature as 0.2, and top-p as 1.0.

3.2 Evaluation and Baselines

For Yue-TruthfulQA, we employ automatic evalua-
tion metrics including Rouge-1 (Lin, 2004), Bleu-
4 (Papineni et al., 2002), and BERTScore (Zhang*

36https://huggingface.co/Qwen/QwenZ.
5-7B-Instruct

Table 6: Results of the comparison between answer
generated by YueTung-7b and baselines in Yue-ARC-C
based on 0-shot and 5-shot settings and ground truth.
Bold face indicates the best results for the metric.

et al., 2020). For Yue-GSMSK, Yue-ARC-C, Yue-
MMLU, we adopt Accuracy as evaluation metric.

Regarding baselines, we employ LLMs from
mainstream series that are either the same size as
or larger than YueTung, including LLMs such as
Qwen, Llama, Yi, Internlm, Mistral, Phi, Gemma,
ERNIE, GLM, Sensechat, and GPT.

4 Results and Analysis

Section A.2 for a more detailed analysis.

4.1 Cantonese Benchmarks

In Yue-Truthful QA (Table 3), YueTung-7b achieves
Rouge-1 scores of 33.95% (zero-shot) and 35.12%
(five-shot), outperforming all baseline mod-
els, including GPT-4 and ChatGPT. Its highest
BERTScore indicates superior semantic similar-
ity to the ground truth. For Yue-GSMS8K (Ta-
ble 5), YueTung-7b attains accuracies of 84.65%
(zero-shot) and 86.46% (five-shot), significantly
exceeding other 7B to 8B models and even sur-
passing larger models like GPT-4, highlighting
strong reasoning capabilities in Cantonese problem-
solving. On Yue-ARC-C (Table 6), YueTung-7b
achieves accuracies of 93.48% (zero-shot) and
94.65% (five-shot), outperforming all other mod-
els, including GPT-4 and GPT-40, indicating pro-
ficiency in challenging Cantonese comprehension
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Models | 0-shot | 5-shot

(7-8b scale) | STEM | Hum. | SS. | CS. | Oth. | STEM | Hum. | SS. | CS. | Oth.
Qwen-2.5-7b 72.86 | 81.66 | 78.25 | 66.56 | 75.19 | 78.05 | 80.37 | 78.99 | 69.82 | 78.86
Llama-3.1-8b 4596 | 5827 | 56.08 | 44.86 | 53.70 | 5345 | 58.06 | 5831 | 45.86 | 53.65
Yi-1.5-6b 17.34 | 3598 | 38.77 | 32.90 | 25.00 | 5853 | 67.89 | 66.56 | 60.00 | 62.05
Internlm-2.5-7b-chat | 64.40 | 80.92 | 76.80 | 70.24 | 75.02 | 65.04 | 80.84 | 76.79 | 7047 | 75.19
YueTung-7b 93.01 | 92.54 | 89.84 | 90.81 | 91.55 | 93.36 | 93.27 | 91.04 | 91.77 | 91.85
Models | 0-shot | 5-shot

(>7-8b scale) | STEM | Hum. | S.S. | CS. | Oth. | STEM | Hum. | SS. | CS. | Oth.
Qwen-2.5-72b 83.72 | 87.88 | 87.20 | 80.68 | 8536 | 83.89 | 89.70 | 88.75 | 82.34 | 87.42
Mistral-large-2 60.38 | 76.08 | 74.92 | 60.19 | 70.74 | 68.50 | 79.65 | 78.84 | 63.85 | 71.66
Llama-3.1-70b 67.32 | 76.57 | 76.93 | 60.96 | 73.56 | 72.23 | 78.13 | 7823 | 64.16 | 74.90
Phi-3-medium 4526 | 6142 | 5840 | 45.65 | 51.33 | 49.88 | 5933 | 59.35 | 4549 | 53.02
Gemma-2-27b 4850 | 54.05 | 5332 | 36.92 | 48.22 | 40.62 | 41.72 | 43.81 | 32.99 | 46.03
Yi-1.5-34b 68.48 | 81.92 | 81.74 | 70.89 | 79.76 | 74.13 | 85.12 | 83.38 | 78.20 | 80.30
Internlm-2.5-20b-chat | 67.16 | 81.56 | 77.72 | 73.05 | 72.64 | 66.22 | 82.65 | 78.42 | 72.94 | 74.03
ERNIE-turbo 4334 | 56.05 | 53.97 | 52.02 | 44.82 | 4101 | 57.66 | 54.28 | 49.49 | 46.95
Sensechat-5 69.97 | 83.21 | 80.73 | 73.86 | 76.95 | 68.98 | 82.00 | 79.88 | 73.52 | 74.77
Claude-3.5 66.47 | 76.84 | 78.04 | 60.60 | 75.98 | 75.92 | 81.65 | 84.24 | 62.83 | 82.54
GLM-4 64.23 | 84.39 | 80.06 | 75.66 | 75.75 | 72.18 | 84.20 | 80.07 | 76.00 | 78.06
ChatGPT 49.78 | 58.13 | 58.74 | 45.46 | 5242 | 60.28 | 59.81 | 60.61 | 47.50 | 54.54
GPT-4 67.68 | 7529 | 77.26 | 60.12 | 7446 | 7119 | 76.75 | 77.56 | 63.50 | 74.57
YueTung-7b 93.01 | 92.54 | 89.84 | 90.81 | 91.55 | 93.36 | 93.27 | 91.04 | 91.77 | 91.85

Table 7: Results of the comparison between texts generated by YueTung-7b and baselines in Yue-MMLU based on
0-shot and 5-shot settings and the correct texts. S.S. stands for Social Sciences, C.S. stands for China Specific, Hum.
stands for Humanities and Oth. stands for Other. Bold face indicates the best results for the metric.

tasks. In Yue-MMLU (Table 7), YueTung-7b con-
sistently achieves accuracies above 89%, peaking
at 93.36% in STEM (five-shot), leading over larger
LLM:s like Qwen-2.5-72b and GPT-4, underscoring
its comprehensive knowledge base in Cantonese.

YueTung-7b achieves SOTA performance across
all Cantonese benchmarks. Its superior results
demonstrate strong Cantonese language profi-
ciency, excelling in context understanding, rea-
soning, and knowledge retrieval. The significant
performance gap suggests that the high-quality
Cantonese dataset (YueData) and tailored train-
ing strategies contribute greatly to its success.
YueTung-7b’s ability to outperform larger models
like GPT-4 emphasizes the importance of language-
specific data in low-resource languages.

4.2 Mainstream Language Benchmarks

In English-Truthful QA (Table 11), YueTung-7b
achieves Rouge-1 scores of 37.41% (zero-shot) and
63.50% (five-shot), competitive with larger mod-
els like ChatGPT and GPT-4. Its high BERTScore
indicates effective cross-lingual knowledge trans-
fer. On English-GSMS8K (Table 12), YueTung-
7b attains accuracies of 84.32% (zero-shot) and
86.26% (five-shot), indicating robust mathemati-
cal reasoning in English. For English-ARC Chal-

lenge (Table 13), YueTung-7b achieves accuracies
of 89.15% (zero-shot) and 95.25% (five-shot), sur-
passing several larger models, demonstrating ef-
fective handling of English multiple-choice ques-
tions. On CMMLU in Standard Chinese (Table 14),
YueTung-7b achieves overall accuracies of 92.63%
(zero-shot) and 94.49% (five-shot), outperforming
all other models, including large-scale ones like
Qwen-2.5-72b and GPT-4, indicating enhanced ca-
pabilities in closely related languages.

YueTung-7b not only excels in Cantonese but
also demonstrates strong cross-lingual abilities in
English and Standard Chinese. Its performance sug-
gests that high-quality Cantonese data contributes
to robust language understanding that generalizes
beyond Cantonese. These findings highlight the
potential of leveraging low-resource language data
to improve overall LLM performance.

5 Conclusion

In this study, we successfully developed and uti-
lized a large-scale Cantonese dataset (YueData)
specifically for training and testing large language
model. By collecting over 2 billion tokens of Can-
tonese text from multiple sources, we constructed a
high-quality corpus and trained the YueTung model
on this foundation. Through rigorous data process-
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ing and refined training, the YueTung demonstrated
excellent performance in four Cantonese bench-
mark tests. This not only showcases the quality of
the YueData dataset but also validates the effective-
ness of our data processing and training strategies.

Limitations

While YueTung-7b exhibits exceptional perfor-
mance, there are limitations to our current work.
For instance, the YueData corpus, though extensive,
predominantly comprises text from Hong Kong-
specific sources. As a result, the model may be
biased toward the linguistic styles, idioms, and col-
loquialisms prevalent in Hong Kong Cantonese,
potentially limiting its generalizability to other Can-
tonese dialects spoken in different regions.

In addition, despite our rigorous data process-
ing efforts, including language filtering, quality
filtering, content filtering, and deduplication, some
noise and biases may persist in the dataset. The
complexities of Cantonese, such as code-switching
with English and the use of non-standard charac-
ters, pose challenges that may affect the model’s
performance in certain contexts or with highly in-
formal language.

We only use Al tools to polish the language of
our paper.
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A Appendix

A.1 Cantonese LLM: YueTung

When training the YueTung-7b model, the con-
tinuous pre-training Cantonese data contain some
noisy entries, which can adversely affect the train-
ing process. To mitigate the impact of these noisy
data and facilitate faster convergence, we appro-
priately decrease the By parameter in the AdamW
optimizer (Loshchilov and Hutter, 2017). By re-
ducing [3», the optimizer places more emphasis on
recent gradients, allowing the model to adapt more
quickly and minimize the influence of noisy data.
The following algorithm outlines the training pro-
cedure using the modified AdamW optimizer:

Algorithm 1 Training YueTung model

Init params ¢, moments m = 0, v = 0, and time
stept =0
for epochs do
for minibatch (X, Y) do
t—t+1
Compute grad g = Vg L(0; X,Y)
m < fim+ (1 - B1)g
v+ Bov + (1 — Ba)g?
< m/(1— pi)
b v/(1-85)

Update 6 < 6 — « (\/g”:rs + )\(9)
end for
end for

where L(6; X,Y") is the loss function (during
continuous pre-training, ¥ may be omitted); de-
creasing [2 allows the optimizer to adapt more
quickly to recent gradients, mitigating the impact of
noisy data; initial moments m and v are zero with
bias correction applied; hyper-parameters include
«, B1, P2, A, and €; weight decay A6 is included
directly in the update; the algorithm applies to both
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continuous pre-training and supervised fine-tuning
stages.

A.2 Results Analysis
A.2.1 Cantonese Benchmarks

We evaluate YueTung-7b on four Cantonese bench-
marks: Yue-TruthfulQA, Yue-GSMS8K, Yue-ARC-
C, and Yue-MMLU. The results are summarized in
Tables 3, 5, 6, and 7, respectively.

About Yue-TruthfulQA, As shown in Table 3,
YueTung-7b achieves a Rouge-I score of 33.95%
in the zero-shot setting and 35.12% in the five-shot
setting, outperforming all baseline models of sim-
ilar and larger scales. Notably, YueTung-7b sub-
stantially surpasses GPT-4 and ChatGPT, which
achieve Rouge-I scores of 19.47% and 25.07% in
the zero-shot setting, respectively. The BERTScore
of YueTung-7b is also the highest among all mod-
els, indicating superior semantic similarity to the
ground truth. These results demonstrate YueTung-
7b’s ability to generate truthful and coherent re-
sponses in Cantonese.

About Yue-GSMSK, Table 5 presents the accu-
racy results on Yue-GSMSK, a mathematical rea-
soning benchmark. YueTung-7b attains an accu-
racy of 84.65% in the zero-shot setting and 86.46%
in the five-shot setting. This significantly exceeds
the performance of other 7B to 8B scale models,
such as Qwen-2.5-7b, which achieves 63.84% and
44.20% accuracy, respectively. YueTung-7b also
outperforms larger models like GPT-4 and GPT-
4o, highlighting its strong reasoning capabilities in
Cantonese mathematical problem-solving.

About Yue-ARC-C, on the Yue-ARC-C bench-
mark, which tests knowledge and reasoning in
multiple-choice questions, YueTung-7b achieves
accuracies of 93.48% (zero-shot) and 94.65% (five-
shot), as shown in Table 6. This places it ahead
of all other models, including GPT-40 and GPT-4,
which achieve accuracies around 92%. The sub-
stantial margin indicates YueTung-7b’s proficiency
in handling challenging Cantonese comprehension
tasks.

About Yue-MMLU, YueTung-7b’s performance
on Yue-MMLU is detailed in Table 7. Across all
categories—STEM, Humanities, Social Sciences,
Computer Science, and Others—YueTung-7b con-
sistently achieves accuracies above 89%, with the
highest being 93.36% in the STEM category for
the five-shot setting. Compared to other mod-
els, YueTung-7b exhibits a remarkable lead, out-

performing larger models like Qwen-2.5-72b and
GPT-4 by a significant margin. This consistent
performance across diverse subjects underscores
YueTung-7b’s comprehensive knowledge base and
understanding of Cantonese.

Analysis The experimental results on Cantonese
benchmarks demonstrate that YueTung-7b achieves
SOTA performance across all evaluated tasks. Its
superior results in both zero-shot and five-shot set-
tings indicate that the model not only has a strong
grasp of the Cantonese language but also excels
in understanding context, reasoning, and knowl-
edge retrieval. The substantial performance gap
between YueTung-7b and other models of simi-
lar scale suggests that the high-quality Cantonese
dataset (YueData) and the tailored training strate-
gies significantly contribute to its success.

Moreover, YueTung-7b’s ability to outperform
much larger models like GPT-4 emphasizes the im-
portance of language-specific data in low-resource
languages. The results validate our approach of
focusing on data quality and appropriate training
techniques to enhance model performance in Can-
tonese NLP tasks.

A.2.2 Mainstream Language Benchmarks

To assess the generalization capabilities of
YueTung-7b beyond Cantonese, we evaluate the
model on mainstream language benchmarks, in-
cluding English and Standard Chinese tasks. The
results are presented in Tables 11, 12, 13, 14.

About English-TruthfulQA, in Table 11,
YueTung-7b achieves a Rouge-I score of 37.41%
in the zero-shot setting and an impressive 63.50%
in the five-shot setting on the English-Truthful QA
benchmark. These scores are competitive with
larger models like ChatGPT, which scores 37.81%
(zero-shot) and 50.43% (five-shot), and GPT-4,
which achieves 19.58% (zero-shot) and 53.18%
(five-shot).  YueTung-7b’s high BERTScore
indicates strong semantic similarity to the ground
truth, suggesting effective cross-lingual transfer of
knowledge.

About English-GSMS8K, Table 12 shows that
YueTung-7b attains accuracies of 84.32% (zero-
shot) and 86.26% (five-shot) on the English-
GSMS8K benchmark. While it slightly lags be-
hind top-performing models like Qwen-2.5-72b
and GPT-4o0, which achieve accuracies above 93%,
YueTung-7b’s performance is notable given its
smaller parameter size and focus on Cantonese
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data. The results indicate that YueTung-7b retains
robust mathematical reasoning abilities in English.

About English-ARC Challenge, on the English-
ARC Challenge benchmark (Table 13), YueTung-
7b achieves accuracies of 89.15% (zero-shot) and
95.25% (five-shot). This performance is competi-
tive with larger models and surpasses several, such
as Qwen-2-72b and Llama-3-70b. YueTung-7b’s
strong results suggest that it can effectively handle
English multiple-choice questions, demonstrating
cross-lingual generalizability.

About CMMLU, Table 14 presents YueTung-
7b’s performance on the CMMLU benchmark in
Standard Chinese. The model achieves high ac-
curacies across all categories, with overall accura-
cies of 92.63% (zero-shot) and 94.49% (five-shot).
YueTung-7b outperforms all other models, includ-
ing large-scale models like Qwen-2.5-72b and GPT-
4. This indicates that training on comprehensive
Cantonese data enhances the model’s capabilities
in closely related languages like Standard Chinese.

Analysis YueTung-7b’s performance on main-
stream language benchmarks reveals that the model
not only excels in Cantonese but also demonstrates
strong cross-lingual abilities in English and Stan-
dard Chinese. The model consistently performs
well across different tasks and settings, suggesting
that the high-quality Cantonese data contributes to
a robust underlying language understanding that
generalizes beyond Cantonese.

These findings highlight the potential of leverag-
ing low-resource language data to improve overall
model performance. YueTung-7b’s ability to com-
pete with or surpass larger models on mainstream
benchmarks underscores the effectiveness of our
data collection and training approach.

A.3 Related Work

A.3.1 Cantonese Datasets

At the end of the 16th century, Matteo Ricci com-
piled the first “Modern Bilingual Chinese Dictio-
nary”, significantly incorporating Cantonese terms
and highlighting Cantonese’s role in Sino-Western
interactions. By the 19th century, most bilingual
dictionaries focused on Cantonese (Xiang et al.,
2024). Historically, Hong Kong and its institu-
tions have led Cantonese data initiatives. Wu (Wu,
1994) created a bilingual parallel corpus from the
Hong Kong Legislative Council records in both
Standard Chinese and English. This effort was com-
plemented by Hun (Hun-tak Lee, 1999), who pio-

neered a Cantonese-only corpus with one million
characters from dialogues involving Hong Kong
children, and by Yip (Yip and Matthews, 2007),
who developed a bilingual corpus for Cantonese-
speaking children. Additionally, a notable Can-
tonese corpus was derived from Hong Kong tele-
vision and theatrical productions (Leung and Law,
2001). The University of Hong Kong further con-
tributed by collecting and annotating spontaneous
speech from dialogues and broadcasts, focusing on
segmentation, part-of-speech tagging, and phonetic
transcription (Ping-Wai, 2006). Lee (Lee, 2011) in-
troduced a parallel corpus for machine translation
between Cantonese and Standard Chinese, aligned
at the sentence level using data from Cantonese
speeches on Hong Kong television and their Stan-
dard Chinese subtitles.

Recent efforts aim to bridge the data gap be-
tween Cantonese and other major languages. These
include a small parallel dependency treebank for
Cantonese and Mandarin, containing 569 aligned
sentences annotated using the Universal Depen-
dencies scheme, and excerpts from the "ABC
Cantonese-English Comprehensive Dictionary,"
providing 14,474 high-quality Cantonese-English
parallel sentences crucial for translation system
development.

A.4 Cantonese LLMs

Developing Cantonese LL.Ms presents significant
challenges due to the scarcity of linguistic re-
sources and the unique characteristics of the
Cantonese language, which necessitate extensive
high-quality datasets for effective continuous pre-
training. Despite these hurdles, some closed-source
Cantonese LLMs with undocumented training pro-
cesses have demonstrated proficiency in processing
Cantonese’’. Aligning Cantonese LLMs on down-
stream tasks is generally less resource-intensive
than continuous pre-training. Techniques such as
prompting, supervised fine-tuning (SFT), and rein-
forcement learning from human feedback (RLHF)
are employed to reduce biases and align model
outputs with the specific cultural and contextual
nuances of Cantonese usage.

Recent studies (Fu et al., 2024) have highlighted
the effectiveness of ChatGPT in Cantonese dia-
logue and sentiment analysis. An analysis of over
6,000 messages from a Hong Kong-based web
counseling service showed that ChatGPT achieved

37https: //www.sensetime.com/en/news-detail/
51168164?categoryld=1072
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competitive results compared to traditional models.
Additionally, the introduction of the CanChat bot
aims to enhance counseling services in Hong Kong
secondary schools by providing initial support to
students facing academic and familial challenges,
enabling human counselors to focus on more criti-
cal issues. CanChat offers personalized conversa-
tions and an alert system for timely interventions,
improving students’ emotional well-being during
and beyond the COVID-19 pandemic (Fung et al.,
2023).

A.5 Evaluation Tools

* Rouge-l: from rouge_metric import PyRouge

 Bleu-4: from nltk.translate.bleu_score import
sentence_bleu, SmoothingFunction

* BERTScore: bert-base-multilingual-cased &
roberta-large

A.6 SFT Data Construction

A.6.1 Cons. Prompts

We can directly extract readily available dialogue
data from Huggingface and Common Crawl to con-
struct it into the SFT data format.

Wikipedia data can be structured into the format
of SFT dialogues based on the following prompt.

Human: 57 ff<concept>f& £ ? \n Assistant:
<content> °

Translation:

Human: What is <concept>? \n Assistant: <con-
tent>.

A.6.2 SFT Data Translation Prompts

Our first round of prompt from Chinese to Can-
tonese:

IR — R CRGEEERE A - IRME
B R HEREGHE BT iRt o SRR A B R » 7]
IRF PR B R SRR ~ BRRRIAE 2 o BAR s ST DU
LI Y WA s b V= o SRS 1N R S T 2
B~ PEREBHINAE o \n 2. REFIRA Bk A
TR o \n 3. PEEWE ~ EINSEE E ST
AHER 7 o \n 4. RIFEF BN NAE > BT
FEAMEHFEEAE > \n\n OO \n

Translation:

You are a professional translator specializing
in translating from Chinese into Cantonese. Your
task is to accurately translate the provided Chinese
text into Cantonese while preserving the original
meaning, tone, and format. Strictly adhere to the
following rules: \n 1. Only output the translation
result, without adding any explanations, steps, or

additional content. \n 2. Maintain the original
paragraph structure and punctuation. \n 3. Do not
repeat, omit, or alter any part of the original text. \n
4. Keep numbers or formulas unchanged, without
performing any calculations or modifications. \n\n
Chinese text: \n

The second round of prompt from Chinese to
Cantonese:

(System prompt) You are a professional trans-
lator specialized in translating Chinese into Can-
tonese. Your task is to refine and provide a more
accurate Cantonese translation based on the orig-
inal Chinese text and the previous translation re-
sult. Please strictly follow these guidelines: \nm\n
1. Only output the corrected Cantonese translation.
Do NOT adding any explanations, steps, calcula-
tions, inferences, or extra content. \n 2. Preserve
the original paragraph structure and punctuation.
\n 3. Do not repeat, omit, or alter any part of the
original text. \n 4. Keep numbers and formulas
unchanged, without performing any calculations or
modifications. \n\n

(Human few shot 1) Example 1:\n Original Chi-
nese Text: H : /NFER R FIE1070 E 2K -
MANAFR 2N B ot E LD
K ?° \n Cantonese Translation: 78 H : /N4
H ] 16105 8 iR AT 5 2440 > AR/NE 2
RSN B THEEDEITEZK 2 \n
Example 2: \n Original Chinese Text: *H : 4K
NHBETREIRH 7200 » B 7259 © W
R/NIRTE EAEIZRA B ERHEE — » AR AMBR
PR BE B R AR R AR E A E 2 ZJL 7 \n
Cantonese Translation: " H : 4 H/NRRE
MR R A 2008 - IR E R 2578 - 1
/NI IR £ [F)R R 41 B B LR — Bk 0 THE
F 8 £ 25 SR AR PR E R BRI R 4 BE B 7 0 2
% ?° \n Example 3: \n Original Chinese Text: ’
H ot \n BE 724358 » ARV 50 b 3 U/ IVEE
Wz, » B /INEFT LA EJL3ER 2 \n Cantonese
Translation: " H : \n EEISIE H 24 FE R - (E
R o (B3 NE R - B/ NEE R DLy 2]
AZEHR 7 \n

(Human few shot 2) Example 1: \n Original
Chinese Text: “s=— T ~ BEFE ~ 1 < 3k
ALLE A HE =R # o \n KN
BRELE2RE - FrUMERIEEIE2T K o T
fib & R EEAL 100 EEIAL - BBLARAY 1057

» B1600FY = \n T LI/NIHEE S REHIBE R 2
B 7 600%) = 0.003372 B/FP 8 3.3K/F) © \n &
Z 1 /NBHE 93 AE3.35K ¢ ° \n Cantonese Transla-
tion: "WE Ml & — R BR A E L ~ BRAE ~ HR ] B
BEH - T LLER AN E =R
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[ AR o \n B %/ N HERT20H -
Bt DME R AR f2/0 B TiE®R H 1R 2161090
SIS AT 25 224 > R AR P R A 1008 » Bl
R600F> © \n BT LI/ NGR4T BEEE(GR 20 B/
600F> = 0.003372 B/FP 8% 3.3K/F) o \n EH -
/NERHE 43 $8473.37K © * \n Example 2: \n Original
Chinese Text: "fR/NHZRBIAVEE B x TK » 1R
s B S TR AERR AR A =X - /] DU HY /NI AY
W - FEHEE = x /20 » REIFAVHEE
=x /25 B/INATE BRI R 52 A % b AR B —
s FTLVE @ x/20=x/25> fif#tt x =5/4 TK -
\n K KB IAVEE B 2 B KRR A H
2 JL > ATLUESKELERE] @ x / (5/4)x = 4/5
= 0.8 > B/ NI KB BE 55 2 I B K B BE
#H 932 80 ° * \n Cantonese Translation: *{& &%
N AR IR R R B AR R
HERRRR AR A2 > AT UG /NI EE Ry - 2
B EEROEREE = x /20 BROREREE =x/
25 o K R/ N IR R [ AR e bR AR — K
PR @ x/20=x/25 f#H x=5/4 2B  \n
R > B aEERIERRERORE R E 2
2% ALUEMSKHLERH © x/ (5/4)x = 4/5 =
0.8 » RI/NEH H 2 4b 5 SR A PR B (R SR RO 2 4
PEEE 4> 2 80 © * \n Example 3: \n Original Chi-
nese Text: *J& T243ER » P53 /NEZ »
A 2 A/ INEE AT Loy B SER 2 3 R BR L
R o \nm 24--3=8 \n & H/NEE R DL 2183
R Fril o ERZEA/NER DI EBER o
\n Cantonese Translation: *EE #5515 B 24/ 55 5
T B3/ NEE R - THEE S/ INEE T DL Bl 3R
REGH AR REER LV NEEE © \n 24+-3=8
\n BEE/NEEF] LUy BISEBAR o FTLL » HRIA
BE/NER U EI8EFHR °* \n

Translation:

(Human few shot 1) Example 1: \n Original
Chinese Text: ’Question: "Xiao Ming spends 10
minutes every morning walking to school. If his
home is 2 kilometers away from school, how many
meters does he walk per minute?"’ \n Cantonese
Translation: *Question: Xiao Ming spends 10 min-
utes every morning walking to school. If his home
is 2 kilometers away from the school, how many
meters does he walk per minute?” \n Example 2:
\n Original Chinese Text: *Question: "Today Xiao
Ming rode his bicycle from home to school in 20
minutes and it took him 25 minutes to return. If
his speed was the same going to and coming from
school, what percentage of the distance from home
to school is the distance from school to home?"’
\n Cantonese Translation: *Question: Today Xiao
Ming cycled from home to school in 20 minutes,
and it took him 25 minutes to return. If his speed

on both the trip to school and the return home was
the same, then what percentage of the distance
from home to school is the distance from school to
home?’ \n Example 3: \n Original Chinese Text:
’Question: \n "Deer Mother bought 24 apples, she
wants to evenly distribute them to her 3 fawns, how
many apples does each fawn get?"” \n Cantonese
Translation: *Question: \n Deer Mother bought 24
apples, she wants to distribute them evenly among
her 3 fawns, how many apples does each fawn get?’
\n

(Human few shot 2) Example 1: \n Original
Chinese Text: ’This is a math question about speed,
distance, and time. We can solve it using the for-
mula: Speed = Distance <+ Time. \n Since Xiao
Ming walks 2 kilometers every morning, his dis-
tance is 2 kilometers. Since he spends 10 minutes
walking to school each morning, his time is 10
minutes, which is 600 seconds. \n Therefore, the
distance Xiao Ming walks per minute is 2 kilome-
ters / 600 seconds = 0.0033 kilometers/second or
3.3 meters/second. \n Answer: Xiao Ming walks
3.3 meters per minute.” \n Cantonese Translation:
"This is a math problem about speed, distance, and
time. We can solve it using the formula: Speed
= Distance + Time. \n Since Xiao Ming walks 2
kilometers every morning, his distance is 2 kilome-
ters. Since he spends 10 minutes walking to school
each morning, his time is 10 minutes, or 600 sec-
onds. \n Thus, the distance Xiao Ming walks per
minute is 2 kilometers / 600 seconds = 0.0033 kilo-
meters/second or 3.3 meters/second. \n Answer:
Xiao Ming walks 3.3 meters per minute.” \n Ex-
ample 2: \n Original Chinese Text: ’Assuming the
distance from Xiao Ming’s home to school is x
kilometers, based on the formula that speed equals
distance divided by time, Xiao Ming’s speed can
be calculated as: speed from home to school = x
/ 20, speed from school to home = x / 25. Since
Xiao Ming’s speed to and from school is the same,
we have: x /20 = x /25, solving x = 5/4 kilometers.
\n Therefore, the percentage of the distance from
home to school that is the distance from school
to home can be found by calculating the ratio: x
/ (5/4)x = 4/5 = 0.80, meaning the distance from
home to school is 80% of the distance from school
to home.” \n Cantonese Translation: ’Assuming
the distance from Xiao Ming’s home to school is x
kilometers, based on the formula that speed equals
distance divided by time, we can calculate Xiao
Ming’s speed as: speed from home to school = x
/ 20, speed from school to home = x / 25. Since
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Xiao Ming’s speed to and from school is the same,
we have: x /20 =x /25, solving x = 5/4 kilometers.
\n Therefore, the percentage of the distance from
home to school that is the distance from school to
home can be calculated by determining the ratio:
x / (5/4)x = 4/5 = 0.80, meaning the distance from
home to school is 80% of the distance from school
to home.” \n Example 3: \n Original Chinese Text:
’Deer Mother bought 24 apples and wants to divide
them equally among her 3 fawns, so the number of
apples each fawn gets is the total number of apples
divided by the number of fawns. \n 24-+-3=8 \n
Each fawn gets 8 apples. Therefore, the answer is
each fawn gets 8 apples.” \n Cantonese Translation:
’Deer Mother bought 24 apples and wants to divide
them equally among her 3 fawns, so the number of
apples each fawn gets is the total number of apples
divided by the number of fawns. \n 24-+-3=8 \n
Each fawn gets 8 apples. Therefore, the answer is
each fawn gets 8 apples.” \n

A.7 Language Recognition Tool

The tool we use was specifically designed and opti-
mized for Cantonese linguistic characteristics, en-
compassing support for traditional Chinese char-
acters, colloquial forms, and Cantonese-English
code-switching, all while demonstrating high ro-
bustness and accuracy in real-world applications.

By contrast, OpenLID, which is based on fast-
Text, performs poorly for Cantonese, with official
test results reporting F1 and FP scores of only
0.0059 and 0.0025, respectively>S.

In addition, the tool we use integrates a large-
scale Cantonese corpus to ensure high compatibil-
ity with traditional characters, colloquial usage, and
mixed Cantonese-English materials, thus meeting
the requirements for data collection and cleaning.

A.8 All Results

A.8.1 Cantonese Benchmarks
A.8.2 Mainstream Language Benchmarks

3 (https://github.com/laurieburchell/
open-lid-dataset/blob/main/languages.md

Models (7-8b scale) | Acc. (0-shot) | Acc. (5-shot)

Qwen-7b 0.68 6.75
Qwen-1.5-7b 36.62 26.31
Qwen-2-7b 50.49 61.11
Qwen-2.5-7b 63.84 44.20
Llama-2-7b 0.83 1.82
Llama-3-8b 52.46 49.66
Llama-3.1-8b 63.91 61.64
Yi-6b 2.12 10.16
Yi-1.5-6b 3.94 349
Internlm-7b 4.55 9.48
Internlm-2-7b-chat 56.41 48.67
Internlm-2-7b 11.37 23.96
Internlm-2.5-7b-chat 65.96 64.67
Internlm-2.5-7b 56.79 42.99
YueTung-7b 84.65 86.46

Models (> 7-8b scale) | Acc. (0-shot) | Acc. (5-shot)

Qwen-1.5-110b 54.89 58.30
Qwen-2-72b 77.86 77.71
Qwen-2.5-72b 83.62 83.55
Mistral-8x22b 65.20 66.19
Mistral-large-2 80.14 81.27
Llama-3-70b 73.62 75.66
Llama-3.1-70b 53.60 79.00
Phi-3-medium 59.29 63.15
Gemma-2-27b 9.70 2.65

Yi-1.5-34b 69.45 69.45
Internlm-2-20b 12.81 8.87

Internlm-2-20b-chat 60.42 59.21
Internlm-2.5-20b-chat 71.87 72.33
Internlm-2.5-20b 45.03 61.41
ERNIE-turbo 14.03 10.92
ERNIE-Speed 28.81 28.28
ERNIE-Lite 54.81 32.15
ERNIE-Tiny 2.73 3.94

SenseChat-5 77.48 73.16
Claude-3.5 77.79 81.27
GLM-4 78.17 77.10
ChatGPT 23.35 41.09
GPT-40 83.24 83.40
GPT-4 81.12 83.02
YueTung-7b 84.65 86.46

Table 8: All results of the comparison between answer
generated by YueTung-7b and baselines in Yue-GSM8K
based on 0-shot and 5-shot settings and ground truth.
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Models (7-8b scale)

| Acc. (0-shot)

| Acc. (5-shot)

Qwen-7b
Qwen-1.5-7b
Qwen-2-7b
Qwen-2.5-7b
Llama-2-7b
Llama-3-8b
Llama-3.1-8b
Yi-6b

Yi-1.5-6b
Internlm-7b
Internlm-2-7b
Internlm-2.5-7b-chat
Internlm-2.5-7b
YueTung-7b

11.02
65.24
79.08
81.64
23.57
70.11
69.00
31.00
34.59
44.75
44.75
81.21
77.37
93.48

14.60
67.55
78.39
83.35
34.24
53.80
67.81
66.01
66.70
55.34
55.34
79.85
77.37
94.65

Models (> 7-8b scale)

| Acc. (0-shot)

| Acc. (5-shot)

Qwen-1.5-110b
Qwen-2-72b
Qwen-2.5-72b
Mistral-8x22b
Mistral-large-2
Llama-3-70b
Llama-3.1-70b
Phi-3-medium
Gemma-2-27b
Yi-1.5-34b
Internlm-2.5-20b-chat
Internlm-2.5-20b
ERNIE-turbo
ERNIE-Speed
ERNIE-Lite
ERNIE-Tiny
SenseChat-5
Claude-3.5
GLM-4
ChatGPT
GPT-40

GPT-4
YueTung-7b

88.64
88.64
92.74
76.09
89.50
85.06
88.98
77.63
67.98
84.88
82.15
84.29
44.41
74.47
72.25
34.67
88.47
91.55
88.90
69.68
91.97
92.66
93.48

90.09
88.56
9291
76.09
90.61
84.97
88.39
78.31
55.59
86.42
82.58
76.94
46.46
74.04
77.28
32.88
87.28
92.23
88.73
70.71
94.45
92.06
94.65

Table 9: All results of the comparison between answer

generated by YueTung-7b and baselines in Yue-ARC-C
based on 0-shot and 5-shot settings and ground truth.
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Models 0-shot 5-shot

(7-8b scale) | STEM | Hum. | S.S. | CS. | Oth. | STEM | Hum. | S.S. | CS. | Oth.
Qwen-7b 1010 | 12.95 | 1212 | 11.61 | 7.96 | 9.98 | 1596 | 14.48 | 13.33 | 13.26
Qwen-1.5-7b 46.28 | 61.65 | 56.57 | 50.02 | 53.00 | 60.14 | 70.09 | 65.55 | 5831 | 65.02
Qwen-2-7b 70.06 | 81.04 | 80.07 | 69.54 | 76.04 | 74.08 | 80.45 | 80.70 | 73.70 | 79.52
Qwen-2.5-7b 72.86 | 81.66 | 78.25 | 66.56 | 75.19 | 78.05 | 80.37 | 78.99 | 69.82 | 78.86
Llama-2-7b 2334 | 23.84 | 23.76 | 22.78 | 2452 | 2748 | 3040 | 31.76 | 28.90 | 24.38
Llama-3-8b 49.13 | 5930 | 56.51 | 47.53 | 53.72 | 44.04 | 5847 | 53.94 | 4624 | 52.55
Llama-3.1-8b 4596 | 5827 | 56.08 | 44.86 | 53.70 | 5345 | 58.06 | 5831 | 45.86 | 53.65
Yi-6b 36.46 | 67.62 | 57.32 | 57.42 | 50.06 | 58.11 | 72.14 | 68.40 | 60.56 | 68.46
Yi-1.5-6b 17.34 | 3598 | 38.77 | 32.90 | 25.00 | 5853 | 67.89 | 66.56 | 60.00 | 62.05
Internlm-7b 3190 | 48.79 | 44.03 | 41.14 | 39.82 | 39.84 | 51.74 | 50.06 | 43.60 | 4232
Internlm-2-7b 5169 | 70.92 | 64.71 | 5931 | 58.93 | 53.11 | 68.51 | 62.68 | 59.77 | 58.14
Internlm-2.5-7b-chat | 64.40 | 80.92 | 76.80 | 70.24 | 75.02 | 65.04 | 80.84 | 76.79 | 70.47 | 75.19
Internlm-2.5-7b 65.34 | 82.43 | 79.24 | 73.11 | 74.15 | 66.73 | 81.06 | 77.80 | 71.65 | 75.37
YueTung-7b 93.01 | 92.54 | 89.84 | 90.81 | 91.55 | 93.36 | 93.27 | 91.04 | 91.77 | 91.85
Models | 0-shot | 5-shot

(>7-8b scale) | STEM | Hum. | SS. | CS. | Oth. | STEM | Hum. | SS. | CS. | Oth.
Qwen-1.5-110b 75.07 | 88.48 | 83.89 | 80.57 | 82.14 | 79.96 | 88.12 | 88.75 | 84.80 | 89.31
Qwen-2-72b 81.68 | 89.93 | 88.47 | 81.90 | 87.48 | 8570 | 89.54 | 88.12 | 83.72 | 87.73
Qwen-2.5-72b 83.72 | 87.88 | 87.20 | 80.68 | 8536 | 83.89 | 89.70 | 88.75 | 82.34 | 87.42
Mistral-8x22b 5040 | 57.08 | 59.28 | 44.02 | 4876 | 5894 | 59.72 | 62.44 | 49.78 | 57.83
Mistral-large-2 60.38 | 76.08 | 74.92 | 60.19 | 70.74 | 68.50 | 79.65 | 78.84 | 63.85 | 71.66
Llama-3-70b 65.17 | 73.58 | 75.22 | 57.87 | 72.84 | 64.06 | 72.82 | 73.16 | 5734 | 72.95
Llama-3.1-70b 67.32 | 76.57 | 76.93 | 60.96 | 73.56 | 72.23 | 78.13 | 78.23 | 64.16 | 74.90
Phi-3-medium 4526 | 6142 | 5840 | 45.65 | 51.33 | 49.88 | 59.33 | 59.35 | 45.49 | 53.02
Gemma-2-27b 4850 | 54.05 | 5332 | 36.92 | 48.22 | 40.62 | 41.72 | 43.81 | 32.99 | 46.03
Yi-1.5-34b 6848 | 81.92 | 81.74 | 70.89 | 79.76 | 74.13 | 85.12 | 83.38 | 78.20 | 80.30
Internlm-2.5-20b-chat | 67.16 | 81.56 | 77.72 | 73.05 | 72.64 | 66.22 | 82.65 | 78.42 | 72.94 | 74.03
Internlm-2.5-20b 72.86 | 86.10 | 82.14 | 79.06 | 74.70 | 69.65 | 78.79 | 76.56 | 70.28 | 77.20
ERNIE-Lite 5345 | 67.56 | 67.73 | 61.21 | 6121 | 60.74 | 70.27 | 715 | 6243 | 64.84
ERNIE-Tiny 3478 | 37.86 | 37.88 | 33.08 | 3229 | 32.52 | 38.63 | 37.58 | 3252 | 346
ERNIE-turbo 4334 | 56.05 | 53.97 | 52.02 | 44.82 | 41.01 | 57.66 | 54.28 | 49.49 | 46.95
Sensechat-5 69.97 | 8321 | 80.73 | 73.86 | 76.95 | 68.98 | 82.00 | 79.88 | 73.52 | 74.77
Claude-3.5 66.47 | 76.84 | 78.04 | 60.60 | 75.98 | 75.92 | 81.65 | 84.24 | 62.83 | 82.54
GLM-4 64.23 | 8439 | 80.06 | 75.66 | 75.75 | 72.18 | 84.20 | 80.07 | 76.00 | 78.06
ChatGPT 49.78 | 58.13 | 58.74 | 45.46 | 5242 | 60.28 | 59.81 | 60.61 | 47.50 | 54.54
GPT-40 7416 | 8328 | 84.12 | 71.60 | 8432 | 7235 | 85.03 | 84.32 | 72.74 | 81.58
GPT-4 67.68 | 7529 | 77.26 | 60.12 | 7446 | 71.19 | 76.75 | 77.56 | 63.50 | 74.57
YueTung-7b 93.01 | 92.54 | 89.84 | 90.81 | 91.55 | 93.36 | 9327 | 91.04 | 91.77 | 91.85

Table 10: All results of the comparison between texts generated by YueTung-7b and baselines in Yue-MMLU based
on 0-shot and 5-shot settings and the correct texts.
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Models ‘ 0-shot (correct) ‘ 5-shot (correct)
(English-TruthfulQA)

‘ Rouge-1 | Bleu-4 ‘ BERTScore ‘ Rouge-1 | Bleu-4 ‘ BERTScore
Qwen-1.5-110b 22.57 15.54 85.78 29.44 23.14 86.35
Qwen-2-7b 10.98 10.20 83.86 23.67 18.60 86.09
Qwen-2-72b 3.03 7.58 81.78 7.45 9.59 82.98
Qwen-2.5-72b 13.05 10.83 84.5 21.16 13.65 85.71
Mistral-8x22b 18.59 12.91 85.78 31.05 20.61 87.58
Mistral-large-2 20.57 14.63 85.69 41.46 28.92 88.30
Llama-3-8b 16.89 11.59 84.11 58.34 38.35 88.50
Llama-3-70b 12.09 10.46 83.84 53.00 36.77 88.94
Llama-3.1-8b 14.13 11.34 83.46 51.70 36.95 88.47
Llama-3.1-70b 18.12 13.24 84.18 55.22 40.54 88.88
Phi-3-medium 27.90 17.35 86.48 43.02 28.62 88.24
Gemma-2-27b 12.31 9.84 83.56 18.25 12.25 84.31
Yi-1.5-34b 17.22 13.22 84.79 35.33 25.82 87.56
Internlm-2-7b 47.58 28.78 87.13 41.57 30.32 65.51
Internlm-2-7b-chat 9.54 9.69 83.42 23.39 18.97 86.29
Internlm-2-20b 43.50 27.33 87.5 41.13 31.64 85.39
Internlm-2-20b-chat 4.81 8.14 82.11 31.44 24.45 85.8
Internlm-2.5-7b 34.44 18.62 86.06 39.19 25.39 87.31
Internlm-2.5-7b-chat 7.45 8.82 82.92 12.92 11.29 84.39
ChatGPT 37.81 21.95 87.20 50.43 31.44 88.55
GPT-40 17.93 13.05 85.38 49.52 37.44 88.62
GPT-4 19.58 14.10 85.19 53.18 39.22 88.85
Qwen-2.5-7b 9.46 11.70 82.95 15.47 10.93 84.33
YueTung-7b 37.41 22.54 89.15 63.50 36.13 93.14

Table 11: Results of the comparison between texts generated by various LLMs in English-Truthful QA based on
0-shot and 5-shot settings and the correct texts. Rouge-l, Bleu-4, and BERTScore are evaluation metrics for
comparing text similarity.
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Models ‘ Acc. (0-shot) ‘ Acc. (5-shot)

Qwen-1.5-110b 88.55 88.93
Qwen-2-7b 84.15 84.76
Qwen-2-72b 92.8 91.58
Qwen-2.5-72b 93.25 96.13
Mistral-8x22b 91.51 91.58
Mistral-large-2 95.38 95.15
Llama-3-8b 80.36 81.05
Llama-3-70b 93.4 93.33
Llama-3.1-8b 85.97 86.35
Llama-3.1-70b 95.3 95.3

Phi-3-medium 90.3 90.83
Gemma-2-27b 24.49 9.86

Yi-1.5-34b 87.95 88.4

Internlm-2-7b 46.63 61.56
Internlm-2-7b-chat 73.54 66.64
Internlm-2-20b 78.54 64.14
Internlm-2-20b-chat 78.54 75.28
Internlm-2.5-7b 77.48 65.88
Internlm-2.5-7b-chat 84.99 82.71
ChatGPT 65.28 67.25
GPT-40 95.22 95.68
GPT4 95.00 94.77
Qwen-2.5-7b 88.62 88.65
YueTung-7b 84.32 86.26

Table 12: Results of the comparison between answer generated by various LLMs in English-GSM8K based on
0-shot and 5-shot settings and groundtruth.

Models ‘ Acc. (0-shot) ‘ Acc. (5-shot)
Qwen-1.5-110b 82.66 77.6
Qwen-2-7b 65.41 69.7
Qwen-2-72b 69.79 79.83
Qwen-2.5-72b 95.19 94.76
Mistral-8x22b 90.82 88.07
Mistral-large-2 94.51 94.59
Llama-3-8b 81.63 78.88
Llama-3-70b 93.22 92.62
Llama-3.1-8b 80.52 84.21
Llama-3.1-70b 93.56 93.3
Phi-3-medium 93.13 92.1
Gemma-2-27b 82.92 72.79
Yi-1.5-34b 92.36 92.53
Internlm-2.5-7b 85.58 85.15
Internlm-2.5-7b-chat 87.04 86.78
Qwen-2.5-7b 83.95 78.20
YueTung-7b 89.15 95.25

Table 13: Results of the comparison between answer generated by various LLMs in English-ARC challenge based
on 0-shot and 5-shot settings and groundtruth.
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Models
(Standard Chinese-MMLU)

0-shot (correct)

5-shot (correct)

| STEM | Hum. | S.S. | CS. | Oth. | STEM | Hum. | S.S. | CS. | Oth.
Qwen-1.5-110b 78.06 | 87.6 | 85.88 | 81.83 | 84.04 | 851 | 90.77 | 91.07 | 85.84 | 91.56
Qwen-2-7b 77.52 | 86.63 | 85.1 | 77.37 | 83.41 | 81.62 | 86.94 | 85.09 | 80.06 | 83.84
Qwen-2-72b 83.36 | 89.69 | 88.75 | 83.16 | 86.58 | 90.07 | 93.18 | 92.97 | 88.64 | 91.07
Qwen-2.5-72b 83.26 | 89.54 | 89.14 | 82.04 | 8833 | 85.87 | 90.6 | 90.25 | 84.15 | 88.4
Mistral-8x22b 57.88 | 6327 | 64.51 | 49.18 | 57.28 | 6238 | 62.97 | 63.7 | 51.52 | 5826
Mistral-large-2 68.49 | 79.48 | 77.03 | 64.36 | 70.8 | 71.65 | 81.95 | 78.76 | 66.87 | 74.52
Llama-3-8b 5404 | 61.35 | 59.17 | 45.67 | 56.28 | 47.66 | 59.26 | 58 | 44.72 | 53.54
Llama-3-70b 72.64 | 77.23 | 77.44 | 6022 | 763 | 72.04 | 7531 | 74.99 | 58.74 | 74.72
Llama-3.1-8b 49.08 | 61.05 | 59.17 | 44.15 | 53.11 | 55.62 | 6258 | 61.02 | 46.43 | 56.27
llama-3.1-70b 69.84 | 77.77 | 769 | 62.34 | 75.02 | 724 | 77.95 | 7857 | 61.6 | 75.75
Phi-3-medium 58.54 | 63.46 | 65.61 | 4845 | 615 | 57.18 | 62.84 | 66.32 | 49.76 | 59.06
Gemma2-27b 49.67 | 53.63 | 57.23 | 4236 | 5035 | 40.25 | 43.15 | 47.77 | 37.14 | 46.34
Yi-1.5-34b 73.02 | 83.78 | 82.99 | 74.6 | 83.72 | 78.87 | 86.24 | 84.47 | 77.68 | 85.06
Internlm-2.5-7b 7562 | 88 | 83.95 | 79.14 | 80.86 | 70.52 | 87.27 | 8338 | 79.6 | 80.19
Internim-2.5-7b-chat 73.04 | 87.42 | 84.23 | 77.62 | 8529 | 69.24 | 86.45 | 83.78 | 77.93 | 83.46
Qwen-2.5-7b 7129 | 82.50 | 7843 | 69.57 | 74.04 | 75.77 | 84.26 | 81.64 | 71.72 | 78.54
YueTung-7b 94.08 | 92.81 | 90.68 | 91.92 | 92.63 | 94.48 | 9339 | 91.98 | 93.57 | 94.49

Table 14: Results of the comparison between texts generated by various LLMs in CMMLU based on 0-shot and
5-shot settings and the correct texts.
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