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Abstract
Two major domain specialization approaches
for Large Language Models (LLMs), fine-
tuning and In-Context Learning (ICL), have
been compared across various domains. While
prior research has examined the similarities
and differences between these approaches in
task-specific capabilities, less is known about
how they affect the feature of the generated
text itself. To address this research gap, we
conducted an experimental study using Ac-
counting Audit Procedures Generation (AAPG)
task, a highly specialized task requiring expert
accounting knowledge. This task provides
a practical testbed for a multi-perspective
analysis of domain specialization due to its
technical complexity and the large gap between
general and domain expert knowledge. The
results show consistent differences in output
characteristics across models when compar-
ing fine-tuning, ICL, and their combined
approaches.

1 Introduction

Domain specialization, which adapts general-
purpose LLMs to domain-specific contextual data
and domain objectives, has been developed across
various specialized fields such as healthcare and
finance (Ling et al., 2024; Lee et al., 2019;
Yang et al., 2023; Li et al., 2023; Singhal
et al., 2022). Two widely used approaches for
domain specialization of LLMs are fine-tuning
and prompt augmentation. Fine-tuning is a
method that performs additional training to adapt
pre-trained LLMs to specific tasks or domains.
Prompt augmentation encompasses ICL (few-shot
prompting), which incorporates a small number
of examples in prompts during inference, and
Retrieval Augmented Generation (RAG), which
dynamically integrates external knowledge into
LLMs.

Recent studies have shown that ICL and
RAG can achieve performance comparable to

Figure 1: The focus of the experimental design. Domain
specialization encompasses domain adaptation and task
adaptation. The domain specialization approaches were
compared on the AAPG task, a highly specialized
niche domain task that provides substantial potential
for improvement over general LLMs.

fine-tuning (Ovadia et al., 2024; Soudani et al.,
2024; Bassamzadeh and Methani, 2024). On the
other hand, other research suggests that RAG does
not serve as a complete substitute for fine-tuning
but rather complements it, with the combined
application of both methods yielding enhanced
performance (Balaguer et al., 2024).

While prior research has examined the similarity
and difference between these approaches in task-
specific capabilities, less is known about how they
affect the characteristics of the generated text itself.
Therefore we pose a key research question: "Do
fine-tuning and prompt augmentation develop
distinct capabilities in open-ended question an-
swering scenarios, and does their combination
produce additive effects or simply complement
their separate effects?" However, evaluating this
hypothesis presents a methodological challenge.
Existing Long-Form Question Answering (LFQA)
datasets presented limitations for this purpose,
as general-purpose LLMs already perform well
on several evaluation dimensions, making it
difficult to observe meaningful differences between
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specialization approaches. Evaluation of the
ground truth in some LFQA datasets are shown
in Appendix B.4.

To address this challenge, we conducted an
experimental study using AAPG task, a highly
specialized task requiring expert knowledge. The
task is based on data describing the actual
company conditions and concurrent procedures
conducted by the accounting audit experts. The
specialized nature of this task enabled us to create
domain-specific growth potential for LLMs and
investigate the characteristics of this methodology.

Specifically, we analyze the textual proper-
ties of outputs generated through Supervised
Fine-Tuning (SFT), ICL and their combined
approaches. The evaluation framework uses
multi-perspective criteria by LLM-as-a-judge, such
as comprehensiveness, specificity, and relevance.

2 Related Work

2.1 Fine-tuning vs. Prompt Augmentation

Several studies have compared the effectiveness
of fine-tuning and prompt augmentation in
enhancing the capabilities of LLMs. Ovadia
et al. (2024) evaluated fine-tuning and RAG across
five tasks from the MMLU (Massive Multitask
Language Understanding) benchmark—anatomy,
astronomy, biology, chemistry, and temporal
reasoning—showing that RAG is equivalent to
or sometimes outperforms fine-tuning. Soudani
et al. (2024) categorized Wikipedia-based tasks
into different popularity tiers and showed RAG’s
superiority for less common Wikipedia topics.
Other studies have also compared fine-tuning
and RAG or ICL in various settings (Mosbach
et al., 2023; Alghisi et al., 2024; Bassamzadeh
and Methani, 2024). Additionally, Balaguer et al.
(2024) showed that combining fine-tuning with
RAG improves performance when applied to
agricultural data.

Nevertheless, existing studies primarily focused
on overall performance comparisons between SFT
and prompt augmentation or examine differences
using simple metrics. In contrast, our research
introduces an interpretable multi-perspective evalu-
ation of the specific textual properties induced by
SFT, ICL, and their combined approaches.

2.2 Application of Language Model in
Auditing

The application of language models in auditing
has been explored, particularly in areas such as
information extraction and verification. Biesner
et al. (2022) leveraged Sentence-BERT to match
financial report paragraphs with checklist items.
Eulerich et al. (2024) evaluated ChatGPT’s per-
formance on professional accounting certification
exams, while Huang et al. (2025) developed and
assessed LLM adaptations specifically for the
accounting audit domain.

For practical applications, researchers have
explored the application of LLMs to human-LLM
collaboration in audit work (Gu et al., 2024) and
the extraction of audit evidence and the verification
of consistency (Li et al., 2024).

These research has primarily focused on
relatively mechanical tasks such as information
extraction and simple verification procedures. In
contrast, the task introduced in our study focuses on
a more complex challenge: the generation of audit
procedures. This task demands advanced expertise
and judgment, representing a markedly different
application of LLMs compared to prior work in
auditing.

3 Methods

Figure 1 illustrates the focus of the experiments
in this paper. This research investigates the
domain specialization process for the highly
specialized domain and task of accounting audit
field, specifically accounting audit procedures
generation.

The background of domain specialization is
detailed in Appendix B.4. For reproducibility,
the code, prompt and dataset used in this study,
along with details of the experimental settings,
are available at https://github.com/nororo/
AAPG-task.

3.1 Dataset

For the AAPG task, Key Audit Matters (KAMs)
data, containing descriptions of audit matters and
auditors’ responses to them, can be easily extracted,
making them valuable as high-quality question-and-
answer sets. The dataset used in this paper consists
of audit reports from securities reports with fiscal
year-ends between March 31, 2021, and March 31,
2024. These reports, which were submitted up to

17673

https://github.com/nororo/AAPG-task
https://github.com/nororo/AAPG-task


July 2024, were obtained via the EDINET API 1.
From the dataset dated March 31, 2024, we

randomly sampled 500 audit reports, which
contained a total of 607 KAMs, for the evaluation
split. We used 8,350 KAMs from the remaining
dataset for the training split, of which 90% were
used for SFT training and 10% were used for
validation monitoring. Further preprocessing steps
are described in Appendix C.

3.2 Models

The selected models represent the widely-adopted
open-weight models across various foundational
capabilities: Qwen2-7B2 (Yang et al., 2024),
Llama-3.1-8B3 (Grattafiori et al., 2024), and
Llama-3.1-Swallow-8B-Instruct-v0.14 (Fujii et al.,
2024; Okazaki et al., 2024). These models were
chosen based on their high performance on the
Japanese benchmark of the Swallow evaluation
project5. The knowledge cutoff date for Llama-3.1
was December 31, 2024. While the knowledge
cutoff date for Qwen2 and Swallow are undisclosed,
Qwen2 was released on June 6, 2024, and Swallow
was trained on synthetic data from Gemma-2,
which was released on June 27, 2024. Since
the earliest submission date of audit reports with
KAMs in the evaluation dataset was May 31, 2024,
based on these dates, the likelihood of data leakage
appears minimal.

3.3 Supervised Fine-tuning

From the audit reports, we extracted the descrip-
tions of consideration items and corresponding
auditor responses for each KAM, using them as
input and output for LLMs, respectively. We
investigated with two approaches for the LoRA
weights:

(1) Using weights from models fine-tuned with
instruction tuning (Supervised Fine-tuning on an
Instruction-Tuned model: SFT-IT). Fine-tuning
was initiated from the instruction-tuned model. The
LoRA parameters were trained using Equation (9)
in Appendix A.

(2) Using weights from pre-instruction-tuned

1https://disclosure.edinet-fsa.go.jp/
EKW0EZ0015.html

2Model weights are available at https://huggingface.
co/Qwen/Qwen2-7B

3Model weights are available at https://huggingface.
co/blog/llama31

4Model weights are available at https://huggingface.
co/tokyotech-llm/Llama-3.1-Swallow-8B-v0.1

5https://swallow-llm.github.io/index.ja.html

models and adding a Chat Vector (SFT on a base
model with a Chat Vector: SFT-CV). In training
phase, θnew = (A,B) were updated in

W ← Wbase +BA, (1)

while in the inference phase, the estimated
parameters B̂Â of θ̂new were added to the
instruction tuned model:

Weff ← Winstruct + B̂Â. (2)

This approach is analogous to adding a chat
vector (Huang et al., 2024). Specifically, the
transformation applied in Equation 2 is equivalent
to adding to Equation 1. This adjustment modifies
the base model by incorporating instruction-tuned
parameters, similar to how chat vectors adjust
model weights to encode conversational behaviors.

Given computational resource limitations, the
SFT in this paper utilized QLoRA (Dettmers et al.,
2023).

3.4 In-Context Learning
ICL does not involve updating the model parame-
ters. Instead, ICL provides the model with a prompt
that includes a few demonstration examples. Given
a query input xquery, the inference is performed as
follows:

ŷ = Mθ(xquery, Ddemo), (3)

where Ddemo = {(xj , yj)}kj=1 denotes a set of k
selected demonstration examples. ICL enables the
model to adapt its behavior in inference time by
leveraging the context provided by these examples.

In many of the studies referred to in Section 2.1,
the demonstration examples in ICL are expected to
provide only information for task adaptation. On
the other hand, in this study, the demonstration
examples also serve as injected knowledge similar
to those in RAG, providing essential guidance for
generating audit procedures, which are influenced
by relevant audit standards and audit firm policies.

3.5 Few-shot Selection for ICL
While research suggests that selecting examples
more similar to the input is beneficial for few-shot
sample strategies (Liu et al., 2022), various
approaches have been proposed for few-shot
selection. These include studies highlighting
the importance of diversity (Chang et al., 2021),
studies demonstrating performance gains from
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incorporating unrelated documents (Cuconasu
et al., 2024; Zhang et al., 2024), and findings indi-
cating that random sampling can yield comparable
results (Cegin et al., 2024). To evaluate whether
appropriate few-shot examples could effectively
substitute SFT, we experimented with several
sampling strategies.

We investigated configurations with 1, 2, 5,
10, and 20 examples, in which the maximum
size of examples is due to computational resource
constraints. We also examined three selection
strategies for demonstration examples: (1) random
selection, (2) selection based on the nearest
example, and (3) a hybrid approach. The hybrid
approach first selects the most similar example to
the input, then iteratively selects the remaining k-1
examples that maximize distance from previously
selected examples. All similarity calculations were
based on the descriptions of the KAMs, which
correspond to questions in question-and-answer
sets. The nearness was computed based on the
cosine similarity of the sentence embeddings of
KAM descriptions using multilingual E5 (Wang
et al., 2024). Multilingual E5 demonstrates high
performance in the Japanese version of MTEB6

while being multilingual and open source.
Based on the evaluation across different

configurations in Section 4.2, we selected the
best-performing setup for subsequent comparison
with supervised fine-tuning approaches.

3.6 Supervised Fine-tuning with Few-Shot:
SFT-FS

Retrieval augmented fine-tuning (RAFT) (Zhang
et al., 2024) is an approach that combines
prompt augmentation and fine-tuning. RAFT
combines questions with either relevant documents
containing correct answers or unrelated distractor
documents for fine-tuning, aiming to improve
robustness against retriever errors.

In this research, we applied a framework similar
to RAFT. We performed supervised fine-tuning
with few-shot (SFT-FS) using prompts in the ICL
context.

Specifically:

θ∗new = argmin
θnew
L(θfrozen, θnew;Dtrain, Ddemo).

(4)
For a proportion p of the data, Ddemo is defined

6https://github.com/sbintuitions/JMTEB/blob/
main/leaderboard.md

as follows:

Ddemo = (x, y) ∈ Dnearest, (5)

while for the remaining (1− p) proportion of the
data, Ddemo is defined as follows:

Ddemo = (x, y) ∈ Dfarthest. (6)

Zhang et al. (2024) showed that including
distractor documents during fine-tuning can
improve accuracy in certain cases. In our 1-shot
setting, we examined p = 0.5 and p = 1, and
p = 0.5 demonstrated better performance. This
results are shown in Appendix D.

3.7 Prompt
Without prompt expansion, we used the following
simple prompt (the prompts were originally written
in Japanese.):

As an auditor, you are provided with the
following audit considerations.
Please plan the corresponding audit responses
in Japanese.
{INSERT DESCRIPTION OF KAM}

For ICL inference and SFT-FS training, we
used the following prompt with demonstration
examples:

As an auditor, when given audit considera-
tions, you are required to plan corresponding
audit procedures.
## Example 1
Given the following considerations:
### Considerations:
{INSERT DESCRIPTION OF KAM (exam-
ple)}
The corresponding audit procedures are as
follows:
### Audit Procedures:
{INSERT AUDITORS’ RESPONSE (exam-
ple)}
## Example 2
...
Please plan the corresponding audit responses
in Japanese as shown above.
{INSERT DESCRIPTION OF KAM}

3.8 Evaluation Metrics
To analyze the differences in generation behavior,
we employed a multi-perspective evaluation
approach. In particular, we evaluated textual
properties using four perspectives: accuracy,
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comprehensiveness, relevance, and specificity.
These metrics are derived from the requirements of
accounting audit procedures. In accounting audits,
auditors emphasize the comprehensiveness of audit
evidence obtained through audit procedures and
their relevance to examination items (IAASB and
IFAC, 2024a; JICPA, 2024; PCAOB, 2004). Ad-
ditionally, they require specificity in documenting
procedures in audit working papers (IAASB and
IFAC, 2024b; JICPA, 2022; PCAOB, 2010).

3.8.1 Accuracy
We employed an evaluation approach based on
question-answer pairs generated from ground truth
data (Deutsch et al., 2021; Wang et al., 2020). First,
we extracted audit procedures as bullet points from
the audit procedures in the evaluation data (ground
truth). For each audit procedure, we created
evaluation instances by masking one technical term
by GPT-4o-2024-08-06.

When evaluating the generated audit procedures,
we assessed whether the masked terms in the audit
procedures could be predicted by referring to the
generated audit procedures. This prediction task
was performed using GPT-4o-mini-2024-07-18,
and the "accuracy" score is defined as the average
ROUGE-F1 scores (Lin, 2004) in the evaluation
data.

3.8.2 LLM-as-a-judge Evaluation
To assess comprehensiveness, specificity, and rele-
vance, we adopted the LLM-as-a-judge approach.
The evaluation prompts were created with reference
to AzureML Model Evaluation (Microsoft, 2023)
but were also refined for the accounting audit
domain; presented in Appendix H.

Comprehensiveness, specificity, and relevance
were evaluated using 5-point scales. Comprehen-
siveness was assessed by measuring the extent
to which generated procedures covered ground
truth content (including similar or abstracted
content). Specificity scores were assigned based
on the clarity and precision of the generated audit
procedures, with points deducted for ambiguity.
Relevance was assessed based on whether the
generated audit procedures aligned with the given
considerations.

For the evaluation models, we used GPT-
4-turbo-2024-04-09 for comprehensiveness and
specificity, as GPT-4-turbo is commonly used for
LLM-as-a-judge tasks and has a high correlation
with human evaluation (Gu et al., 2025). Relevance

scores by GPT-4-turbo were consistently inflated,
making evaluation of domain specialization diffi-
cult: when we evaluated responses generated by
vanilla model of Llama-3.1-8B-Instruct, almost all
samples received a score of 5. Therefore, we used
GPT-4o-2024-08-06 to assess relevance.

The sensitivity analysis of these evaluation
metrics is presented in Appendix E.

3.8.3 Normalization and Comparison
To evaluate the relative performance gain compared
to the vanilla LLMs, each evaluation metric score
is normalized to a range from 0 to 1 using the
following min-max normalization: The minimum
value is set to the baseline model’s score, while
the maximum value is 1 for accuracy and 5 for
other metrics. The average scores were calculated
from the normalized values. For instance, if vanilla
LLM scores 1, SFT scores 4, ICL scores 3, and the
maximum possible score is 5, the SFT normalized
score is (4 − 1)/(5 − 1) = 0.75 and the ICL
normalized score is (3−1)/(5−1) = 0.5. In spite
of the normalization, the comparison of interest
was tested using a paired t-test with family-wise
error (FWE) correction for comparisons across
multiple perspectives. The raw evaluation scores
are shown in Appendix G.

4 Results

4.1 Experiment 1: SFT vs. ICL

Figure 2 compares the improvement scores relative
to the vanilla LLMs as the baseline for SFT and
ICL approaches applied to Qwen2, Swallow, and
Llama-3.1.

For SFT, we evaluated both SFT-IT and
SFT-CV approaches. For ICL, we selected
the best-performing few-shot selection method,
hereafter referred to as ICL (optimal strategy).
This corresponds to "20-nearest" for Qwen2
and "1-nearest and 1-diverse" for Swallow and
Llama-3.1. These results are presented in Section
4.2.

SFT and ICL demonstrated improvements over
the baseline of vanilla LLMs, across all four
metrics, indicating the growth potential of LLMs
on AAPG tasks. The comparison between
SFT-IT and ICL revealed distinct performance
variations across different metrics. While both
approaches showed comparable improvements in
accuracy and comprehensiveness, SFT-IT showed
less improvement than ICL in specificity, but
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Accuracy Comprehensiveness Specificity Relevance

SFT-IT vs. ICL - ICL * ICL * SFT-IT *
SFT-CV vs. ICL ICL * - - SFT-CV *
SFT-IT vs. SFT-CV SFT-IT * - SFT-CV * -

Figure 2: Comparison of SFT and ICL performance in
zero-shot setting. Top: normalized score improvements
from vanilla LLMs (vanilla LLMs = 0, gray baseline).
Bottom: winner of the comparison with consistency
between models. "-" indicates inconsistent results;
"*" indicates statistical significance (P < .05, FWE
corrected).

SFT approaches consistently outperformed ICL
in relevance across the models. SFT-CV also
demonstrated higher improvements in relevance
compared to ICL, while showing lower improve-
ments in accuracy but comparable improvements
in comprehensiveness. These results suggest
differences in capability development between
domain specialization approaches.

4.2 Experiment 2: Selection Strategy of
Demonstration Examples in ICL

In order to select the ICL (optimal strategy), we
conducted two experiments. First, we examined
the effect of selecting the number of demonstration
examples, ranging from 1 to 20, as shown in Figure
3. The results suggest that increasing k does
not always lead to better performance. Qwen2
achieved maximum performance at k = 20, while
Swallow and Llama-3.1 performed best at k = 2.

Second, we also examined strategies for
selecting demonstration examples (Figure 4):
random selection, selection based on nearest
examples, and selection based on both the nearest

and diverse examples.
The results varied across models: nearest

selection was the most effective for Qwen2, while
a combination of the nearest and diverse selection
strategies yielded the best results for Swallow and
Llama-3.1.

4.3 Experiment 3: Combination of SFT and
ICL

For SFT-IT and SFT-CV, responses are generated
using prompts that include a single demonstration
example during inference. The same prompting
approach is also applied to SFT-FS. Parameter
p is set to 0.5 for SFT-FS as it showed better
performance than p = 1 (see Appendix D for
details).

First, we compared SFT-IT and SFT-CV with
1-nearest shot to 0-shot. Figure 5 illustrates
the performance improvements over the baseline,
where the baseline is defined as the model’s output
with a single demonstration example in the prompt.
Compared to methods without few-shot prompting,
improvements in accuracy were observed across
SFT-IT and SFT-CV. SFT-IT and SFT-CV also
improved in comprehensiveness. These findings
suggest that the behavior acquired by combining
SFT and ICL is not a simple union but creates
additive effects. On the other hand, the results
for specificity and relevance were inconsistent,
and additive effects were not observed across all
evaluation aspects.

Second, the hybrid approaches (SFT-IT, SFT-CV,
and SFT-FS) were compared to ICL (Figure 6),
following the same methodology as in section 4.1,
in which ICL (optimal strategy) was employed.
Comparing SFT-based methods with few-shot
prompting to the ICL (optimal strategy), SFT-IT
and SFT-CV showed superior improvements in
accuracy and relevance, while SFT-CV also
excelled in comprehensiveness. However, all
SFT methods still underperformed ICL (optimal
strategy) in specificity (Figure 6, bottom table
upper row).

Among the hybrid approaches, no statistically
significant differences were observed across mod-
els regarding accuracy and comprehensiveness;
however, SFT-FS consistently demonstrated greater
improvements in relevance compared to other
methods. Additionally, SFT-IT showed less
improvement in specificity than other approaches
(Figure 6, bottom table lower row).
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Figure 3: Experiment on the effect of ICL in selecting the optimal k-value.

Figure 4: Normalized score improvement across
different demonstration selection strategies for ICL.
Vanilla LLM performance is normalized to 0 (gray
baseline).

4.4 Experiment 4: Experiments in other
LFQA Datasets

In order to examine the generalizability of the
results shown above, we conducted experiments
with Qwen2-7B on other LFQA datasets, MilkQA
and cMedQA2 (see Appendix B.4), which are
expected to have relatively high domain specificity.
Table 1 shows the experimental results for the
MilkQA dataset. Regarding accuracy, similar
to results in the AAPG task, SFT-CV and ICL
achieved comparable scores, and the combination
of these methods showed additive effects of
improved accuracy. On the other hand, for
SFT-IT, the combined approaches did not yield
significant improvements compared to ICL alone.
For comprehensiveness, we observed an additive
effect of SFT-CV and ICL, similar to the AAPG

Accuracy Comprehensiveness Specificity Relevance

SFT-IT (1-nearest vs. 0-shot) 1-nearest * 1-nearest * - -
SFT-CV (1-nearest vs. 0-shot) 1-nearest * 1-nearest * - -

Figure 5: The score improvement in combined
approaches against 0-shot in SFT-IT and SFT-CV.
Top: normalized score improvements from vanilla
LLMs (vanilla LLM with 1-nearest-shot = 0, gray
baseline). Bottom: winner of the comparison between
1-nearest-shot and 0-shot.

task.
However, specificity and relevance tended to

deteriorate with SFT-based methods. Nevertheless,
as with the AAPG task, performance degradation
was reduced in SFT-CV compared to SFT-IT.

Table 2 presents the experimental results for the
cMedQA2 dataset. Regarding accuracy, SFT-IT
and SFT-CV showed improvements comparable
to ICL (with SFT-IT showing slightly better
improvement), but combination did not produce
additive effects. For the other three metrics
besides accuracy, ICL showed only minimal score
improvements, while other methods tended to
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Accuracy Comprehensiveness Specificity Relevance

SFT-IT (1-nearest) vs. ICL SFT-IT (1-nearest) * - ICL * SFT-IT (1-nearest) *
SFT-CV (1-nearest) vs. ICL SFT-CV (1-nearest) * SFT-CV (1-nearest) * ICL SFT-CV (1-nearest) *
SFT-FS (p=0.5, 1-nearest) vs. ICL - - ICL * SFT-FS (p=0.5, 1-nearest) *

SFT-CV (1-nearest) vs. SFT-IT (1-nearest) - - SFT-CV (1-nearest) * -
SFT-FS (p=0.5, 1-nearest) vs. SFT-IT (1-nearest) - - SFT-FS (p=0.5, 1-nearest) * SFT-FS (p=0.5, 1-nearest) *
SFT-FS (p=0.5, 1-nearest) vs. SFT-CV (1-nearest) - SFT-CV (1-nearest) - SFT-FS (p=0.5, nearest 1-shot) *

Figure 6: Comparison between the hybrid approaches and ICL (optimal strategy). Top: normalized score
improvements from vanilla LLMs between SFT-IT, SFT-CV, SFT-FS, and ICL with the 1-nearest-shot inference
(vanilla LLM with 1-nearest-shot = 0, gray baseline). Bottom: winner methods with consistency across the models
(upper row: SFT with 1-nearest-shot vs. ICL (optimal strategy); lower row: comparison between hybrid approaches).

Accuracy Comprehensiveness Specificity Relevance

Vannila 0.214 2.21 4.26 4.32
ICL (20-nearest) 0.234 2.46 4.59 4.56
SFT-IT 0.225 2.24 3.42 3.61
SFT-CV 0.231 2.42 4.21 4.08
SFT-IT (1-nearest) 0.236 2.32 3.44 3.62
SFT-CV (1-nearest) 0.242 2.51 4.44 4.30

Table 1: Results of replication experiments with Qwen2
on the MilkQA dataset. Scores are presented without
normalization.

Accuracy Comprehensiveness Specificity Relevance

Vannila 0.236 2.97 4.81 4.55
ICL (20-nearest) 0.269 3.05 4.82 4.58
SFT-IT 0.277 2.70 3.06 3.47
SFT-CV 0.260 2.95 4.38 4.26
SFT-IT (1-nearest) 0.268 2.62 3.27 3.62
SFT-CV (1-nearest) 0.261 2.90 4.34 4.27

Table 2: Results of replication experiments with Qwen2
on the cMedQA2 dataset. Scores are presented without
normalization.

deteriorate. Additionally, SFT-based methods
showed performance degradation. As with the
AAPG and MilkQA, the performance degradation
was reduced in SFT-CV compared to SFT-IT.

5 Discussion

5.1 SFT vs. ICL

This study analyzed the features of text generated
by the various domain-specialized LLMs. SFT and
ICL showed almost equivalent improvements in
average scores, which was consistent with task-
based analysis in the previous research (Ovadia

et al., 2024; Soudani et al., 2024; Bassamzadeh
and Methani, 2024; Mosbach et al., 2023). These
results, showing that their combination approaches
improved more in some metrics, also align with
Balaguer et al. (2024).

On the other hand, the comparison between
SFT-based approaches and ICL revealed distinct
performance variations in generated text across
different metrics. For accuracy, while zero-shot
SFT-based methods and ICL showed similar
improvements from vanilla, hybrid approaches
demonstrated additive improvements beyond using
either method alone. For comprehensiveness,
similar results were observed, but only for SFT-CV.
In contrast, regarding specificity, SFT-based
methods consistently underperformed compared to
ICL, and even hybrid approaches underperformed
relative to ICL. Additionally, for relevance,
SFT-based methods consistently improved over
ICL, but the combined methods did not show
consistent improvements over zero-shot SFT.

An important consideration is that experiments
conducted on other datasets showed limited
generalizability of these findings. In MilkQA
dataset, While accuracy and comprehensiveness
showed similar trends, we could not observe similar
patterns for specificity and relevance. Based on
the preliminary study shown in Appendix B.4,
ground truth evaluation scores for these metrics
were lower than those for vanilla LLMs, suggesting
that improvements in SFT-based methods were
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limited by the quality of the training data. In the
cMedQA2 dataset, the results observed in AAPG
could not be replicated. This may suggest limited
potential for domain specialization, possibly due to
the dataset’s reliance on publicly available online
platforms (Zhang et al., 2018), which could have
been included in the LLM’s pre-training data.

5.2 Explanations of the Performance
Differences

The performance differences between SFT and
ICL can be attributed to several factors. We
classified evaluation rationales for deductions made
by LLM-as-a-judge into into several categories to
investigate potential differences between SFT and
ICL scoring results. In terms of specificity, SFT-IT
demonstrated more frequent negative rationales
about the target of the audit procedure compared
to ICL. Regarding relevance, we observed fewer
negative rationales for audit procedures in the
relatively challenging topic of accounting estimates.
Furthermore, while comprehensiveness scores
of SFT-IT and ICL showed minimal overall
differences, SFT-IT exhibited more observations of
negative rationales related to IT or internal controls
compared to ICL. Additional details of the results
are shown in Appendix F. These findings suggest
that SFT-based methods, when compared to ICL,
demonstrate superior improvement in selecting
issues directly corresponding to the question
(matters under consideration), while tending to
provide insufficient or ambiguous descriptions of
supplementary matters.

Moreover, we conducted a further ablation study
to understand ICL’s domain specialization. To un-
derstand the mechanism behind ICL’s performance
in specificity, we investigated whether relevant
descriptions in the context enhance accuracy. Using
k=20 nearest ICL (specificity score = 4.738)
as baseline, we performed ablation studies that
disrupted relationships between relevant passages.
The results showed that when providing only
shuffled nouns from ICL context, specificity
dropped to 4.663 (-0.074), while shuffled sentences
resulted in a smaller decrease to 4.719 (-0.018).
Notably, disrupting input-output correspondence
through shuffling actually improved the score
slightly to 4.747 (+0.0095). These findings indicate
that ICL in this study operates primarily through
knowledge injection from relevant contextual
information rather than through pattern recognition
of input-output correspondences, distinguishing it

from traditional in-context learning mechanisms.

5.3 Implications for Applications to
Accounting Audit

This research demonstrated that different do-
main specialization methods exhibit distinct
patterns in generation behavior. When creating
domain-specialized LLMs, methods should be
selected according to the desired output features.
For instance, SFT-FS, which demonstrates high
relevance, is suitable for creating audit procedure
drafts. In contrast, SFT-IT, which demonstrates
high comprehensiveness, is more effective for
checking the completeness of human-designed
audit procedures. Moreover, when the reliability of
the training data is questionable, ICL can mitigate
the risk of performance degradation. Alternatively,
when SFT approaches are preferred, SFT-CV
effectively minimizes performance degradation.

6 Conclusion

The comparison of domain specialization methods
for AAPG tasks revealed that ICL and SFT
exhibit distinct characteristics in their generation.
SFT demonstrated a greater improvement in
relevance, while ICL showed a greater increase in
specificity. The hybrid approaches of ICL and SFT
outperformed the individual methods, suggesting
an additive effect between the two approaches. The
different hybrid methods of SFT and ICL also
exhibited varying patterns of capability acquisition.
These findings provide insights into the potential
differences in domain specialization.

7 Limitations

This study has the following limitations: (1)
The experiments were conducted with a narrow
focus on audit procedures generation as the
domain-specific target, which constitutes a highly
specialized domain and task. While some
results are also demonstrated in other LFQA
datasets, it presents replication challenges for
the key differences of SFT and ICL with
higher-quality question-answering datasets. (2)
This experiment focused on LLMs with model
sizes of approximately 7-8B parameters, and it
remains unclear whether similar results would
be obtained with smaller or larger model sizes.
For example, (Soudani et al., 2024) obtained
different conclusions with relatively smaller
model sizes. In particular, since model size
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affects the susceptibility to catastrophic forgetting
(Ramasesh et al., 2022), further experiments
with different model sizes are necessary. (3)
Since fine-tuning employs PEFT (QLoRA), it
remains unclear whether these results can be
similarly reproduced in full-parameter models
or PEFT without quantization. Moreover, the
range of k in ICL ablation study is also limited
by computational resources. (4) Validation of
LLM-as-a-judge through sensitivity analysis alone
does not guarantee reliability. For example, there
may be a gap between the evaluation metrics and
what we actually perceive.

8 Ethical Considerations

Although this research provides several insights
into the application of domain-specialized LLMs
to accounting audit, it is essential to consider the
potential risks and practical implications for audit
procedures, as accounting audit work is a highly
regulated field with significant social responsibility.
Additionally, the experiments in this study do not
directly address real-world audit procedure tasks,
as audit procedures are determined according to
audit firm policies and auditing standards and need
to be verified by audit professionals. Care must
be taken when applying the results of this study to
real-world audit procedures.
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A Background

To understand the experimental settings and discuss
them using consistent terminology, we introduce
the following definitions:

A.1 Domain and Task

Based on Pan and Yang (2010), we define domain
as D = (X , P (X)), where X represents the input
text for LLMs and P (X) denotes the marginal
probability distribution of input text, with X ∈ X .
In domain adaptation, the target domain is denoted
Dt = (Xt, Pt). Task is defined as T = (Y,L),
where Y represents the output space of LLMs and
L represents the objective function. The target task
is denoted as Tt = (Yt,Lt).

A.2 Supervised Fine-tuning with LoRA
(Low-Rank Adaptation)

We consider updating the parameters θ of the pre-
trained model Mθ using the training dataset Dt =
{(x1, y1), . . . , (xn, yn)} ⊂ Xt×Yt from the target
domain.

LoRA freezes most of the pre-trained parameters
and introduces small additional parameters in a
low-rank decomposition for training. For a weight
matrix W from the pre-trained parameters θ, LoRA
adds a low-rank decomposition:

W ← W +BA, (7)

where A ∈ Rr×din , B ∈ Rdout×r are the newly
introduced LoRA parameters (rank r), W is the
original pre-trained matrix, which remains frozen
7. Let θnew = (A,B) denote the trainable LoRA
parameters, and let θfrozen represent the frozen pre-
trained parameters. The model can be written as:

Mθfrozen,θnew . (8)

We only optimize over θnew = (A,B) by
minimizing task-specific objective Lt:

θ∗new = argmin
θnew
Lt(θfrozen, θnew;Dtrain). (9)

B Analysis of Other LFQA datasets

Beyond the AAPG task, we conducted experiments
evaluating LLM-generated text from multiple
perspectives for question answering tasks using
other publicly available LFQA datasets.

7This is simplified by omitting the scaling term.

B.1 MilkQA

MilkQA (Criscuolo et al., 2017) comprises con-
sumer questions and expert answers from the dairy
sector of Embrapa (a Brazilian agricultural research
company), collected by their customer service
department between 2003 and 2012, representing
real-world dairy consultation scenarios. From the
2,657 question-answer pairs available, we used
1,412 pairs ranging from 50 to 1,000 words. We
allocated 20% of the dataset for evaluation and
the rest for training or development. Prompts
for inference and evaluation were created in
Portuguese.

B.2 cMedQA2

The cMedQA2 dataset consists of questions and
answers collected from a Chinese online health
consultation website, covering symptom descrip-
tions, disease diagnosis and treatment, medication
use, and psychological consultations, containing
approximately 54,000 questions and more than
101,000 answers (Zhang et al., 2018). Due to
the high computational cost of LLM-as-a-judge
evaluation, this research focuses on relatively
high-quality data. Specifically, we narrowed
down to answers provided by multiple physicians
with a minimum similarity threshold with other
answers (correlation coefficient of embedding
vectors projected by multilingual-e5 being at least
0.9), and answers between 100-200 characters in
length, resulted in 9,936 pairs. We designated 5%
of the dataset for evaluation and the remainder for
training or development. Prompts for inference and
evaluation were created in Chinese, and character
segmentation for ROUGE-F1 score calculation
utilized the Rouge-Chinese library8.

B.3 ELI5-Category

The ELI5 Category dataset (ELI5-Category) is a
more recent, categorized English question-answer
dataset that, while smaller than the original ELI5
dataset (Fan et al., 2019), features content collected
from Reddit’s "r/explainlikeimfive" subreddit from
January 2017 to June 2021. It consists of fact-based
questions requiring extended responses, along with
their corresponding responses. For this research,
we excluded the ’Repost’ category, which contains
duplicate content and randomly selected 5% (452
instances) from question-answer pairs under 1,000

8https://github.com/Isaac-JL-Chen/rouge_
chinese
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words as evaluation data.

B.4 Evaluation of the Ground Truth Answers

Table 3 shows the comparisons using four metrics
comparing the responses generated by Qwen2-7B,
Swallow-8B, and Llama-3.1-8B with the ground
truth on the evaluation split of the dataset for
the AAPG task. For the other datasets, we also
performed a similar evaluation using the same
four metrics, comparing responses generated by
Qwen2 and Llama-3.1 with the ground truth. The
results indicate that for the AAPG task, the ground
truth received higher evaluations across all four
metrics compared to outputs from vanilla LLMs,
suggesting the potential for domain specialization.
In contrast, for the other datasets, both Qwen2 and
Llama-3.1 generated responses that scored higher
than the ground truth in terms of specificity and
relevance. These datasets are therefore not suitable
for analyzing improvements in domain-specialized
LLMs.

C Dataset and Pre-processing

AAPG dataset was extracted from of audit reports
from securities reports with fiscal year-ends
between March 31, 2021, and March 31, 2024,
submitted up to July 2024, obtained from the
Electronic Disclosure for Investors’ NETwork
(EDINET) site 9. Data can be accessed through
the EDINET API 10. The data was provided in
eXtensible Business Reporting Language (XBRL)
format and was parsed using the Arelle library11.
Considering computational resources, from 13,878
audit reports with 17,326 KAMs we selected
cases where the token size of KAM consideration
descriptions was below 768 tokens and the auditors’
response descriptions below 1024 tokens. The
training data pool, consisting of data prior to March
31, 2024, contained in 9,566 KAMs after excluding
KAMs from the same submitters included in the
evaluation data (500 audit reports with 607 KAMs).

Due to minimal annual updates in KAM
descriptions, we excluded similar KAMs from
the training data (Doi et al., 2024). For each
submitter, we calculated the Levenshtein distance
(Levenshtein, 1965) with previously submitted
KAMs, excluding past KAMs if the distance was

9http://disclosure.edinet-fsa.go.jp/
10https://disclosure.edinet-fsa.go.jp/

EKW0EZ0015.html
11https://arelle.org/arelle/

less than 200. This resulted in 8,350 KAMs as
training cases.

The following preprocessing was performed: (1)
HTML parsing and normalization, (2) converting
verb endings from past tense to regular form
and (3) converting auditor response descriptions
to markdown format using llama-3.1-8B-Instruct
to reduce evaluation variance due to formatting
differences.

For SFT training, the 8,350 KAMs were divided
into training and validation data at a ratio of
90% and 10%. The training was conducted with
4-bit quantization, LoRA rank of 16, learning
rate of 2e-5, and batch size of 2. Training was
conducted for up to 6 epochs and selected the
model with the lowest loss on the validation data,
and computations were performed using NVIDIA
A6000, taking approximately 2 days for each
fine-tuning process.

D Comparison between p = 1 and p = 0.5
of SFT-FS Training

In the RAFT paper (Zhang et al., 2024), the
proportion of training instances including oracle
documents varies by dataset, with settings of
p = 0.4, p = 0.6, and p = 1. Therefore,
we compared cases of p = 0.5 and p = 1
in SFT-FS. The results are shown in Figure 7.
Consistently across models, p = 0.5 showed
improved Specificity scores compared to p =
1; however, the improvement margin was not
statistically significant. Furthermore, while Qwen2
and Llama-3.1 demonstrated improved Relevance
scores, Swallow showed no significant difference
and showed a lack of consistency across models.
On the other hand, the accuracy scores were higher
with p = 1 compared to p = 0.5.

E Sensitivity Analysis of LLM-as-a-Judge

In this study, we use LLM-as-a-Judge for
evaluating comprehensiveness, specificity and
relevance of generated audit procedures. Since
the evaluation prompt is original to this task, we
validate its effectiveness in LLM-as-a-judge.

First, to check comprehensiveness sensitivity
of the LLM evaluator, we prepare synthetic audit
procedures for the KAM by intentionally including
procedures from the ground truth when generating
audit procedures with GPT-4o-2024-08-06. Sec-
ond, to check specificity sensitivity of the LLM
evaluator, we prepare a synthetic diluted KAM
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Task Model (or ground truth) Accuracy Comprehensiveness Specificity Relevance

AAPG
Qwen2 0.239 2.641 4.491 4.091

Swallow 0.237 2.652 4.417 3.956
Llama-3.1 0.241 2.496 4.361 3.768

ground truth 0.867 5.000 4.581 4.813

MilkQA
Qwen2 0.214 2.212 4.268 4.325

Llama-3.1 0.215 2.098 4.561 4.462
ground truth 0.893 4.996 3.02 3.519

cMedQA2
Qwen2 0.236 2.975 4.814 4.555

Llama-3.1 0.224 2.486 4.452 4.251
ground truth 0.916 4.967 3.018 3.635

ELI5
Qwen2 0.255 2.541 4.829 4.627

Llama-3.1 0.250 2.560 4.866 4.771
ground truth 0.829 5.000 3.929 4.301

Table 3: Multi-perspective score of vanilla model and ground truth for long-form question answering task.

Accuracy Comprehensiveness Specificity Relevance

(p=1) vs. (p=0.5) (p=1) * - (p=0.5) -

Figure 7: Difference between selection of parameters
in SFT-FS training phase. Top: normalized score
improvements from vanilla LLMs (vanilla LLM with
1-nearest-shot = 0, gray baseline). Bottom: winner with
consistency between models.

Comprehensiveness

Without ground truth procedure 3.599
Include one ground truth procedure 3.691
Onclude all ground truth procedures 4.909

Specificity

Plain 4.855
Diluted with another KAM 4.563
Diluted with 3 other KAM 4.420

Relevance

Without unrelated KAM 4.393
Include one procedure for an unrelated KAM 3.845
Include all procedures for an unrelated KAM 2.434

Table 4: Sensitivity analysis of LLM-as-a-judge
evaluation. Top: comprehensiveness changes by
inserting ground truth procedures. Middle: specificity
changes by diluting with other KAMs. Bottom:
Relevance changes by inserting procedures for unrelated
KAMs.

by integrating a KAM with its k-nearest neighbor
KAMs (k = 1 to 3) as noise into a single KAM using
GPT-4o with the prompt "Summarize the following
several audit considerations and summarize them
as one generalized consideration." Finally, to check
relevance sensitivity of the LLM evaluator, we
prepare synthetic audit procedures for the KAM
by intentionally including procedures from other
unrelated KAMs when generating audit procedures.
Table 4 shows scores decrease by these synthetic
KAMs.
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vanilla ICL SFT-IT SFT-CV SFT-IT (1-nearest) SFT-CV (1-nearest) SFT-FS (1-nearest)

IT and System Controls 233.6 169.2 217.3 186.2 185.4 169.2 193.3
Tax Effect Accounting and Deferred Tax Assets 248.5 157.9 152.8 159.6 153.9 136.8 159.3
Involvement and Verification of External Experts 417.4 265.8 310.0 274.1 260.8 255.7 261.4
Assessment of Internal Control Design and Operation 529.6 240.8 252.0 286.7 286.8 238.7 284.6
Evaluation of Construction Cost Estimates 484.0 327.2 345.1 331.9 315.2 286.0 314.3
Business Plan and Future Cash Flow Analysis 381.4 295.3 305.6 302.0 325.2 295.8 267.5
Audit Data Analysis 443.9 246.9 257.7 261.6 227.0 234.5 249.2
Business Plan Evaluation and Performance Analysis 490.6 311.7 296.4 293.9 271.6 295.8 262.5
Asset Impairment Testing 450.1 272.4 227.5 254.1 258.0 264.2 226.6
Sales Transaction Verification 557.8 413.5 437.6 420.9 408.7 389.5 411.8

SFT-CV/Vanilla - ICL/Vanilla SFT-CV(1-nearest)/Vanilla - ICL/Vanilla SFT-CV(1-nearest)/Vanilla - SFT-CV/Vanilla

IT and System Controls 0.073 0.000 -0.073
Tax Effect Accounting and Deferred Tax Assets 0.007 -0.085 -0.092
Involvement and Verification of External Experts 0.020 -0.024 -0.044
Assessment of Internal Control Design and Operation 0.087 -0.004 -0.091
Evaluation of Construction Cost Estimates 0.010 -0.085 -0.095
Business Plan and Future Cash Flow Analysis 0.017 0.001 -0.016
Audit Data Analysis 0.033 -0.028 -0.061
Business Plan Evaluation and Performance Analysis -0.036 -0.032 0.004
Asset Impairment Testing -0.040 -0.018 0.022
Sales Transaction Verification 0.013 -0.043 -0.056

Table 5: Topic-specific deductions regarding comprehensiveness. Top: distribution of deductions from LLM-
as-a-judge across topics. Smaller values indicate fewer deductions. Bottom: improvement and comparison of
topic-specific deductions regarding comprehensiveness. For ratios, values less than 1 mean fewer deductions than
Vanilla, indicating improvement. For differences, negative values indicate improvement compared to the reference.
Topics with relatively large differences are highlighted in bold if they show improvement compared to the reference,
or underlined if the reference shows greater improvement.

vanilla ICL SFT-IT SFT-CV SFT-IT (1-nearest) SFT-CV (1-nearest) SFT-FS (1-nearest)

Sales and performance forecasts by management 85.9 55.3 71.2 60.3 75.4 52.4 64.4
Standards and verification in internal controls 138.7 69.3 110.0 75.6 89.5 82.9 86.3
Contents of specific transactions 73.1 63.4 117.6 53.6 88.8 50.7 78.0
Impairment recognition and profitability 118.5 68.4 87.4 57.4 77.0 64.0 87.5
Insufficient coverage of the mentioned scope 115.8 80.1 95.5 65.5 102.7 80.1 91.3
Future forecasts and cash flow 74.9 42.9 43.3 35.7 62.4 49.2 47.3
Recoverability of deferred tax assets 66.6 53.9 81.2 40.0 72.7 66.2 62.8
Evaluation of business plan assumptions 123.9 62.2 74.4 67.7 71.1 64.8 76.0
Data analysis methods 126.2 65.0 80.6 78.9 86.7 78.7 59.3
External factors, market influences, and risks 97.8 59.3 94.0 78.5 105.1 84.5 81.0

ICL / Vanilla SFT-IT / Vanilla SFT-IT(1-nearest)/Vanilla SFT-IT/Vanilla - ICL/Vanilla SFT-IT(1-nearest)/Vanilla - SFT-IT/Vanilla

Sales and performance forecasts by management 0.644 0.829 0.877 0.185 0.048
Standards and verification in internal controls 0.500 0.793 0.645 0.294 -0.148
Contents of specific transactions 0.868 1.610 1.216 0.741 -0.394
Impairment recognition and profitability 0.577 0.737 0.650 0.160 -0.088
Insufficient coverage of the mentioned scope 0.692 0.825 0.887 0.133 0.062
Future forecasts and cash flow 0.573 0.578 0.833 0.005 0.255
Recoverability of deferred tax assets 0.809 1.218 1.091 0.409 -0.127
Evaluation of business plan assumptions 0.502 0.601 0.574 0.099 -0.027
Data analysis methods 0.515 0.639 0.687 0.124 0.048
External factors, market influences, and risks 0.606 0.962 1.075 0.356 0.113

Table 6: Topic-specific deductions regarding specificity.
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vanilla ICL SFT-IT SFT-CV SFT-IT (1-nearest) SFT-CV (1-nearest) SFT-FS (1-nearest)

Revenue recognition (period attribution, existence) 102.0 80.4 116.4 82.9 104.8 110.4 97.8
Impairment assessment and cash flow 119.6 77.0 30.0 43.1 44.3 55.1 30.1
Evaluation of estimate appropriateness 169.8 87.6 42.5 62.0 59.9 55.3 34.7
Internal controls and validity of revenue recognition 117.2 50.6 54.9 31.6 36.4 39.6 38.7
Verification of sales/revenue existence 61.5 41.3 44.5 40.5 30.6 43.9 27.3
Audit reports and specific documentation of issues 952.4 59.3 28.2 53.1 28.4 19.7 22.4
Tax effect accounting and deferred tax asset valuation 111.1 46.9 31.4 44.7 30.0 36.0 26.0
Inventory valuation and impairment assessment 69.7 29.1 21.0 28.5 17.3 27.1 15.0
Accuracy of sales data and internal controls 80.0 42.1 38.8 47.1 35.8 32.4 33.1
Assumption evaluation and risk management process 95.0 41.7 31.8 36.0 28.8 40.5 20.4

ICL / Vanilla SFT-IT / Vanilla SFT-CV / Vanilla SFT-IT/Vanilla - ICL/Vanilla SFT-CV/Vanilla - ICL/Vanilla

Revenue recognition (period attribution, existence) 0.788 1.141 0.813 0.353 0.025
Impairment assessment and cash flow 0.644 0.251 0.360 -0.393 -0.283
Evaluation of estimate appropriateness 0.516 0.251 0.365 -0.265 -0.151
Internal controls and validity of revenue recognition 0.432 0.469 0.269 0.037 -0.163
Verification of sales/revenue existence 0.672 0.725 0.659 0.053 -0.013
Audit reports and specific documentation of issues 0.062 0.030 0.056 -0.033 -0.006
Tax effect accounting and deferred tax asset valuation 0.422 0.283 0.402 -0.139 -0.020
Inventory valuation and impairment assessment 0.418 0.302 0.409 -0.116 -0.009
Accuracy of sales data and internal controls 0.526 0.485 0.590 -0.041 0.063
Assumption evaluation and risk management process 0.439 0.335 0.378 -0.104 -0.060

Table 7: Topic-specific deductions regarding relevance.

F Topic-Based Analysis of
LLM-as-a-Judge Evaluation
Differentials

In LLM-as-a-judge evaluations, assessment scores
are generated following the output of judgment
rationales.

This section interprets score differentials for
the LLM-as-a-judge evaluation metrics of compre-
hensiveness, specificity, and relevance highlighted
in our main text. Specifically, we utilized
GPT-4o-mini to extract rationales of deduction
from the judgment rationales for each evaluation
sample. These extracted deduction comments were
classified into ten topics using Latent Dirichlet
Allocation (LDA), and each evaluation sample’s
deductions were categorized into these ten topics
according to topic weights.

Regarding comprehensiveness, both SFT-CV
and ICL demonstrated comparable improvements,
with further performance enhancement observed
when hybridizing these approaches, indicating
an additive effect. According to the deduction
topics, the comparison between SFT-CV and
ICL showed that ICL demonstrated relatively
greater improvement in "IT and System Controls"
and "Assessment of Internal Control Design
and Operation." Since IT and internal control
procedures serve as indirect verification methods,
they are more susceptible to comprehensiveness
critiques, suggesting that the examples provided in
ICL offered an advantage (Table 5).

Furthermore, hybrid approaches compensated
for areas where SFT-CV showed relatively minor
improvement, such as "IT and System Controls"

and "Assessment of Internal Control Design and
Operation," achieving levels comparable to ICL.
Simultaneously, "Tax Effect Accounting and De-
ferred Tax Assets" and "Evaluation of Construction
Cost Estimates" showed enhancement. While the
improvement differential between SFT-CV and ICL
for these topics was not substantial, the hybrid
approach demonstrated improvement from both
SFT-CV and ICL perspectives, which demonstrates
additive effects. These topics involve the evaluation
of accounting estimates, which are challenging
areas for audit procedure planning (Table 5).

For specificity, the improvement of SFT-IT
was less pronounced than ICL’s, and even the
combination of SFT-IT with 1-shot did not
reach ICL’s level of improvement (Table 6
top). Topic-specific comparison revealed that the
primary differences in improvement magnitude
between SFT-IT and ICL were most evident in
"Standards and verification in internal controls,"
"Contents of specific transactions," "Recoverability
of deferred tax assets," and "External factors,
market influences, and risks." This suggests that
SFT-IT relatively lacked specific descriptions
regarding audit procedure targets. While "External
factors, market influences, and risks" showed
improvement in three approaches outside of one
hybrid method, it still did not attain ICL’s level
(Table 6 bottom).

Regarding relevance, SFT-IT and SFT-CV
demonstrated more substantial improvement than
ICL (Table 7 top). Topic-specific analysis indicated
common differentials from ICL in "Impairment
assessment and cash flow" and "Evaluation of
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estimate appropriateness." These topics represent
challenging areas for proposing audit procedures
related to accounting estimates (Table 7 bottom).

G Raw Evaluation Scores

Normalized increase of evaluation score have
already shown and discussed in the main text,
however to provide objective viewpoints raw scores
of each evaluation metric is also shown in Table
8 for Qwen2-7B, 9 for Swallow-8B, and 10 for
Llama-3.1-8B. Notably, the performance of SFT
on Swallow-8B is higher than that of Llama-3.1,
which is the base model of Swallow. This indicates
that domain adaptation to Japanese language
leads to accompanying domain specialization
in Japanese-specific expert tasks, such as audit
procedures generation task.

H The Prompts Used for
LLM-as-a-Judge Evaluation

Prompt for LLM-as-a-judge evaluation is shown in
the following.
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Accuracy Comprehensiveness Specificity Relevance Normalized Average Increase

Vanilla 0.239 2.641 4.491 4.091 0.000
ICL 1-nearest 0.281 3.344 4.657 4.532 0.291
ICL 2-nearest 0.318 3.356 4.740 4.585 0.360
ICL 5-nearest 0.320 3.470 4.750 4.591 0.379
ICL 10-nearest 0.337 3.524 4.727 4.656 0.397
ICL 20-nearest 0.340 3.611 4.738 4.647 0.410
ICL 1-nearest and 19-diverse 0.318 3.376 4.694 4.586 0.340
ICL 20-random 0.307 3.333 4.750 4.554 0.350
SFT-IT 0.337 3.575 4.575 4.666 0.331
SFT-CV 0.320 3.551 4.656 4.690 0.369
SFT-IT (1-nearest) 0.362 3.641 4.611 4.769 0.392
SFT-CV (1-nearest) 0.350 3.614 4.688 4.741 0.415
SFT-FS (p=1) 0.358 3.577 4.591 4.761 0.372
SFT-FS (p=0.5) 0.350 3.542 4.634 4.779 0.392

Table 8: Raw scores and normalized average score increases of domain specialized Qwen2-7B.

Accuracy Comprehensiveness Specificity Relevance Normalized Average Increase

Vanilla 0.237 2.652 4.417 3.956 0.000
ICL 1-nearest 0.330 3.376 4.591 4.616 0.340
ICL 2-nearest 0.344 3.390 4.583 4.649 0.351
ICL 5-nearest 0.344 3.493 4.535 4.619 0.334
ICL 10-nearest 0.355 3.473 4.492 4.638 0.321
ICL 20-nearest 0.343 3.357 4.390 4.623 0.258
ICL 1-nearest and 1-diverse 0.339 3.362 4.588 4.710 0.363
ICL 2-random 0.271 3.031 4.481 4.600 0.233
SFT-IT 0.350 3.336 4.537 4.842 0.373
SFT-CV 0.320 3.389 4.666 4.725 0.396
SFT-IT (1-nearest) 0.353 3.359 4.502 4.753 0.340
SFT-CV (1-nearest) 0.360 3.516 4.577 4.759 0.393
SFT-FS (p=1) 0.370 3.460 4.567 4.834 0.404
SFT-FS (p=0.5) 0.360 3.481 4.582 4.834 0.409

Table 9: Raw scores and normalized average score increases of domain specialized Swallow-8B.

Accuracy Comprehensiveness Specificity Relevance Normalized Average Increase

Vanilla 0.241 2.496 4.361 3.768 0.000
ICL 1-nearest 0.311 3.420 4.606 4.644 0.389
ICL 2-nearest 0.343 3.517 4.613 4.641 0.411
ICL 5-nearest 0.342 3.443 4.561 4.613 0.378
ICL 10-nearest 0.347 3.522 4.529 4.643 0.381
ICL 20-nearest 0.347 3.499 4.440 4.641 0.343
ICL 1-nearest and 1-diverse 0.348 3.428 4.626 4.699 0.421
ICL 2-random 0.247 3.015 4.509 4.540 0.269
SFT-IT 0.329 3.316 4.440 4.748 0.341
SFT-CV 0.324 3.341 4.643 4.787 0.429
SFT-IT (1-nearest) 0.356 3.413 4.479 4.773 0.380
SFT-CV (1-nearest) 0.353 3.501 4.600 4.718 0.424
SFT-FS (p=1) 0.356 3.471 4.497 4.755 0.389
SFT-FS (p=0.5) 0.343 3.494 4.541 4.801 0.413

Table 10: Raw scores and normalized average score increases of domain specialized Llama-3.1-8B.
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[Prompt for Evaluating Comprehensiveness (the original prompts were written in Japanese)]
Please evaluate the comprehensiveness of the provided answer and assign a score according to the
following instructions.
## Evaluation Criteria
Comprehensiveness is measured by how much of the content listed in the correct answer is included
in the predicted response. The more elements from the correct answer that are included or similarly
expressed in the predicted response, the higher the score.
## Scoring Scale
"5": "All elements listed in the correct answer are included in the predicted response with similar
content"
"4": "Most elements listed in the correct answer are included in the predicted response with similar
content"
"3": "About half of the elements listed in the correct answer are included in the predicted response with
similar content"
"2": "Only a small portion of the elements listed in the correct answer are included in the predicted
response with similar content"
"1": "None of the elements listed in the correct answer are included in the predicted response with
similar content"
## Notes
- Evaluate only from the perspective of comprehensiveness. For example, do not consider the
appropriateness of the audit procedures themselves or the specificity of the description.
- If the predicted response includes abstracted versions of elements listed in the correct answer, consider
those elements as included.
- First provide step-by-step logical reasoning, then answer in the specified format.
## Response format
### Reasoning
Step-by-step logical reasoning
### Conclusion
{s̈core:̈(̈integer from 1 to 5)}̈
## Evaluation Example
### Correct Answer
Apple characteristics:
1. Red or green skin
2. Sweet taste
3. Rich in dietary fiber
4. Contains Vitamin C
### Predicted Response
Apples have red skin and are sweet, delicious fruits. They are also considered good for health.
### Evaluation Result
#### Reasoning
Color and taste are mentioned, but nutritional aspects (dietary fiber, Vitamin C) are not mentioned.
There is a general reference to health benefits, but it lacks specificity.
#### Conclusion
{s̈core:̈ 3}
Based on these instructions, please evaluate the predicted response against the provided correct answer
and assign an appropriate score.
## Correct Answer
{INSERT GROUND TRUTH AUDIT PROCEDURES}
## Predicted Response
{INSERT GENERATED AUDIT PROCEDURES}
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[Prompt for Evaluating Specificity (the original prompts were written in Japanese)]
You are an evaluator of responses in accounting audits. Specificity is measured by how well individual
situations in the consideration items are reflected in the audit procedures of the predicted response.
Please evaluate based on the following criteria.
## Evaluation Criteria
Reflection of consideration items: The higher the score, the more the predicted response covers the
characteristics and concerns presented in the consideration items, and the more specific and feasible the
proposed audit procedures are.
## Scoring Scale
"5": "Reflects all individual situations shown in the consideration items, the description of audit
procedures is specific, and there are no ambiguous points."
"4": "Reflects about 90% of individual situations shown in the consideration items with specific audit
procedures, but there is one ambiguous point."
"3": "Reflects most individual situations shown in the consideration items with specific audit procedures,
but there are two or more ambiguous points."
"2": "Partially reflects the individual situations shown in the consideration items, but there are ambiguous
points in the description of audit procedures."
"1": "Only partially reflects the individual situations shown in the consideration items in the predicted
audit procedures, and the description of audit procedures is not specific."
## Notes - Evaluate only from the perspective of specificity of description. Do not consider the
comprehensiveness of the described audit procedures or their relevance to the risks mentioned in the
consideration items.
- First, extract the individual situations shown in the consideration items, then examine step by step
whether they are specifically reflected in the description of audit procedures. Finally, answer in the
specified format.
## Response format
### Reasoning
Step-by-step logical reasoning
### Conclusion
{s̈core:̈(̈integer from 1 to 5)}̈
## Example Evaluation
### Consideration Items
Revenue is recognized based on acceptance criteria, but there is a risk that the period attribution of sales
at the end of the month is inappropriate.
### Predicted Response
Verify that the sales recording date at the end of the month matches the date of the supporting
documentation received from the customer.
### Evaluation Results
#### Reasoning
The mention of the end of the month partially reflects the individual situation, but the supporting
documentation mentioned is not specific, and there is room for improvement, such as specifying
acceptance documents, etc.
#### Conclusion
{s̈core:̈ 2}
Based on the above instructions, please evaluate the provided correct answer and predicted response
and assign an appropriate score.
## Predicted Response
{INSERT GENERATED AUDIT PROCEDURES}
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[Prompt for Evaluating Relevance (the original prompts were written in Japanese)]
You are a grader of responses in accounting audits. Scoring for relevance is based on whether
the predicted audit procedures address the issues described in the matters for consideration. The
comprehensiveness of addressing the issues stated in the matters for consideration is not taken into
account.
The score is determined according to the following evaluation scale:
## Evaluation Scale
"5": "All of the predicted audit procedures directly address the matters stated in the considerations, and
there is no room for improvement in terms of relevance."
"4": "About 90% of the predicted audit procedures address the matters stated in the considerations, but
one procedure has low relevance."
"3": "The majority of the predicted audit procedures address the matters stated in the considerations,
but two or more procedures have low relevance."
"2": "Some of the predicted audit procedures address the matters stated in the considerations, but many
procedures have low relevance."
"1": "None of the predicted audit procedures have high relevance to the matters stated in the
considerations."
## Notes
- Please evaluate only from the perspective of relevance. Do not consider the comprehensiveness or
specificity of the described audit procedures.
- Please examine the relevance of each predicted audit procedure to the matters for consideration step by
step, and then respond in the specified format.
## Response format
### Reasoning
Step-by-step logical reasoning
### Conclusion
{s̈core:̈(̈integer from 1 to 5)}̈
## Evaluation Example
### Matters for Consideration
Revenue is recognized based on acceptance criteria, but there is a risk that the period attribution of
revenue in the final month is inappropriate.
### Predicted Audit Procedures
For sales transactions recorded in the final month, verify the recording date against the acceptance date
on the acceptance document received from the customer.
For sales transactions recorded in the final month, verify the recorded amount against the amount on the
acceptance document received from the customer.
### Evaluation Results
#### Rationale
While verifying the recording date against the acceptance document date addresses the issue stated in
the matters for consideration, verifying the amount does not address the stated issue.
#### Conclusion
{s̈core:̈ 3}
## Predicted Response
{INSERT GENERATED AUDIT PROCEDURES}
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