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Abstract

Although large language models (LLM) have
achieved remarkable performance, their enor-
mous parameter counts hinder deployment on
resource-constrained hardware. Low-rank com-
pression can reduce both memory usage and
computational demand, but applying a uniform
compression ratio across all layers often leads
to significant performance degradation, and pre-
vious methods perform poorly during decoding.
To address these issues, we propose the Fine-
grained Low-Rank Compressor (FLRC), which
efficiently determines an optimal rank alloca-
tion for each layer, and incorporates progres-
sive low-rank decoding to maintain text gener-
ation quality. Comprehensive experiments on
diverse benchmarks demonstrate the superior-
ity of FLRC, achieving up to a 17% improve-
ment in ROUGE-L on summarization tasks
compared to state-of-the-art low-rank compres-
sion methods, establishing a more robust and
efficient framework to improve LLM inference.

1 Introduction

In recent years, large language models (LLM)
(Zhang et al., 2022; Touvron et al., 2023; Jiang
et al., 2023; Liu et al., 2024a) have achieved re-
markable progress in text understanding and gen-
eration, finding widespread applications in areas
ranging from customer service to data analysis.
However, the substantial parameter counts and
high computational demands of these models pose
significant challenges for deployment in resource-
constrained environments such as mobile devices
and edge servers.

To address these challenges, various model com-
pression techniques have been proposed to reduce
the computational and memory requirements of
LLM while maintaining performance. Notable
methods include model pruning (Ma et al., 2023;
Akhauri et al., 2024) and quantization (Shao et al.,
2023; Liu et al., 2024b). Among these, low-rank
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Figure 1: The differences between FLRC and traditional
low-rank compression. As shown on the left side of the
figure, we can determine the optimal number of ranks
to preserve for each layer. On the right side, during
the decoding stage, our approach gradually reduces the
model’s overall activated rank as more tokens are gener-
ated, unlike previous static methods, thereby decreasing
the parameter usage and computational requirements
while maintaining the quality of the generated output.

compression methods based on singular value de-
composition (SVD) (Yuan et al., 2023; Wang et al.,
2024) have shown particular promise in reducing
both model size and computational cost.

Despite their potential, low-rank compression
methods face several challenges that must be ad-
dressed. First, each layer (and even each projec-
tion) has its own tolerance for compression (c.f.
Appendix A). Previous studies (Lin et al., 2024;
Ji et al.,, 2024; Shao et al., 2024) have attempted
to assign different, optimal compression rates to
each component, but these methods are often time-
consuming or insufficiently precise. Another sig-
nificant issue is that prior work primarily evalu-
ates compressed models on prefill-centric bench-
marks, such as perplexity or common-sense reason-
ing tasks, which are limited to single-token genera-
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tion. Our analysis reveals that even state-of-the-art
SVD-based methods suffer from notable accuracy
degradation on tasks that require multiple decoding
iterations, such as text summarization.

As shown in Figure 1, we propose Fine-grained
Low-Rank Compressor (FLRC) to overcome cur-
rent limitations. Our framework introduces two
key innovations. First, we develop an efficient,
gradient-based rank allocation algorithm that is sig-
nificantly faster and more accurate than existing
methods. Second, we implement a dynamic low-
rank compression paradigm that adjusts the rank
allocation during each token generation, starting
with a conservative compression rate and progres-
sively increasing it to maintain high accuracy at the
same overall compression ratio.

Experimental results on popular LLaMA model
families further validate our approach. In our ex-
periments, our rank allocation algorithm reduces
search time by up to 49x compared to previous
methods, and FLRC achieves up to a 17.35% higher
ROUGE-L score on summarization benchmarks,
setting a new standard for efficient and accurate
model compression.

2 Related Works

Low-rank compression (Kaushal et al., 2023; Hsu
etal., 2022) has emerged as an effective strategy for
reducing both parameter counts and computational
overhead in neural networks. ASVD (Yuan et al.,
2023) mitigates the impact of outlier activations by
scaling weight matrices based on activation distri-
bution. Additionally, it introduces a rank allocation
strategy to assign appropriate parameters ratio to
each layer. However, this search method is ex-
tremely time-consuming. In contrast, our proposed
rank search significantly reduces search time and,
under high compression rates, finds rank allocation
that deliver superior performance.

Another related work, SVD-LLM (Wang et al.,
2024), introduces a truncation-aware data whiten-
ing method to better correlate singular values with
compression errors, allowing the truncation of
smaller singular values with minimal impact on
error. However, despite these improvements, many
low-rank compression methods still perform sub-
optimally during the decoding phase of LLM in-
ference. To overcome this limitation, we propose
progressive low-rank decoding, which maintains
high text generation quality even under aggressive
compression, thereby improving the practicality of

compressed LLLM in real-world generation tasks.

Algorithm 1 Layer-wise Rank Allocation

Input: Model M with layers L,
where each layer [ € £
contains a set of projections Fj;
Calibration dataset D;
Rank budget target Rpudger-
Output: Rank allocation {r;,}iez pep,-
1: {Gy,} < ComputeGradient(M, D)
2: for each layer [ € £ do
3:  for each projection p € P, do
4 Compute the importance:

= TGl < Wi lil)

Alp
5.  end for
6: end for

7: Compute the total importance:
S = Yier 2 pep Up-
8: for each layer [ € £ do
:  for each projection p € P, do
10 Allocate rank proportionally:
Ty = round(al—bf’ X Rbudget)-
11:  end for
12: end for
13: return {r;, |l € L,p € P}

3 Proposed Method

Our proposed Fine-grained Low-Rank Compressor
(FLRC) consists of two main components.

3.1 Fisher-based Layer-wise Rank Allocation

In LLM, different weight matrices—and even dif-
ferent projections within the same layer—exhibit
varying capacities to tolerate compression. A uni-
form compression ratio across all layers can thus be
suboptimal, as it may overcompress some compo-
nents while undercompressing others. To address
this issue, we propose the Fisher-based Layer-wise
Rank Allocation algorithm, which computes an op-
timal rank allocation for each projection, preserv-
ing crucial projection ranks while effectively re-
ducing overall model size. An overview of our
algorithm is provided in Algorithm 1.

Our method begins by passing a calibration
dataset D through the model M and computing
the gradients via backward propagation. Let L de-
note the set of all layers in the model, and for each
layer [ € L, let P, be the set of projections in that
layer. For each layer [ € L and each projection
p € P, we denote the corresponding weight vector
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as W, and its gradient as G ;. We then calculate
a fisher-based (Abdelfattah et al., 2021) importance
value oy 5, defined as:

aip = Y(Guplil x Wiglil),

)

which measures the sensitivity of each projection
by incorporating both the gradient and the weight
values. Higher o, values indicate that the pro-
jection is more critical and should be compressed
less aggressively (or potentially left uncompressed),
whereas lower values suggest that the projection
can tolerate more aggressive compression. For
further details on Equation 1, please refer to Ap-
pendix B.

After computing the importance values for all

projections, we sum them to obtain the total im-
portance score S. We then allocate the rank for
each projection proportionally to its importance by
setting:
% X Rbudget)y (2)
where Rpudget 18 the overall rank budget target, ad-
justable based on the desired level of overall pa-
rameter compression. This yields a layer-wise rank
allocation {r;, | [ € L,p € P} that specifies the
number of ranks retained for each projection in
each layer, reflecting their relative importance.

This adaptive strategy ensures that the available
compression budget is efficiently distributed across
the model, focusing more resources on the most
impactful components. As a result, our rank allo-
cation method achieves a better balance between
compression and performance compared to meth-
ods that apply a uniform compression ratio across
all layers.

Ty = round(

3.2 Progressive Low-rank Decoding

In text generation tasks, earlier tokens play a more
significant role in shaping the overall coherence
and quality of the output compared to later tokens
(c.f. Appendix D). Thus, we propose Progressive
Low-rank Decoding, a dynamic compression strat-
egy that gradually reduces the model’s overall acti-
vated ranks during decoding. As shown in Figure 1,
our method progressively decreases the rank as
more tokens are generated, increasing the overall
compression rate while preserving strong perfor-
mance in generation phase.

To adapt the rank allocation during decoding,
we design a scheduler that determines the over-
all rank budget Rpugger to be used for each token.

Our scheduler leverages a calibration dataset to
identify the optimal schedule based on different
target compression levels. Let Rpugget(t) denote
the rank budget for token ¢ as determined by the
scheduler. Note that Ryugeet() is non-increasing,
meaning that while consecutive tokens may share
the same budget, the budget for token ¢ + 1 will
never exceed that for token ¢.

Substituting Rpudget(t) for Rpudger in Equation 2
yields the token-specific rank configuration:

rip(t) = round(agp X Rbudget(t)> . B
This yields the configuration {r;,(t) |l € L, p €
P} for the current token.

This scheduler-based approach dynamically ad-
justs the rank budget during decoding: early tokens
benefit from a larger parameter set, while later to-
kens are generated with a reduced rank configu-
ration. For supplementary details on our method,
please refer to Appendix C.

4 Experiments

4.1 Experiments Setup

For the decoding stage evaluation, we conduct ex-
periments on two summarization benchmarks: Di-
alogSum (Chen et al., 2021) and CNN/DM (Her-
mann et al., 2015). In addition, to assess per-
formance during the prefilling stage, we measure
the perplexity on the Wikitext2 (Merity et al.,
2016) dataset and evaluate zero-shot accuracy
across seven common tasks provided in the LM-
Evaluation-Harness (Gao et al., 2021). For experi-
mental details, please refer to the Appendix F.

4.2 Evaluation on Generation Tasks

As shown in Table 1, our experiments on Llama-3-
8B-Instruct (Dubey et al., 2024) reveal that previ-
ous low-rank compression methods struggle with
generation tasks. In contrast, our approach, which
incorporates progressive low-rank decoding, con-
sistently maintains strong performance across var-
ious compression ratios. Here, the compression
rate represents the overall percentage of parame-
ter usage saved during the entire generation stage.
Notably, under a 20% compression rate!, evalua-
tions on the DialogSum benchmark indicate that
while competing methods yield ROUGE-L scores

'We define the compression rate as the average percentage
reduction in model parameters per token, computed over both
the prefilling and decoding stages.
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Llama-3-8B-Instruct Llama-2-7B-Chat
Comp. Rate Method DialogSum CNN/DM DialogSum CNN/DM
ROUGE-L1 BERTScore T ROUGE-L T BERTScore T | ROUGE-L 1T BERTScore T ROUGE-L 1 BERTScore 1

- Baseline 24.72 86.79 24.34 86.51 ‘ 24.56 87.75 24.82 87.23
ASVD 0.10 80.07 0.54 77.09 15.44 80.45 7.94 78.75

20% SVD-LLM 0.24 78.12 6.29 76.46 13.62 83.07 19.71 84.86
FLRC 17.35 86.00 17.72 84.18 17.22 85.29 19.84 84.83

ASVD 0.53 72.45 0.07 71.81 6.47 80.34 3.44 75.66

30% SVD-LLM 0.41 72.06 3.98 74.28 2.34 75.62 15.56 82.20
FLRC 8.09 81.92 10.83 79.92 14.91 83.62 17.28 83.91

Table 1: Generative performance comparison (ROUGE-L and BertScore are expressed as percentages).

Perplexity | Zero-shot Task Accuracy (%) T

Model | Comp. Rate | Method Wiki2 | ARC-e ARC-c Hella OBQA Wino MathQA PIQA Ave.
- Baseline 6.14 | 8013 5051 60.17 3480 7261 4050 7971 59.78

ASVD 320680 | 3081 1954 27.06 13.80 5241 21.04 5637 31.58

20% | SVD-LLM | 1472 55.64 2730 3722 2160 6054 2439 6469 41.63

Llama-3-8B FLRC 12.53 5442 2858 3895 2380 6827 2503  66.54 43.66
ASVD | 28566.03 | 25.58 2278 2584 1240 5122 1826 5229 29.77

30% | SVD-LLM | 33.13 4007 2099 3030 1680 5533 2275 5794 3488

FLRC 2546 | 3834 2039 30.84 19.00 59.51 2168 6055 35.76

Table 2: Perplexity and zero-shot accuracy of low-rank compression methods.

of less than 1%, our method achieves an impressive
17.35%.

Although earlier low-rank compression tech-
niques have shown relatively better performance
on Llama-2-7B-Chat, our method still delivers sig-
nificantly higher ROUGE-L and BertScore met-
rics at high compression rates across both bench-
marks. An ablation study of our proposed approach
is presented in Appendix E. We also evaluated our
method on different model sizes to demonstrate its
generalization; see Appendix H for details.

4.3 Evaluation on Understanding Tasks

In addition to generation tasks, we evaluate our ap-
proach on perplexity and zero-shot accuracy using
Llama-3-8B, as shown in Table 2. On the Wikitext2
dataset, our method achieves significantly lower
perplexity compared to other low-rank compres-
sion techniques. Moreover, the average zero-shot
accuracy across various compression ratios consis-
tently outperforms that of previous methods. These
results indicate that our proposed layer-wise rank
allocation effectively mitigates the performance
loss typically associated with model compression,
ensuring robust language understanding even under
aggressive parameter reduction.

4.4 Rank Allocation Search Time

We compare our proposed rank allocation search
with the ASVD approach. The ASVD method, be-

ing perplexity-based, requires substantially more
time for the search process compared to our ap-
proach. On an A100 GPU, the ASVD method
takes approximately 147 minutes to complete the
search, whereas our method requires only 3 min-
utes, representing a 49-fold improvement in speed.
This significant reduction in search time demon-
strates that our approach can quickly and efficiently
determine an optimal rank configuration for the
model, thereby facilitating faster deployment. For
additional performance comparison experiments,
please refer to Appendix G.

5 Conclusion

In this study, we propose the Fine-grained Low-
Rank Compressor (FLRC) to rapidly determine the
optimal compression ratio for each layer, thereby
mitigating the performance degradation that arises
from applying a uniform compression rate across
all layers. Additionally, we introduce progressive
low-rank decoding to address the poor performance
of existing low-rank compression methods during
the generation phase. Experimental results demon-
strate that, under the same parameter utilization,
our approach outperforms other methods on both
generation and understanding tasks, indicating a
significant performance improvement in low-rank
compression.
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Limitation

In this study, we rely on a calibration dataset to
perform layer-wise rank allocation and design the
scheduler for FLRC. However, the model’s perfor-
mance on different benchmarks may vary depend-
ing on the choice of calibration dataset, which can
lead to discrepancies. To ensure fairness, we use
the same calibration dataset for all methods in our
experiments.

Additionally, our experimental results show that
dynamically specifying the number of model pa-
rameters used per token can greatly enhance LLM
inference efficiency. Nevertheless, optimizing the
scheduler for dynamic rank allocation remains a
crucial challenge, as it may introduce additional
overhead. Consequently, our future work will fo-
cus on engineering optimizations and kernel design,
specifically reducing the overhead associated with
dynamic rank allocation, to further improve the
overall efficiency of our approach.
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A Importance Score of Different Layers

Different layers within a model often exhibit vary-
ing degrees of “compressibility”, implying that uni-
form compression ratio can lead to suboptimal re-
sults. We can calculate the importance score of
each component in the model based on our pro-
posed method. As shown in Figure 2, the impor-
tance score of the projection in each layer varies
significantly. Identifying which layers can toler-
ate more aggressive compression and which layers
require a more careful approach is crucial to maxi-
mizing efficiency while minimizing performance
degradation.

Importance of Llama-3-8B Proj
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Figure 2: The importance score of various projections
in Llama-3-8B across different layer indices. Each
point represents a projection’s score; higher scores (e.g.,
"down_proj") indicate that less compression should be
applied, while lower scores allow for more aggressive
compression.

B Sensitivity Metrics for Each Projection

We use a small calibration dataset and perform back
propagation to compute the gradient for each pro-
jection. We observed that parameters with larger
gradients tend to be more sensitive, and that larger
weight values typically indicate higher importance.
Thus, we multiply the weight and its corresponding
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Comp. Rate | Method | DialogSum ROUGE-L 1

- | Baseline | 24.72

Eq. 4 0.44

10% Eq.5 15.74
Eq. 1 20.23

Eq. 4 0.07

20% Eq.5 2.16
Eq. 1 17.35

Table 3: Generative performance comparison of

different sensitivity metrics on Llama-3-8B-Instruct
(ROUGE-L is expressed as percentages).

gradient and then square the product to derive an
importance value.

In addition to Equation 1, we evaluated two al-
ternative metrics. First, we considered only the
weight magnitudes:

= (Wl @

and second, we considered only the gradient val-

ues: 9
ary = > (Gulil) - )

(2

Using each metric, we computed the importance of
every projection and performed rank allocation ac-
cordingly. Table 3 presents generative performance
comparison on Llama-3-8B-Instruct. It is clear
that the metric combining both gradient and weight
magnitudes is the most accurate. Consequently, we
adopt Equation 1 as our chosen method for estimat-
ing the importance of projection.

C Supplementary Details on Progressive
Low-Rank Decoding

Increasing the compression rate gradually during
the generation phase is highly compatible with low-
rank compression. After decomposing each projec-
tion’s parameter matrix into two smaller matrices
using singular value decomposition, the channels
in these matrices are automatically ordered by im-
portance. In other words, rows or columns at lower
indices contain the most critical information, while
those at higher indices can be safely truncated. This
allows us to dynamically decide, at each token
generation step, how many of the top k rows or
columns to retain, where a smaller k corresponds
to a higher compression rate. This inherent prop-
erty makes our approach ideally suited for dynamic

Method DialogSum ROUGE-L 1
Static rank decoding 14.71
Increased rank decoding 8.59
Decreased rank decoding 19.87

Table 4: Comparison of different dynamic rank decod-
ing methods on Llama-3-8B-Instruct (ROUGE-L is ex-
pressed as percentages).

rank allocation, leading to an efficient implementa-
tion of progressive low-rank decoding, as we only
need to decrement k during token generation.

Although dynamic rank adjustment introduces
some overhead, when the savings in computation
and data transfer are substantial, the overhead of
dynamically changing the rank becomes negligible.
Moreover, users can also evaluate what level of
performance degradation is acceptable in exchange
for the corresponding acceleration, as this will vary
depending on the specific use case.

In our work, the term “schedule” refers to the
points during the generation process at which the
LLM switches to a higher compression rate. This
means we can generate many schedule candidates,
each corresponding to an overall compression rate
(i.e., the average compression rate used for every
token), which we denote as the overall rank budget
(Rpudger)- We then use a calibration dataset to evalu-
ate the performance of each schedule (using metrics
like BERTScore), ultimately selecting the sched-
ule that best meets our desired overall rank budget
Ryugger While achieving optimal performance for
running our FLRC.

D Progressive Low-rank Decoding Forms

In this study, we propose dynamically adjusting
the number of ranks used for each generated token,
and we compare three approaches for doing so.
The first approach, Static Rank Decoding, applies a
fixed rank for every token. The second, Increased
Rank Decoding, uses fewer ranks for early tokens
and more for later ones. The third, Decreased Rank
Decoding, assigns more ranks to early tokens and
fewer to later tokens. In Table 4, we compare these
methods on the DialogSum summarization task,
ensuring that each approach uses the same average
number of parameters. Our results demonstrate that
Decreased Rank Decoding achieves superior per-
formance, which is why we adopt it as our method
for Progressive Low-Rank Decoding.
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Ablation Settings

SVD-LLM FLRA PLRD DialogSum ROUGE-L 1

v X X 0.24
v 4 X 13.28
v v v 17.35

Table 5: Ablation study on generative performance
(ROUGE-L is expressed as percentages). “FLRA” de-
notes Fisher-based Layer-wise Rank Allocation, and
“PLRD” denotes Progressive Low-Rank Decoding.

E Ablation Study

Our proposed Fine-grained Low-Rank Compres-
sor consists of two key components: Fisher-based
Layer-wise Rank Allocation (FLRA) and Progres-
sive Low-Rank Decoding (PLRD). To quantify the
impact of each component, we conducted an abla-
tion study on Llama-3-8B-Instruct with a 20% com-
pression rate, measuring generative performance.
As shown in Table 5, SVD-LLM alone delivers
poor results. In contrast, applying either our FLRA
or PLRD individually yields substantial gains in
generation quality. These findings demonstrate
that both components of our method effectively
enhance the performance of low-rank compressed
models.

F Experimental Details

Our used datasets and base models were sourced
from the HuggingFace (Lhoest et al., 2021) and
Transformers (Wolf, 2020) libraries, and all us-
age complied with the respective terms and condi-
tions. For evaluating zero-shot accuracy, we em-
ployed seven common tasks: ARC-Easy, ARC-
Challenge (Clark et al., 2018), HellaSwag (Zellers
etal., 2019), OpenBookQA (Mihaylov et al., 2018),
WinoGrande (Sakaguchi et al., 2019), MathQA
(Amini et al., 2019) and PIQA (Bisk et al., 2020).
For summarization tasks, we used ROUGE-L (Lin,
2004) and BertScore (Zhang et al., 2019) as evalu-
ation metrics.

For the FLRC layer-wise rank allocation, we
sampled 256 sequences (each with a length of
2048) from the Wikitext2 training set as our cali-
bration dataset, while the scheduler’s calibration
dataset was drawn from 500 samples from the Di-
alogSum training set. For perplexity evaluation,
the input sequence length was set to 2048. The
compression rate is computed by first establishing
a baseline based on the number of parameters in
the g_proj, k_proj, v_proj, o_proj, gate_proj,

up_proj, and down_proj matrices of the LLaMA
model, and then determining the percentage of pa-
rameters omitted during each inference.

Our experimental pipeline follows the SVD-
LLM procedure. First, the model weights are
decomposed using SVD-LLM’s truncation-aware
data whitening method, after which we apply our
proposed layer-wise rank allocation and progres-
sive low-rank decoding modules. Notably, since
our compression strategy is orthogonal to PEFT
fine-tuning, we deliberately omit the weight up-
dating steps typically included in the SVD-LLM
framework. This design choice was made to ensure
a fair comparison with SVD-LLM.

G Rank Allocation Method Comparison

In order to compare our rank allocation method
with ASVD’s, we first whiten the model weights
and then apply different rank allocation strategies.
We evaluate the resulting models on Wikitext2 by
measuring perplexity. As shown in Table 6, under
the same compression rate, our method achieves
lower perplexity, demonstrating that our approach
not only speeds up the search process but also finds
a more optimal rank allocation for the compressed
model.

Comp. Rate | Rank Allocation Method | Wiki2 Perplexity |

ASVD 22.69
20% ‘ FLRC ‘ 12.53
ASVD 128.96
0% ‘ FLRC 25.46

Table 6: Rank allocation method comparison on Llama-
3-8B.

The rank allocation method we employ is both
fast (as detailed in Section 4.4) and yields supe-
rior results. Unlike techniques that rely on iterative
updates (such as Bayesian Optimization (Ji et al.,
2024)) or memory-intensive and slow Hessian-
based methods (Shao et al., 2024), our approach
avoids these drawbacks.

Previous works (Lin et al., 2024; Ji et al., 2024;
Shao et al., 2024) have proposed estimating the im-
portance of various model components; however,
these approaches are often inefficient or inaccurate
and unsuitable for our method. MoDeGPT (Lin
et al., 2024) evaluates the importance of different
blocks (or layers) using block influence, which re-
quires the input and output dimensions to be the
same. In contrast, our rank allocation method is
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Comp. Rate ‘ Rank Allocation Method ‘ Dialogsum ROUGE-L 1 Method C Rat DialogSum ROUGE-L 1
o Baseline | 2456 etho OMp- B | 1 |ama3.2-3B  Llama-2-13B

MoDeGPT 3.91 Baseline - 1284 | 17.23

20% PrunerGPT 16.28
FLRC 17.22 SVD-LLM 10% 7.09 16.94
MoDeGPT e FLRC 13.98 17.99
30% PrunerGPT 10.81 SVD-LLM 20% 3.55 0.18
FLRC 1491 FLRC v 9.94 17.43

Table 7: Generative performance comparison of differ-
ent allocation methods on Llama-2-7B-Chat (ROUGE-L
is expressed as percentages).

more fine-grained and can evaluate the importance
of each projection within every block, making it
better suited for our progressive low-rank decoding.
Bolaco (Ji et al., 2024) uses Bayesian optimization
for rank allocation, which requires multiple itera-
tions to converge. Our approach, on the other hand,
only needs a single iteration, making it significantly
more efficient. PrunerGPT (Shao et al., 2024) uses
a Hessian-based approach to identify the impor-
tance of each component, which consumes substan-
tial memory and computation time. As a result,
these methods are less efficient than our proposed
method.

We integrated the allocation methods from prior
works with our progressive low-rank decoding and
conducted a generative performance comparison.
As shown in Table 7, our fisher-based rank alloca-
tion outperforms the other methods and remains
highly efficient.

H Evaluation on Models of Different Sizes

We evaluated our method on 3B and 13B models to
demonstrate its generalization capability. Table 8
clearly shows that FLRC continues to outperform
SVD-LLM by a significant margin. The results
demonstrate that, although SVD-LLM experiences
a significant performance drop, FLRC substantially
mitigates the performance degradation at the same
compression rate.

We also conducted a zero-shot evaluation on the
Llama-2-13B model. As shown in Table 9, our
method consistently outperforms prior approaches
across diverse tasks at the same compression rate,
highlighting the superiority of FLRC efficacy in
preserving models performance.

We further evaluated our approach on the Llama-
30B model (i.e., models exceeding 20B param-
eters), as presented in Table 10. On this larger
scale, our method continues to outperform prior

Table 8: Generative performance comparison on 3B and
13B models (ROUGE-L is expressed as percentages).

techniques at identical compression rates. More-
over, we observe that our technique achieves even
greater compression efficiency on larger models,
yielding a smaller accuracy drop.

I Speedup of End-to-end Decoding

We conducted practical speedup experiments on
our method. Table 11 is our current acceleration
result using the Llama-3-8B-Instruct model with
a batch size of 512, a sequence length of 32, and
128 tokens generated. These results still show a
tangible speedup. Typically, benchmarks for such
work increase the batch size to make the model
compute-bound and achieve higher throughput.
However, we believe that our proposed progres-
sive low-rank decoding is particularly effective for
alleviating memory-bound issues as well as situa-
tions characterized by low throughput. To further
validate this, we conducted an additional experi-
ment under offloading conditions. In this setup, us-
ing the same Llama-3-8B-Instruct model, our GPU
is limited to approximately 8GB of VRAM; hence,
the remaining parameter matrices are offloaded
to host DRAM and transferred to GPU VRAM
when needed for computation. The experimental
settings in this case are: a batch size of 1, sequence
length of 32, and generating 128 tokens. Table 12
is our experimental result for offloading. Our ap-
proach alleviates the memory transfer requirements,
thereby accelerating the overall process. Our re-
sults clearly demonstrate that our method yields
even more significant acceleration when the system
is memory-bound. Additionally, in data transfers,
larger data tend to experience increased fragmenta-
tion compared to smaller ones. This fragmentation
means that the data is divided into more segments
or fragments, and each fragment often incurs its
own processing overhead. Therefore, in strongly
memory-bound situations, FLRC may deliver even
better acceleration than theoretically predicted.
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Zero-shot Task Accuracy (%) 1

Comp. Rate | - Method | \p e ARC-c Hella OBQA Wino MathQA PIQA  Ave.
- Baseline ‘ 79.42 4829 60.05 3520 7230 32.13 79.05 58.06
20% SVD-LLM | 67.89 3276 4428 29.00 67.56 25.59 71.11 48.31
? FLRC 70.33 38.05 4749 31.20 69.53 2791 7291 51.06
30% SVD-LLM | 58.71 2594 37.80 26.60 64.56 24.49 66.54 43.52
v FLRC 63.64 30.12 41.52 26.60 66.14 24.72 68.39 45.88
Table 9: Zero-shot comparison results on Llama2-13B.
Comp. Rate | Method Wiki? Dialogsum Method ‘ Comp. Rate ‘ Throughput (tokens/sec) ‘ Speedup
Perplexity | | Rouge-L 1 ,
Baseline ‘ - ‘ 1.20 ‘ 1x
- Bascline | 410 | 17.25
20% 1.40 1.17x
200 | SYDRAM 0 b FLRC 30% 1.83 1.53x
’ : 40% 2.54 2.12x
30% SVD-LLM 6.27 16.31
FLRC 373 18.98 Table 12: Offloading speedup of FLRC on Llama-3-8B-
40% SVD-LLM 7.58 0.00 Instruct.
FLRC 6.62 18.19

Table 10: Performance comparison on 30B model.

Method ‘ Comp. Rate ‘ Throughput (tokens/sec) ‘ Speedup

Baseline | - \ 3646.62 | Ix
20% 3856.99 1.06x
FLRC 30% 4051.53 L11x
40% 5290.33 1.45x

Table 11: Speedup of FLRC on Llama-3-8B-Instruct.

As models grow larger and context windows
increase, GPU VRAM demand will rise, making
offloading scenarios increasingly common for sin-
gle user and edge device. Under these conditions,
the model’s inherent throughput can become very
low. Therefore, FLRC is particularly beneficial in
environments that require model offloading.

J FLRC on Low-precision Model

We conducted our experiments primarily in FP16
precision. As shown in Table 13, our method re-
mains equally effective at lower precisions. We
evaluated generation task on both Llama-3-8B-
Instruct and Llama-2-7B-Chat models using our
approach. The results demonstrate that there is no
drop in accuracy across various compression rates,
even when using lower-precision models. This con-
firms that our parameter-reduction technique and
low-precision quantization work synergistically.

. - Dialogsum Rouge-L 1
Comp. Rate | Precision | | 0 3 8B-Instruct Llama-2-7B-Chat
: FP16 24.72 24.56
FP16 17.35 17.22
20% INTS 17.48 17.47
FP16 8.09 14.91
30% INTS 7.81 15.19

Table 13: Generative performance comparison on low-
precision models.

K Sensitivity Analysis to Calibration
Datasets

Most existing SVD-based methods rely on calibra-
tion datasets. Table 14 shows experimental results
obtained by calibrating on different datasets for
compressing Llama-3.2-3B. Notably, when cali-
brated on Wikitext2, the model exhibits improved
perplexity on Wikitext2 but performs worse on C4;
conversely, calibration on C4 yields better results
on C4 but poorer performance on Wikitext2. This
behavior is expected, as models tend to perform bet-
ter on data that closely resembles the calibration set.
Importantly, our results indicate that FLRC consis-
tently achieves lower perplexity than SVD-LLM
across different calibration datasets. Therefore, as
long as all compared methods are calibrated using
the same dataset, the experiments remain fair. In all
our experiments, FLRC and the previous methods
(ASVD, SVD-LLM) have been calibrated on the
identical dataset.
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Method Comp. Rat Calibration on Wikitext2 | Calibration on C4
etho Omp- B | Wwikio | C4 | Wiki2 | C4]
Baseline - 7.81 11.33 7.81 11.33
SVD-LLM 10% 14.72 48.03 38.01 29.63
FLRC 7 11.39 25.79 18.99 18.55
SVD-LLM 200, 26.95 120.92 117.74  53.78
FLRC 7 19.12 58.92 42.92 27.41

Table 14: Perplexity on different calibration datasets on Llama-3.2-3B.
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