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Abstract

Recent studies on hallucination in large lan-
guage models (LLMs) have been actively pro-
gressing in natural language processing. How-
ever, the impact of negated text on hallucina-
tion with LLMs remains largely unexplored.
In this paper, we set three important yet unan-
swered research questions and aim to address
them. To derive the answers, we investigate
whether LLMs can recognize contextual shifts
caused by negation and still reliably distin-
guish hallucinations comparable to affirmative
cases. We also design the NegHalu dataset by
reconstructing existing hallucination detection
datasets with negated expressions. Our experi-
ments demonstrate that LLMs struggle to detect
hallucinations in negated text effectively, of-
ten producing logically inconsistent or unfaith-
ful judgments. Moreover, we trace the internal
state of LLMs as they process negated inputs
at the token level and reveal the challenges of
mitigating their unintended effects.

1 Introduction

The rapid advancement of large language models
(LLMs) continues to drive the release of diverse
open-source models capable of performing a wide
range of tasks (Touvron et al., 2023; Jiang et al.,
2023; Team et al., 2024). As these models become
more prevalent, the ability to distinguish whether
generated outputs contain hallucinations is becom-
ing increasingly critical (Magesh et al., 2024). De-
tecting hallucination involves identifying content
that is either contextually unfaithful or contradic-
tory to real-world facts and assessing the truthful-
ness of such outputs (Ji et al., 2023a; Zhang et al.,
2023; Huang et al., 2023a).

Recent research on hallucination detection ac-
tively focuses on improving the reliability of LLMs
by identifying their limitations and refining models
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GaluEval — Dialogue (Negation Flip) \
Knowledge ¥ : FC Bayern Munich: Sport -- Football
Dialogue &: : What do you think about FC Bayern Munich?
Pre-Negated Response (Not Hallucinated & ):

"Unfortunately, | don't know much about this other team
than they play football and are based out of Germany."
Post-Negated Response (Hallucinated (', Negation
"Unfortunately, | don't know much about this other team
than they do not play football and are based out of Germany."

~ - - - "7
/" SelfCheckGPT-WikiBio (Negation Flip) \

WikiBio Text ¥ : Admiral of the Fleet Matthew Aylmer,
1st Baron Aylmer, was a Royal Navy officer ... Aylmer was
reappointed Commander-in-Chief on 5 November 1714...

)

Pre-Negated Text (Hallucinated 3 ):

"He was appointed Commander-in-Chief of the British
forces in North America in 1783."

Post-Negated Text (Not Hallucinated &, Negation ! )
"He was not appointed Commander-in-Chief of the British
forces in North America in 1783."

Figure 1: Examples illustrating how negation can flip
the hallucination label. The negated response introduces
or resolves contradictions with the given knowledge.

based on insights into hallucinated outputs (Man-
akul et al., 2023; Jiang et al., 2024; Chen et al.,
2024). However, there is a limited exploration of
how negated text affects hallucination detection
with LLMs. Negated text, which includes nega-
tion markers (e.g., "not," "never," "no," "without"),
is commonly used in everyday communication
(Gubelmann and Handschuh, 2022; Hossain et al.,
2022). Although these markers are typically single
tokens, they exert a disproportionately large influ-
ence on the overall processing factuality of a sen-
tence, fundamentally altering its meaning (Vanek
et al., 2024). However, unlike humans, LLMs strug-
gle to effectively handle negation and infer contex-
tual meaning (Truong et al., 2023; Ye et al., 2023).
Moreover, negative knowledge can introduce hallu-
cinations into commonsense reasoning (Chen et al.,
2023; Seo et al., 2024), as LLMs tend to misrepre-
sent negation as a faulty logical operator, leading
to severe hallucinations (Bhar and Asher, 2024).

In this paper, we present an initial exploration of
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how negated text influences hallucination detection
in LLMs. We propose three open research questions
and work towards answering them.

* RQ1. Can LLMs distinguish between halluci-
nations and faithful statements in negated text
as effectively as in affirmative text?

* RQ2. Can the model internally recognize dif-
ferences caused by negation when detecting
hallucinations?

* RQ3. Can targeted intervention strategies im-
prove hallucination detection in the negated
text?

To address these research questions, we investi-
gate whether LLMs can recognize contextual shifts
and reliably detect hallucinations in the presence of
negated text. As illustrated in Figure 1, we conduct
this analysis by reconstructing existing hallucina-
tion detection benchmarks with negated expres-
sions and introducing NegHalu, a dataset in which
hallucination labels are newly assigned to account
for the effects of negation.

Our experiments show that Llama-2-7B (Tou-
vron et al., 2023), Llama-3-8B (Al@Meta, 2024),
and Mistral-7B-v0.3 (Jiang et al., 2023) exhibit per-
formance degradation in 17 out of 18 post-negated
hallucination detection cases. Furthermore, when
the same content is expressed in both affirmative
and negated forms, models tend to exhibit a bias to-
ward classifying post-negated scenarios as halluci-
nations rather than faithful statements. We demon-
strate that the influence of negated text on hallucina-
tion detection extends across multiple tasks, includ-
ing question answering (QA), dialogue, summariza-
tion, and completion, indicating its task-agnostic.
Moreover, this phenomenon is observed across a
diverse range of domains, including 10 general top-
ics, science, and autobiographies, suggesting its
broad applicability. For in-depth analyses, we em-
ploy lens observation to examine the internal states
of LL.Ms during hallucination detection. Further-
more, we examine approaches to alleviate the im-
pact of negated text without resorting to unrealistic
external modules or excessive parameter modifi-
cations, assessing the effectiveness of in-context
learning (Brown et al., 2020), Chain-of-Thought
(CoT) reasoning (Wei et al., 2022), and knowledge
editing (Fang et al., 2024) as potential solutions.

2 Related Work

Negated Text in LLMs Handling negated text
has been a long-standing challenge in NLP. Minsky
(1997) emphasized the importance of understand-
ing negated expressions and meanings, highlight-
ing the need to integrate negation into NLP sys-
tems. Building on this foundation, Morante et al.
(2011) analyzed how negation operates within the
text, providing the essential groundwork for sub-
sequent studies. Further exploration aimed to un-
derstand the effects of negation on semantic struc-
tures and meaning (van Son et al., 2016; Khan-
delwal and Sawant, 2020). Kassner and Schiitze
(2020) and Hossain et al. (2022) demonstrated that
models frequently overestimate their confidence
in predictions, leading to errors when processing
negated inputs. Arnaout et al. (2022) and Chen
et al. (2023) revealed that negated knowledge can
introduce biases into LLMs, further complicating
their performance. Truong et al. (2023) observed
that even as the model size increases, the abil-
ity to effectively handle negation does not neces-
sarily improve. Moreover, Ye et al. (2023) found
that negation can cause significant performance
drops, even when advanced strategies like chain-
of-thought reasoning are employed. Most recently,
Bhar and Asher (2024) highlighted how negation
can lead to unique types of hallucinations in tasks
such as natural language inference.

Hallucination in LLMs The issue of hallucina-
tion in LLMs has gained increasing importance
as these models are applied to various NLP tasks.
Hallucination occurs when the output generated
by an LLM either lacks logical consistency with
the input or contradicts real-world facts (Ji et al.,
2023a; Huang et al., 2023a). This phenomenon has
been observed across a range of tasks, including
machine translation (Dale et al., 2023; Guerreiro
et al., 2023), summarization (Zhao et al., 2020;
Choubey et al., 2023), and dialogue generation
(Ji et al., 2023b). It is particularly problematic
in high-stakes domains that demand high reliabil-
ity, such as law (Magesh et al., 2024), medicine
(Farquhar et al., 2024), and science (Dong et al.,
2024b). To address hallucinations, recent research
has advanced both detection and mitigation tech-
niques (Ji et al., 2023a; Huang et al., 2023a; Zhang
et al., 2023). Detection strategies range from word-
level and sentence-level analysis (Huang et al.,
2023b; Yang et al., 2023) to self-verification via
sampling (Manakul et al., 2023) and methods em-
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ploying eigen-scores (Chen et al., 2024). For mit-
igation, approaches include employing decoding
strategies with contrasting layers (Chuang et al.,
2023), leveraging knowledge graph embeddings (Ji
et al., 2023b), and fine-tuning model parameters
based on data quality (Choubey et al., 2023). In
this paper, we explore the unanswered scope of
hallucination and address the lack of research on
how negated text affects hallucination phenomena
in LLMs. We analyze LLM performance on pre-
negated and post-negated statements to identify the
underlying causes of performance shifts and inves-
tigate strategies for mitigating these effects.

3 NegHalu

Source Datasets We utilize three hallucination
detection datasets: HaluEval (Li et al., 2023), Bam-
Boo (Dong et al., 2024b), and SelfCheckGPT-
WikiBio (Manakul et al., 2023). Each dataset is
selected for its relevance to evaluating hallucina-
tion phenomena across various tasks. For detailed
statistics and descriptions of each dataset and its
subsets, please refer to Appendix C.

Post Negation To analyze the impact of negated
text on hallucination detection, we introduce a post-
negation transformation applied to key fields in
each dataset that are crucial for determining the
presence of hallucination. This transformation com-
pels the model to re-evaluate its predictions in
the context of post-negated input. The following
fields are transformed into their post-negated text:
the ‘answer’ field for Halu-QA, the ‘response’
field for Halu-Dialogue, the ‘summary field for
Halu-Sum, the ‘hypothesis’ field for AbsHallu
and SenHallu, and the ‘generated text’ field
for SelfCheckGPT-WikiBio. Table 1 illustrates the
prompt templates used to generate post-negated
texts and corresponding new labels. To create
the negated versions of the datasets, we utilize
the GPT-4 omni (gpt-40-2024-08-06) (OpenAl,
2023) API in a two-round process.

As described in Table 1, in the first round
(Round 1), we instruct the model to generate post-
negated texts based on the given context and knowl-
edge, aiming to maintain logical consistency in-
dependently. In this setting, “logical consistency”
means that the insertion of a negation marker
should transform the original pre-negated text,
whether it is hallucinated or factual, so that the
resulting meaning coherently aligns with the new
label. This requirement is explicitly stated in the in-

struction: “Your task is to restructure [C] into a neg-
ative statement [NEW C] by adding ‘not’ ONCE
so that [Label] changes accordingly,” which is in-
tended to ensure that the negated text both reverses
the original meaning and remains consistent with
the assigned label. Additionally, new labels are sys-
tematically assigned by considering the changes
in the context of pre-negated examples, a process
that requires modifying the original hallucination
statuses and corresponding labels. This approach
is designed to promote a definitive change in the
labels of post-negated texts and to maximize the
generation of examples in which the insertion of
negation results in a logically valid label shift.

Data Verification To validate the plausibility of
the post-negated text and the corresponding new
labels, we conduct a second verification round
(Round 2). In this step, three GPT-4 omni mod-
els with different temperatures (0, 0.7, 1.2) inde-
pendently evaluate the outputs from Round 1. The
evaluation prompt, shown in Table 2, is designed
to control and assess data quality. Each example
is evaluated on two criteria: Logical Negation,
whether the post-negated text logically and effec-
tively transforms the meaning of the pre-negated
text, and New Label Validity, whether the revised
text is correctly assigned the appropriate hallucina-
tion label. For each criterion, all three evaluators
provide a binary judgment (Pass or Fail), yielding
an outcome such as [Pass, Pass] if both aspects are
satisfied. Only examples that unanimously receive
"Pass" for both criteria are retained in the NegHalu
dataset. This stringent process, described in more
detail with qualitative examples in Appendix F,
demonstrates the robustness and reliability of our
logical transformation and label assignment. As
a result, the final NegHalu dataset consists exclu-
sively of high-quality, validated negated examples.

Qualitative Analysis As shown in Table 13, min-
imal negation operations in HaluEval effectively
flip factual status: inserting “not” into a true claim
about FC Bayern Munich introduces a hallucina-
tion, while adding “did not” to an erroneous claim
about Michael Sheen corrects it. Similarly, in Ta-
ble 14, Bamboo examples show that accurate hy-
potheses (e.g., the competitiveness of translated
data models) become false once negated, while
hallucinated statements about summary generation
methods are corrected through the same operation.

In Table 15, SelfCheckGPT-WikiBio further
demonstrates this precision, where a true claim
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#i# Restructuring Task Prompt | Hallucination Detection Datasets (Round 1)

##System:

You are a human annotator and an English native speaker, restructuring text according to given instructions.

##Instruction:

- The provided text is structured as [A], [B], [C], and [LABEL].

- [C] includes content that allows for determining the presence of hallucination based on [A] and [B].
- [LABEL] indicates whether [C] is “Hallucinated" if it contains hallucinations, or “True" if it does not.
Your task is to restructure [C] into a negative statement [NEW C] by adding “not" ONCE so that [Label] changes accordingly.

##Requirements:
- Do not use double negatives.
- Adding “not" only once is mandatory.

- The final result MUST align with real-world facts and commonsense.
- Generate only the text within [NEW C], omitting any other content.

##Input Format:

[Al: {GIVEN A TEXT}

[B1l: {GIVEN B TEXT}

[C]: {GIVEN C TEXT}

[LABEL]: {HALLUCINATED OR TRUE}
[NEW CI:

[NEW LABELI:

Table 1: Generalized prompt used for hallucination detection datasets to restructure new negated texts and labels.

### Evaluation Task Prompt | Data Verification (Round 2)
##System:

You are a meticulous evaluator, carefully assessing if gener-
ated responses meet specific instructions and requirements.
##Evaluation Instructions:

- The text provided is structured as [A], [B], [C], [NEW C],
[LABEL], and [NEW LABEL].

- Your task is to evaluate the [NEW C] and [NEW LABEL]
for the following criteria:

1. Logical Negation: Ensure that [NEW C] negates [C] logi-
cally to change the meaning and the [LABEL] appropriately.
2. New Label Validity: Check that [NEW C] is appropriate
for the assigned [NEW LABEL].

##Output Format for Evaluation:

After evaluating each criterion, rate it as "Pass" or "Fail." If a
criterion fails, provide a brief reason. The final output should
use the following format:

##Evaluation Criteria:

- Logical Negation: Pass / Fail

- NEW Label Validity: Pass / Fail

##Output Format:

[RESULT]: [Pass, Pass]

##Input Format:

[RESULT]:

Table 2: Generalized prompt for evaluating logical nega-
tions and the validity of new negated text and labels.

about Lee Hsien Loong is rendered false by nega-
tion, while a false claim about Admiral Aylmer is
corrected. These cases across dialogue, QA, and
summarization confirm that our negation strategy
reliably induces or removes hallucinations with
minimal intervention, ensuring robustness and low
noise across datasets.

Human Evaluation In addition to automated ver-
ification, the authors manually inspected all 1,950
generated examples to ensure the overall plausibil-
ity and factual consistency of the NegHalu dataset.
Human evaluation served as a precautionary step
to prevent the inclusion of nonsensical or factually
incorrect content and to ensure alignment with real-
world knowledge and commonsense. For exam-

Dataset Post Negation (Pre/Post)  After Verification (Pre/Post)

NegHalu 6,257/6,257 1,950/1,950
FHaluEval - QA 1,500/ 1,500 400/ 400
FHaluEval - Dialogue 1,500/ 1,500 400/ 400
FHaluEval - Sum 1,500/ 1,500 400 /400
FBamBoo - AbsHallu 200/ 200 1527152
FBamBoo - SenHallu 2007200 136/ 136

SelfCheckGPT-WikiBio 1,357/1,357 462 /462

Table 3: Dataset Overview for NegHalu and Its Subsets.
SelfCheckGPT-WikiBio represents the number of sen-
tences obtained by splitting 238 paragraphs.

ple, if a question asks, “Which industry do Richard
Hawley and Chicago’s Catherine belong to?” and
the original hallucinated answer is “Richard Haw-
ley is a chef,’ then the negated output “Richard
Hawley is not a chef” would contradict known facts
about Richard Hawley. As a result of this manual
review, we identified and revised 13 nonsensical
or factually incorrect examples in HaluEval, 11 in
SelfCheckGPT-WikiBio, and 3 in BamBoo. Addi-
tionally, for BamBoo—SenHallu, 2 cases involving
double negation were rephrased as single negation
to maintain contextual clarity.

Data Statistics and Label Balancing Table 3
presents the statistics for NegHalu, summarizing
the results after the two-round process of genera-
tion and verification. The NegHalu dataset con-
sists of 1,950 samples, reconstructed from the
three original hallucination detection datasets with
post-negated text and corresponding new labels.
Each subset within NegHalu preserves the evalu-
ation framework and methodology of its respec-
tive source benchmark. To mitigate label imbal-
ances, we maintain an equal ratio of hallucinated
to faithful samples in HaluEval and SelfCheckGPT-
WikiBio, while BamBoo is excluded from this ad-
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justment because of its comparatively smaller size.
Additionally, during the data verification process,
we include only post-negated examples where the
meaning of the original text has been altered, re-
sulting in a label change. This ensures that the ratio
of labels between pre- and post-negated examples
remains equal in the final dataset. This balanced
distribution makes it easier to analyze the model’s
preference for specific labels when presented with
pre- or post-negated examples.

4 Experimental Setup

Models To achieve diverse and representative
coverage in our experiments, we focus on selecting
LLMs that are well-regarded in the open-source
community and frequently serve as benchmarks in
follow-up research. Our experimental framework
is designed to investigate whether these models
exhibit consistent patterns or distinctive behaviors.
The models chosen for this study—LIlama2 (Tou-
vron et al., 2023) (meta-llama/Llama-2-7b-chat-
hf), Llama3 (Al@Meta, 2024) (meta-llama/Meta-
Llama-3-8B-Instruct), Mistral (Jiang et al., 2023)
(mistralai/Mistral-7B-Instruct-v0.3), and Qwen3
(Bai et al., 2023) (Qwen/Qwen3-4B)—are known
for their ability to generate high-quality outputs
from provided instructions and for their adherence
to the exact match metric, making them well-suited
for our evaluation tasks.

Datasets and Evaluation We adopt standard hal-
lucination detection benchmarks: HaluEval, Bam-
Boo, and SelfCheckGPT-WikiBio. Evaluations use
pairs of pre-negated and post-negated examples,
with original and updated labels, under consistent
settings. HaluEval and BamBoo use binary clas-
sification to assess whether model outputs contain
hallucinations, reporting Accuracy (HaluEval) and
F1 score (BamBoo). SelfCheck GPT-WikiBio mea-
sures sentence-level accuracy against human anno-
tations, treating any inaccuracy as hallucination.
For all datasets, we compare model performance
before and after negation to analyze label shifts.

Lens Observation This method examines inter-
mediate representations and attention distributions
within the model to uncover how negated text influ-
ences the generation process. We employ a lens
observation method to analyze LLMs’ process-
ing of pre- and post-negated text across layers.
The Logit Lens (nostalgebraist, 2020; Dar et al.,
2023) projects internal model states onto the vocab-

ulary space, tracking prediction changes layer by
layer. Lens observation helps pinpoint token-wise
changes across layers, offering a comprehensive
understanding of how negation affects predictions.
We focus on observing the final token of the in-
put and the first token generated by the model to
measure the judgment in response to negated input.

In-Context Learning We assess model adapt-
ability to negation by providing pre- and post-
negated examples together in the input context
(Brown et al., 2020; Dong et al., 2024a). Our exper-
iments include zero-shot, two-shot, and four-shot
settings, each offering different combinations of
faithful and hallucinated examples as shown in Ta-
ble 12. The two-shot setting serves as our default.

Chain-of-Thought We use step-by-step reason-
ing to evaluate whether it reduces hallucinations
with negated text (Wei et al., 2022). Models are
prompted to explain their reasoning before making
hallucination judgments. Table 12 shows the CoT
prompt template.

Knowledge Editing In our experiments, we
adopt the approach of AlphaEdit (Fang et al., 2024)
to examine and address hallucination issues in
negated text scenarios. To prevent disruptions to
parametric knowledge, AlphaEdit projects param-
eter updates onto the null space of the preserved
knowledge, ensuring minimal interference with ex-
isting factual associations. Our study focuses on
using the null-space constraint to preserve affirma-
tive knowledge while updating negated knowledge.
We approximate the covariance matrix of preserved
knowledge and use causal tracing to identify layers
for editing. By leveraging 100,000 (subject, rela-
tion, object) triplets from Wikipedia (Meng et al.,
2023), we construct a basis for preserved knowl-
edge and target layers critical for encoding it, en-
suring edits address negated knowledge without
unwanted parameter updates. Training details are
provided in Appendix B.

5 Results

In this section, we present experimental findings
and analyses that provide answers to the research
questions raised in this study. A detailed summary
of the answers to the research questions is provided
in the Appendix A.

Al. LLMs Exhibit Degradation and Bias in Hal-
lucination Detection for Negated Text
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HaluEval-QA (Acc)

HaluEval-Dialogue (Acc)

HaluEval-Sum (Acc)

BamBoo-AbsHallu (P/R/F1)

BamBoo-SenHallu (P/R/F1)

Models
Pre Post Pre Post Pre Post Pre Post Pre Post
Llama-2-7B 0.4825 0.4950 0.6150 0.4975 0.4750 0.4625 59.8/73.6/66.0 38.4/54.1/44.9 68.7/77.3/72.7 34.3/47.9/40.0
Llama-3-8B 0.7650 0.5525 0.7825 0.4500 0.6600 0.5175 59.5/96.7/72.7 38.9/80.3/52.4 69.9/97.7/81.5 31.1/58.3/40.6
Mistral-7B-v0.3  0.5900 0.5200 0.7050 0.5100 0.5950 0.5125 61.1/100/75.8 32.6/49.2/39.2 77.3/96.6/75.9 31.1/47.9/37.7
Qwen3-4B 0.4425 0.2775 0.7425 0.5150 0.5625 0.4675 64.5/100/78.4  50.0/21.3/29.9 82.8/93.2/87.7 46.7/14.6/22.2

Table 4: Performance comparison of models across HaluEval and Bamboo subsets in the NegHalu. Acc represents
accuracy, and P/R/F1 denotes precision, recall, and F1-score. Bold text indicates the higher performance between

Pre- and Post-negated scenarios for the input example.

HaluEval (Pre-negated)

HaluEval (Post-negated)

BamBoo (Pre-negated)

BamBoo (Post-negated)

Correct Answers
Halu. = "YES" Halu.="NO" Halu.="YES" Halu.="NO" Halu.="YES" Halu.="NO" Halu.="YES" Halu.="NO"
Llama-2-7B 408 289 504 A 78 7 33 135 82 A 56 7
Llama-3-8B 398 443 422 A 186 7 12 174 40 A YAV
Mistral-7B-v0.3 413 427 578 A 39y 26 176 66 A 53w
Qwen3-4B 410 191 467 A 37 42 173 158 A 207

Table 5: Label distribution across pre- and post-negated scenarios in the HaluEval and BamBoo subsets of the
NegHalu. Halu. represents the number of examples classified as "Hallucinated = YES" or "Hallucinated = NO"
among correctly predicted answers for each model. A and v/ indicate increases and decreases, respectively, in

Post-negated compared to Pre-negated.

Models SelfCheckGPT-WikiBio

Pre (Acc) Post (Acc) Pre (Avg) Post (Avg) Pre (Dis) Post (Dis)

Llama-2-7B
Llama-3-8B
Mistral-7B-v0.3
Qwen3-4B

0.6169
0.6786
0.6450
0.5866

0.4686
0.4610
0.4881
0.5022

0.5357
0.3598
0.2489
0.8939

0.9205
0.8853
0.6245
0.9892

0.3810
0.3209
0.3550
0.4134

05319
0.5390
05119
04978

Table 6: Performance comparison of models on the
SelfCheckGPT-WikiBio subset in the NegHalu. Acc
represents accuracy, Avg denotes the average of cumu-
lative scores for model responses (0: True, 1: Halluci-
nated), and Dis indicates the absolute distance between
the assigned labels and responses. Bold and Underline
highlight the higher scores based on each column.

NegHalu - HaluEval Table 4 presents the per-
formance of models on the QA, Dialogue, and
Summarization tasks in the HaluEval dataset un-
der pre- and post-negated input scenarios. Across
all tasks, model performance generally decreases
when detecting hallucinations with post-negated
inputs. Interestingly, Llama2 demonstrates robust-
ness to negated inputs, maintaining performance
levels comparable to non-negated scenarios, while
Llama3 and Mistral experience significant perfor-
mance drops. Qwen3-4B shows mixed behavior,
performing well on Dialogue and Summarization in
the pre-negated setting but dropping sharply in QA
and post-negated cases. As shown in Table 5, mod-
els exhibit a strong tendency to classify negated
texts as hallucinated, with an 21.0% increase in
hallucination predictions and a 74.8% decrease in
faithfulness judgments. This suggests that models

may develop biases toward specific labels when
processing negated inputs.

NegHalu - BamBoo Table 4 compares the per-
formance of models in the BamBoo dataset for
AbsHallu and SenHallu tasks under pre- and post-
negated input scenarios. Across all models and met-
rics, the post-negated scenario consistently results
in significant performance declines, with decreases
as large as 51.8. Furthermore, Table 5 highlights
greater label distribution shifts in BamBoo com-
pared to HaluEval. For post-negated inputs, hal-
lucination predictions increase by approximately
206.2%, while faithfulness judgments decrease
by around 68.7%. These findings align with the
trends observed in HaluEval, further confirming
that LL.Ms face considerable challenges in detect-
ing hallucinations when processing negated text.

NegHalu - SelfCheckGPT Table 6 shows
the performance of models in classifying hal-
lucinations on a sentence-level basis within
SelfCheckGPT-WikiBio under pre- and post-
negated input scenarios. Consistent with earlier
datasets, model performance consistently decreases
with negated inputs. Additionally, the proportion of
hallucination judgments increases across all mod-
els, accompanied by growing gaps between predic-
tions and ground-truth labels. These results sug-
gest that negated text inputs introduce new and un-
intended hallucination patterns, reflecting similar
trends across all evaluated datasets.
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Llama2 Logit Lens (HALU-QA)

Llama3 Logit Lens (HALU-Dialogue)

Mistral Logit Lens (HALU-Sum)

— Pre-negation
— Post-negation

— Pre-negation
— Post-negation

— Pre-negation
15| — Post-negation

Figure 2: Logit lens results showing probability shifts for pre- and post-negated examples in the HaluEval subsets
of NegHalu. Each curve tracks the probability of the first output token across the layers of the model, comparing
pre-negated and post-negated inputs. The blue curves represent scenarios with pre-negated inputs, while the red

curves indicate scenarios with post-negated inputs.

Nroa HaluEval (Pre/Post) - Accuracy BamBoo (Pre/Post) - F1 SelfCheckGPT (Pre/Post) - Accuracy
0-shot 2-shot 4-shot 0-shot 2-shot 4-shot 0-shot 2-shot 4-shot
Llama-2-7B 0.4466/0.4500 0.5241/0.4850 0.4975/0.4325 73.2/473 69.4/425 63.6/43.4 0.5519/0.4838 0.6169/0.4686 0.5758/0.4805
Llama-3-8B 0.0233/0.0025 0.7358/0.5066 0.7333/0.5083 77.4/43.9 77.1/46.5 78.1/48.1 0.6851/0.4729 0.6786/0.4610 0.6742/0.4729
Mistral-7B-v0.3  0.5600/0.5100 0.6300/0.5142 0.5167/0.5058 80.9/36.8 75.9/38.5 81.1/36.2 0.6515/0.4686 0.6450/0.4881 0.5703/0.4946
Qwen3-4B 0.5317/0.3867 0.5825/0.4200 0.5817/0.4750 82.8/282 83.1/26.1 83.6/39.8 0.5779/0.4232 0.5866/0.5022 0.5325/0.4989

Table 7: Performance comparison of models across HaluEval, BamBoo, and SelfCheckGPT subsets in the NegHalu
dataset. Accuracy and F1 scores are reported for pre- and post-negated scenarios across 0-shot, 2-shot, and 4-shot.

A2. Lack of Distinction Between Pre- and Post-
Negated Text

Logit Lens Observation When negated text is
provided as input, hallucination detection perfor-
mance decreases, and models show a bias toward
classifying the input as containing hallucinations.
To understand the underlying cause, we trace the
internal states of LL.Ms during the hallucination
detection. We observe the final token of inputs
containing pre- and post-negated text. Figure 2 il-
lustrates the probability shifts for the next token
by analyzing the hidden states at each layer of
Llama?2, Llama3, and Mistral on NegHalu. While
the specific layers and magnitude of these shifts
vary across models, strong probability fluctuations
generally occur in the middle layers, followed by
another significant fluctuation near the final layers.

Subtle Differences LLMs in Figure 2 show only
marginal differences between pre- and post-negated
examples. This implies that despite the transforma-
tion of context or knowledge induced by negation,
the models fail to clearly recognize these changes
when determining hallucination. This phenomenon
appears to be associated with the treatment of nega-
tion within the model’s latent representation, where
negation functions more as a single token rather
than as a logical operator (Bhar and Asher, 2024).
Moreover, post-negated examples generally exhibit
greater confidence in their decisions or show signifi-

cant fluctuations near the final layers. This behavior
closely resembles the token probability shifts ob-
served in hallucination-inducing cases, as reported
in (Chen et al., 2024; Jiang et al., 2024), and is
considered a contributing factor to the bias toward
hallucination judgments for negated examples.

Negation Amplifies Hallucination Bias To fur-
ther analyze the above results, we examine the prob-
ability shifts across each layer for cases where hal-
lucination judgments were correct versus incorrect
for pre- and post-negated examples. As shown in
Figure 4, Llama3 and Mistral present substantial
differences in probability shifts between successful
and unsuccessful hallucination detection for pre-
negated examples. However, for post-negated ex-
amples, these differences are relatively minor. The
models exhibit stronger confidence in incorrect pre-
dictions compared to correct ones. These results
demonstrate that when negated text is provided as
input, models experience confusion in hallucina-
tion detection, highlighting the risk of falling into
new hallucination patterns induced by negation.

A3. Limited Improvements but Reveal Underly-
ing Challenges

In-Context Learning Shows Inconsistent Gains
Across Models and Tasks Table 7 compares
model performance across 0-, 2-, and 4-shot set-
tings, where the number of examples provided
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HaluEval (Pre/Post) - Acc

Model

BamBoo (Pre/Post) - F1

SelfCheckGPT (Pre/Post) - Acc

2-shot + CoT 4-shot + CoT  2-shot + CoT 4-shot + CoT  2-shot + CoT 4-shot + CoT
Llama-2-7B 0.5308 /0.4850 0.5808/0.4617  48.3/40.0 40.0/33.5  0.5108/0.5000 0.5043/0.5000
Llama-3-8B 0.7388/0.5067 0.6992/0.5108  69.0/44.3 72.6/422  0.5130/0.5000 0.5020/0.5000
Mistral-7B-v0.3  0.5400/0.5147 0.7000/0.5192  80.2/38.6 80.3/37.8  0.6082/0.4805 0.5610/0.5065
Qwen3-4B 0.5767/0.5333  0.5667/0.5350  82.1/26.7 81.8/39.2  0.6494/0.5000 0.5974/0.5011

Table 8: Performance comparison of models across HaluEval, BamBoo, and SelfCheckGPT subsets in the NegHalu
dataset. Accuracy (Acc) and F1 scores are reported for pre- and post-negated scenarios across CoT conditions.

in the input prompt varies. On average, the 2-
shot setting yields the highest performance across
comparable cases. However, the influence of in-
context examples on performance varies depend-
ing on the dataset and model, indicating that an
increase in the number of examples does not nec-
essarily guarantee improved performance. Interest-
ingly, Llama3 demonstrates significant difficulty
in following instructions to generate responses for
hallucination detection in the zero-shot setting, re-
sulting in notably low scores. This outcome shows
that, as the number of shots increases, instruction-
following abilities—beyond hallucination detec-
tion—also play a role in determining performance.
Mistral exhibits relatively stable improvements
across shots, though post-negated cases still reduce
performance. Qwen3-4B shows stable instruction-
following across shot settings, with strong pre-
negated performance on BamBoo and SelfCheck-
GPT. However, it exhibits sharp declines under
post-negated conditions, indicating particular sen-
sitivity to negation despite otherwise consistent
few-shot gains. These results imply that In-Context
Learning can immediately enhance hallucination
detection performance for certain models, datasets,
and tasks, particularly when balanced examples
with pre-/post-negated text and hallucination/no-
hallucination cases are included. However, even in
the 4-shot with balanced examples, performance
declines were observed for hallucination detec-
tion with negated text. This raises questions about
whether models fundamentally understand negated
text and whether they can mitigate newly induced
hallucinations.

CoT Reasoning Fails to Provide Consistent Im-
provements To address LLMs’ low hallucina-
tion detection capabilities when processing negated
text, we applied CoT reasoning with in-context
learning examples to enhance performance. Ta-
ble 8 presents the experimental results of apply-
ing CoT reasoning steps to 2-shot and 4-shot in-
context learning settings. As described in §D, the

Llama3 8B - 2-shot, KE 1000, Atomic Fact Pre/Post Performance

Performance
s o o o

°

2-shot KE 1000

‘Atomic Fact

Figure 3: Performance comparison of Llama3 across
NegHalu subsets under negated knowledge updates us-
ing AlphaEdit and two different target corpus.

models are instructed to articulate the reasoning
behind their judgment during hallucination detec-
tion. The results demonstrate that the effectiveness
of CoT reasoning varies significantly depending
on the dataset, task, number of context examples,
and the model used. Mistral and Llama2 show sub-
stantial performance improvement on pre-negated
examples in HaluEval when using CoT prompts.
However, consistent performance gains are not ob-
served, with post-negated examples often showing
minimal improvement or even performance degra-
dation. These findings align with Li et al. (2023),
who argue that CoT reasoning steps alone are in-
sufficient as a fundamental solution for improving
hallucination detection.

Knowledge Editing Modifies Model Behavior
but Does Not Resolve the Negation Problem
Based on the earlier empirical results, where
negated text is misclassified as containing hallu-
cinations, we apply knowledge editing to mitigate
newly induced hallucinations or biases. To address
this, we use negated knowledge—transformed from
positively framed knowledge—to ensure consis-
tency with real-world facts or commonsense. We
employ AlphaEdit, a null-space-constrained knowl-
edge editing, to update negated knowledge while
minimizing damage to the model’s existing knowl-
edge. Our experiments use two different editing tar-
get corpora: 1,000 factual statements from ROME’s

13573



dataset (Meng et al., 2022) (KE 1000) and atomic
facts parsed from each dataset’s given knowledge,
transformed into negated knowledge (Atomic Fact).
Figure 3 compares the performance of models in
a 2-shot setting without knowledge editing versus
with knowledge updated using AlphaEdit applied
to KE 1000 or Atomic Fact corpus. The results
show that knowledge editing with KE 1000 ef-
fectively minimizes damage to pre-negated knowl-
edge while slightly improving performance on post-
negated examples. However, this approach does not
fundamentally resolve issues caused by negated
text, as performance degradation on pre-negated
examples appears in SelfCheckGPT, showing limi-
tations in handling negated knowledge effectively.

HaluEval (Pre/Post) - Accuracy

NegHalu+

QA Dialogue Summarization
Llama-2-7B 0.4825/0.4125 0.6150/0.5650  0.4750/0.5250
Llama-3-8B 0.7650/0.4525 0.7825/0.5150  0.6600/0.5675
Mistral-7B-v0.3  0.5900/0.5075 0.7050/0.5575 0.5950/0.5025
Qwen3-4B 0.4425/0.2775 0.7425/0.5150  0.5625/0.4675

Table 9: Performance of models on HaluEval where orig-
inally explicit negation examples were partially replaced
(5% each) with implicit and morphological negation.

6 Effect of Adding Implicit and
Morphological Negation

Table 9 presents the results after extending the orig-
inally explicit-only HaluEval with a small propor-
tion of implicit and morphological negation. Im-
plicit forms include expressions such as doubt,
hardly, fails to, unlikely that, and questionable
whether. Morphological forms use affixes such as
un, in, im, and dis, as well as the suffix less, to pro-
duce words like incorrect, impossible, and useless.

The overall pattern remains clear. Post-negated
inputs reduce accuracy across models and tasks,
but the scale and distribution of the decline shift
once diverse negation types are introduced. Llama2
shows a smaller gap between pre- and post-negated
inputs, with summarization even improving from
47.5% to 52.5%, which suggests partial robustness
when negation cues vary. Llama3 continues to dis-
play the strongest sensitivity, while Mistral shows
slightly milder degradation on dialogue. Qwen3-
4B still suffers sharp declines in QA and dialogue,
revealing a consistent vulnerability to negation re-
gardless of its form.

NegHalu+ maintains the overall effect of nega-
tion but reveals distinct failure profiles compared

with the explicit-only setting. Some models such
as Llama?2 and Mistral show slightly reduced per-
formance gaps, while others such as Llama3 and
Qwen3-4B exhibit sharper declines, especially on
QA and dialogue. These results indicate that robust-
ness measured only with explicit negation under-
estimates true vulnerability, and that a mixture of
negation types exposes model-specific weaknesses
across tasks.

7 Conclusion

In this study, we explore the impact of negated text
on hallucination detection in LLMs by constructing
NegHalu, a dataset designed to evaluate model per-
formance under pre- and post-negation scenarios.
Through systematic experiments, we examine three
key research questions and uncover fundamental
limitations in how LLMs process negation. Our
answers highlight that LLMs exhibit performance
degradation, systematic biases, internal behavioral
constraints, and limited performance improvements
in handling hallucinations. Furthermore, we iden-
tify the risk of new types of hallucinations emerg-
ing due to negation, posing additional challenges
for model reliability. For future work, we empha-
size the need for deeper architectural refinements
and advanced strategies to improve LLMs’ ability
to process negation effectively, ensuring robust and
reliable performance across diverse contexts.

Limitations

This study has several limitations that warrant
consideration. First, we use only a subset of the
HaluEval dataset, which may lead to results for
pre-negated text differing slightly from those ob-
tained using the full dataset. Additionally, the Bam-
Boo dataset contains an insufficient number of sam-
ples to achieve balanced labels, resulting in experi-
ments being conducted with slight label imbalance.
Second, due to computational resource constraints,
we were unable to compare larger models. Even
if such experiments were conducted, significant
differences in hyperparameter settings would be
required, which could lead to outcomes different
from those reported here. Third, during the creation
and verification of NegHalu, there may be a small
number of errors in labeling hallucinations that dif-
fer from human interpretations. However, these are
not considered substantial enough to overturn the
overall experimental findings. Fourth, while our
verification step uses multiple GPT-4 models, we
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acknowledge that employing the same model as
both generator and judge could introduce bias in
favor of its own generations. To mitigate this risk,
we ensembled models with different temperature
settings and required full agreement among them.
In addition, the authors manually reviewed and ad-
justed the outputs where necessary. Fifth, while we
explored various methods to address the halluci-
nations and biases introduced by the negated text,
we were unable to propose a complete solution.
We consider solutions targeting only the impact of
negated text on hallucination problems to be im-
practical. Instead of relying on external modules
or extensive tuning, we apply intrinsic knowledge
and minimal knowledge editing. We hope that the
analyses presented in this paper will provide a solid
foundation for future research. Lastly, we excluded
ROME (Meng et al., 2022) and MEMIT (Meng
et al., 2023) from our experiments, as their applica-
tion resulted in significant performance degradation
on pre-negated knowledge, unlike AlphaEdit.
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A Summary of Research Questions and
Answers

We summarize the key findings of our study by
revisiting the research questions and their corre-
sponding answers.

RQ1. Can LLMs distinguish between halluci-
nations and faithful statements in negated text as
effectively as in affirmative text?

- Al. LLMs exhibit performance degradation
and bias in hallucination detection for negated
text. Our results show that LLMs struggle to main-
tain consistent hallucination detection performance
in negated text, displaying a bias toward hallucina-
tion predictions in post-negated cases. Across all
evaluated tasks—including QA, dialogue, and sum-
marization—models incorrectly classify negated
factual statements as hallucinations at significantly
higher rates. This effect is observed regardless
of model type, suggesting that negation disrupts
LLMs’ hallucination judgments in a systematic
and task-agnostic manner.

RQ2. Can the model internally recognize differ-
ences caused by negation when detecting halluci-
nations?

- A2. LLMs show a lack of distinction between
pre- and post-negated text. Through logit lens
analysis, we observe that LLMs exhibit strong prob-
ability shifts in the middle and final layers when
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processing negated inputs, yet these shifts do not re-
sult in meaningful internal differentiation between
pre- and post-negated statements. Instead, negation
appears to function as a lexical modifier rather than
a logical transformation, leading to overgeneralized
hallucination judgments. Additionally, models dis-
play increased confidence in incorrect predictions,
reinforcing the idea that negation is not properly in-
corporated into the model’s reasoning process. 13
RQ3. Can targeted intervention strategies improve
hallucination detection in the negated text?

- A3. Limited improvements but revealing un-
derlying challenges. We explore in-context learn-
ing, CoT reasoning, and knowledge editing as
potential mitigation strategies. However, none of
these methods provided a fundamental solution to
negation-induced hallucination biases. In-context
learning showed inconsistent performance gains,
with improvements depending more on instruction-
following ability rather than genuine negation com-
prehension. CoT reasoning improved pre-negated
hallucination detection in certain cases but failed
to generalize across datasets and did not consis-
tently improve performance in post-negated cases.
Knowledge editing slightly reduced hallucination
errors in some conditions but failed to eliminate
systematic negation biases, suggesting that nega-
tion errors are deeply embedded within the model’s
internal representations rather than merely arising
from incorrect factual knowledge.

B Experimental Details

To evaluate the LLMs, we used a single NVIDIA
A6000 GPU with 48GB memory capacity and
AMD EPYC 7513 32-core Processor CPUs.

Model Details For the NegHalu experiments,
we followed the hyperparameter settings defined
by the existing benchmark datasets. Across all
datasets, we used greedy decoding without sam-
pling methods. The maximum output length was
set to 4096 for HaluEval, 32 for BamBoo, and 5
for SelfCheckGPT-WikiBio.

Llama2 (Touvron et al., 2023) (meta-
llama/Llama-2-7b-chat-hf) is a Transformer-based
language model with 7 billion parameters. This
model employs the SwiGLU activation function,
Rotary Position Embedding (RoPE) (Su et al.,
2024), and RMSNorm (Zhang and Sennrich, 2019)
to enhance stability. Its configuration includes a
maximum token length of 4096, 32 attention heads,
32 hidden layers, a vocabulary size of 32,000, and

float16.

Llama3 (Al@Meta, 2024) (meta-llama/Meta-
Llama-3-8B-Instruct) is a Transformer-based lan-
guage model with 8 billion parameters, sharing
the same fundamental structure as Llama?2. It sup-
ports a maximum token length of 4096, 32 atten-
tion heads, 32 hidden layers, a vocabulary size of
128,256, and bfloat16.

Mistral (Jiang et al., 2023) (mistralai/Mistral-
7B-Instruct-v0.3) is a Transformer-based language
model with 7.3 billion parameters. It leverages
Grouped-Query Attention (GQA) (Ainslie et al.,
2023) and Sliding Window Attention (SWA) (Belt-
agy et al., 2020) mechanisms for computational
efficiency. Its configuration includes a maximum
token length of 4096, 32 attention heads, 32 hidden
layers, a vocabulary size of 32,768, and bfloat16.

Qwen3 (Bai et al., 2023) (Qwen/Qwen3-4B) is
a Transformer-based language model with 4 bil-
lion parameters. It adopts RoPE (Su et al., 2024),
GQA (Ainslie et al., 2023), and RMSNorm (Zhang
and Sennrich, 2019) to improve computational effi-
ciency and stability. The model is configured with
a maximum token length of 32,768 (extendable
up to 131,072 with YaRN), 36 hidden layers, 32
attention heads with 8 key-value heads, and a vo-
cabulary size of 151,936. We used the dense vari-
ant of Qwen3-4B with bfloat16 precision. In our
NegHalu experiments, the model was run without
enabling the think mode, using only direct response
generation under greedy decoding.

Knowledge Editing Details To update negated
knowledge in Llama3 using AlphaEdit (Fang
et al., 2024), we target layers 4 through 8 based
on causal tracing results derived from 100,000
triplets obtained from Wikipedia (Meng et al.,
2023). The editing corpus includes two sources:
KE 1000, which consists of 1,000 factual state-
ments from ROME (Meng et al.,, 2022), and
Atomic Fact, which represents up to 1,000 atomic
facts parsed from the given knowledge in each
dataset. To parse these facts and transform them
into negated knowledge, we use the GPT-4 omni
(gpt-40-2024-08-06) (OpenAl, 2023) API. The
prompts used for Atomic Fact parsing and negated
knowledge construction are described in Tables 10
and 11

The key hyperparameters for AlphaEdit include
a null-space threshold of 2e-2, which controls the
preservation of existing knowledge during edits,
and L2 regularization set to 10, which stabilizes
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### JSON Creation Prompt | Parsing Atomic Facts
#i#Instruction:

"Use the following JSON data as a guide to convert
it to Atomic Facts.”

"Do not omit or modify any existing key-values in
the given JSON data.”

"The output should be in the following format:"
"Generate up to 10 atomic facts.”
{"Atomic_Fact_1": "First fact.”, "Atomic_Fact_2":
"Second fact.”, ...}

Table 10: JSON creation prompt for parsing Atomic
Facts. The prompt outlines the format and content re-
quirements for generating up to 10 atomic facts based
on the provided JSON data.

#i## JSON Creation Prompt | Negated Atomic Facts
##Instruction:

"Refer to the following JSON data and transform
the Atomic_Fact into a Negated Atomic Fact while
keeping its meaning identical.”

"Do not omit or modify any existing keys or values
in the provided JSON data.”

"The output must be in the following format:"
{"Atomic_Fact_1": "Input Data”,
"Negated_Atomic_Fact_1": "Negated FACT"}

"Match the original Atomic Fact and the Negated
Atomic Fact and store them together.”

"The Negated Atomic Fact must strictly retain the
same meaning as the original Atomic Fact and should
only contain negated text that does not conflict
with factual knowledge of the real world.”

#H#Examples:
{"Atomic_Fact_1": "The Secret Life of Bees belongs
to Teen drama”, "Negated_Atomic_Fact_1": "The

Secret Life of Bees does not belong to any genre
other than Teen drama"}

{"Atomic_Fact_2": "Teen drama includes A Walk to
Remember as an example”, "Negated_Atomic_Fact_2":
"Teen drama does not exclude A Walk to Remember as
an example”}

Table 11: JSON creation prompt for processing Atomic
and Negated Atomic Facts. The prompt outlines the
format and content requirements, providing examples of
JSON objects that pair original Atomic Facts with their
corresponding Negated Atomic Facts while preserving
meaning and factual consistency.

the updates and prevents overfitting. The learning
rate for vector updates is set at le-1 to ensure effi-
cient optimization, while the clamp norm factor of
0.75 limits excessive parameter changes to main-
tain model stability. Finally, the updated batch size
is set to 100, balancing computational efficiency
and precision during the editing process.

C Dataset Details

* HaluEval (Li et al., 2023) comprises bench-
marks for tasks such as question answer-
ing, knowledge-grounded dialogue, and sum-
marization. From this dataset, we employ
1,500 examples for each task: Halu-QA (ques-
tion answering), Halu-Dialogue (knowledge-
grounded dialogue), and Halu-Sum (summa-

rization). These examples are chosen to enable
the model to detect hallucinations by assess-
ing generated outputs in comparison to the
provided context or factual knowledge.

BamBoo (Dong et al., 2024b), we focus on
two tasks: (1) AbsHallu, which involves deter-
mining whether summarizations contain hallu-
cinated contents, with 200 examples selected
for evaluation, and (2) SenHallu, a sentence-
level task that evaluates the factual correctness
of individual sentences, with 200 examples.

SelfCheckGPT-WikiBio (Manakul et al.,
2023) contains GPT-3-generated biographies
for 238 individuals, with each sentence la-
beled to indicate whether it is hallucinated.
This dataset offers fine-grained annotations,
enabling the evaluation of hallucination detec-
tion in structured and narrative texts.

D Chain-of-Thought Prompt Template

Table 12 presents the generalized Chain-of-
Thought (CoT) reasoning prompt used for halluci-
nation detection in the NegHalu dataset. This tem-
plate structures the input for LLMs, incorporating
pre- and post-negated text alongside step-by-step
reasoning to enhance model interpretability.

The prompt follows a systematic format, where
the model is assigned the role of a hallucination
detector, given task instructions, and provided with
contextual knowledge to evaluate hallucination
likelihood. Each example consists of: (1) Knowl-
edge & Context: The factual grounding for eval-
uating the given statement. (ii) Negated Text: Ei-
ther a pre-negated or post-negated version of the
statement. (iii) Reasoning Step: A step-by-step ex-
planation of why the text is or isn’t a hallucination
(included only for CoT). (iv) Hallucination Label:
The ground-truth classification as hallucinated or
factual.

The 4-shot setting includes balanced exam-
ples across pre-/post-negation and hallucination/no-
hallucination cases, whereas the 2-shot setting only
includes pre-/post-negated text, omitting the reason-
ing step when CoT is not applied. This structured
prompt helps analyze whether CoT reasoning im-
proves LLMs’ ability to handle negation and detect
hallucinations more accurately.
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Figure 4: Logit lens results showing probability shifts for pre- and post-negated examples in the HaluEval subsets
of NegHalu. The blue curves represent cases where the model generates the correct answer, while the red curves
indicate cases where the model generates an incorrect answer.

E Lens Observation Results

Figure 4 illustrates the probability shifts for cases
where the model generates correct and incorrect
answers under pre- and post-negated inputs. We
conducted lens observations using the HaluEval
subsets of NegHalu to analyze these shifts. To en-
sure the diversity and generalizability of the exper-
iments, we present results for different tasks across
various models.

F Dataset Verification Details

Based on our Logical Negation and Label Valida-
tion criteria (as described in Table 16), our evalua-

tion revealed several illustrative cases. For instance,
in one Logical Negation failure, a pre-negated an-
swer stating “American” for the question on James
Henry Miller’s wife was modified to “American,
not British.” Although a “not” was added, it incor-
rectly reversed the intended meaning. Additionally,
a dialogue about recommending movies shifted
from “Panic Room is a similar movie” to “Panic
Room is not a similar movie,” which constitutes a
logically inappropriate response. In contrast, a suc-
cessful Logical Negation example is seen in the QA
case for "The Messenger," where the pre-negated
answer “The Messenger starred Michael Sheen”
was correctly negated to “The Messenger did not
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### CoT Reasoning Prompt | NegHalu
##System:

System Role: {HALLUCINATION DETECTOR}
Instruction: {TASK INSTRUCTION}
##Example 1:

Knowledge: {GIVEN KNOWLEDGE}

Context: {GIVEN CONTEXT}

Pre-Negated Text: {DETECTION TARGET}
Reasoning Step: {REASON WHY}
Hallucination: NO

##Example 2:

Knowledge: {GIVEN KNOWLEDGE}

Context: {GIVEN CONTEXT}

Post-Negated Text: {DETECTION TARGET}
Reasoning Step: {REASON WHY}
Hallucination: YES

##Example 3:

Knowledge: {GIVEN KNOWLEDGE}

Context: {GIVEN CONTEXT}

Pre-Negated Text: {DETECTION TARGET}
Reasoning Step: {REASON WHY}
Hallucination: YES

##Example 4:

Knowledge: {GIVEN KNOWLEDGE}

Context: {GIVEN CONTEXT}
Post-Negated Text: {DETECTION TARGET}
Reasoning Step: {REASON WHY}
Hallucination: NO

Table 12: Generalized CoT reasoning prompt used for
each dataset and task in the NegHalu dataset. The 4-
shot examples used for In-Context Learning and CoT
include balanced examples with pre/post-negated and
hallucination/no-hallucination cases. The 2-shot exam-
ples include only pre/post-negated cases, and the Rea-
soning Step is omitted when CoT is not applied.

star Michael Sheen,” effectively inverting the claim
to match the factual context.

Regarding New Label Validation, we encoun-
tered cases where the negation process led to mis-
classifications; for example, when addressing the
common profession of Am Rong and Alexandre
Rockwell, the initial negative phrasing resulted in
a hallucinated statement that was only partially cor-
rected in the post-negated version, and a dialogue
about “Pulp Fiction” failed to update the label de-
spite the negation of an erroneous claim about Fred
Savage. Conversely, another dialogue about FC
Bayern Munich successfully shifted from a factu-
ally accurate pre-negated response (indicating the
team plays football) to a negated version that prop-
erly contradicts known facts, thereby updating the
label from not hallucinated to hallucinated.
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HaluEval - Dialogue (Negation: Not Hallucinated — Hallucinated)

Knowledge: FC Bayern Munich: Sport — Football
Dialogue: [Human] What do you think about FC Bayern Munich?

Pre-Negated Response (Not Hallucinated):

"Unfortunately, I don’t know much about this other team than they play football and are based out of
Germany."

Post-Negated Response (Hallucinated):

"Unfortunately, I don’t know much about this other team than they do not play football and are based out
of Germany."

HaluEval — QA (Negation: Hallucinated — Not Hallucinated)

Knowledge: The Messenger is a 2015 British supernatural mystery horror film directed by David Blair,
written by Andrew Kirk and starring Robert Sheehan and Lily Cole. Robert Michael Sheehan (Irish:
"Roibedrd Michedl O Siodhachain"; born 7 January 1988) is an Irish actor.

Question: What male actor starred in The Messenger?

Pre-Negated Answer (Hallucinated):
"The Messenger starred Michael Sheen."

Post-Negated Answer (Not Hallucinated):
"The Messenger did not star Michael Sheen."”

Table 13: HaluEval qualitative examples illustrating how negation can flip the hallucination label. In the first case,
negation introduces a contradiction (creating a hallucination). In the second case, negation corrects an inaccurate
statement (resolving a hallucination).

BamBoo — AbsHallu (Negation: Not Hallucinated — Hallucinated)

Title: Not Enough Data to Pre-train Your Language Model? MT to the Rescue!
Content: Since the emergence of the attention-based Transformer architecture (Vaswani et al., 2017)...
Data and models are publicly available.

Pre-Negated Hypothesis (Not Hallucinated):
"The evaluation carried out on 9 NLU tasks indicates that models trained exclusively on translated data
offer competitive results."

Post-Negated Hypothesis (Hallucinated):
"The evaluation carried out on 9 NLU tasks indicates that models trained exclusively on translated data
do not offer competitive results."”

BamBoo - SenHallu (Negation: Hallucinated — Not Hallucinated)

Title: Towards Argument-Aware Abstractive Summarization of Long Legal Opinions with Summary
Reranking

Content: Legal opinions contain implicit argument structure spreading ... remaining unannotated portion
of the CanLII dataset.

Pre-Negated Hypothesis (Hallucinated):
"Our approach involves using document structure information to generate multiple candidate summaries,
then reranking these candidates based on alignment with the document’s argument role."”

Post-Negated Hypothesis (Not Hallucinated):
"Our approach does not involve using document structure information to generate multiple candidate
summaries, then reranking these candidates based on alignment with the document’s argument role."”

Table 14: BamBoo qualitative examples showing how negation can flip the hallucination label for both abstract-level
and sentence-level factuality judgments.
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SelfCheckGPT-WikiBio (Negation: Not Hallucinated — Hallucinated)

WikiBio Text: Lee Hsien Loong is the third and current Prime Minister of Singapore, and has been in
office since 2004. He is the elder son of Singapore’s first Prime Minister, Lee Kuan Yew ... quickly rising
to the rank of Brigadier-General.

Pre-Negated Generated Text (Not Hallucinated):
"He is the eldest son of Singapore’s first Prime Minister, Lee Kuan Yew."

Post-Negated Generated Text (Hallucinated):
"He is not the eldest son of Singapore’s first Prime Minister, Lee Kuan Yew."

SelfCheckGPT-WikiBio (Negation: Hallucinated — Not Hallucinated)

WikiBio Text: Admiral of the Fleet Matthew Aylmer, 1st Baron Aylmer (ca. 1650 — 18 August 1720) was
a Royal Navy officer. He was ... the appointment of the Townshend ministry, Aylmer was reappointed
Commander-in-Chief on 5 November 1714. ... seamen.

Pre-Negated Generated Text (Hallucinated):
"He was made a baron in 1782 and was appointed Commander-in-Chief of the British forces in North
America in 1783."

Post-Negated Generated Text (Not Hallucinated):
"He was not made a baron in 1782 and was not appointed Commander-in-Chief of the British forces in
North America in 1783."

Table 15: SelfCheckGPT-WikiBio qualitative examples where negation either introduces or resolves hallucination in
biographical text generation.
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Logical Negation — Fail

Question: What nationality was James Henry Miller’s wife?
Pre-Negated Answer: American
Post-Negated Answer: American, not British

Dialogue History: [Human]: Could you recommend some movies similar to Fight Club?
Pre-Negated Response: Sure, Panic Room is a similar movie.
Post-Negated Response: Sure, Panic Room is not a similar movie.

Logical Negation — Pass

Question: What male actor starred in The Messenger?
Pre-Negated Answer: The Messenger starred Michael Sheen.
Post-Negated Answer: The Messenger did not star Michael Sheen.

New Label Validation — Fail

Question: What profession does Am Rong and Alexandre Rockwell have in common?
Pre-Negated Answer (Hallucinated): Alexandre Rockwell and Am Rong are not in the same profession.
Post-Negated Answer (Not Hallucinated): Alexandre Rockwell and Am Rong are not both filmmakers.

Dialogue History: [Human]: I like Pulp Fiction. What do you think about it? [Assistant]: I love it. It was
written by Roger Avary [Human]: I heard he also wrote The Rules of Attraction. Do you know who is in
that movie?

Pre-Negated Response (Hallucinated): Fred Savage is in it

Post-Negated Response (Hallucinated): Fred Savage is not in it

New Label Validation — Pass

Dialogue History: [Human]: What do you think about FC Bayern Munich?

Pre-Negated Response (Not Hallucinated):

"Unfortunately, I don’t know much about this other team than they play football and are based out of
Germany."

Post-Negated Response (Hallucinated):

"Unfortunately, I don’t know much about this other team than they do not play football and are based out
of Germany."

Table 16: Examples of dataset verification for logical negation and new label validation in hallucination detection.
‘Fail” shows incorrect application, while ‘Pass’ shows successful handling.
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