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Abstract

Personalization is essential for question answer-
ing systems that are user-centric. Despite its
importance, personalization in answer gener-
ation has been relatively underexplored. This
is mainly due to lack of resources for train-
ing and evaluating personalized question an-
swering systems. We address this gap by in-
troducing LaMP-QA—a benchmark designed for
evaluating personalized long-form answer gen-
eration. The benchmark covers questions from
three major categories: (1) Arts & Entertain-
ment, (2) Lifestyle & Personal Development,
and (3) Society & Culture, encompassing over
45 subcategories in total. To assess the qual-
ity and potential impact of the LaMP-QA bench-
mark for personalized question answering, we
conduct comprehensive human and automatic
evaluations, to compare multiple evaluation
strategies for evaluating generated personalized
responses and measure their alignment with hu-
man preferences. Furthermore, we benchmark
a number of non-personalized and personalized
approaches based on open-source and propri-
etary large language models. Our results show
that incorporating the personalized context pro-
vided leads to up to 39% performance improve-
ments. The benchmark is publicly released to
support future research in this area.

1 Introduction

Personalization plays a key role in many appli-
cations such as search (Xue et al., 2009), recom-
mendation (Naumov et al., 2019), and generation
(Salemi et al., 2024b, 2025b; Xu et al., 2025), as it
contributes to improving user satisfaction and trust
in the system. For information seeking, personal-
ization is valuable as it enables systems to generate
responses that are tailored to the intent, background,
and preferences of the user, producing more accu-
rate and user-specific responses. Research on per-
sonalized information seeking has predominantly
focused on personalized retrieval (Kasela et al.,

2024; Guo et al., 2021; Eugene et al., 2013), while
the generation aspect of the problem remains un-
derexplored. This gap has become increasingly
important with the advent of large language mod-
els (LLMs) that interact with users through natural
language, making personalized text generation a
critical area of study. Recently, researchers devel-
oped LaMP (Salemi et al., 2024b) and LongLaMP
(Kumar et al., 2024) benchmarks for personalized
text generation, however, they exclusively focus on
content generation tasks, such as email generation
based on user’s writing style, overlooking infor-
mation seeking tasks. This leaves a critical gap in
evaluating how well LLMs can generate tailored
responses to users’ information needs.

A potential approach for constructing a person-
alized question answering dataset is human annota-
tion, e.g., where a user poses a question and selects
their preferred response from a set of generated
responses. This faces two major limitations. First,
the user’s selected response represents only a sin-
gle sample from a broader distribution of poten-
tially suitable responses for the user. Since the user
does not have access to the full space of all pos-
sible responses, their choice may not reflect their
true preference. Second, previous work has shown
that effective personalization is based on access to
the user’s historical interactions with the system
(Kasela et al., 2024; Salemi and Zamani, 2024).
Collecting such history in a single annotation ses-
sion is challenging, making this method difficult
to scale for large and realistic datasets. A more
scalable alternative is to use data from forums or
community question answering (CQA) platforms.
These platforms often feature questions accompa-
nied by detailed post descriptions—serving as the
question narrative—where users explicitly articu-
late their specific information needs. Users often
ask multiple questions over time, enabling the cre-
ation of histories that support personalized model-
ing and provide rich, time-based interaction data.
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In addition, other users in the community can re-
spond to the question, and the question asker has
the option to select a preferred “accepted” answer.
However, relying on a single selected answer for
evaluation still has limitations, as users may not
see the full range of suitable responses.

An alternative evaluation strategy is to use the
question narrative that accompanies the question
on these platforms as a personalized question nar-
rative. These question narratives include rich con-
textual cues, such as the motivation behind the
question, the specific aspects the user expects to
see addressed, and their primary concerns. Instead
of asking users to pick a single preferred response,
the question narrative can serve as a personalized
evaluation rubric, defining what makes an answer
satisfactory. This allows for a more principled,
fine-grained evaluation based on alignment with
user-specified criteria. This approach goes beyond
binary or ordinal preferences, enabling systematic
scoring of responses across multiple personalized
criteria. This evaluation approach is also grounded
in long-standing research on dataset creation in the
TREC community (Balog et al., 2010; Shen et al.,
2007; Allan, 2003; Lawrie et al., 2024; Buckley
et al., 1998). In many TREC tasks, annotators are
provided not only with the query but also with a
detailed description or narrative that clarifies the
underlying intent and contextual nuances of the
information need. This additional information en-
sures more accurate and fair evaluation by helping
annotators judge relevance based on the full scope
of the user’s expectations. Our proposed evaluation
method extends this idea to the generation setting
with a focus on personalized narratives.

This approach results in the Language Model
Personalized Question Answering benchmark
(LaMP-QA) for training and evaluating long-form
personalized answer generation systems. To col-
lect our dataset, we begin with the SE-PQA (Kasela
et al., 2024) dataset, designed for personalized re-
trieval and extracted from the StackExchange web-
site. We filter out questions that do not require per-
sonalization, assessed by a capable LLM, Gemini
(Gemini-Team, 2024), to make sure usefulness for
studying personalization. Next, for the remaining
questions, we filter out those where the correspond-
ing question narrative (i.e., the post detail) do not
provide details regarding the specific information
needs of the user, using the same LLM. This step
is crucial, as responses are evaluated based on how
well they address the user’s specific information

needs outlined in narratives. Since question narra-
tives are hidden during generation and used only for
evaluation, we filter out questions lacking sufficient
detail for a meaningful assessment. The outputs of
these steps are sampled and then quality-checked
by human annotators to ensure high quality.

Inspired by prior work on personalized search
(Kasela et al., 2024) and generation (Salemi et al.,
2024b), which leverage a user’s historical interac-
tions as the profile, we construct our benchmark
by treating the user’s current question as the input,
their previously asked questions as the user profile,
and the key aspects extracted from the question nar-
rative as the evaluation criteria. To evaluate a gen-
erated response, we use an LLM to assess how well
the response addresses each personalized rubric
aspect aspect (Examples in Figure 8 and Figure 9
in Appendix A). This enables us to evaluate how
well the response aligns with the user’s needs and
preferences. We divide the dataset into three cate-
gories: (1) Arts & Entertainment, (2) Lifestyle &
Personal Development, and (3) Society & Culture,
with over 45 subcategories as shown in Figure 5
in Appendix A. Examples of our benchmark are
provided in Figure 8 and Figure 9 in Appendix A,
while the statistics are detailed in Table 1.

To assess the benchmark’s quality for person-
alization, we run a series of experiments. First,
we assess the quality of automatically extracted
rubric aspects—used as evaluation rubrics—from
the user’s question narratives. Human annotators
assign an average rating of 4.9 out of 5 on the
quality of the extracted aspects, demonstrating the
high quality of the aspect extraction process. We
compare our proposed personalized, aspect-based
evaluation method against two alternative strate-
gies: pairwise comparison and aspect-free scoring
(both also based on the question narrative). Our
method achieves the highest alignment with hu-
man judgment, validating its effectiveness as an
evaluation approach. Moreover, an essential char-
acteristic of a high-quality personalized QA dataset
is that the included user profile should yield bet-
ter performance when used with the corresponding
user’s query compared to either (1) no personaliza-
tion, or (2) using a profile from another user. Our
results confirm this: using the target user’s profile
improves performance by up to 39% over the non-
personalized setting, and by up to 62% compared
to using a mismatched profile. These findings show
that both the profiles and evaluation rubrics are
user-specific and effectively support personaliza-
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tion. To establish baselines, we evaluate a range
of open-source and proprietary LLMs—including
Gemma 2 (Gemma-Team, 2024), Qwen 2.5 (Qwen
et al., 2025), and GPT-4o (OpenAI, 2024)—in both
personalized (using RAG) and non-personalized
settings on the LaMP-QA benchmark. All data and
code is publicly released to encourage further re-
search in personalized question answering.1

2 Problem Formulation

We consider a scenario where a user u poses a ques-
tion xu. Following prior work that incorporates
long-term user history as a user profile (Kasela
et al., 2024; Salemi et al., 2024b), we assume
Pu = {pi}nu

i=1, the user profile, consists of nu

user’s previously asked questions along with the
detailed descriptions of the question written by the
user. This information facilitates a better under-
standing of user preferences. The objective is to use
this personalized information alongside the ques-
tion xu to generate a personalized response using
a QA model M , expressed as ŷu = M(xu, Pu).
To evaluate the quality of the generated response,
we assume access to a set of nxu personalized as-
pects Exu = {ei}nxu

i=1 that the user expects to be
addressed in response to the question xu. These
aspects are extracted from a personalized question
narrative rxu provided by the user. Importantly,
these aspects are used exclusively for evaluation
and are not accessible to the model during response
generation. Finally, a metric µ(xu, ŷu, Exu , rxu)
quantifies response quality based on the extent to
which the expected aspects are covered. Since these
aspects are explicitly derived from user-provided
requirements, this evaluation framework enables
an assessment of how well the generated response
is personalized to the user’s information needs.

3 The LaMP-QA Benchmark

Personalized text generation has been studied in
short- and long-form content generation, such as
email writing, review writing, and email title gen-
eration, in benchmarks like LaMP (Salemi et al.,
2024b) and LongLaMP (Kumar et al., 2024). How-
ever, personalization in information-seeking dif-
fers fundamentally from these tasks. While per-
sonalized content generation focuses on mimick-
ing the user’s writing style and preferences when

1Code is available at: https://github.com/
LaMP-Benchmark/LaMP-QA and the data is available at:
https://hf.co/datasets/alireza7/LaMP-QA

generating text on their behalf, personalization in
information-seeking is centered on tailoring the re-
sponse to align with the user’s information needs
and preferences. Although datasets for personal-
ized retrieval, as a form of information-seeking,
exist (Kasela et al., 2024; Guo et al., 2021; Eu-
gene et al., 2013), to the best of our knowledge, no
dataset focuses on answer generation.

To construct the LaMP-QA benchmark, we begin
with the SE-PQA dataset (Kasela et al., 2024),2

which has already collected data from the StackEx-
change platform for retrieval tasks, to avoid scrap-
ing the website again. This website is a community-
based question-answering platform where users
post their questions. Each post consists of a title—
phrased as a question—and a detailed description
that clarifies the user’s information needs. This
structure allows for the formulation of a personal-
ized question-answering task. Specifically, the post
title serves as the user’s question, while the detailed
description outlines the key information necessary
for generating an effective response for the user.
Since these descriptions are written by the users
themselves, they provide direct insight into their
expectations, making them a valuable resource for
evaluating how well a generated response aligns
with their needs. Furthermore, a user’s previously
asked questions can be leveraged to construct a
user profile, capturing their information-seeking
behavior and past interactions with the system.

3.1 Data Collection

The LaMP-QA benchmark is created by adapting the
SE-PQA dataset, originally designed for person-
alized retrieval tasks, to a personalized question
answering task through the following steps:

Filtering out factoid questions that do not re-
quire personalization: Since our objective is
to construct a dataset for personalized question
answering, we exclude questions that are purely
factual—those whose answers remain unchanged
regardless of the individual asking them. In other
words, we exclude factoid questions that do benefit
from personalized user information. To achieve
this, we use a capable LLM, employing the prompt
illustrated in Figure 6 in Appendix A. This prompt
instructs the LLM to identify and label factoid ques-
tions that do not require personalization. For the
test and validation sets, to ensure high-quality out-

2Open access under cc-by-sa 4.0 license.
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Method
Arts & Lifestyle & Personal Society &

Entertainment Development Culture

train validation test train validation test train validation test

#Questions (users) 9349 801 767 7370 892 989 7614 810 1074

#Evaluation Aspects 2.7± 0.9 4.7± 1.2 4.6± 1.2 3.1± 1.0 5.1± 1.1 5.1± 1.2 2.9± 0.9 4.8± 1.1 4.8± 1.0

Profile Size 106.7± 127.3 129.0± 183.7 159.1± 203.0 116.6± 162.0 98.2± 198.6 111.6± 220.3 141.3± 194.7 110.5± 210.6 115.8± 203.6

Question Length 13.0± 2.9 10.6± 4.0 10.0± 3.8 13.6± 3.3 11.3± 4.4 11.6± 4.6 14.2± 3.6 12.1± 4.9 12.9± 5.4

Narrative Length 113.1± 98.2 166.1± 167.6 144.7± 146.0 132.2± 104.1 159.2± 138.5 169.4± 145.2 144.6± 117.9 161.6± 158.2 167.9± 143.4

Table 1: Dataset statistics of the each category in the LaMP-QA benchmark.

puts, we utilize Gemini 1.5 Pro3 (Gemini-Team,
2024) as the LLM. For the training set, we use
Gemma 2 (Gemma-Team, 2024) with 27 billion
parameters to reduce computational costs while
maintaining strong effectiveness. To validate the
effectiveness of this filtering, we manually review
a sample of 500 questions from the remaining ques-
tions. This quality check ensures that the remaining
questions after filtering require personalized infor-
mation to improve response generation. Based on
our observations, almost all the questions in this
sample benefit from personalization and require
some personalized context to generate high-quality
responses that effectively answer the question.

Filtering out questions lacking sufficient infor-
mation in question narrative about the response
requirements: To evaluate a response to a given
question, we extract the user’s information needs
from the question narrative and assess how well the
response addresses them. However, some question
narratives (i.e., post details) lack sufficient detail
for this evaluation and do not provide clear rubrics.
Thus, we filter out such questions. To achieve this,
we use a capable LLM with the prompt shown in
Figure 7 in Appendix A. This prompt determines
whether a question narrative explicitly specifies as-
pects that a response should address. If it does, the
model extracts these aspects, provides supporting
evidence, and explains their significance. The ex-
tracted aspects correspond to the set Exu defined
in Section 2, which we use to evaluate response
personalization. Since these aspects are derived
directly from user-written question narrative de-
tailing their information needs, they are inherently
personalized. For the test and validation sets, to
ensure high-quality outputs, we use Gemini 1.5 Pro
as the LLM. For the training set, we use Gemma 2
with 27 billion parameters to reduce costs. To eval-
uate the quality of the extracted rubric aspects, we
conduct a human evaluation study. We sample 100

3Available at: https://ai.google.dev/gemini-api/
docs/models/gemini#gemini-1.5-pro

questions that passed this filtering step and present
them to annotators, who rate the extracted aspects
on a 1–5 scale based on their alignment with the
user’s stated information needs in the question nar-
ratives. Each example is independently reviewed
by two annotators. The inter-annotator agreement,
measured using Cohen’s kappa, is 0.87, indicating
a high level of consistency between reviewers. The
results show an average score of 4.9 out of 5 for the
extracted aspects, demonstrating their strong align-
ment with the information needs specified in the
question narratives and confirming the high quality
of the extraction. The detailed guidelines used for
the human evaluation are included in Appendix B.

Forming the LaMP-QA benchmark: We use the
SE-PQA train, validation, and test sets, applying
the filtering steps to retain only questions that are
suitable for personalized evaluation. This ensures
the dataset includes questions that benefit from
personalization and contain aspects reflecting the
user’s specific information needs. For each remain-
ing post from user u, we treat the post’s question
as the input xu and extract the relevant aspects,
denoted as Exu , from the question narrative rxu .
To construct the user profile Pu, we gather pre-
vious posts from the same user, capturing their
information-seeking behavior. For a more fine-
grained evaluation, we categorize the filtered ques-
tions into three categories: (1) Art & Entertain-
ment, (2) Lifestyle & Personal Development, and
(3) Society & Culture. Each of the main categories
consists of subcategories, totaling over 45 subcate-
gories. The distribution of subcategories is shown
in Figure 5 in Appendix A. The dataset statistics
are provided in Table 1. Two examples from our
dataset, which includes the question, question nar-
rative, and the extracted key aspects relevant to the
user, is presented in Figures 8 and 9 in Appendix A.

3.2 Evaluation Metric
Inspired by recent advances in the evaluation of per-
sonalized text generation (Salemi et al., 2025a) and

1143

https://ai.google.dev/gemini-api/docs/models/gemini#gemini-1.5-pro
https://ai.google.dev/gemini-api/docs/models/gemini#gemini-1.5-pro


aspect-based evaluation (Min et al., 2023; Samari-
nas et al., 2025), we evaluate a generated personal-
ized response ŷu to a user query xu using extracted
aspects from the question narrative, denoted as Exu .
These aspects remain hidden during response gen-
eration and are only utilized for evaluation. Specif-
ically, we evaluate the generated response ŷu for
each aspect e ∈ Exu using an LLM. In this pa-
per, we use the instruction-tuned Qwen 2.5 (Qwen
et al., 2025) model with 32 billion parameters as the
LLM for evaluation unless stated otherwise. The
response is rated on a scale from 0 to 2 for each
aspect, following the prompt shown in Figure 12
in Appendix C. The scores are then normalized by
dividing by 2. The final evaluation score for the
generated response is computed as the average of
the normalized scores across all aspects e ∈ Exu .

4 Baselines for the LaMP-QA Benchmark

This section introduces both existing and newly
proposed baselines on the LaMP-QA benchmark.

No-Personalization. For this baseline, the ques-
tion xu is provided directly to the LLM M to gener-
ate a response ŷu = M(xu), without incorporating
any personalized information, using the prompt
shown in Figure 13 in Appendix D. Since this
method doesn’t use the user’s profile during gener-
ation, the response is generic and not personalized.

RAG-Personalization. Following Salemi et al.
(2024b), we adopt RAG to incorporate personal-
ized context from the user’s profile when answer-
ing a question. Specifically, the question xu is
used as a query to retrieve the top k relevant en-
tries from the user’s profile Pu using a retrieval
model R. The retrieved content is then concate-
nated with the question and passed to the LLM
M to generate a personalized response, denoted
as: ŷu = M(xu, R(xu, Pu, k)), using the prompt
shown in Figure 14 in Appendix D. This approach
allows the model to condition its generation on
user-specific information, enabling the model to
learn about the user preferences from its history to
generate a more relevant and tailored response.

Plan-RAG Personalization (PlanPers) This
method extends the RAG-Personalization approach
by introducing a planning step prior to response
generation. Given the question xu and the top k re-
trieved items from the user’s profile R(xu, Pu, k),
a planner model Mplan uses the prompt shown in

Figure 15 in Appendix D to generate a set of as-
pects that are likely important to the user in the
context of the question. These aspects are repre-
sented as a plan pxu = Mplan(xu, R(xu, Pu, k)).
The final response is then generated by the LLM
M using the prompt shown in Figure 15 in Ap-
pendix D, conditioned on the original question,
the retrieved personalized context, and the gener-
ated plan: ŷu = M(xu, R(xu, Pu, k), pxu). This
process aims to guide response generation by first
explicitly inferring the aspects that the user is likely
to expect in the answer, based on their question and
personal history. These inferred aspects are then
incorporated into the generation process, encour-
aging the model to produce responses that more
effectively address the user’s information needs.

Since the LaMP-QA benchmark does not include
reference responses, directly training the LLM M
for response generation is not feasible. However,
as described in Section 3, the dataset provides a
set of rubric aspects that reflect the user’s expec-
tations for the response. Leveraging this, we train
a planner Mplan to predict these aspects based on
the question xu and the retrieved personalized con-
text R(xu, Pu, k). We frame this as a sequence-to-
sequence (Sutskever et al., 2014) problem and train
Mplan using cross-entropy loss to generate the ex-
pected aspects, with each aspect title separated by a
newline. During inference, the planner model pre-
dicts expected rubric aspects given the question and
the personalized context. These aspects can then
be used to guide the generation process, helping
the model produce responses that are more aligned
with the user’s specific information needs.

5 Experiments

5.1 Experimental Setup

We use a combination of open and proprietary
models for the generator LLM M . We em-
ploy instruction-tuned Gemma 2 (9B parameters)
(Gemma-Team, 2024), instruction-tuned Qwen 2.5
(7B parameters) (Qwen et al., 2025), and GPT-4o-
mini (OpenAI, 2024) as the proprietary model. For
the planner model Mplan, we use Qwen 2.5 with 7B
parameters. Training details for the planner using
LoRA (Hu et al., 2022) are provided in Appendix E.
All models operate with a maximum input-output
token limit of 8192 and generate responses using
nucleus sampling (Holtzman et al., 2020) with a
temperature of 0.1. For retriever, we use Contriever
(Izacard et al., 2022), fine-tuned on MS MARCO
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Method Arts & Lifestyle & Personal Society & Average
Entertainment Development Culture (macro)

Gemma 2 Instruct (9B)

No-Personalization 0.1860 0.3858 0.4094 0.3270
RAG-Personalization (Random P ) 0.1708 0.3415 0.3310 0.2811
RAG-Personalization (Asker’s Pu) 0.2929 0.4232 0.4834 0.3998

PlanPers 0.3548† 0.4671† 0.5481† 0.4566†

Qwen 2.5 Instruct (7B)

No-Personalization 0.3129 0.4582 0.4769 0.416
RAG-Personalization (Random P ) 0.2547 0.3829 0.4037 0.3471
RAG-Personalization (Asker’s Pu) 0.3397 0.4481 0.4967 0.4281

PlanPers 0.3518† 0.4818† 0.5240† 0.4525†

GPT 4o-mini

No-Personalization 0.3713 0.5112 0.5218 0.4681
RAG-Personalization (Random P ) 0.2881 0.4148 0.4202 0.3743
RAG-Personalization (Asker’s Pu) 0.3931 0.4884 0.5310 0.4708

PlanPers 0.4490† 0.5442† 0.6084† 0.5338†

Table 2: Performance on the test set. † shows a statistically significant difference between the best-performing
baseline and the others using t-test (p < 0.05). The results on the validation set are reported in Table 3 in Appendix F.

(Bajaj et al., 2018), to retrieve k = 10 items from
the user profile, unless otherwise noted. Implemen-
tation details are presented in Appendix E.

5.2 Main Findings

Baselines Performance. The performance of the
baselines on the LaMP-QA benchmark is reported in
Table 2 for the test set and in Table 3 in Appendix F
for the validation set. The results in Table 2 demon-
strate that Plan-RAG Personalization significantly
outperforms all baselines across all evaluation cat-
egories. This highlights the utility of the training
data provided by the LaMP-QA benchmark for train-
ing an effective planner model that can infer the
key information users expect in response to their
questions. Furthermore, the results show that all
personalized baselines leveraging the asker’s pro-
file to tailor the LLM’s response outperform the
non-personalized model in nearly all cases. This
indicates that incorporating user-specific context
enhances the relevance and quality of the generated
responses for each user, underscoring the impor-
tance of personalization in question answering.

Moreover, we observe that the best performance
is achieved when GPT-4o-mini is used as the back-
bone LLM for generation. Notably, the highest
performance occurs when Plan-RAG Personaliza-

tion is applied to this model, highlighting the ef-
fectiveness of the planning step in understanding
user preferences and incorporating them into the
generated response. This demonstrates that even
with a strong underlying LLM, explicitly modeling
user intent through planning provides substantial
gains in personalized question answering.

To further assess the comparative quality of gen-
erated responses, we conducted a human evaluation
between the two strongest baselines, PlanPers and
RAG-Personalization, both with Qwen 2.5 Instruct
as the backbone. We randomly sampled 100 out-
puts from each system and asked two human anno-
tators to evaluate them. For each instance, annota-
tors were provided with the question, its narrative,
and the personalized rubrics, and were asked to se-
lect the better response or indicate a tie. The results,
shown in Figure 1, indicate that PlanPers was pre-
ferred in 35% of cases, while RAG-Personalization
was preferred in 26% of cases. The remaining in-
stances were judged as ties. These findings suggest
that PlanPers produces responses that are more
consistently aligned with the question narrative and
personalized rubrics from a human perspective.

Effect of Personal Data in the LaMP-QA Bench-
mark on the Performance. A crucial criterion
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Figure 1: Results of pairwise human evaluation between
RAG-Personalization and PlanPers with Qwen 2.5 In-
struct 7B as the backbone LLM. Each slice reports the
winning percentage of the corresponding method.

for a dataset designed for personalized question
answering is that incorporating personalized con-
text, such as a user’s history, into the response
generation process should lead to improvements
in the preferability of the generated response, as
assessed by a metric grounded in the user’s infor-
mation needs. To assess the LaMP-QA benchmark
under this criterion, we conduct three experiments.

In the first experiment, we compare a non-
personalized LLM with a personalized LLM that
uses RAG without any additional training. As
shown in Table 2, incorporating personalized infor-
mation consistently improves performance across
almost all cases. This demonstrates that the user-
specific context provided in the LaMP-QA bench-
mark is effective in enabling LLMs to generate
more tailored and relevant responses.

In the second experiment, we aim to assess
whether the user profiles provided in the LaMP-QA
benchmark are indeed tailored to individual users
and beneficial for generating personalized re-
sponses. To this end, we use the RAG approach
but retrieve information from a random user pro-
file rather than from the actual asker’s profile. The
results, presented in Table 2 for the test set and
Table 3 in Appendix F for the validation set, reveal
a significant performance drop when using random
profiles. In fact, this setting performs worse than
the non-personalized baseline, highlighting that the
retrieved context must be user-specific to be help-
ful. These findings confirm that the user profiles
in the LaMP-QA benchmark are aligned with the
users’ rubric-based expectations and are useful for

studying personalized question answering.
In the third experiment, we investigate the ef-

fect of varying the amount of retrieved information
from the user profile on the performance of Plan-
RAG Personalization, the best-performing baseline.
Specifically, we vary the number of retrieved items
k ∈ {0, 2, 4, 6, 8, 10} and report the model’s per-
formance on the test set in Figure 2, and on the
validation set in Figure 16 in Appendix F. The re-
sults show improvement in performance as more
items are retrieved from the user profile, suggesting
that incorporating a larger amount of personalized
context helps the model better infer and address the
user’s preferences. This highlights the importance
of rich user history in effective personalization.4

Headroom Analysis for Improving Planning in
PlanPers. To evaluate the potential upper bound
of plan quality in PlanPers, we conduct an experi-
ment comparing our trained planner with an oracle
setting. In the oracle condition, instead of generat-
ing plans using the learned planner, we directly use
gold-standard plans derived from the rubric aspects
associated with each user. These gold plans are
then provided to the model to generate responses.
The results of this comparison, shown in Figure 3
for Qwen 2.5 Instruct, indicate that access to gold
plans substantially improves performance, yielding
gains of 155%–208% on different tasks. While
the trained planner already achieves significant im-
provements over baseline methods (Table 2), this
gap highlights considerable headroom for further
enhancing the planner’s ability to generate high-
quality and user-specific plans.

Effect of Evaluation Method and Auto-Rater
Size. One might ask about alternative methods
for evaluating generated responses. We compare
three approaches, each aiming to assess how well a
response aligns with the user’s information needs.
First, inspired by prior work (Kocmi and Feder-
mann, 2023; Liu et al., 2023), we use a direct
scoring approach in which, given the question, the
question narrative representing the user’s stated in-
formation need, and the generated response, the
LLM assigns a score between 0 and 1 using the
prompt shown in Figure 10 in Appendix C. Sec-
ond, we evaluate responses in a pairwise setup,
where the LLM is provided with the question, the
user’s stated information need, and two candidate

4Due to the 8192-token limit of Gemma 2, we restrict the
number of retrieved items to a maximum of 10.
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Figure 2: Effect of number of items (K) from the user’s profile on the performance of Plan-RAG Personalization on
the test set. The results for the validation set is shown in Figure 16 in Appendix F.

Figure 3: Comparison between trained planner and
utilizing gold plans on the performance of PlanPers
(Qwen 2.5 Instruct 7B) on the test set of LaMP-QA.

responses, and is asked to choose the better one
using the prompt in Figure 11. Lastly, we use our
proposed evaluation method in Section 3.2, which
scores responses based on how well they address
the individual aspects extracted from the user’s in-
formation needs. The implementation details for all
evaluation approaches are provided in Appendix C.

In the pairwise setting, we observe a strong
position bias that undermines the reliability of
this approach. Consistent with prior findings
by Salemi et al. (2025a), our experiments show
that instruction-tuned Qwen 2.5 (32B parameters)
changes its preferred response in 78% of cases
when the order of the two responses is reversed.
This high sensitivity to position shows that the
model’s judgments are heavily influenced by pre-
sentation order, making this method unsuitable for
robust and fair assessment of responses.

To assess the effectiveness of the other two meth-
ods, we present 100 examples from the test set to
human annotators. Each example includes two
generated responses—one from Plan-RAG Per-
sonalization and one from RAG-Personalization,
both using Qwen 2.5. Annotators are instructed

to choose the response that better addresses the in-
formation need from the question narrative. Each
example is independently evaluated by two raters.
The inter-annotator agreement, measured using Co-
hen’s kappa, is 0.726, indicating moderate to sub-
stantial agreement and validating the reliability of
the human evaluation process. The results show
that in 73% of cases, the aspect-based evaluation
method selects the same response as human an-
notators, while the direct scoring method aligns
with human preferences in only 58% of cases. This
demonstrates that the proposed aspect-based eval-
uation approach achieves a higher alignment with
human judgments, highlighting its effectiveness as
a more reliable and fine-grained evaluation strategy
for personalized question answering.

In another experiment, we observed that the num-
ber of parameters of the evaluator LLM signifi-
cantly impacts both its alignment with human judg-
ment and the scores it assigns to the responses.
We report the alignment with human preferences
and the average score assigned to the generated re-
sponses using the aspect-based evaluation approach
with Qwen2.5 models of varying sizes—0.5B, 3B,
7B, and 32B parameters—in Figure 4. The results
show a clear trend: as the size of the evaluator
LLM increases, its alignment with human judg-
ment improves, while the average score it assigns
to outputs decreases. Specifically, with a 0.5B pa-
rameter model, alignment with human preferences
is only 48%, and the average score assigned is rela-
tively high at 0.94. In contrast, the 32B evaluator
achieves a much higher alignment of 73% but as-
signs a significantly lower average score of 0.44.
This suggests that larger evaluator LLMs are bet-
ter at capturing nuanced quality signals aligned
with human expectations. We found that smaller
LLMs are less capable of distinguishing varying
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Figure 4: Trade-off between assigned score and align-
ment with human using the aspect-based evaluation met-
ric in Section 3.2 across different evaluator sizes.

degrees to which a response addresses a particular
aspect. Instead, they tend to behave like binary
classifiers without the ability to assess how well
it is addressed. This leads to inflated scores and
weaker alignment with human evaluators.

6 Related Work

Personalized LLMs. Personalization plays a cen-
tral role in search, recommendation, and text gen-
eration (Fowler et al., 2015; Xue et al., 2009; Nau-
mov et al., 2019; Salemi et al., 2024b). To per-
sonalize an LLM, Salemi et al. (2024b) proposed a
RAG framework that retrieves information from the
user profile and incorporates it into the prompt pro-
vided to the LLM. Existing methods span a range
of strategies, including training retrievers with rele-
vance feedback (Salemi et al., 2024a), optimizing
LLMs using user-specific supervision (Jang et al.,
2023), and creating personalized prompts tailored
to the user (Li et al., 2024). Parameter-efficient
fine-tuning have been proposed for personalized
generation (Tan et al., 2024), with recent work inte-
grating such methods into RAG pipelines (Salemi
and Zamani, 2024). In addition, reasoning and
self-training have shown effectiveness in improving
long-form personalized generation (Salemi et al.,
2025b). Personalized assistants have also been in-
vestigated in recent work (Li et al., 2023; Mysore
et al., 2023; Lu et al., 2024; Zhang et al., 2024). De-
spite growing interest in personalized NLP, person-
alized question answering remains underexplored.

Personalized Information Seeking. Personal-
ized text generation has been explored in both short-
and long-form generation settings, including tasks
such as email subject line generation and social me-
dia post generation, as demonstrated in benchmarks

like LaMP (Salemi et al., 2024b) and LongLaMP
(Kumar et al., 2024). However, these benchmarks
focus solely on content generation and do not cover
information-seeking. On the other hand, personal-
ized information-seeking has been studied in the
context of retrieval, using datasets such as SE-PQA
(Kasela et al., 2024), AOL4PS (Guo et al., 2021),
and the Personalized Web Search Challenge (Eu-
gene et al., 2013). With the increasing adoption of
generative AI systems, it is crucial to revisit this
problem from a generation perspective—an area
that remains underexplored despite its importance.
This paper addresses this gap by introducing a the
LaMP-QA benchmark specifically designed to evalu-
ate personalized question answering with LLMs.

7 Conclusion

This paper introduced the LaMP-QA benchmark,
specifically designed to evaluate personalized ques-
tion answering with LLMs. The benchmark
spans three broad domains: Arts & Entertainment,
Lifestyle & Personal Development, and Society &
Culture. We conducted a comprehensive analysis
to assess the benchmark’s effectiveness in facil-
itating the evaluation of personalization in ques-
tion answering. We investigate multiple evalua-
tion strategies and find that aspect-based evaluation
achieves the highest alignment with human judg-
ment. We evaluate standard RAG baselines and
introduce novel planning-based methods for gener-
ating personalized responses that align more with
the user’s information needs. Experimental results
demonstrate that leveraging personalized context
alongside planning-based personalized response
generation leads to substantial improvements in
response quality and personalization.
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Limitations

This work has the following limitations:

On the Automatic Evaluation of Personalization.
Although the proposed evaluation method demon-
strates strong alignment with human judgments,
the automatic evaluation of personalized text gener-
ation remains a challenging problem (Salemi et al.,
2024b, 2025a,b; Kumar et al., 2024), as the most
reliable evaluator is the original user who posed
the question. However, consistently obtaining feed-
back from the same user across different studies
is impractical, costly, and in many cases impossi-
ble. As a result, automatic evaluation methods are
necessary to enable scalable and reproducible as-
sessment of personalization quality. Note that this
challenge is inherent to the personalization problem
itself and is not specific to our or any personaliza-
tion evaluation dataset, as also noted by previous
work (Salemi et al., 2025a; Kumar et al., 2024).

On the Completeness of Question Narratives.
One underlying assumption in this work is that
users articulate all of their information needs within
the question narrative. However, this is not always
the case—users may be uncertain about what they
expect in a response or may omit relevant aspects
unknowingly. To address this, and following prior
work on nugget-based evaluation of response gen-
eration (Pradeep et al., 2025), we adopt a recall-
oriented evaluation strategy. Under this approach, a
response is considered satisfactory if it successfully
addresses all explicitly stated user aspects, without
penalizing the model for not covering unstated or
implicit needs. Capturing the information needs
that users are unaware of remains a difficult and
often infeasible task. Nonetheless, developing tech-
niques to handle such cases represents an important
future direction for more comprehensive evaluation
of personalization in question answering.

On the Privacy Considerations of Personaliza-
tion. Personalizing LLMs necessitates access to
user-specific data in order to effectively tailor re-
sponses. However, the use and sharing of personal
data raises important privacy concerns that must
be carefully addressed in the development of effec-
tive personalized language models (Li et al., 2023;
Salemi and Zamani, 2024; Volokh, 2000). While
this paper does not investigate privacy-preserving
approaches, it focuses solely on enabling research
by providing publicly available data for studying
personalized question answering. Addressing the

privacy implications of personalized LLMs and re-
solving them remains an important future work.

On the Model Size and Families. There ex-
ist various families of open-source and propri-
etary large language models (LLMs) with different
model sizes. However, due to computational and
financial constraints, this paper focuses on evaluat-
ing two widely used open-source model families,
Gemma (Gemma-Team, 2024) and Qwen (Qwen
et al., 2025), at a specific size. While a compre-
hensive comparison across model architectures and
sizes would be valuable, it falls beyond the scope
of this work. Our primary goal is not to benchmark
model performance exhaustively, but rather to es-
tablish representative baselines for the proposed
LaMP-QA benchmark. Nonetheless, we acknowl-
edge this as a limitation of our study, though not a
fundamental flaw of the dataset itself.
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A Filtering Prompts & Examples from
the LaMP-QA Benchmark

The LaMP-QA benchmark employs Gemini 1.5 Pro
to refine the SE-PQA (Kasela et al., 2024) dataset
by filtering out factoid questions that do not benefit
from personalization, using the prompt provided in
Figure 6. Furthermore, the same model is used to
exclude questions that lack sufficient information in
the question narrative (i.e., post details) necessary
for evaluating response requirements, based on the
prompt illustrated in Figure 7.

To illustrate the structure of questions, question
narrative, and rubric aspects in the LaMP-QA bench-
mark, Figures 8 and 9 present two representative
examples from the dataset. These examples demon-
strate how the benchmark captures user-specific
information needs and the corresponding personal-
ized evaluation criteria.

B Human Annotation Instructions

We conduct two types of human annotation in this
study. In the first experiment, we present annotators
with a question, its corresponding question narra-
tive, and the set of automatically extracted aspects
obtained using Gemini 1.5 Pro as the extraction
model. Annotators are instructed to evaluate the
quality of the extracted aspects based on how well
they reflect the user’s stated information needs, as
described in the question narrative, using the fol-
lowing criteria:

5 : The g e n e r a t e d a s p e c t s c o n t a i n
a l l t h e i m p o r t a n t i n f o r m a t i o n
needs ment ioned i n t h e p o s t
d e t a i l .

4 : The g e n e r a t e d a s p e c t s c o n t a i n
most o f t h e i m p o r t a n t
i n f o r m a t i o n needs ment ioned i n

t h e p o s t d e t a i l .
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Figure 5: Distribution of subcategories in train, validation, and test sets of the LaMP-QA benchmark.

You are a helpful assistant with amazing judgment capabilities. Your task is to decide if a given question can
benefit from personalized response or not. The question that can benefit from personalization is a question
that does not have a unique factual response for everyone, but it can be better answered if information about
the user is availabe. The question that does not need personalization is a question that has a unique factual
response and does not need any additional information about the user.

# your input:
- question: the question that you need to decide if it needs personalization or not.

# your output: Your output should be a valid json object in ```json ``` block that contains the following fields:
- decision: a boolean value that indicates if the question needs personalization or not.
- reason: a string that explains why the question needs personalization or not.

question: {question}
output: ```json

Prompt for Filtering Personalizable Questions

Figure 6: Prompt used with Gemini 1.5 Pro to evaluate whether the question can benefit from personalization.

3 : The g e n e r a t e d a s p e c t s c o n t a i n
some of t h e i m p o r t a n t
i n f o r m a t i o n needs ment ioned i n

t h e p o s t d e t a i l b u t missed a
few of them .

2 : The g e n e r a t e d a s p e c t s c o n t a i n
some of t h e i m p o r t a n t
i n f o r m a t i o n needs ment ioned i n

t h e p o s t d e t a i l b u t missed
some of them .
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You are a highly skilled assistant with excellent judgment and analytical capabilities. Your task is to evaluate
whether the given detailed post contains sufficient information about the aspects that the user expect to see in
a response to their question. If the post contains the required information, extract those aspects and provide a
clear explanation of why each aspect is significant for the user and what specific details they would expect to
see in the response.

# your input:
- post: the detailed post that the user who asked the question provided the information about the
question
- question: the question that the user asked

# your output: Your output should be a valid json object in ```json ``` block that each object contains the
following fields:

- enough_details: A boolean that is true if the detailed post has information about the aspects that are
important to the user or if these aspects can be inferred.
- aspects: If enough_details is false, return an empty list. If enough_details is true, return a list of
aspects that are important for the user to be included in the response to their question. Each aspect
should have the following fields:

- aspect: a string that is the name of the aspect that is important to be present in the response
- evidence: a string that shows the points to the section from the detailed post that mentions this
aspect
- reason: a string that explains why the aspect is important for the user

question: {question}
post: {post}
output: ``` json

Prompt for Filtering Evaluable Questions

Figure 7: Prompt used with Gemini 1.5 Pro to assess whether sufficient information is available for evaluation and
extract key rubric aspects from the question narrative.

1 : The g e n e r a t e d a s p e c t s c o n t a i n
a few of t h e i m p o r t a n t
i n f o r m a t i o n needs ment ioned i n

t h e p o s t d e t a i l and missed
most o f them .

In the second experiment, annotators are pro-
vided with two generated responses for a given
question, along with the corresponding question
narrative that outlines the user’s information need.
Based on the information specified in the question
narrative, annotators are asked to determine which
of the two responses better addresses the user’s
stated requirements and to select the preferred re-
sponse accordingly:

Given a q u e s t i o n , i t s
c o r r e s p o n d i n g p o s t d e t a i l , and

two g e n e r a t e d r e s p o n s e s ,
p l e a s e e v a l u a t e which r e s p o n s e

b e s t a d d r e s s e s t h e use r ' s
i n f o r m a t i o n need as d e s c r i b e d
i n t h e p o s t d e t a i l . You may
s e l e c t :
− Response 1 i f i t b e t t e r

s a t i s f i e s t h e use r ' s
s t a t e d r e q u i r e m e n t s ,

− Response 2 i f i t b e t t e r
s a t i s f i e s t h e use r ' s
s t a t e d r e q u i r e m e n t s , o r

− Tie i f b o th r e s p o n s e s a r e
e q u a l l y s a t i s f a c t o r y i n
a d d r e s s i n g t h e q u e s t i o n
based on t h e p o s t d e t a i l .

Q u e s t i o n : [ q u e s t i o n ]
P o s t D e t a i l : [ d e t a i l s ]

Response 1 : [ r e s p o n s e 1 ]
Response 2 : [ r e s p o n s e 2 ]

C Evaluation Metric Details

In this paper, we explore three distinct evaluation
strategies for assessing the quality of generated
responses to user questions. We compare the out-
comes of these methods against human preference
judgments to identify the most effective evaluation
approach for the LaMP-QA benchmark.

LLM-Based Directly Scoring Using User-Stated
Information Needs: In this method, we provide
the LLM with the question, the corresponding ques-

1153



Introducing English to toddler
later than planned. What's the
right approach?

Question

We're an already bilingual household,
neither of which is English. Parents
speak the primary language, and
grandparents speak the secondary
language (who visit frequently and
babysit)Our son (21 months old) is
conversational in the primary language
and understands the secondary
language well, with age appropriate
extent of vocabulary of course. He's
speaking in broken sentences now, and
sometimes full grammatical sentences
of the primary language. I think he
picks up language fast though I may be
biased.We were planning to send him
to daycare starting at 15 months, and
have them be in charge of introducing
English. But COVID happened and day
cares have all been closed. He has had
no exposure to English. Daycare and
playschool will probably re-open when
he turns 2, and I'm afraid other children
at this age will already be speaking or
at least understanding English, and he'll
feel left out/behind.What I'm trying now
is to speak to him in English when we
are out and about (park etc.). It comes
naturally too, because others there
speak English as well. He seems to
understand simple things like "this way
or that way?" "run" "lets go". But this is
at the most 2 hours per day.Can I
introduce English at other times or
other ways that'll be more affective? Is
21 months too old to add a 3rd
language naturally?For the purposes of
this question, we can be considered to
be living in an English speaking
country. We're in India, so not English
speaking per se, but we live in a metro
city where people's language of
communication defaults to English, due
to the lack of a common regional
language. Neighbors, schools, they all
speak in English. To the point that
parents have taken to speaking in
English to their kids from the very
beginning. We didn't want to do that
and hence my fear that he'll feel left out
when he goes to play school and all his
peers already know English.

Rubric Extracted Aspects

Question Narrative

"aspect": "Bilingual household context"

"evidence": "We're an already bilingual household, neither of which is English. Parents speak the primary
language, and grandparents speak the secondary language (who visit frequently and babysit) Our son (21
months old) is conversational in the primary language and understands the secondary language well"

"reason": "The user explicitly states their bilingual household context, highlighting their son's existing language
proficiency. This is crucial for understanding the child's current linguistic environment and tailoring advice
accordingly. A response should consider the impact of adding a third language on top of two already developing
languages."

"aspect": "Delayed daycare start and lack of English exposure"

"evidence": "We were planning to send him to daycare starting at 15 months, and have them be in charge of
introducing English. But COVID happened and day cares have all been closed. He has had no exposure to
English."

"reason": "The user explains their original plan for English introduction and how the pandemic disrupted it,
leading to a lack of exposure. This explains the user's current situation and the reason for their concern about
their child being behind."

"aspect": "Concern about feeling left out/behind"

"evidence": "Daycare and playschool will probably re-open when he turns 2, and I'm afraid other children at this
age will already be speaking or at least understanding English, and he'll feel left out/behind."

"reason": "This clearly states the user's primary worry: their child's potential social and emotional impact of being
the only non-English speaker in a daycare/playschool setting. Responses should address this concern directly
and offer reassurance or strategies to mitigate this risk."

"aspect": "Current English exposure strategies"

"evidence": "What I'm trying now is to speak to him in English when we are out and about (park etc.). […] He
seems to understand simple things like 'this way or that way?' 'run' 'let’s go'. But this is at the most 2 hours per
day."

"reason": "The user describes their current efforts to introduce English. This information is important for
evaluating the adequacy of the current approach and suggesting additional or alternative strategies."

"aspect": "Seeking effective methods for English introduction"

"evidence": "Can I introduce English at other times or other ways that'll be more affective?"

"reason": "This is a direct request for advice on practical methods. The user is looking for actionable strategies to
effectively introduce English into their child's routine."

"aspect": "Concern about age and third language acquisition"

"evidence": "Is 21 months too old to add a 3rd language naturally?"

"reason": "The user is questioning the feasibility of naturally acquiring a third language at this age. Responses
should address this concern with evidence-based information about multilingual language development."

"aspect": "English-speaking environment in a non-English speaking country"

"evidence": "For the purposes of this question, we can be considered to be living in an English speaking country.
We're in India, so not English speaking per se, but we live in a metro city where people's language of
communication defaults to English […] Neighbors, schools, they all speak in English."

"reason": "The user clarifies the prevalence of English in their specific environment. This context is crucial for
understanding the social pressures and opportunities for English language acquisition and should inform the
advice given."

Figure 8: Example 1 of a question, the question narrative (i.e., post details), and the extracted important aspects that
the user expects to be addressed in the response from the LaMP-QA benchmark.

tion narrative that specify the user’s information
needs, and the generated response, along with a set
of evaluation criteria defined in the prompt shown
in Figure 10. The LLM evaluates the generated
output based on how well it aligns with the stated
information needs and assigns a score on a 5-point
scale: 0, 0.25, 0.5, 0.75, 1. This approach relies
on the LLM’s ability to interpret and reason over
the user’s expectations as expressed in the question
narrative.

LLM-Based Pairwise Preference Using User-
Stated Information Needs: In this method, the
LLM is presented with the question, the cor-
responding question narrative that articulate the
user’s information needs, and two candidate re-
sponses. The model is then asked to select the
response that better addresses the user’s question,
taking into account the specified information needs.
However, consistent with prior findings by Salemi
et al. (2025a), we observe that this approach suffers
from significant position bias. Specifically, using
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How narrow or broad should I
look for undergraduate research?

Question

I'm currently an American sophomore
undergrad and I'm looking into research
opportunities at the moment. My
problem is that the area of mathematics
that interests me the most is
mathematical logic and set theory, and
even more specifically inconsistent
mathematics, but there appear to be no
opportunities for undergraduate
research in this field. I'm unsure what to
do or what would be the most helpful
choices for me at this point. I know my
college recommends cold-emailing
professors if I have trouble finding
something, but I'm also worried that I'm
narrowing my search down too much.
So should broaden my search first, just
go ahead and start writing emails, or do
both at the same time?

Rubric Extracted Aspects

Question Narrative

"aspect": "Balancing breadth and depth in research area"

"evidence": "My problem is that the area of mathematics that interests me the most is mathematical logic and set
theory, and even more specifically inconsistent mathematics, but there appear to be no opportunities for
undergraduate research in this field. I'm unsure what to do or what would be the most helpful choices for me at
this point. ... I'm also worried that I'm narrowing my search down too much. So should broaden my search first..."

"reason": "The user explicitly expresses concern about the narrowness of their research interest (inconsistent
mathematics) and wonders whether they should broaden their search. They need advice on finding a balance
between pursuing their specific interest and exploring broader related fields to increase their chances of finding
research opportunities."

"aspect": "Cold-emailing professors"

"evidence": "...my college recommends cold-emailing professors if I have trouble finding something..."

"reason": "The user mentions their college's recommendation to cold-email professors. They likely want guidance
on how to effectively use this approach, including when to start emailing, who to contact, and how to craft a
compelling email."

"aspect": "Prioritizing actions: broadening search vs. emailing"

"evidence": "...So should broaden my search first, just go ahead and start writing emails, or do both at the same
time?"

"reason": "The user explicitly asks about the order of operations: broadening the search, sending emails, or doing
both concurrently. They need advice on how to prioritize these actions for the best results."

"aspect": "Relevance to undergraduate level research"

"evidence": "I'm currently an American sophomore undergrad and I'm looking into research opportunities at the
moment."

"reason": "The user's status as a sophomore undergraduate is crucial. The advice should be tailored to someone
at this stage of their academic career, considering the level of experience and knowledge expected. The
feasibility of pursuing highly specialized research like inconsistent mathematics at the undergraduate level should
be addressed."

Figure 9: Example 2 of a question, the question narrative (i.e., post detail), and the extracted important aspects that
the user expects to be addressed in the response from the LaMP-QA benchmark.

instruction-tuned Qwen 2.5 (32B parameters), we
find that simply reversing the order of the responses
alters the LLM’s preference in 78% of cases. This
high sensitivity to response position highlights the
unreliability of this strategy for robust assessment.

Aspect-Based Evaluation Using User Informa-
tion Needs: This evaluation strategy, described in
Section 3.2, leverages the set of extracted important
aspects derived from the user’s stated information
needs. For each aspect, the LLM assesses how well
the generated response addresses it, assigning a
score between 0 and 2, which is then normalized
by dividing by 2. The prompt used for this eval-
uation is shown in Figure 12. The final score for
the response is computed as the average of the nor-
malized scores across all aspects. The method is
formally defined in Algorithm 1. The key distinc-
tion between this method and direct scoring using
an LLM is that it evaluates each aspect individually,
assigning a score to each user-relevant aspect rather
than providing a single overall score for the entire
response. This aspect-level evaluation enables a
fine-grained assessment of how well the response
aligns with the user’s information needs.

D Prompt Templates

As described in Section 4, this paper proposes three
baseline approaches for the LaMP-QA benchmark.
The first baseline, which generates responses with-
out incorporating any personalized context, uses
the prompt provided in Figure 13. The second
baseline leverages RAG to incorporate personal-
ized information retrieved from the user profile; it
uses the prompt illustrated in Figure 14. The third
baseline further extends RAG by introducing an in-
termediate planning step that identifies the aspects
the user expects in a response. These aspects are
then used to guide the final response generation,
following the prompt in Figure 15.

E Experimental Setup Details

In this paper, we use a combination of open and pro-
prietary models for the generator LLM M . Specifi-
cally, we employ instruction-tuned Gemma 2 (9B
parameters5) (Gemma-Team, 2024), instruction-
tuned Qwen 2.5 (7B parameters6) (Qwen et al.,

5Available at: https://hf.co/google/gemma-2-9b-it
6Available at: https://hf.co/Qwen/Qwen2.

5-7B-Instruct
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You are a fair and insightful judge with exceptional reasoning and analytical abilities. Your task is to evaluate a
user's question, a generated response to that question, and assign an score to generated response based on
how well it addresses the described information needs in the detailed explanation of the question from the
user.
# your input:

- question: the question asked by the user.
- details: the detailed explanation of the question from the user.
- response: a generated response to the user's question.

# criteria:
Score 0: The generated response does not answer the user's question based on the provided details.
Score 0.25: The response is minimally relevant but fails to adequately address the core information needs
expressed in the user's detailed explanation. It may contain significant factual inaccuracies, overlook key
aspects, or provide only a superficial answer.
Score 0.5: The response is partially correct and addresses some important aspects of the user's detailed
question. However, it lacks completeness, precision, or depth, and may include minor inaccuracies or
omissions that affect its overall usefulness.
Score 0.75: The response is mostly correct and responds to the user's detailed question in a largely
satisfactory way. It may not cover all aspects fully or with optimal clarity, but it shows clear understanding and
provides helpful, mostly accurate information.
Score 1: The response is fully correct, clear, and complete. It addresses all or nearly all important elements of
the user's detailed question with accuracy, depth, and clarity. It demonstrates thoughtful reasoning and directly
satisfies the user's information needs.

# your output: Your output should be a valid json object in ```json ``` contains the following fields:
  - score: the score assigned to generated output based on the given criteria and the detailed explanation of
the question from the user.

# question:
{question}
# details:
{details}
# response:
{response}

output: ``` json

Evaluation Prompt (Without Aspects)

Figure 10: Evaluation prompt used for assessing the quality of generated personalized responses without the
extracted aspects.

2025), and GPT-4o-mini7 (OpenAI, 2024) as the
proprietary model. Throughout all experiments,
the generator model remains frozen and is not fine-
tuned, allowing us to isolate the effects of person-
alization methods without altering the underlying
LLM. For the planner model Mplan, we use Qwen
2.5 with 7B parameters. Training is performed us-
ing the Adam optimizer (Kingma and Ba, 2014)
with a learning rate of 5 × 10−5 and a batch size
of 32. We apply gradient clipping with a maxi-
mum norm of 1 to ensure stability. Training is
conducted for up to 2000 steps, with a warmup
phase spanning the first 10% of steps, followed by
a linear decay of the learning rate. We fine-tune

7Available at: https://openai.com/index/
gpt-4o-mini-advancing-cost-efficient-intelligence/

the model using LoRA (Hu et al., 2022) with rank
r = 16, scaling factor α = 16, and a dropout rate
of 0.05, applied without modifying bias parame-
ters. LoRA is implemented via the PEFT library.8

Model checkpoints are evaluated every 250 steps
using the validation set to monitor performance and
select the best checkpoint.

All experiments are conducted using 4 NVIDIA
A100 GPUs with 80GB of VRAM and 128GB of
system RAM. All models are configured with a
maximum input-output token limit of 8192 tokens.
Response generation is performed using nucleus
sampling (Holtzman et al., 2020) with a temper-
ature of 0.1. For efficient inference and deploy-

8Available at: https://github.com/huggingface/
peft
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You are a fair and insightful judge with exceptional reasoning and analytical abilities. Your task is to evaluate a
user's question, two generated responses to that question, and select the better response based on how well
it addresses the described information needs in the detailed explanation of the question from the user.

# your input:
- question: the question asked by the user.
- details: the detailed explanation of the question from the user.
- response 1: the first generated response to the user's question.
- response 2: the second generated response to the user's question.

# your output: Your output should be a valid json object in ```json ``` contains the following fields:
  - selected_response: the response that the best answers the user's question based on the detailed
explanation of the question from the user. This should be "response_1", "response_2", or "tie".

# question:
{question}
# details:
{details}
# response 1:
{response_1}
# response 2:
{response_2}

output: ``` json

Evaluation Prompt (Pairwise)

Figure 11: Evaluation prompt used for assessing the quality of generated personalized responses with pairwise
evaluation.

You are a fair and insightful judge with exceptional reasoning and analytical abilities. Your task is to evaluate a
user's question, a generated response to that question, and an aspect that is important to the user. Based on
this information, identify if the aspect is addressed in the generated response. Provide a clear and accurate
assessment.
# your input:

- question: the question asked by the user.
- details: the detailed explanation of the question from the user.
- response: a generated response to the user's question
- aspect: the aspect that is important to the user, consisting of the following fields:

- aspect: the title for the aspect.
- reason: the reason that this aspect is important for the user.
- evidence: the evidence from the user detailed explanation that the aspect extracted from.

# your output: Your output should be a valid json object in ```json ``` contains the following fields:
  - match_score: A score between 0 to 2 that indicates how well the generated response addresses this
aspect, where: 0 means the response does not cover this aspect, 1 means the response somewhat covers
this aspect, and 2 means the response covers this aspect very well.

# question:
{question}
# details:
{details}
# response:
{response}
# aspect:
- aspect: {aspect.aspect}
- reason: {aspect.reason}
- evidence: {aspect. evidence}
output: ``` json

Evaluation Prompt

Figure 12: Evaluation prompt used for assessing the quality of generated personalized responses using the extracted
aspects.
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Algorithm 1 Implementation of evaluation metric for the LaMP-QA benchmark.

Input: prompt xu, requirement details ru, important aspects Exu , generated response ŷxu , Evaluator
LLM π

Output: score sŷxu
1: stŷxu = 0 ▷ Score initialization with zero
2: for ei ∈ Exu do ▷ Scoring output based on each aspect
3: stei = π(xu, ru, ei, ŷxu) ▷ Scoring output based on aspect using prompt in Figure 12

4: sei =
stei
2 ▷ Normalizing the aspect score for aspect by division by 2

5: stŷxu = stŷxu + sei ▷ Score accumulation for averaging
6: end for
7: sŷxu =

stŷxu
|Exu | ▷ Averaging the output score using division by the number of aspects

8: return sŷxu ▷ Returning score for output for user u

You are a helpful assistant designed to generate personalized responses to user questions.  Your output
should be a valid json object in ```json ``` block that contains the following fields:\n   - personalized_answer:
contains the personalized answer to the user's current question.

# question:
{question}

output: ```json

No-Personalization

Figure 13: Prompt used with LLMs that do not incorporate personalization.

You are a helpful assistant designed to generate personalized responses to user questions. Your task is to
answer a user's question from a post in a personalized way by considering this user's past post questions and
detailed descriptions of these questions.
# Your input:

- The user's current question from a post.
- The user's past post questions and detailed descriptions of these questions.

# Your task: Answer the user's current question in a personalized way by considering this user's past post
questions and detailed descriptions of these questions, to learn about the user's preferences.

# Your output: You should generate personalized answer to the user's current question by considering this
user's past post questions and detailed descriptions of these questions to learn about user's preferences. Your
output should be a valid json object in ```json ``` block that contains the following fields:

- personalized_answer: contains the personalized answer to the user's current question considering the
this user's past post questions and detailed descriptions of these questions to learn about user's
preferences.

# Past post questions and detailed descriptions of these questions:
{profile}
# Current post question:
{question}

output: ``` json

RAG-Personalization

Figure 14: Prompt used with LLMs that personalize output using RAG.

ment of LLMs, we leverage the VLLM library.9

9Available at: https://github.com/vllm-project/

For the retriever, we use Contriever (Izacard et al.,

vllm
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You are a helpful assistant designed to generate the topics that user might expect to see in a response to their
question. Your task is to extract the important aspects that the user expects to see in a response to their
question considering the previous questions asked by the same user and the detailed information need they
provided in the post.

# Your input:
- The user's current question.
- The user's past post questions and detailed descriptions of these questions.

# Your task: Extract the important aspects that the user expects to see in a response to their question
considering the previous questions asked by the same user and the detailed information need they provided
in the post.

# Your output: You should generate a list of aspects that are important for the user to be included in the
response to their question. 

# Past post questions and detailed descriptions of these questions:
{profile}
# Current post question:
{question}

output:

Planning Prompt

You are a helpful assistant designed to generate personalized responses to user questions. Your task is to
answer a user's question from a post in a personalized way by considering this user's past post questions and
detailed descriptions of these questions. Additionally, you are provided with the aspects that the user expects
to see in the response to their question, which you can use to generate a personalized answer.

# Your input:
- The user's current question from a post.
- The user's past post questions and detailed descriptions of these questions.
- The aspects that the user expects to see in the response to their question.

# Your task: Answer the user's current question in a personalized way by considering this user's past post
questions and detailed descriptions of these questions, to learn about the user's preferences. Additionally, you
should consider the aspects that the user expects to see in the response to their question.

# Your output: You should generate personalized answer to the user's current question by considering this
user's past post questions and detailed descriptions of these questions to learn about user's preferences.
Additionally, you should consider the aspects that the user expects to see in the response to their question.
Your output should be a valid json object in ```json ``` block that contains the following fields: 

- personalized_answer: contains the personalized answer to the user's current question considering the
this user's past post questions and detailed descriptions of these questions to learn about user's
preferences.

# Past post questions and detailed descriptions of these questions:
{profile}
# Current post question:
{question}
# Aspects expected in the response:
{plan}

output: ``` json

Generation with Plan

Figure 15: Prompt used with LLMs that personalize output using PlanPers.

2022), a dense retrieval model fine-tuned on the MS MARCO dataset (Bajaj et al., 2018), to re-

1159



Method Arts & Lifestyle & Personal Society & Average
Entertainment Development Culture (macro)

Gemma 2 Instruct (9B)

No Personalization 0.2025 0.3874 0.3973 0.3290
RAG-Personalization (Random P ) 0.1960 0.3330 0.3340 0.2876
RAG-Personalization (Asker’s Pu) 0.3260 0.4569 0.4765 0.4198

PlanPers 0.3768† 0.4857† 0.5408† 0.4677†

Qwen 2.5 Instruct (7B)

No Personalization 0.3419 0.4687 0.4566 0.4224
RAG-Personalization (Random P ) 0.2547 0.3789 0.3829 0.3388
RAG-Personalization (Asker’s Pu) 0.3822 0.4679 0.4909 0.4470

PlanPers 0.3890 0.5051† 0.5181† 0.4707†

GPT 4o-mini

No Personalization 0.3923 0.5175 0.5072 0.4723
RAG-Personalization (Random P ) 0.3016 0.4205 0.4044 0.3743
RAG-Personalization (Asker’s Pu) 0.4357 0.4960 0.5179 0.4832

PlanPers 0.4789† 0.5684† 0.5885† 0.5452†

Table 3: Performance on the validation set. † shows a statistically significant difference between the best-performing
baseline and the others using t-test (p < 0.05).

Figure 16: Effect of number of retrieved items from the user’s profile on the performance of Plan-RAG Personaliza-
tion on the validation set.

trieve k = 10 relevant items from the user profile
Pu, unless otherwise specified.

F Experiments on validation set

The results of the baselines on the validation set
of the LaMP-QA benchmark are reported in Table 3.
These results confirm the findings discussed in Sec-
tion 5.2 on the test set, demonstrating consistent
trends across both the test and validation sets. Ad-
ditionally, the effect of varying the number of re-
trieved items from the user profile on the perfor-
mance of Plan-RAG Personalization is shown in

Figure 16. These results mirror the findings dis-
cussed in Section 5.2 for the test set, reinforcing
that incorporating more personalized context from
the user profile leads to improved performance on
the validation set.

G AI Assistance Usage

We used ChatGPT10 as a writing assistant. Specifi-
cally, initial drafts of certain paragraphs were para-
phrased using ChatGPT, after which manual revi-
sions were applied before inclusion in the paper.

10https://chat.openai.com/
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