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Abstract

To alleviate the hallucination problem of large
language model (LLM), retrieval-augmented
generation (RAG) has been proposed and
widely adopted. Due to the limitations in
cross-chunk summarization task of naive RAG,
graph-based RAG has emerged as a promis-
ing solution. However, a close study reveals
several flaws in these works. First, most graph-
based RAGs suffer from less efficient indexing
process, which leads to information loss and
expensive costs. Second, they heavily rely on
LLM for retrieval thus inference slowly, which
hinders their application in industry. To build
a more efficient and effective RAG, we pro-
pose the multi-semantic RAG (MS-RAG). In
this work, we combine knowledge graphs with
dense vector to build a multi-semantic RAG.
To be specific, (i) at indexing stage, we cre-
ate multiple semantic-level indexes, including
chunk-level, relation-level, and entity-level, to
leverage the merits of dense vector and knowl-
edge graph. (ii) at retrieval stage, unlike the pre-
vious LLM-empowered entity extraction, we
propose a novel mix recall algorithm. Finally,
we employ a multi-semantic rerank module
to purify the results. Extensive experiments
show that MS-RAG achieves superior perfor-
mance. In terms of retrieval effect, MS-RAG
achieves state-of-the-art performance, which is
about 10%-30% improvement than the existing
methods. In terms of question-answering ef-
fect, MS-RAG still achieves promising results
with faster inference speed. More analysis and
experiments are provided in Appendix.

1 Introduction

By integrating external knowledge, retrieval-
augmented generation (RAG) effectively allevi-
ates the hallucination problem of large language
models (LLM) and has attracted widespread atten-
tion (Brown, 2020; Lewis et al., 2020; Fatehkia
et al., 2024; Fang et al., 2024; Qian et al., 2024).
Based on well-built knowledge index, RAG per-
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Figure 1: (a) On ideal knowledge graph (KG), the graph
retrieval will find the answer "Bill" by locating the nodes
("Mike", "Tom"), and the corresponding edges, such as
(i). However, if there are missing edges or nodes in KG,
the retrieval will fail to find answer, such as (ii) and
(>iii). (b) We randomly selected 50 samples from the
HotpotQA and 2WikiMultiHopQA and used different
LLMs to construct KG. We found that 10-30% of the
samples have missing node/edge. More importantly,
when performing graph retrieval on missing node/edge
KG (denoted graph w/ m.), the performance is even
worse than Naive RAG.

forms retrieval tailored to user needs. To further en-
hance the capacity, graph-based RAG was proposed
and regarded as a promising solution. GraphRAG
(Edge et al., 2024) utilizes LLM to extract en-
tity and relation, and employs Leiden algorithm to
build hierarchical graph communities. HippoRAG
(Gutiérrez et al., 2024) is inspired by hippocampal
indexing theory and uses Personalized PageRank
algorithm (Haveliwala, 2002) for graph retrieval.
Then, the following works have further improved
graph-based RAG and promoted its application
(Guo et al., 2024; Li et al., 2024; Yuan et al., 2024,
Peng et al., 2024; Zhang et al., 2024).

However, by careful study, there are still several
limitations. First, most graph-based RAG suffers
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‘Vector Search Cross-Chunk Multi-Semantic Fast Inference ReRank

Naive RAG vV X
GraphRAG X vV
HippoRAG Vv Vv
MS-RAG (ours) vV vV

X vV X
X vV X
v v v

Table 1: The qualitative comparison between different RAGs. Compared with existing methods, our proposed
MS-RAG boasts several desired properties that contribute to building a more strong RAG. The "multi-semantic"
refers to information that includes multiple semantic levels, such as chunk-level, entity-level, and relation-level.

from less efficient indexing process, which leads to
information loss and expensive costs. Most of them
inherently need LLM to build graph index, which
is prone to mistakes. As shown in Figure 1, almost
10-30% of samples have missing node/edge. The
performance of RAG with missing node/edge in-
dex is extremely poor, even worse than naive RAG.
Besides, GraphRAG (Edge et al., 2024) needs to
call LLM multiple times to build hierarchical com-
munities, which brings expensive token costs and
additional latency. Second, they heavily rely on
LLM for retrieval thus inference slowly, which hin-
ders their application in industry. Given a query,
existing methods tend to use LLM to extract entities
for following retrieval. The process not only has
weak accuracy, but also makes inferences slowly.
To trackle it, we proposed a simple and effec-
tive multi-semantic RAG (MS-RAG). In this work,
we combine knowledge graphs with dense embed-
ding to build MS-RAG. First, at indexing stage,
we established multiple semantic-level indexes, in-
cluding chunk-level, relation-level, and entity-level,
aimed to integrate the advantages of vector and
graph. Some existing works rely on LLM for graph
index construction, which easily leads to missing
node/edge. We introduce chunk-level information
in multi-semantic index, which not only helps to
alleviate the negative of LLM mistakes, but also
enhances semantic representation. In addition, we
perform entity disambiguation to merge entities
with same semantic. We also perform entity/rela-
tion summary to provide richer prompt to LLM.
Then, at retrieval stage, unlike the previous
LLM-empowered entity extraction, we propose
a novel mix recall algorithm to complementarily
combine the advantages of graph recall and dense
recall, then employ a novel multi-semantic rerank
module to integrate different outputs. Given a
query, we use vector search instead of LLM to
extract entity/relation from our proposed multi-
semantic index. Based on the recalled elements, we

simultaneously perform graph search to recall other
nearby entities and relations. Then, we propose an
innovative multi-semantic rerank module to purify
the final passage. The module first filters candidate
passage by weighted voting, and then employ a
lightweight LLM (Bai et al., 2023) to rerank.

Extensive experiments show MS-RAG achieves
outstanding performance. We conduct experiments
on public benckmarks like hotpotQA (Yang et al.,
2018), 2WikiMultiHopQA (Ho et al., 2020), and
MuSiQue (Trivedi et al., 2022b). In terms of re-
trieval effect, compared with existing RAG meth-
ods, both in single-hop and multi-hop settings
(Trivedi et al., 2022a), MS-RAG achieves state-
of-the-art performance remarkably, improving re-
trieval accuracy by about 10%-30%. Besides, in
terms of question-answering effect, compared with
GraphRAG (Edge et al., 2024) and HippoRAG
(Gutiérrez et al., 2024), MS-RAG achieves promis-
ing performance with faster inference speed.

2 Related Works

Large Language Model. In 2017, Transformer
was proposed (Vaswani, 2017), which had a pro-
found impact on subsequent work. Then, the BERT-
like (Devlin et al., 2018) and GPT-like (Brown,
2020) models have demonstrated their capabilities
on broader downstream tasks. In particular, Chat-
GPT (OpenAl, 2024) marked a significant mile-
stone by accelerating the development of intelli-
gent dialogue systems. The following works have
further bolstered confidence in the pursuit of artifi-
cial general intelligence (AGI), such as Qwen (Bai
et al., 2023) and Llama (AI@Meta, 2024). How-
ever, LLMs still face several challenges, including
untimely data update and hallucination problem.

Retrieval-Augmented Generation. To alleviate
the hallucination problem, RAG was proposed and
widely used in LLM applications (Lewis et al.,
2020). RAG mainly consists of indexing stage,
retrieval stage and a generation stage. Recently,
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Figure 2: The pipeline of our proposed multi-semantic index. For the input documents, we establish a multi-
semantic index, which contains three levels of information: chunk-level, entity-level and relation-level, to construct

a more effective RAG index.

Many subsequent works have optimized the re-
trieval performance and generation effect of RAG.
RAFT (Zhang et al., 2024) improves the robustness
of LLM by training the model to ignore irrelevant
documents, and introduces chain of thought (CoT)
to improve the reasoning ability. And RankRAG
(Yu et al., 2024) fine-tunes LLM to enable LLM to
have both text generation and rerank capabilities.
Knowledge Graph for RAG. knowledge graph
(Chen et al.,, 2020) are adopted in RAG due
to their powerful ability of complex relation-
ships understanding and cross-chunks summariza-
tion. GraphRAG (Edge et al., 2024) first ap-
plied graph to RAG, and effectively solved the
query-summarization task by building a hierarchi-
cal graph community, and improved the generation
quality. HippoRAG (Gutiérrez et al., 2024) com-
bines knowledge graphs with Personalized PageR-
ank algorithms to improve retrieval efficiency.
However, these works face the problem of rely-
ing on LLM and low efficiency. And HybirdRAG
(Sarmah et al., 2024) splices the results of Vector-
RAG and GraphRAG outputs together, in whch the
output results of VectorRAG and GraphRAG are
completely independent. Different from previous
works, our proposed MS-RAG effectively improves
retrieval performance and generation quality by in-
troducing multi-semantic index.

3 Methods

3.1 Overview

To build a more efficient and effective retrieval-
augmented generation system, we proposed MS-

RAG. In this work, we integrate the merits of
knowledge graphs and vector search.

As shown in Figure 2, it’s the indexing pipeline.
First, we chunk the input documents, and the chun-
ked results are stored in chunk database. Then,
we employ LLM to extract knowledge graph. The
extracted entity stored in entity database, and the
extracted relation stored in relation database. All
chunks, entities, and relations are encoded by dense
vector model. Besides, we also apply entity/rela-
tion summarization and disambiguation to enrich
the prompt provided to LLM.

As shown in Figure 3, it’s the retrieval pipeline.
Based on the well-built multi-semantic index, we
propose a novel mix recall algorithm to search re-
lated entities, relations, and chunks. Unlike pre-
vious methods (Gutiérrez et al., 2024; Guo et al.,
2024), we first perform vector search to recall most
relevant subject. Then, we recall some adjacent
entities/relations and other similar chunks. Finally,
the multi-semantic rerank module performs voting
and rerank to purify final result.

3.2 Offline Indexing

Most existing works suffer from less efficient index-
ing process, which heavily rely on LLM to build
graph index from input documents. To alleviate
the negative impact of LLM mistakes, we propose
multi-semantic index. To enrich prompt for LLM,
we introduce summarization and disambiguation.

3.2.1

The proposed multi-semantic index consists of
three databases: entity, relation, and chunk. All

Multi-Semantic Index
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The retrieval pipeline of our proposed MS-RAG
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Figure 3: The retrieval pipeline of our proposed MS-RAG. Based on the well-built multi-semantic index, we
propose novel mix recall algorithm to complementarily combine the advantages of graph recall and dense recall.
Then, we employ a novel multi-semantic rerank module to purify final outputs.

information of each database is encoded by a dense
vector model.

Entity db. It mainly consists of some nouns and
characters. For example, in the sentence "Tom
loves basketball”, "Tom" and "basketball" are enti-
ties encoded and stored in the database. In addition,
the relation information of the entity and adjacent
entities are also stored.

Relation db. It mainly consists of declarative sen-
tences. For example, in the sentence "Tom loves
basketball", entities ("Tom", "basketball") and re-
lations ("play") are semantically concatenated to-
gether and then encoded by dense vector model.
Chunk db. It mainly consists of chunks from pas-
sage. The purpose of introducing naive chunk in-
formation in multi-semantic index is to alleviate
the negative impact caused by LLM mistakes.

3.2.2 Summarization and Disambiguation

Entity/Relation Summarization: While building
the graph index, we also designed prompts for LLM
to generate summary for the extracted entity/rela-
tion, mainly based on involved context. We hope
that the generated summary can serve as a helpful
reference for the final outputs generated by LLM.

Entity Disambiguation: For some identical enti-
ties with different names, we decided to perform
disambiguation, which we designed prompts to
merge such case in indexing pipeline. For example,
in a context, "Clarence Fred Gehrke" and "Fred
Gehrke" refer to the same person.

3.3 Online Retrieval

To achieve more accurate and faster retrieval, we
proposed two innovative components: mix recall

algorithm and multi-semantic rerank module. The
mix recall algorithm aims to better utilize the well-
built multi-semantic index, which includes knowl-
edge graph structure and chunk information. The
multi-semantic rerank module enhances reasoning
capabilities with slight inference delay. The pro-
cess is illustrated in Figure 3.

3.3.1 Mix Recall Algorithm

The mix recall algorithm aims to complementarily
combine the advantages of graph recall and dense
recall, inspired by two aspects. First, knowledge
graph provides an information structure with se-
mantic associations. While dense recall struggles
with complex and lengthy texts, it excels at recall-
ing short entities and relations. Then, as shown
in Figure 1, we introduced chunk recall to allevi-
ate the negative impact of LLM errors. We also
provide more comparison in Appendix C.

Graph Element Recall. It includes two stages:
(i) entity/relation extraction: Previous works tend
to use LLM for entity extraction (Gutiérrez et al.,
2024; Edge et al., 2024). We argued that it’s ineffi-
cient and time-consuming. In our work, we employ
vector search instead of LLM to recall relevant sub-
jects. We extracted \; entities and Ao relations. (ii)
semantic neighboring search: In knowledge graph,
neighboring nodes and edges have associated se-
mantics (Guo et al., 2024). For extracted relation,
we recall its neighboring Ap-hop relations. For ex-
tracted entity, we recall the neighboring entities
and relations simultaneously.

Chunk Recall. Similar to naive RAG, we directly
use vector tools to calculate similarity and take the
top A3 chunks as the recall chunks. We introduced
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chunk recall to enrich our semantics and mitigate
the impact of LLM mistakes.

3.3.2 Multi-semantic rerank module

The purpose of rerank is to evaluate the relation be-
tween the recall results and input query at semantic
and logical level, and output more relevant rank-
ing. To effectively integrate the results of multi-
recall sources, we proposed multi-semantic rerank-
ing module, which mainly consists of two stages:
voting and rerank.

Voting. We employ voting algorithm to integrate
the results from multiple recall sources. Notably,
the voting targets are the passage labels associated
with entity, relation, or chunk. We argued that the
passages appearing frequently in recall sources are
more likely to be relevant. Based on this, we select
the top A4 passages to advance to the next stage.
Rerank. Inspired by RankGPT (Sun et al., 2023),
we design prompts and employ a lightweight LLM
for rerank, with the purpose of using the reasoning
ability of LLLM to find relevant passage that can
answer input query. In addition, in order to speed
up inference speed, we prompt the large model to
only output the sorted sequence number.

4 Experimental Setup

In this section, we introduce datasets, baselines,
evaluation details, and implementation details
about our experiments of our proposed MS-RAG.

4.1 Datasets

We conduct experiments primarily on three chal-
lenging multi-hop benchmarks, HotpotQA (Yang
et al., 2018), MuSiQue (answerable) (Trivedi et al.,
2022b) and 2WikiMultiHopQA (Ho et al., 2020).
Following previous works (Press et al., 2023;
Trivedi et al., 2022a; Gutiérrez et al., 2024), we se-
lete 1,000 questions from each validation set. The
description of datasets is shown below:

i) HotpotQA. It contains 113k Wikipedia QA
pairs, where questions require searching and rea-
soning about multiple documents to answer. We
selected about 9k passages for experiments.

ii) MuSiQue. It is a new multi-hop QA dataset
containing about 25K 2-4 hop questions, using seed
questions from 5 existing single-hop datasets. We
selected about 12k passages for our experiments.

iii) 2WikiMultiHopQA. It introduces evidence
information containing reasoning paths for multi-
hop questions, which contains structured and un-

structured data. We selected about 6k passages for
our experiments.

4.2 Baselines

In order to verify the effectiveness of MS-RAG,
we compare against several strong and widely used
retrieval methods. For retrieval performance, we
compare with BGE-M3 (Chen et al., 2024), BM25
(Robertson and Walker, 1994), Contriever (Izac-
ard et al., 2021), GTR (Ni et al., 2022) and Col-
BERTV2 (Santhanam et al., 2022). Besides, we
compare with three recent LLM/RAG augmented
baselines: HippoRAG (Gutiérrez et al., 2024),
which introduces Personalized PageRank algorithm
to enhance graph retrieval, and Propositionizer
(Chen et al., 2023), which proposed a novel re-
trieval unit, and RAPTOR (Sarthi et al., 2024),
which uses trees to integrate information from long
documents. Besides, to verify the multi-step re-
trieval performance, we also compare with the
multi-step retrieval method IRCoT (Trivedi et al.,
2023). For question-answering performance, we
compare with GraphRAG (Edge et al., 2024) and
HippoRAG (Gutiérrez et al., 2024).

4.3 Evaluation Details

For the evaluation of retrieval performance, we use
top2 recall (R@2) and top5 recall (R@5), which
refers to the proportion of correct answers in the
top2 search results or in the top5 search results.

For the evaluation of question-answering perfor-
mance, inspired by (Guo et al., 2024; Edge et al.,
2024), we prompt LLLM (Bai et al., 2023) to evalu-
ate based on the following criteria:

i) Correctness: Does the answer correctly an-
swer the question?

ii) Diversity: Does the answer provide a variety
of perspectives on the question?

iii) Comprehension: Does the answer effec-
tively help readers understand?

iv) Overall: Determine the best answer by com-
bining the above three criteria.

4.4 Implementation Details

The corresponding hyper-parameters A, A2, As,
A4, Ap are set to 5, 10, 10, 5 and 4, respectively.
We use GPT-3.5-turbo-1106 (OpenAl, 2024) with
temperature of 0 as our LLM, and employ BGE-
M3 (Chen et al., 2024) and Contriever (Izacard
et al., 2021) as our retriever. The LLM used in pro-
posed multi-semantic rerank module is Qwen-7B,
and another LLM used to evaluate question-answer
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MuSiQue 2Wiki HotpotQA Average

R@2 R@5 R@2 R@5 R@2 R@5|R@2 R@5
BM25 32.3 412 51.8 619 554 722 | 46.5 584
Contriever 34.8 46.6 46.6 57.5 57.2 755 | 46.2 59.9
GTR 374 49.1 60.2 679 594 733 | 523 634
ColBERTVv2 379 492 59.2 682 64.7 793 | 53.9 65.6
BGE-M3 38.2 51.7 621 70.2 695 824 | 56.6 68.1
RAPTOR 35.7 453 46.3 53.8 58.1 71.2 | 46.7 56.8
Proposition 376 493 564 63.1 587 71.1 | 50.9 61.2
HippoRAG 41.0 521 715 895 59.0 76.2 | 57.2 72.6
MS-RAG (Contriever) 43.2 54.3 77.8 909 776 86.2 | 66.2 77.1
MS-RAG (BGE-M3) 47.3 564 801 912 794 885|689 78.7

Table 2: The single-step retrieval performance. Our proposed MS-RAG achieves excellent performance, which
outperforms all baselines on HotpotQA, MuSiQue and 2WikiMultiHopQA datasets.

MuSiQue 2Wiki HotpotQA Average

R@2 R@5 R@2 R@5 R@2 R@5|R@2 R@S5
IRCoT + BM25 (Default) 342 447 61.2 756 65.6 79.0 | 53.7 66.4
IRCoT + Contriever 39.1 522 516 638 659 81.6 | 52.2 659
IRCoT + ColBERTV2 41.7 53.7 64.1 744 679 82.0 | 57.9 70.0
IRCoT + HippoRAG 439 56.6 753 934 658 823 | 662 77.1
IRCoT + MS-RAG (Contriever) 45.7 576 804 93.8 784 88.7 | 68.2 79.3
IRCoT + MS-RAG (BGE-M3) 47.8 59.2 850 952 827 91.2 | 71.8 81.9

Table 3: The multi-step retrieval performance. Compared with other baselines, our proposed MS-RAG achieves
state-of-the-art performance with significant improvements on multi-step setting.

performance is Qwen-32B (Bai et al., 2023). In
Figure 1, the mentioned GraphRAG is (Edge et al.,
2024), and the mentioned naive RAG is (Izacard
et al., 2021), respectively.

5 Results

In this section, we will present the experimen-
tal results of our proposed MS-RAG, which in-
cludes single-step retrieval performance, multi-step
retrieval performance, question-answering perfor-
mance and other ablation experiments.

5.1 The single-step retrieval performance.

As shown in Table 2, MS-RAG outperforms all
other methods with significant improvement, in-
cluding general retrieval models such as Col-
BERTvV2, GTR, BGE-M3, BM25 and Contriever,
recent LLM-empowered baselines such as Propo-
sitionizer and RAPTOR, the current SOTA Hip-
poRAG. Compared with previous best results, our

MS-RAG obtains almost 20.5% R@2 and 8.4%
R@5 improvement on average, respectively.

Compared with HippoRAG (Gutiérrez et al.,
2024), the current SOTA graph-based RAG, our
MS-RAG (Contriever) significantly improves per-
formance. First, we introduce multi-semantic in-
dex, which organically combines the advantages
of vector search and graph structure. We take ad-
vantage of the semantic structure of the graph and
the accurate and fast characteristic of vector search
to effectively improve the algorithm. At the in-
dexing stage, we introduce chunk information to
alleviate the problem of LLM errors. At the re-
trieval stage, we first use vector retrieval instead of
LLM to perform entity extraction. In addition, we
use neighby search instead of personal pagerank
algorithm (Gutiérrez et al., 2024) to improve the
efficiency and accuracy of graph retrieval. Finally,
the proposed multi-semantic rerank module effec-
tively integrates multi-semantic information. Im-
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‘ Correctness Diversity Comprehension ‘ Overall Inference time

GraphRAG 27.7% 38.8% 45.7% 38.2% 4.12s
MS-RAG (ours) 72.3% 61.2% 54.3% 61.8% 0.76s
HippoRAG 38.8% 41.6% 44.3% 40.6% 0.88s
MS-RAG (ours) 61.2% 58.4% 55.7% 58.4% 0.76s

Table 4: The QA performance on mixed datasets. The paired comparison of question-answering effect between
GraphRAG, HippoRAG and our MS-RAG, separately. Our proposed MS-RAG achieves better question-answering

rating and obtains faster inference speed.

R@2 R@5
MS-RAG 794 88.5
MS-RAG w/o multi-semantic | 73.3  79.2
MS-RAG w/o rerank 76.1 84.9

Table 5: The ablation experiments of MS-RAG on
HotpotQA datasets. The ablation experiments of dif-
ferent modules in proposed MS-RAG.

portantly, we demonstrate the importance of each
of our proposed modules in Section 5.4 and the
Appendix.

5.2 The multi-step retrieval performance.

As shown in Table 3, equipped with IRCoT, MS-
RAG achieves more advanced performance than
previous works on multi-step retrieval, includ-
ing general retrieval models such as BM25, Col-
BERTYV2, Contriever, and the current graph-based
SOTA HippoRAG. Compared with previous best
results, our MS-RAG obtains almost 8.5% R@?2
and 8.4% R@5 improvement on average.
Compared with HippoRAG (Gutiérrez et al.,
2024), the current state-of-the-art RAG, our MS-
RAG improves R@2 metric from 66.2 to 71.8
(+5.6), improves R@5 metric from 77.1 to 81.9
(+4.8) on average. It directly reflects the innova-
tion and effectiveness of our multi-semantic index
in multi-step settings. In addition, the introduc-
tion of the multi-semantic rerank module can more
effectively integrate different information.
Compared with IRCot + BM25 (Trivedi et al.,
2023), the typical multi-step retrieval method, our
MS-RAG demonstrated significant performance
gains, which outperforms IRCoT + BM25 in all
metrics and selected three datasets. On average,
our MS-RAG improves R@2 metric from 53.7 to
71.8 (+18.1), improves R@5 metric from 66.4 to
77.1 (+10.7), which demonstrates the performance
advantages of MS-RAG and the effectiveness of

proposed novel modules.

5.3 The question-answering performance.

As shown in Table 4, it’s the question-answering
performance comparison between GraphRAG
(Edge et al., 2024), HippoRAG (Gutiérrez et al.,
2024) and our proposed MS-RAG. We select 100
questions from HotpotQA, 2wikiMultiHopQA and
MuSiQue datasets. And we employ Qwen-32B
(Bai et al., 2023) to judge the quality.

Our MS-RAG surpasses GraphRAG in all met-
rics, with 61.8% overall rating, 72.3% correctness,
61.2% diversity and 54.3% comprehension. For
correctness, our MS-RAG surpasses GraphRAG
from 27.7% to 72.3%. It is due to the reason that
our proposed MS-RAG achieves more accurate re-
trieval and gives correct supporting facts. For diver-
sity and comprehension, our MS-RAG surpasses
GraphRAG from 38.8% to 61.2%, from 45.7% to
54.3%, respectively. We argued it’s the result of
our entity summarization and relation summariza-
tion. Besides, our MS-RAG achieves faster infer-
ence speed (0.76s vs 4.12s), more than 5 times
improvement. It‘s because we reduced the number
of LLM accesses and token consumption during
our retrieval stage.

Compared with the current SOTA HippoRAG,
MS-RAG surpasses it with 58.4% overall rating,
61.2% correctness, 58.4% diversity and 55.7%
comprehension. For correctness, our MS-RAG im-
porves HippoRAG from 38.8% to 61.2%. It reflects
the advanced retrieval performance of MS-RAG.
For diversity and comprehension, our MS-RAG
imporves HippoRAG from 41.6% to 58.4%, from
44.3% to 55.7%, respectively. It also proves the
innovation and effectiveness of MS-RAG.

5.4 Ablations experiments

In this subsection, we will present the ablations Ex-
periments of our MS-RAG, to evaluate the effect of
each component, including ablation for modules in
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MuSiQue 2Wiki HotpotQA Average
R@2 R@5 R@2 R@5 R@2 R@5|R@2 R@5
Llama-3-8B-instruct ~ 46.2 57.3 79.2 899 79.1 875 | 68.2 783
Llama-3-70B-instruct 46.8 57.2 79.5 906 79.3 88.1 | 68.5 78.6
REBEL 36.1 483 743 792 673 68.0 | 59.2 65.2
GPT-3.5-turbo 473 564 80.1 91.2 794 885 ‘ 68.9 78.7

Table 6: The ablation experiments of different LLMs in indexing stage on HotpotQA datasets. By default, we
choose GPT-3.5-turbo as the LLM to build our multi-semantic index.

| R@2 R@5
Mix recall algorithm (MR) ‘ 794 88.5
MR w/o chunk recall 77.1  86.2
MR w/o graph recall 70.6  79.1
MR w/ LLM extraction 73.8 822
MR w/ PPR 73.8 84.2

Table 7: The ablation experiments of mix recall al-
gorithm on HotpotQA datasets. The ablation experi-
ments of different methods in mix recall algorithm.

MS-RAG, ablation for different LLMs for indexing,
and ablation for multi-semantic index.

5.4.1 Ablation for modules in MS-RAG.

As shown in Table 5, it’s the ablation experiments
of modules in MS-RAG on HotpotQA datasets.
When we remove the multi-semantic index module
and use only BGE-M3 (Chen et al., 2024) recall
chunks, the R@2 metric decreases from 79.4 to
73.3 (-6.1), and the R@5 metric decreases from
88.5 to 79.2 (-9.3). It shows the effectiveness of
integrating knowledge graphs and vectors.

And we remove the multi-semantic rerank mod-
ule and take the most relevant output at different
recalls (entity and relation first), the R@2 metric
decreases from 79.4 to 76.1 (-3.3), and the the R@5
metric decreases from 88.5 to 84.9 (-3.6). It shows
that the LL.M-based voting and rerank algorithm
we designed brings significant improvements.

5.4.2 Ablation for LLMs for indexing.

As shown in Table 6, it’s the ablation experiments
of different LLMs in our indexing stage on Hot-
potQA datasets. We try four different LLMs to
build knowledge graph at indexing stage, includ-
ing GPT-3.5-turbo (OpenAl, 2024), Llama-3-8B-
instruct (Al@Meta, 2024), Llama-3-70B-instruct
(Al@Meta, 2024), and REBEL (Huguet Cabot and

Navigli, 2021). By default, we choose GPT-3.5-
turbo as the LLM to build knowledge graph for our
multi-semantic index, which achieves the best re-
sults overall. The results of Llama-3-70B-instruct
is close to GPT-3.5-turbo. And REBEL is the worst
performance. In the future, we will explore more
LLMs to build a more complete knowledge graph.

5.4.3 Ablation for mix recall algorithm.

As shown in Table 7, it’s the ablation experiments
of mix recall algorithm on HotpotQA datasets. We
try to remove chunk recall and graph recall sepa-
rately to test the impact on performance. MR w/
LLM extraction means employs LLM to extract
entity/relation instead of vector search. MR w/
PPR means employs PPR (Gutiérrez et al., 2024)
to recall graph elements. When we remove any
of the components, performance degrades, directly
demonstrating the effectiveness of each component.
Removing chunk recall, the R@2 accuracy drops
by 2.3 and R@5 accuracy drops by 2.3, which
indicates chunk recall plays a significant role in
mitigating the negative effects of mistakes made
by the LLM. Removing graph recall also get worse
results. The attempts of using PPR and LLM ex-
traction also demonstrated the innovativeness of
the mix recall algorithm.

6 Conclusion

In this work, we propose multi-semantic RAG (MS-
RAG) to build a more efficient and effective RAG.
To be specific, (i) at indexing stage, we create multi-
semantic index to leverage merits of dense vector
and knowledge graph. (ii) at retrieval stage, we
propose mix recall algorithm to capture texts at
different semantic levels. Then we employ a multi-
semantic rerank module to purify results. Extensive
experiments show MS-RAG achieves superior per-
formance. In the future, we will explore more ef-
fective retrieval methods to improve performance.
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Limitations

Although MS-RAG achieves outstanding perfor-
mance by introducing multi-semantic indexing and
multi-semantic rerank modules, there are still some
limitations. First, we need to explore ways to
build knowledge graphs more effectively. Although
our multi-semantic index effectively alleviates this
problem, it is not enough. Second, we need to
explore more advanced retrieval algorithms with
MS-RAG to maximize the performance.
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A Contribution

In summary, our contributions are summarized as
follows:

e Lightweight Multi-Semantic Index with
Lower LLM Dependency. We built a
multi-semantic index, including chunk-level,
relation-level, and entity-level, with the goal
of integrating the advantages of dense embed-
ding and graph index. By introducing the
chunk-level information, MS-RAG enrich our
semantics and mitigate the negative impact of
LLM mistakes effectively.

Novel Mix Recall Algorithm. We propose
a novel mix recall algorithm, which comple-
mentarily combines the advantages of graph
recall and dense recall. It employs dense re-
call for more accurate short entity/relation ex-
traction and graph structures for nearby recall
logically.

Fast and Effective RAG Retrieval Pipeline.
By integrating vector search and knowledge
graph, we achieve more accurate and faster
RAG retrieval. The pipeline includes two in-
novative components: mix recall algorithm
and multi-semantic rerank module. The multi-
semantic rerank module enhances reasoning
capabilities with slight inference delay.

L]

The Outstanding Performance. Extensive
experiments show that MS-RAG achieves ex-
cellent performance. Compared with exist-
ing works, MS-RAG shows strong perfor-
mance both in effect of retrieval and question-
answering. In terms of retrieval effect, com-
pared with existing RAG methods, both in
single-hop and multi-hop settings (Trivedi
et al., 2022a), MS-RAG achieves state-of-the-
art performance remarkably, improving re-
trieval accuracy by about 10%-30%. Besides,
in terms of question-answering effect, MS-
RAG achieves promising performance with
faster inference speed.

B Datasets details

Following IRCoT (Trivedi et al., 2023) and Hip-
poRAG (Gutiérrez et al., 2024), we collect all can-
didate passages (including supporting and distrac-
tor passages) from our selected questions and form
a retrieval corpus for each dataset. The specific
information is show in Table 8.

‘MuSiQue 2Wiki HotpotQA

12k 6k 9k
107k 51k 99k

Passage
Triplet

Table 8: The number of passages and extracted
triplets on our selected datasets.

C Discussion: Novel Recall Algorithm

The purpose of MS-RAG is to combine knowledge
graph and vector retrieval to build a fast and effec-
tive RAG system and create an application that can
be used in industry. First, we rethink the knowledge
graph and vector model. Although GraphRAG
(Edge et al., 2024) can solve the summarization
problem well, it is difficult to achieve effective
and fast retrieval, which makes it impossible to
apply it on a large scale in industry. We believe
that knowledge graph can bring the advantages of
the basic data structure, which converts a long text
into short entities and relations. The vector model
may not perform well for complex and long text
retrieval, but it can effectively recall short entities
and relations. As shown in Figure 4, we discuss
the the differences and connection between dense
recall, graph recall and our mix recall. As shown
in Algorithm 1, we show the mix recall algorithm
pipeline, included the vector search on chunk index
and nearby search on graph index.

Algorithm 1 Mix Recall pipeline

Require: input query q
Require: graph index mg;.qpn
Require: chunk index m . pynk
1: procedure
2 rel, ent < VectorSearch(q, mgrqphn)
3 chunk <+ VectorSearch(q, mcpunk)
4: rel, ent <— NearBy(rel, ent, mgrqph)
5 p < Voting(chunk, rel, ent)
6: return p < Rerank(p)
7: end procedure

D Discussion: Distinct Advantage over
Existing Solutions

We conduct discussion with existing HippoRAG,
GraphRAG, and NaiveRAG to further emphasize
the innovativeness of our framework.
HippoRAG. Compared with HippoRAG
(Gutiérrez et al., 2024), our MS-RAG have
significantly improved the retrieval performance
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What*s real
name of Ari Up? #

(a) Dense Recall

Ariane Daniela ......
known by her stage
name Ari Up......

Ariane Daniela
known by her
stage name Ari Up.

Semantic
Associated

(b) Graph Recall

Ariane D.
(i) Query (ii) Entity/Relation b
What"s real Embedding Vector Extracted (iii) nearhy
name of Ari Up? Model seare
¥ .
(c) Mix Recall (ours)

Figure 4: (a) Dense Recall: dense recall struggles with complex and lengthy texts, but it excels at recalling short
entities and relations. (b) Graph Recall: The KG provides the knowledge structure with semantic assoicitation, in
which nearby nodes have explicit logical connections. (b) Mix Recall (ours): our proposed mix recall algorithm
complementarily combines the advantages of graph recall and dense recall to achieve faster and more accurate

retrieval.
MuSiQue 2Wiki HotpotQA
EM F1 MRR EM F1 MRR EM F1 MRR
HippoRAG 19.2 29.8 574 466 595 794 41.8 55.0 68.2
MS-RAG (Contriever) 21.8 33.6 58.3 60.2 66.9 88.2 557 67.7 &88.3
MS-RAG (BGE-M3) 25.6 37.8 639 643 714 90.1 604 725 919

Table 9: The retrieval performance on F1, EM and MRR metric. We conduct experiments to compare HippoRAG

and MS-RAG on more metrics.

NaturalQA PopQA TriviaQA R@2 R@5
BM25 56.1 35.7 63.6 MS-RAG w/qwen7b | 79.4  88.5
HippoRAG 70.3 49.2 72.8 MS-RAG w/ Llama8b | 77.2 859
HippoRAG 44.4 53.8 - MS-RAG w/o rerank 76.1 849
MS-RAG 78.1 54.1 75.3 HippoRAG 59.0 76.2

Table 10: The simpleQA experiments on NaturalQA,
PopQA and TriviaQA datasets. we add simpleQA
experiments to further demonstrate the robustness.

and question answering performance. (i) Indexing
stage: The proposed multi-semantic index addi-
tionally introduces chunk index to mitigate the
negative impact of LLM errors. (ii) Retrieval stage:
We propose novel mix recall algorithm instead of
PPR to complementarily combine the advantages
of graph recall and dense recall, and propose a
multi-semantic rerank module to give the model
reasoning capabilities.

GraphRAG. Compared with GraphRAG (Edge

Table 11: The ablation experiments of rerank module
on HotpotQA datasets. The ablation experiments of
rerank LLMs in our proposed MS-RAG.

et al., 2024), MS-RAG achieves better question-
answering results while significantly reducing the
number of LLM calls. We removed many unnec-
essary LLM calls, such as community clustering,
community summarization, etc., which also accel-
erated inference speed.

Naive RAG. Compared with Naive RAG, our
MS-RAG boost the performance with slight cost.
Unlike vector search in naive RAG, we introduce
the knowledge graph structure and propose an in-
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Query |

Is Ari Up a guitarists?

Ariane Daniela Forster, known by her stage name Ari Up,

Support Passage was a German vocalist best known as a member of The Slits.
Support Entity ‘ Ari Up, Ariane Daniela Forster, German vocalist
Support Relation (Ariane Daniela Forster, has stage name, Ari Up),

(Ariane Daniela Forster, was, German vocalist), ......

Real Answer

Ari Up isn’t a guitarist. The typical graph recall (HippoRAG), will locate
the relations (Ariane Daniela Forster, was, German vocalist) based on
the entities Ari Up and Ariane Daniela Forster, and thus get answer.

Challenge: Entity-missing

If important entities Ari Up or Ariane Daniela Forster are lost in the process
of building the KG by LLM, graph recall will not be able to locate the answer.

Challenge: Relation-missing

If important relations (Ariane Daniela Forster, has stage name, Ari Up) or
(Ariane Daniela Forster, was, German vocalist) are lost in the process of
building the KG by LLM, graph recall will not be able to locate the answer.

Table 12: The example of LLM errors for building the knowledge graph. When graph-based RAG excute
retrieval on the index with the missing node/edge, the performance will decrease.

| R@2 R@5
MS-RAG 794  88.5
MS-RAG w/o entity disa. | 76.7  86.4

Table 13: The ablation experiments of entity disam-
bigguation on HotpotQA datasets. The ablation ex-
periments of entity disambigguation in our proposed
MS-RAG.

Error Type ‘ Error Percent.(%)
Incorrect/missing graph 26
Recall error 52
Rerank error 22

Table 14: The error analysis on HotpotQA datasets.

novative mix recall algorithm to better utilize our
multi-semantic index.

E The Challenges for Constructing
Knowledge Graph

To provide more details about LLM errors for build-
ing the knowledge graph, as shown in Table 12, we
show an example to further analyze the challenge.

F The Experimental Results of F1, EM
and MRR

To make it easier for readers to understand the
effectiveness, we present the experiments between
HippoRAG and MS-RAG in terms of F1 score,
Exact Match (EM), and Mean Reciprocal Rank

(MRR). As shown in Table 9, our proposed MS-
RAG significantly outperforms the previous SOTA
HippoRAG.

G The Experimental Results of
SimpleQA tasks

To further demonstrate the robustness, we ran-
domly selected 1,000 questions from NaturalQA
(Kwiatkowski et al., 2019), 1,000 questionsfrom
PopQA (Mallen et al., 2022), and 2,000 questions
from TriviaQA (Joshi et al., 2017) to conduct ex-
periments to demonstrate the performance of our
model on the simpleQA task.

The experimental results are shown in Table
10. In terms of retrieval performance (passage
recall@5), the proposed MS-RAG model signif-
icantly outperforms the dense model BGE-M3,
the classic retriever BM25, and the baseline Hip-
poRAG.

H Ablation of Rerank Module

As shown in Table 11, we conduct ablation exper-
iments of rerank module on HotpotQA datasets.
The experiments have shown that the qwen-7b
rerank module can significantly improve perfor-
mance. In addition, we also try Llama-3-8B-
instruct as a chioce. When removing the rerank
module, we also obtains better results than Hip-
poRAG.
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‘ GraphRAG HippoRAG MS-RAG (ours)
. extract graph, summarization, . .
Indexing extract hierarchical community, ...... build graph build graph
. extract entity, summarization, . .
Retrieval . entity extraction rerank
community answers, ......

Table 15: The comparison of LLM API calls between GraphRAG, HippoRAG and our MS-RAG in HotpotQA

datasets.

‘chunk index entity index relation index storage size

HippoRAG X
MS-RAG (ours) vV

v v
v v

2.1G
24G

Table 16: The comparison of storage costs between baseline HippoRAG and our MS-RAG in HotpotQA

datasets.

I Ablation of Entity Disambigguation

As shown in Table 13, we conduct ablation ex-
periments of entity disambigguation on HotpotQA
datasets. Our entity disambigguation achieves
R@2 improvement of +2.7, R@5 improvement
of +2.1, which demonstrates its effectiveness.

J Error Analysis

As shown in Table 14, we present error analsis on
HotpotQA datasets. There are three error types.
The main error type is recall error, which means
the mix recall algorithm is not executed correctly.
After voting, the correct subjects (chunks, relation-
s/entiyies) doesn’s enter the final rerank list. The
second is incorrect/missing graph, which means
there are missing entity/relation during the con-
struction of KGs using LLM. The third is rerank
error, which means the rerank model can’s give
right answer. The error analysis will help us im-
prove the corresponding modules in the future.

K The Comparison of API Calls

As shown in Table 15, our MS-RAG achieves supe-
rior performance with very few LLM calls. Com-
pared with GraphRAG, MS-RAG greatly reduces
LLM calls. Compared with HippRAG, we achieve
significant performance improvements with com-
parable LLM calls.

L. The Comparison of Storage Costs

As show in Table 16, our multi-semantic index
achieves better results only slight storage cost.

Compared with HippoRAG, we only add an ad-
ditional chunk index.

M The Experiments of Missing
Edge/Node

We provide further details on the experiments con-
cerning missing nodes/edges in Figure 1. Our eval-
uation focuses on the ratio of missing or incorrect
triples. For example, if an passage contains 30
ground truth triples but only 24 are correctly ex-
tracted, the missing ratio is 20%. Since the Hot-
potQA (Yang et al., 2018) and 2WikiMultiHopQA
(Ho et al., 2020) datasets do not have official anno-
tations of ground truth triples, we manually anno-
tated the ground truth triples to ensure annotation
quality.

N LLM Prompts

Following HippoRAG (Gutiérrez et al., 2024), the
knowledge graph is constructed in two stages, in-
cluding entity extraction and relation extraction.
The LLM prompts of relation extraction is shown
in Figure 5, and the LLM prompts of entity ex-
traction is shown in Figure 6. Besides, we also
provide the LLM prompt of rerank module (Figure
7), entity disambiguation (Figure 8) and question-
answering quality evaluation (Figure 9).
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Instruction:
Your task is to construct an RDF (Resource Description Framework) graph from the given
passages and named entity lists.
Respond with a JSON list of triples, with each triple representing a relationship in the RDF graph.
Pay attention to the following requirements:
- Each triple should contain at least one, but preferably two, of the named entities in the list for
each passage.
- Clearly resolve pronouns to their specific names to maintain clarity.
Convert the paragraph into a JSON dict, it has a named entity list and a triple list.
One-Shot Demonstration:
Paragraph:
Radio City
Radio City is India’s first private FM radio station and was started on 3 July 2001. It plays Hindi,
English and regional songs. Radio City recently forayed into New Media in May 2008 with the launch
of a music portal - PlanetRadiocity.com that offers music related news, videos, songs, and other music-
related features.
Named_entities:
["Radio City", "India", "3 July 2001", "Hindi","English", "May 2008", "PlanetRadiocity.com"]
Triples:
[
["Radio City", "located in", "India"],
["Radio City", "is", "private FM radio station"],
["Radio City", "started on", "3 July 2001"],
["Radio City", "plays songs in", "Hindi"],
["Radio City", "plays songs in", "English"],
["Radio City", "forayed into", "New Media"],
["Radio City", "launched", "PlanetRadiocity.com"],
["PlanetRadiocity.com", "launched in", "May 2008"],
["PlanetRadiocity.com", "is", "music portal"],
["PlanetRadiocity.com", "offers", "news"],

nan nn

["PlanetRadiocity.com", "offers", "videos"],

nan nn

["PlanetRadiocity.com", "offers", "songs"|
]
Input:
Convert the paragraph into a JSON dict, it has a named entity list and a triple list.
Paragraph:
PASSAGE TO INDEX
Named _entities:
[entities]

Figure 5: The LLM prompts of relation extraction.
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Instruction:

Your task is to extract named entities from the given paragraph. Respond with a JSON list of
entities.

One-Shot Demonstration:

Paragraph:

Radio City

Radio City is India's first private FM radio station and was started on 3 July 2001. It plays Hindji,
English and regional songs. Radio City recently forayed into New Media in May 2008 with the launch
of a music portal - PlanetRadiocity.com that offers music related news, videos, songs, and other music-
related features.

Named _entities:

["Radio City", "India", "3 July 2001", "Hindi","English", "May 2008", "PlanetRadiocity.com"]

Input:

Paragraph:

PASSAGE TO INDEX

Figure 6: The LLM prompts of entity extraction.

You are an excellent natural language processing expert. Your task is to search the text in textList
based on the input query to find the text that can answer the user's query.

Requirements:

1. Return the first two texts that are helpful in answering the query.

2. Use # to concatenate the returned text numbers, such as 2#3.

3. Do not return correlation analysis, thinking process, and other irrelevant content.

One-shot Demonstration:

query: Are Ari Up and Boz Burrell both guitarists?

textList: [{"Text number": 0, "Text content": "Raymond "Boz" Burrell (1 August 1946 — 21
September 2006) was an English musician. Originally a vocalist and guitarist, Burrell is best known for
his bass playing and work with the bands King Crimson and Bad Company. He died of a heart attack in
Spain on 21 September 2006 aged 60."}, {"Text number": 1, "Text content": "Ariane Daniela Forster
(17 January 1962 — 20 October 2010), known by her stage name Ari Up, was a German vocalist best
known as a member of the English punk rock band The Slits."},{"Text number": 2, "Text content":
"Mugzzle is an alternative rock band formed in 1994 by Ryan Maxwell, Wesley Nelson, Burke Thomas,
and Greg Collinsworth. They have released two albums with Reprise Records: "Betty Pickup" in 1996
and "Actual Size" in 1999."},{"Text number":"3","Text content":"Douglas Theodore "Doug" Pinnick
(born September 3, 1950), sometimes stylized as dUg Pinnick or simply dUg, is an American musician
best known as the bass guitarist, songwriter, and co-lead vocalist for the hard rock/progressive metal
band King's amplifiers)."},{"Text number":"4","Text content":"Leslie West (born Leslie Weinstein;
October 22, 1945) is an American rock guitarist, vocalist, and songwriter. He is best known as a
founding member of the hard rock band Mountain."} |

Output: 0#1

Real query:

YOUR QUERY

textList:

YOUR TEXTLIST

Figure 7: The LLM prompts of rerank module.
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Your task is to output different names for the same entity based on the input text.

One-Shot Demonstration:

input text:

Fred Gehrke. Clarence Fred Gehrke (April 24, 1918 \u2013 February 9, 2002) was an American
football player and executive. He played in the National Football League (NFL) for the Cleveland / Los
Angeles Rams, San Francisco 49ers and Chicago Cardinals from 1940 through 1950. To boost team
morale, Gehrke designed and painted the Los Angeles Rams logo in 1948, which was the first painted
on the helmets of an NFL team. He later served as the general manager of the Denver Broncos from
1977 through 1981. He is the great-grandfather of Miami Marlin Christian Yelich.

output:
["Fred Gehrke","Clarence Fred Gehrke"]
input text:
YOUR TEXT
Figure 8: The LLM prompts of entity disambiguation.
---Role---

You are an expert tasked with evaluating two answers to the same question based on three criteria:
Correctness, Diversity, and Comprehension.

--Goal---

You will evaluate two answers to the same question based on three criteria: Correctness, Diversity,
and Comprehension.

- Correctness: Does the answer correctly answer the question?

- Diversity: Does the answer provide a variety of perspectives on the question?

- Comprehension: Does the answer effectively help readers understand?

For each criterion, choose the better answer (either Answer 1 or Answer 2) and explain why. Then,
select an overall winner based on these three categories.

Here is the question:

{query}

Here is the groud-truth answer:

{groud-truth answer}

Here are the two answers:

Answer 1:

{answerl }

Answer 2:

{answer2}

Evaluate both answers using the three criteria listed above and provide detailed explanations for
each criterion.

Output your evaluation in the following JSON format:

&

"Correctness": {{ "Winner": "[Answer 1 or Answer 2]",

"Explanation": "[Provide explanation here]" }},

"Diversity": {{ "Winner": "[Answer 1 or Answer 2]",

"Explanation": "[Provide explanation here]" }},

"Comprehension": {{ "Winner": "[Answer 1 or Answer 2]",

"Explanation": "[Provide explanation here]" }},

"Overall Winner": {{ "Winner": "[Answer 1 or Answer 2]",

"Explanation": "[Summarize why this answer is the overall winner based on the three criteria]" }}

i

Figure 9: The LLM prompts of question-answering quality evaluation.
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