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Abstract

Learning high-quality sentence embeddings
from Natural Language Inference (NLI) data
is often challenged by a critical signal con-
flict between discrete labels and the continu-
ous spectrum of semantic similarity, as well as
information loss from discarded neutral sen-
tence pairs during training. To address this, we
introduce Rank-Awareness and Angular Opti-
mization Embeddings (RAOE), a framework
that leverages the full NLI dataset (Entailment,
Neutral, Contradiction) augmented with pre-
computed continuous similarity scores (S).
RAOE employs a novel composite objective
which features: (1) a Rank Margin objective
that enforces rank consistency against S us-
ing an explicit margin, and (2) a Gated An-
gular objective that conditionally refines em-
bedding geometry based on NLI label (L) and
S score agreement. Extensive evaluations on
STS tasks and the MTEB benchmark demon-
strate RAOE’s effectiveness. Our general-
purpose RAOE-S1 model (BERT-base) signif-
icantly outperforms strong baselines, achiev-
ing an average Spearman’s correlation of
85.11 (vs. SimCSE’s 81.57 and AnglE’s
82.43), and shows consistent improvements on
MTEB. Further STS-specialized fine-tuning
(RAOE-S2) establishes new state-of-the-art
performance on STS (88.17 with BERT-base).
These results confirm RAOE’s ability to ef-
ficiently learn robust and nuanced sentence
representations through the synergy of rank-
awareness and conditional angular constraints.
Code is available at https://github.com/
Shengjingwa/RAOE.

1 Introduction

High-quality sentence embeddings are critical for
advancing a wide range of Natural Language Pro-
cessing (NLP) tasks (Ramesh Kashyap et al.,
2024). They are fundamental for achieving strong
performance in areas such as semantic textual
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Figure 1: Distribution of Similarity Scores for Sentence
Pairs by NLI Label. Note the significant overlap be-
tween distributions, indicating that discrete NLI labels
do not perfectly capture the continuous spectrum of se-
mantic similarity.

similarity (STS) (Reimers and Gurevych, 2019;
Gao et al., 2021), information retrieval (Palangi
et al., 2016; Asai et al., 2023), and text cluster-
ing (Xu et al., 2023; Petukhova et al., 2025), and
underpinning modern applications like Retrieval-
Augmented Generation (RAG) systems for Large
Language Models (LLMs) (OpenAI, 2022; Yang
et al., 2024; Fan et al., 2024; Han et al., 2025).

Supervised learning using Natural Language In-
ference (NLI) datasets, such as SNLI (Bowman
et al., 2015) and MNLI (Williams et al., 2018),
has been a dominant paradigm for training effec-
tive sentence embeddings (Conneau et al., 2017;
Reimers and Gurevych, 2019). Approaches like
SBERT (Reimers and Gurevych, 2019) and con-
trastive methods like SimCSE (Gao et al., 2021)
have demonstrated the power of NLI data. How-
ever, a key challenge persists: these methods pri-
marily rely on the discrete NLI labels (Entail-
ment(E), Neutral(N), Contradiction(C)). This re-
liance often struggles to capture the underlying
continuous spectrum of semantic similarity, lead-
ing to suboptimal performance, particularly on
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fine-grained STS tasks. Furthermore, the com-
mon practice of discarding Neutral pairs poten-
tially loses valuable semantic information.

The limitations of relying solely on discrete NLI
labels are vividly illustrated in Figure 1, which
shows the distribution of continuous similarity
scores (derived from strong pre-trained embed-
ding models, see Appendix A) for sentence pairs
categorized by their NLI labels. Crucially, there
is significant overlap between the distributions.
For instance, a non-trivial number of Contradic-
tion pairs exhibit higher similarity scores than
some Entailment pairs. This overlap demonstrates
that the discrete labels provide only a coarse and
sometimes conflicting signal regarding the true se-
mantic relatedness. Methods that treat these la-
bels as absolute ground truth (e.g., simple classi-
fication) or make strong assumptions about their
inherent ordering (e.g., assuming all Entailment
pairs are strictly more similar than all Contradic-
tion pairs) are forced to reconcile these incon-
sistencies, which can hinder the learning of nu-
anced representations. The substantial presence
and overlap of Neutral pairs further underscore the
information loss incurred by methods that discard
them. This fundamental signal conflict between
discrete labels and continuous similarity motivates
the need for frameworks that can effectively inte-
grate richer supervisory signals.

To overcome these limitations, we intro-
duce RAOE (Rank-Awareness and Angular
Optimization Embeddings), a novel framework
designed to learn more robust and nuanced
sentence representations from Natural Language
Inference (NLI) data. RAOE achieves this by
strategically integrating continuous similarity
information with discrete NLI labels through a
carefully designed data strategy and a synergistic
learning objective. This approach directly ad-
dresses the challenge of conflicting signals and
potential information loss inherent in traditional
NLI-based training.

Our main contributions are:
• We address the signal conflict in NLI-based

training by augmenting all labels (E, N, C) with
continuous similarity scores (S) to create a more
coherent supervisory signal.
• We introduce RAOE, a novel framework with

a composite objective that learns from reliable
rankings via a Rank Margin loss while filtering in-
consistent signals using a Gated Angular loss.
• We demonstrate that RAOE is both state-of-

the-art and highly efficient, outperforming strong
baselines across diverse benchmarks and being
substantially more computationally efficient.

2 Related Work

Learning effective sentence embeddings is fun-
damental to modern NLP (Kashyap et al., 2024;
Reimers and Gurevych, 2019; Gao et al., 2021).
Supervised approaches using large-scale Natural
Language Inference (NLI) datasets (SNLI (Bow-
man et al., 2015), MNLI (Williams et al., 2018))
have shown significant success. Early methods
like InferSent (Conneau et al., 2017), USE (Cer
et al., 2018), and SBERT (Reimers and Gurevych,
2019) often used classification objectives over dis-
crete NLI labels. However, this reliance on cat-
egories struggles to capture continuous semantic
nuances and doesn’t directly optimize the ranking
crucial for tasks like Semantic Textual Similarity
(STS).

Contrastive learning, notably SimCSE (Gao
et al., 2021) using InfoNCE loss (van den Oord
et al., 2018), has further advanced the field. How-
ever, these methods (Yan et al., 2021; Gao et al.,
2021; Zhang et al., 2022; Chuang et al., 2022;
Li and Li, 2024) often face limitations. They
may treat negative samples uniformly, overlook-
ing finer-grained semantic differences. Supervised
variants often assume entailment pairs are inher-
ently more similar than contradiction pairs—an
assumption challenged by data overlap (cf. Fig-
ure 1)—and commonly discard Neutral NLI pairs
(Gao et al., 2021; Li and Li, 2024), potentially
losing valuable information. These observations
underscore the need for strategies that effectively
utilize the full NLI dataset (E, N, C) and inte-
grate richer supervisory signals, such as continu-
ous similarity scores (S), for finer-grained learn-
ing.

One promising avenue to leverage such richer
signals and achieve finer-grained learning is by di-
rectly optimizing the rank order of sentence pairs,
which is vital for representation learning. This is
informed by insights from Information Retrieval’s
Learning to Rank (LTR) methods (e.g., (Li et al.,
2007; Burges et al., 2005; Cao et al., 2007))
and margin-based losses like contrastive (Had-
sell et al., 2006) and triplet losses (Schroff et al.,
2015) that impose structure on embedding spaces.
Applied to sentence embeddings, CoSENT (Su,
2022) optimized relative pairwise cosine similar-
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ity order, while RankCSE (Liu et al., 2023) in-
corporated ranking consistency within contrastive
learning. Our Rank Margin Objective extends
CoSENT by introducing an explicit rank margin
(I) derived from rank differences of pre-computed
continuous similarity scores (S). This focuses op-
timization on pairs with substantial external simi-
larity differences, aiming for more robust and ac-
curate rank ordering.

Complementary to optimizing rank order, refin-
ing the angular relationships in embedding spaces
offers another powerful approach. This concept,
shown to enhance feature discriminability in com-
puter vision (Liu et al., 2017; Wang et al., 2018;
Deng et al., 2019) through angular margin losses,
has inspired similar strategies in NLP. For sen-
tence embeddings, AnglE (Li and Li, 2024) op-
timized angular distances with NLI data, and
SimACE (Jeong et al., 2024) adapted angular sim-
ilarity for unsupervised tasks. RAOE builds on
these concepts with its Gated Angular objective,
introducing a conditional mechanism activated by
agreement between NLI labels (L) and continu-
ous similarity scores (S). This offers complemen-
tary geometric constraints in real vector space, po-
tentially mitigating conflicting supervisory signals
and further enhancing the learned representations.

3 RAOE Framework

The RAOE framework enhances sentence embed-
dings derived from pre-trained language models
(PLMs) via a two-stage process. Stage 1 trains a
general-purpose model (RAOE-S1) using an en-
hanced Natural Language Inference (NLI) data
strategy and a novel composite objective. An op-
tional Stage 2 fine-tunes RAOE-S1 specifically for
Semantic Textual Similarity (STS) tasks, yielding
a specialized model (RAOE-S2). Figure 2 depicts
the Stage 1 training process.

3.1 Enhanced NLI Data Strategy

To address limitations of prior NLI-based train-
ing—such as relying solely on discrete labels or
discarding Neutral pairs (Gao et al., 2021; Li and
Li, 2024) —RAOE employs an enhanced data
strategy. It utilizes the complete NLI dataset
(SNLI (Bowman et al., 2015), MNLI (Williams
et al., 2018)), encompassing Entailment (E), Neu-
tral (N), and Contradiction (C) pairs, to capture di-
verse semantic relationships. Crucially, since dis-
crete labels (L) inadequately represent the con-

tinuous spectrum of similarity (as highlighted in
Figure 1), each pair is augmented with a pre-
computed continuous Similarity score, S ∈ [0, 1].
Specifically, S is computed as the average co-
sine similarity from two high-performance embed-
ding models: bilingual-embedding-large (La-
javaness, 2024) and jina-embeddings-v3 (Stu-
rua et al., 2024), selected for their strong perfor-
mance and potential complementary strengths (see
Appendix A for further details on data generation).
This provides a fine-grained measure of semantic
relatedness.

The distributional overlap shown in Figure 1
confirms the limitations of discrete labels and mo-
tivates RAOE’s approach. RAOE’s composite
objective is specifically designed to address this
complexity by integrating information from both
the discrete label L and the richer continuous score
S.

3.2 The RAOE Composite Objective

RAOE utilizes a novel composite objective,
LRAOE, formulated to synergistically integrate sig-
nals from both the discrete NLI label L and the
continuous similarity score S:

LRAOE = wrankLrank + wangleLangle (1)

where wrank and wangle are balancing hyperparam-
eters determined via grid search on a development
set.

3.2.1 Rank Margin Objective
Building upon the rank-ordering principle of
CoSENT (Su, 2022), the Rank Margin objec-
tive promotes the ranking consistency between the
ranking derived from pre-computed scores S and
the ranking based on learned cosine similarities.
These learned similarities, denoted as ci for pair
i, are calculated as ci = cos(ei1, ei2) from the
learned sentence embeddings ei1 and ei2. Let si
denote the corresponding pre-computed similarity
score for the same pair i, and let ri = rank(si)
be the rank of si within a batch (lower ranking
positions correspond to reduced cosine similarity
scores). The objective Lrank is defined as:

Lrank = log


1 +

∑

rj−ri>I

eτ(ci−cj)


 (2)

where τ is a temperature hyperparameter. The
summation includes only pairs (i, j) where the
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Figure 2: Overview of the RAOE Framework Training Process (Stage 1). An input batch containing sentence
pairs with NLI Labels (L) and Similarity scores (S) is processed by an Encoder. Two objective components are
calculated: (1) The Rank Margin objective operates on pairwise cosine similarities (ck) and is activated when the
rank margin condition rj − ri > I holds, where ri = rank(si) is the rank based on similarity score S, and I
is a predefined margin hyperparameter. (2) The Gated Angular objective operates on pairwise angles (θk) and is
activated when the gating condition li > lj ∧ si < sj holds. The combined objective is used for backpropagation
to update the Encoder. The panels on the right conceptually visualize the optimization objectives within their
respective cosine and angular spaces.

rank difference rj−ri (based on S) exceeds a pre-
defined Rank Margin I . This margin I , tuned via
grid search (typically I = 2, see Appendix B),
selects pairs where j is substantially more similar
than i according to S. Lrank penalizes instances
where this rank condition (rj − ri > I) is met,
yet the learned cosine similarity order is inverted
(ci > cj). Minimizing this objective thus aligns
the learned similarity ranking (c) with the external
score ranking (S), focusing on pairs separated by
the margin I .

3.2.2 Gated Angular Objective

Inspired by the advantages of optimizing angular
relationships (Li and Li, 2024), the Gated Angular
objective focuses on the angle θk = arccos(ck)
between embeddings. A key feature is its gat-
ing mechanism, which activates optimization only
when the discrete NLI label L and the continuous
score S provide consistent signals regarding the
relative semantic relatedness of two pairs. We as-
sign numerical values li to NLI labels such that
Entailment < Neutral < Contradiction (e.g., E=0,
N=1, C=2). The objective Langle is then defined
as:

Langle = log


1 +

∑

li>lj∧si<sj

eτ(θj−θi)


 (3)

The gating condition, li > lj ∧ si < sj , selects
pairs (i, j) for which both L and S indicate that
pair i is semantically less related than pair j. If this
condition is met, the objective penalizes instances
where the angle for the less related pair i is erro-
neously smaller than the angle for the more related
pair j (θi < θj). Consequently, minimizing Langle
promotes θi > θj (a larger angle for the less re-
lated pair) under the gating condition. This condi-
tional angular optimization is primarily motivated
by the inconsistencies observed between discrete
NLI labels and continuous similarity scores, as il-
lustrated in Figure 1. Consequently, it offers geo-
metric constraints complementary to Lrank, poten-
tially refining the embedding space structure and
mitigating cosine similarity saturation issues (Li
and Li, 2024).

3.2.3 Objective Combination
The composite objective, LRAOE (Eq. 1), synergis-
tically integrates the Rank Margin objective (Lrank,
Eq. 2) and the Gated Angular objective (Langle,
Eq. 3). Lrank enforces global ranking consis-
tency guided by the continuous similarity scores
S, while Langle provides targeted, conditional an-
gular refinement activated by the agreement be-
tween S and the discrete NLI labels L. This dual-
objective strategy enables the model to learn more
robust and nuanced semantic representations by
concurrently leveraging similarity ranking and an-
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gular geometric perspectives during Stage 1 train-
ing.

3.3 Optional STS Specialization Stage

After Stage 1 training produces the general-
purpose RAOE-S1 model, an optional Stage 2
(RAOE-S2) specializes the embeddings for STS
tasks. This stage involves fine-tuning the RAOE-
S1 model on the STSBenchmark training dataset
(Cer et al., 2017) using only the Rank Margin Ob-
jective Lrank (Eq. 2). Lrank is selected for this
stage due to its direct alignment with the ranking
objective inherent in STS evaluation and its inde-
pendence from NLI labels, which are not present
in the STSb dataset. The performance of the re-
sulting STS-specialized model, RAOE-S2, is com-
pared against RAOE-S1 in Section 4.

4 Experiments

In this section, we conduct a comprehensive eval-
uation of the RAOE framework. We begin by
detailing the experimental setup in Section 4.1.
Section 4.2 presents the main results, assessing
RAOE’s performance on STS benchmarks, its
generalization on SentEval and MTEB, and its
computational efficiency. Finally, Section 4.3
provides a series of ablation studies to analyze
the contributions of RAOE’s key components.
Full implementation details are available in Ap-
pendix B.

4.1 Setup

Evaluation Benchmarks. We evaluate RAOE
across several standard benchmarks. For Seman-
tic Textual Similarity (STS), performance is mea-
sured using Spearman’s rank correlation (ρ×100)
on seven tasks: STS12–STS16 (Agirre et al.,
2012, 2013, 2014, 2015, 2016), STS Benchmark
(STSb) (Cer et al., 2017), and SICK-Relatedness
(SICK-R) (Bentivogli et al., 2016). To assess gen-
eralization, we utilize the SentEval transfer learn-
ing suite (Conneau and Kiela, 2018) (reporting ac-
curacy ×100) and the Massive Text Embedding
Benchmark (MTEB) (Muennighoff et al., 2022).
MTEB offers a comprehensive evaluation across
56 diverse tasks grouped into seven categories:
Classification (12 datasets), Clustering (11), Pair
Classification (3), Reranking (4), Retrieval (15),
STS (10), and Summarization (1), with results typ-
ically averaged across all tasks.

Baselines. We compare RAOE against several
strong baselines, including foundational super-
vised methods (InferSent (Conneau et al., 2017),
USE (Cer et al., 2018)), recent high-performance
embedding models (Jina Embeddings v3 (Stu-
rua et al., 2024), Bilingual Embedding Large
(Lajavaness, 2024)), and various NLI-based ap-
proaches. The latter category encompasses
methods with distinct objectives: classification
(SBERT (Reimers and Gurevych, 2019)), con-
trastive learning (SimCSE (Gao et al., 2021)),
data augmentation (ConSERT (Yan et al., 2021)),
pairwise ranking (CoSENT (Su, 2022), related
to Lrank), angular optimization (AnglE (Li and
Li, 2024), related to Langle), and distillation
(RankCSE (Liu et al., 2023), MSE). This selection
provides a robust comparison against established,
leading, and methodologically relevant models.

4.2 Main Results

STS Benchmark Performance. As shown in
Table 1, the general-purpose RAOE-S1 model
consistently surpasses strong baselines such as
SimCSE (Gao et al., 2021) and AnglE (Li and
Li, 2024) on the seven STS tasks across all eval-
uated backbone architectures (BERT-base/large,
ModernBERT-base/large, Qwen2.5). Notably,
using BERT-base, RAOE-S1 attains an aver-
age Spearman correlation of 85.11, a substantial
improvement over SimCSE (81.57) and AnglE
(82.43). These findings underscore the efficacy of
RAOE’s enhanced data strategy and novel com-
posite objective.

The STS-specialized model, RAOE-S2, derived
by fine-tuning RAOE-S1 on STSb using only
Lrank, yields substantial further improvements,
particularly on the in-domain STSb and related
SICK-R tasks. RAOE-S2 establishes new state-of-
the-art or highly competitive results across all STS
benchmarks. For example, RAOE-S2 with BERT-
large attains an average correlation of 88.90, and
the Qwen2.5-7B variant reaches an impressive
89.37 average, highlighting the framework’s po-
tential for task-specific specialization.

Transfer Task Performance (SentEval). Ta-
ble 2 focuses on the general-purpose RAOE-S1
model’s generalization capabilities on SentEval
transfer tasks. RAOE-S1 consistently achieves
higher average accuracy than strong baselines like
SimCSE across various classification tasks and
backbones. For instance, with the BERT-base

22211



Method Params STS12 STS13 STS14 STS15 STS16 STSb SICK-R Avg.

InferSent-GloVe † - 52.86 66.75 62.15 72.77 66.87 68.03 65.65 65.01
USE † - 64.49 67.80 64.61 76.83 73.18 74.92 76.69 71.22
jina-embeddings-v3 ‡ 572M 82.43 89.50 84.94 89.31 86.85 90.34 86.50 87.12
bilingual-embedding-large ‡ 559M 85.52 89.37 91.61 92.02 86.29 89.15 80.56 87.79

BERT-base
ConSERT 110M 74.07 83.93 77.05 83.66 78.76 81.36 76.77 79.37
COSENT 110M 71.35 77.52 75.05 79.68 76.05 78.99 71.19 75.69
SBERT † 110M 70.97 76.53 73.19 79.09 74.30 77.03 72.91 74.89
SimCSE 110M 75.30 84.67 80.19 85.40 80.82 84.25 80.39 81.57
AnglE † 110M 75.26 85.61 80.64 86.36 82.51 85.64 80.99 82.43
RAOE-S1 (ours) 110M 79.35 87.31 84.34 89.23 83.94 87.59 84.00 85.11
RAOE-S2 (ours) 110M 83.00 90.70 91.94 92.17 84.47 88.55 86.33 88.17

BERT-large
SimCSE ‡ 340M 75.78 86.33 80.44 86.06 80.86 84.87 81.14 82.21
RAOE-S1 (ours) 340M 81.09 89.17 85.88 89.60 84.37 87.99 84.29 86.06
RAOE-S2 (ours) 340M 84.92 92.12 92.93 92.35 85.11 88.90 85.95 88.90

ModernBERT-base
SimCSE ⋆ 149M 78.96 85.60 81.16 86.49 83.74 86.05 80.28 83.18
RAOE-S1 (ours) 149M 81.78 89.12 85.43 89.53 85.72 88.66 84.23 86.35
RAOE-S2 (ours) 149M 84.82 90.24 91.38 91.72 85.78 88.36 85.84 88.31

ModernBERT-large
SimCSE ⋆ 395M 79.41 87.29 82.69 87.59 85.02 86.93 80.43 84.19
RAOE-S1 (ours) 395M 82.97 90.28 87.04 90.59 87.06 89.30 84.92 87.45
RAOE-S2 (ours) 395M 85.40 91.56 92.65 92.62 87.00 89.27 86.47 89.28

Qwen2.5
SimCSE ⋆ 7B 80.19 90.10 85.37 89.10 86.84 87.57 81.53 85.81
RAOE-S1 (ours) 7B 83.86 91.32 88.10 91.12 87.82 90.21 84.81 88.18
RAOE-S2 (ours) 7B 85.57 91.87 91.72 92.25 88.36 90.49 85.33 89.37

Table 1: Results on standard STS tasks, reported as Spearman correlation (ρ× 100). Within each backbone model
group, the best and second-best results per dataset are highlighted in blue and gray , respectively; bold indicates
the highest score per column across all models. Results marked with † are obtained from (Li and Li, 2024). Results
marked with ‡ are from evaluating official models. Results marked with ⋆ denote our own reimplementation using
official code. For the remaining baselines, we refer to the corresponding original papers to obtain their results.

backbone, RAOE-S1 achieves an average accu-
racy of 87.85 (compared to 85.81 for SimCSE),
showing significant improvements on tasks like
CR, MPQA, SST2, and MRPC. This indicates that
RAOE-S1 learns robust and transferable features
suitable for general NLP applications. Notably,
the Qwen2.5-7B variant of RAOE-S1 reaches a
high average accuracy of 90.60. While RAOE-
S2 excels on STS tasks (Table 1), its specializa-
tion leads to slightly lower average performance
on these general transfer tasks, illustrating the ex-
pected trade-off between specialization and broad
applicability (see Appendix Table 10 for RAOE-
S2 SentEval results).

MTEB Performance. To assess its broad gen-
eralization capabilities, we evaluated the general-

purpose RAOE-S1 model on the comprehensive
MTEB benchmark (Muennighoff et al., 2022). As
shown in Table 3, RAOE-S1 demonstrates supe-
rior performance over the strong SimCSE base-
line across all evaluated backbones. The trend is
consistent, with RAOE-S1 achieving higher aver-
age scores and outperforming SimCSE in nearly
every task category. The improvements are par-
ticularly notable on the ModernBERT-large back-
bone, where RAOE-S1 achieves a final average
score of 56.50 versus SimCSE’s 53.52. These re-
sults reinforce RAOE-S1’s standing as a robust,
general-purpose sentence embedding model. As
detailed in Appendix Table 11, while the STS-
specialized RAOE-S2 model expectedly improves
upon RAOE-S1 within the MTEB’s STS category,
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Model MR CR SUBJ MPQA SST2 TREC MRPC Avg.

BERT-base
SBERT † 80.10 86.25 94.61 88.78 84.90 89.00 73.25 85.27
AnglE † 83.00 89.38 94.72 89.87 87.20 89.00 75.54 86.96
SimCSE 81.18 86.46 94.45 88.88 85.50 89.80 74.43 85.81
RAOE-S1 (ours) 83.78 89.96 94.62 90.52 89.02 89.80 77.28 87.85

BERT-large
SimCSE ‡ 85.53 90.97 95.47 90.65 90.72 90.00 77.22 88.65
RAOE-S1 (ours) 85.05 91.21 95.05 90.76 90.66 92.20 77.74 88.95

Qwen2.5-7B
SimCSE ⋆ 87.79 89.86 96.55 89.08 91.65 94.60 71.54 88.72
RAOE-S1 (ours) 87.50 92.98 95.56 90.95 94.07 96.80 76.35 90.60

Table 2: Evaluation results of the general-purpose RAOE-S1 model on SentEval transfer tasks (accuracy ×100).
RAOE-S1 is compared against baselines across different backbones. Bold indicates the best result per column
across all models shown. Results marked with † are obtained from (Li and Li, 2024). Results marked with ‡ are
from evaluating official models. Results marked with ⋆ denote our own reimplementation using official code. For
the remaining baselines, we refer to the corresponding original papers to obtain their results.

Model Classification Clustering PairClassification Reranking Retrieval STS Summarization Avg.

BERT-base
SimCSE 67.32 33.43 73.68 47.54 21.82 79.12 31.25 48.72
RAOE-S1 (ours) 69.34 34.31 82.12 49.76 24.09 82.24 31.25 51.25

BERT-large
SimCSE 68.92 35.17 76.33 47.65 21.66 79.66 30.89 49.75
RAOE-S1 (ours) 69.73 34.89 82.25 50.07 23.95 83.49 29.63 51.63

ModernBERT-base
SimCSE 68.65 36.72 78.32 49.56 24.10 80.30 29.64 50.98
RAOE-S1 (ours) 70.43 36.83 83.40 52.30 30.67 83.05 29.64 54.10

ModernBERT-large
SimCSE 71.13 37.22 81.37 50.44 29.46 81.61 30.22 53.52
RAOE-S1 (ours) 72.22 38.32 85.09 53.73 33.84 84.63 29.02 56.50

Table 3: Average MTEB benchmark scores (total 56 datasets) comparing the general-purpose RAOE-S1 against
SimCSE. Bold indicates the better result per row. Baseline results sourced from the official leaderboard or our
evaluations.

its overall average score is lower, further illustrat-
ing the trade-off between broad applicability and
task-specific fine-tuning.

Efficiency Comparison. RAOE delivers state-
of-the-art accuracy while remaining computation-
ally efficient. Table 4 yields two key obser-
vations. First, RAOE achieves the highest av-
erage STS score (85.11), surpassing InfoNCE
(81.50), scores embedding distillation (MSE2,
81.06), rank distillation (RankCSE, 84.38), and di-
rect embedding distillation (MSE, 84.76). This
supports the premise that optimizing relative or-
der and geometric structure, as RAOE does, is
more effective than fitting absolute teacher scores.

Second, RAOE matches the efficiency of In-
foNCE—21.17 GB memory and 18.04 min per 1k
steps—while RankCSE and MSE are substantially
more resource-intensive (higher memory and over
4× slower). Hence, RAOE combines effectiveness
with practicality, making it well suited for real-
world deployment.

4.3 Ablation Studies

We conducted ablation studies to analyze the con-
tributions of RAOE’s key components: pooling
strategy, objective functions (Lrank, Langle), and
NLI data utilization.
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Method Score Memory Time

InfoNCE 81.50 21.17 GB 17.93 min
MSE2 81.06 21.15 GB 18.40 min
RankCSE 84.38 26.71 GB 77.15 min
MSE 84.76 26.15 GB 72.28 min
RAOE 85.11 21.17 GB 18.04 min

Table 4: Performance–efficiency comparison of RAOE
versus distillation and rank-based baselines on BERT-
base. Score is the average Spearman correlation (ρ ×
100) across 7 STS benchmarks; Time is training time
per 1,000 steps. MSE distills similarities from teacher-
generated embeddings (on-the-fly), whereas MSE2 dis-
tills the static, pre-computed similarity scores (S).

Model Avg. STS Score

BERTbase + CLS 84.84
BERTbase + Mean 85.11
BERTbase + Max 84.48

ModernBERTbase + CLS 86.35
ModernBERTbase + Mean 86.08
ModernBERTbase + Max 85.05

Table 5: Ablation study on pooling methods using
RAOE-S1. Average Spearman correlation (ρ × 100)
across 7 STS benchmarks is reported. Best result for
each backbone model is in bold.

Impact of Pooling Strategy. Table 5 shows the
results of evaluating Mean, CLS, and Max pool-
ing for RAOE-S1. Mean Pooling yielded the best
average STS score for BERT-base (85.11), while
CLS Pooling was optimal for ModernBERT-base
(86.35), consistent with prior findings for this ar-
chitecture (Warner et al., 2024). These results val-
idate our default pooling choices.

Effect of Objective Components. Table 6 com-
pares the performance of the full RAOE objective
against its individual components. The results in-
dicate that both components contribute positively;
using only Lrank or only Langle reduces the average
STS score by 0.80 and 1.09 points, respectively,
compared to the full objective. The composite loss
yields the best performance, confirming the syner-
gistic effect of combining rank-ordering and angu-
lar constraints.

Effect of Rank Margin (I). The inclusion of a
rank margin I in Lrank proved consistently bene-
ficial, with its impact becoming more pronounced

Model Avg. STS Score

RAOE 85.11
Only Lrank 84.31
Only Langle 84.02

Table 6: Ablation study on RAOE objective compo-
nents (Lrank, Langle) using BERT-base backbone. Av-
erage Spearman correlation (ρ × 100) across 7 STS
benchmarks is reported. Best overall result in bold.

Model With Margin Without Margin Improvement

BERT-base 85.11 85.06 +0.05
BERT-large 86.06 85.90 +0.16
Qwen2.5-7B 88.18 87.73 +0.45

Table 7: Ablation of the Rank Margin I in Lrank. Scores
are average STS Spearman (ρ× 100)

on larger models. As detailed in Table 7, the per-
formance gain was modest on BERT-base (+0.05)
but grew substantially with model capacity, reach-
ing +0.45 on Qwen2.5-7B. This suggests that for
stronger encoders, focusing optimization on pairs
with significant external rank differences is an in-
creasingly effective strategy.

Angular Optimization Strategy Avg. STS Score

RAOE (Full Gating: L + S) 85.11
Gating on S only 84.30
Gating on L only 76.79

Table 8: Ablation of the gating mechanism in Langle on
BERT-base. Results are average Spearman correlation
(ρ× 100) over seven STS benchmarks. The full gating
activates the angular loss only when the NLI label (L)
and the continuous score (S) agree.

Gating Mechanism in Langle. To prevent the
model from learning from conflicting supervisory
signals, we introduced a gating mechanism in
Langle. Its importance is underscored in Table 8.
The full gating strategy, which activates the loss
only upon agreement between the NLI label (L)
and the similarity score (S), achieves the best per-
formance (85.11). Relying solely on the label
(L) for gating causes a sharp performance drop
(–8.32), confirming that our conditional approach
effectively filters out misleading signals inherent
in the NLI data.

Utilizing Neutral Pairs. Table 9 examines the
impact of including Neutral pairs from the NLI
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Model E+N+C E+C Gain from N Pairs

RAOE (ours) 85.11 84.64 +0.47
SimCSE 81.61 81.57 +0.04
AnglE 81.48 82.43 −0.95

Table 9: Ability to utilize Neutral NLI pairs. E+N+C
uses all NLI labels (Entailment, Neutral, Contradic-
tion); E+C uses only Entailment and Contradiction.
Gain is (E+N+C)−(E+C). Scores are average STS
Spearman (ρ× 100).

dataset during training. RAOE clearly benefits
from explicitly modeling Neutral pairs, showing
a +0.47 point gain. In contrast, SimCSE gains
only marginally (+0.04), while AnglE’s perfor-
mance degrades (–0.95). This demonstrates that
RAOE’s composite objective, guided by the con-
tinuous score S, can successfully extract useful se-
mantic signals from Neutral pairs rather than treat-
ing them as noise.

Collectively, these ablation studies validate the
key design choices of RAOE. The results confirm
the benefits of the synergistic combination of Lrank
and Langle, the effectiveness of the rank margin and
gating mechanisms, and the framework’s unique
ability to leverage the full NLI dataset (including
Neutral pairs) when augmented with continuous
similarity scores.

5 Conclusion

We presented RAOE, a novel framework that ad-
dresses the critical signal conflict between dis-
crete NLI labels and continuous similarity scores
in sentence embedding learning. By leveraging
the full NLI dataset augmented with continuous
scores (S), RAOE implements a synergistic ob-
jective that combines a Rank Margin component
to enforce consistency with reliable rankings and
a Gated Angular component to filter conflicting
signals and selectively refine embedding geome-
try. Our extensive evaluations demonstrate that
RAOE not only achieves state-of-the-art perfor-
mance on STS tasks and strong results across di-
verse benchmarks, but does so with remarkable
computational efficiency. RAOE effectively in-
tegrates rank-awareness and conditional angular
constraints, yielding robust and nuanced sentence
representations.

Ethics Statement

Our work utilizes publicly available datasets
(SNLI, MNLI, STS benchmarks). While stan-
dard for research, these datasets may contain in-
herent societal biases present in the source text,
which could be reflected in the learned embed-
dings. Additionally, our method relies on similar-
ity scores from existing large embedding models,
potentially inheriting their limitations and biases.
We release our code to promote transparency and
reproducibility. Users should be mindful of po-
tential biases when deploying models trained with
our method in downstream applications.

Limitations

RAOE’s performance relies on the quality of the
pre-computed similarity scores (S), potentially in-
heriting limitations from the source models. Addi-
tionally, the precise geometric effects of the com-
posite objective in high-dimensional space warrant
further investigation. While the STS-specialized
RAOE-S2 model excels on similarity tasks, it
exhibits reduced generalization compared to the
RAOE-S1 model, highlighting a trade-off for spe-
cific applications. Future work could explore dy-
namic similarity score generation, deeper geomet-
ric analysis, and extending RAOE to diverse lan-
guages or domains.
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A Generation of Enhanced NLI Data
with Continuous Similarity Scores

To augment the standard Natural Language Infer-
ence (NLI) datasets with richer supervisory sig-
nals, we generated a continuous Similarity score

(S) for each sentence pair in the combined train-
ing sets of SNLI (Bowman et al., 2015) and MNLI
(Williams et al., 2018). This process involved
leveraging two distinct, high-performance sen-
tence embedding models:

1. Initial Encoding (S1): All sentence
pairs were first encoded using the
bilingual-embedding-large model
(Lajavaness, 2024). The cosine similarity
between the resulting embeddings for each
pair yielded an initial set of scores, denoted
as S1.

2. Second Encoding (S2): Independently, the
same sentence pairs were encoded using the
jina-embeddings-v3 model (Sturua et al.,
2024). Cosine similarity calculation on these
embeddings produced a second set of scores,
S2.

3. Final Score Computation (S): The final
continuous similarity score S used in our en-
hanced data strategy was computed as the av-
erage of the scores obtained from the two
models:

S =
S1 + S2

2
(4)

This averaging approach yields a robust esti-
mate of semantic similarity by integrating sig-
nals from two distinct, high-performance em-
bedding models, leveraging their complementary
strengths and mitigating potential biases of any
single model. This process resulted in a dataset
of 941,581 entries, each comprising a sentence
pair (’text1’, ’text2’), its NLI label (’label’), and
the computed similarity score (’similarity’). Fig-
ure 3 illustrates the resulting enhanced data for-
mat, which includes the original discrete NLI la-
bel (L) and the computed continuous similarity
score (S) for each sentence pair. The complete En-
hanced NLI Dataset will be released publicly upon
acceptance.

• Traditional NLI Data:

• Enhanced NLI Data:

{"text1": "sent A", "text2": "sent B", "label": 1} // Neutral
{"text1": "sent C", "text2": "sent D", "label": 2} // Contradiction
{"text1": "sent E", "text2": "sent F", "label": 0} // Entailment

{"text1": "sent A", "text2": "sent B", "label": 1, "similarity": 0.44}
{"text1": "sent C", "text2": "sent D", "label": 2, "similarity": 0.10}
{"text1": "sent E", "text2": "sent F", "label": 0, "similarity": 0.65}

Figure 3: Illustration of Enhanced NLI Data Format
with Labels and Similarity Scores.
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B Implementation Details

Models and Training Setup. We employed sev-
eral Pre-trained Language Models (PLMs): BERT
(Devlin et al., 2018) with Mean Pooling, Modern-
BERT (Warner et al., 2024) with CLS Pooling,
and Qwen2.5 (Yang et al., 2024). For the 7B-
parameter Qwen2.5 model, we utilized QLoRA
(Dettmers et al., 2023) for fine-tuning with an ini-
tial learning rate of 1 × 10−4. Sentence embed-
dings for Qwen2.5 were obtained via the prompt
"Summarize sentence {text} in one word:", using
the last token’s embedding, following AnglE (Li
and Li, 2024).

Stage 1 training used the combined and en-
hanced SNLI and MNLI datasets for 5 epochs.
The optional Stage 2 fine-tuning used the STS-
Benchmark training set for 10 epochs. For BERT
and ModernBERT models, we used the AdamW
optimizer (Loshchilov and Hutter, 2019) with a
learning rate of 5 × 10−5 and a batch size of 512,
consistent with SimCSE (Gao et al., 2021). Ex-
periments involving Qwen2.5 were conducted on
4 NVIDIA A100 GPUs, while all other experi-
ments ran on a single NVIDIA 4090 GPU. For
reference, Stage 1 training of RAOE with a BERT-
base backbone takes approximately 95 minutes on
one NVIDIA 4090 GPU.

Hyperparameters. Across all experiments, we
used a fixed temperature τ = 20 and set the objec-
tive balancing weights to wrank = 1 and wangle =
1. The Rank Margin I (Eq. 2) was determined via
grid search on the development set, resulting in an
optimal value of 16 for the Qwen2.5 backbone and
2 for all other models. Following SimCSE (Gao
et al., 2021), we used a fixed random seed of 42
for all main experiments to ensure reproducibility.

Baseline Implementation for Ablations. For
the efficiency comparison (Table 4), we imple-
mented several baselines on an 80GB NVIDIA
A100 GPU. These included the standard con-
trastive loss InfoNCE, two MSE variants (MSE
and MSE2), and RankCSE. Note that RankCSE
is an unsupervised method; for comparability, we
trained it on 106 English Wikipedia sentences re-
leased with SimCSE, whereas the other baselines
in this comparison were trained on our Enhanced
NLI Data.

For the neutral pair utilization study (Table 9),
we adapted SimCSE and AnglE to incorporate
neutral pairs. For SimCSE, both Neutral and

Contradiction pairs were treated as hard nega-
tives. For AnglE, we similarly treated Neutral
and Contradiction pairs as hard negatives in
its contrastive loss component. For its angu-
lar loss component, we replaced the original bi-
nary assumption with a three-way ranking objec-
tive: Angle(Entailment) < Angle(Neutral) <
Angle(Contradiction).

Datasets and Evaluation. The models were
fine-tuned using our Enhanced NLI Data as the
training set. The STS Benchmark (STSb) develop-
ment set served for hyperparameter tuning, and the
test sets from the seven standard STS tasks were
used for final evaluation, following the protocol of
SimCSE (Gao et al., 2021).

C Full SentEval Results

Table 10 provides a detailed breakdown of the
performance across all SentEval transfer learning
tasks for the different models and backbones eval-
uated in this study.

D Full MTEB Results

Table 11 provides a detailed breakdown of perfor-
mance across all MTEB task categories for the dif-
ferent models and backbones.
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Model MR CR SUBJ MPQA SST2 TREC MRPC Avg.

BERT-base
Avg. BERT † 78.66 86.25 94.37 88.66 84.40 92.80 69.54 84.94
BERT-CLS † 78.68 84.85 94.21 88.23 84.13 91.40 71.13 84.66
IS-BERT 81.09 87.18 94.96 88.75 85.96 88.64 74.24 85.83
DiffCSE 82.69 87.23 95.23 89.28 86.60 90.40 76.58 86.86
SBERT † 80.10 86.25 94.61 88.78 84.90 89.00 73.25 85.27
AnglE † 83.00 89.38 94.72 89.87 87.20 89.00 75.54 86.96
SimCSE 81.18 86.46 94.45 88.88 85.50 89.80 74.43 85.81
RAOE-S1 (ours) 83.78 89.96 94.62 90.52 89.02 89.80 77.28 87.85
RAOE-S2 (ours) 83.88 89.70 94.11 90.27 89.07 88.20 77.45 87.53

BERT-large
SimCSE ‡ 85.53 90.97 95.47 90.65 90.72 90.00 77.22 88.65
RAOE-S1 (ours) 85.05 91.21 95.05 90.76 90.66 92.20 77.74 88.95
RAOE-S2 (ours) 85.42 90.86 94.75 90.50 89.95 91.60 76.41 88.50

ModernBERT-base
SimCSE ⋆ 85.33 89.94 93.51 87.90 91.21 90.40 71.01 87.04
RAOE-S1 (ours) 85.65 91.52 94.01 89.28 92.20 92.80 70.49 87.99
RAOE-S2 (ours) 84.68 90.01 92.55 88.32 90.55 89.40 74.67 87.17

ModernBERT-large
SimCSE ⋆ 87.11 92.18 94.45 88.93 92.26 92.40 72.00 88.48
RAOE-S1 (ours) 87.14 92.53 94.82 89.19 93.41 93.20 71.30 88.80
RAOE-S2 (ours) 86.99 90.30 93.63 88.68 91.98 88.20 72.46 87.46

Qwen2.5-7B
SimCSE ⋆ 87.79 89.86 96.55 89.08 91.65 94.60 71.54 88.72
RAOE-S1 (ours) 87.50 92.98 95.56 90.95 94.07 96.80 76.35 90.60
RAOE-S2 (ours) 87.24 93.09 94.82 90.25 93.30 93.60 74.49 89.54

Table 10: Evaluation results on SentEval transfer tasks (accuracy ×100). Best ( blue ) and second-best ( gray )
results per dataset are shown within each backbone group. Bold indicates the overall best score per column.
Baseline sources: † (Li and Li, 2024); ‡ official models; ⋆ our reimplementation; unmarked from original papers.
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Model Classification Clustering PairClassification Reranking Retrieval STS Summarization Avg.

BERT-base
SimCSE 67.32 33.43 73.68 47.54 21.82 79.12 31.25 48.72
RAOE-S1 (ours) 69.34 34.31 82.12 49.76 24.09 82.24 31.25 51.25
RAOE-S2 (ours) 67.37 27.73 80.84 47.92 16.49 83.91 32.38 47.62

BERT-large
SimCSE 68.92 35.17 76.33 47.65 21.66 79.66 30.89 49.75
RAOE-S1 (ours) 69.73 34.89 82.25 50.07 23.95 83.49 29.63 51.63
RAOE-S2 (ours) 68.58 31.32 82.06 49.72 20.65 85.61 30.17 50.16

ModernBERT-base
SimCSE 68.65 36.72 78.32 49.56 24.10 80.30 29.64 50.98
RAOE-S1 (ours) 70.43 36.83 83.40 52.30 30.67 83.05 29.64 54.10
RAOE-S2 (ours) 68.55 32.05 82.19 51.16 23.46 84.31 31.92 50.95

ModernBERT-large
SimCSE 71.13 37.22 81.37 50.44 29.46 81.61 30.22 53.52
RAOE-S1 (ours) 72.22 38.32 85.09 53.73 33.84 84.63 29.02 56.50
RAOE-S2 (ours) 70.81 33.72 84.29 52.73 28.65 85.80 30.19 53.61

Table 11: Performance on the Massive Text Embedding Benchmark (MTEB). Results are average scores per
evaluation category. Within each backbone model group, the best and second-best results per task category are
highlighted in blue and gray , respectively. Bold indicates the highest score per column across all models.
Baseline results are from the official MTEB leaderboard or our evaluations.
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