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Abstract

Large Language Model (LLM) agents hold
promise for a flexible and scalable alternative
to traditional business process automation, but
struggle to reliably follow complex company
policies. In this study we introduce a determin-
istic, transparent, and modular framework for
enforcing business policy adherence in agentic
workflows. Our method operates in two phases:
(1) an offline buildtime stage that compiles pol-
icy documents into verifiable guard code as-
sociated with tool use, and (2) a runtime inte-
gration where these guards ensure compliance
before each agent action. We demonstrate our
approach on the challenging 7-bench Airlines
domain, showing encouraging preliminary re-
sults in policy enforcement, and further outline
key challenges for real-world deployments.

1 Introduction

Large Language Models are reshaping artificial in-
telligence, shifting from static language processors
to dynamic, task-oriented agents capable of plan-
ning, executing, and refining their actions. These
agents hold the potential for transformative appli-
cations across various domains, including health-
care (Abbasian et al., 2023; Mehandru et al., 2024),
finance (Li et al., 2024; Xiao et al., 2024; Ding
et al., 2024), education (Yang et al., 2024; Xu et al.,
2024), and customer support (Huang et al., 2024;
Rome et al., 2024). LLM agents have been revolu-
tionarily positioned as routing systems that act and
perform tasks with minimal human intervention.
Agentic Al for business process automation
refers to the increasing use of LLM-based agents
to plan, make decisions, and carry out tasks within
business workflows—often spanning multiple steps
and following business constraints—without the
need for constant human oversight. For example,
modifying a flight reservation (such as changing a
seat) may involve a sequence of actions: checking
customer eligibility, retrieving available seats, and

updating the reservation details if all conditions
are met. Canceling a reservation with a refund
might depend on the presence of insurance, while
offering compensation for a company-initiated can-
cellation should occur only per an explicit customer
request. These constraints are typically specified
in a company’s policy documents and have tradi-
tionally been enforced by human service agents
or hard-coded by domain experts into customer
support systems such as IBM Watson Assistant,
Microsoft Power Automate, or Google Dialogflow.

Agentic systems carry the promise to replace
deterministic, carefuly-designed and hard-coded
business processes, with efficient, more flexible
and easily maintainable solutions. Recent stud-
ies have shown steady progress in the ability of
agentic systems to complete complex, multi-step,
and multi-turn tasks using a predefined set of tools
(Patil et al., 2024; Zhou et al., 2023; Huang et al.,
2024). However, agents perform poorly when re-
quired to follow policies involving sophisticated
navigation or branching logic according to com-
pany guidelines (Yao et al., 2024; Li et al., 2025).

Despite the clear practical significance, current
approaches to agentic policy adherence rely on the
"best-effort" strategy: appending policy documents
to the agent’s prompt and instructing it to navigate
business flow while complying with the guidelines
— an inherently non-deterministic methodology, that
is susceptible to attacks and does not scale effec-
tively (Yao et al., 2024; Li et al., 2025). We argue
that the ability to reliably follow policies consti-
tutes the ultimate test, a "make-or-break" factor in
the adoption of agentic Al at the enterprise scale.
We propose an automatic end-to-end solution for
enforcement of company policy guidelines in agen-
tic workflows;! solution that is deterministic, pre-
dictable, transparent and requires only limited do-

"Policies addressed in this study are those directly protect-
ing tool invocation; see Limitations section for details.
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main expert intervention during its buildtime phase.

Our approach enforces policy adherence through
a two-phase process illustrated in Figure 1: (1)
an offline buildtime step automatically maps pol-
icy fragments to the relevant tools and generates
policy validation code; (2) during runtime these
validators—called ToolGuards—are executed be-
fore agent’s tool invocation. If a planned action
violates a policy, the agent is prompted to self-
reflect and revise its plan before proceeding. Ulti-
mately, the deployed ToolGuards will prevent the
agent from taking an action violating a policy. This
design ensures predictable and transparent policy
enforcement with limited manual effort.

We evaluate the proposed approach on the 7-
bench Airlines domain (Yao et al., 2024) with
a large set of (naturalistic, real-world) policies,
14 tools, and diverse customer-service scenarios.>
We show that this ambitious and challenging task
pushes the limits of contemporary LLMs, present
encouraging preliminary results, and outline di-
rections for future research and practical steps
needed for this approach to mature toward enter-
prise adoption. Our code and data are available at
https://github.com/IBM/tool_guard.

2 Related Work

Prior art in the area of constraint and policy adher-
ence in agentic workflows is very sparse, with two
major studies, to the best of our knowledge, explic-
itly addressing the integration of company policies
within agentic flows (contrary to post-hoc remedy).
Yao et al. (2024) were among the pioneers in this
field, introducing a framework for evaluation of
company policies adherence in multi-turn simu-
lated flows in two domains: Airlines and Retail.
Policies are represented by short documents, where
domain-specific rules and constraints are detailed
in natural language. Although the study reports
failure rates stemming from a range of issues, the
authors estimate that 25% of failures occur since
the agent "fails to understand the domain-specific
knowledge or rules". A recent work by Li et al.
(2025) offers a framework for evaluation of policy
adherence in multi-step single-turn tasks in five di-
verse domains, focusing on various composition
types of policies ("single", "and", "or", "chain").
Here, concise and manually-crafted policies, as
well as their compositions, are specified in con-

’The other 7-bench domain of Retail is smaller and less
diverse; hence we limit the scope of this work to Airlines.

figuration files. The authors report relatively low
pass-rate across agents, varying from 31% to 69%.
Both studies introduce policies to the agent in its
prompt, instructing the LLM to follow the guide-
lines while satisfying user requirements.

Contrary to the pro-active policy enforcement
above, another line of studies take the post-hoc
reflection approach, by designing guardrails that
check if any action taken by an agent violates a
predefined policy (Huang et al., 2024; Rothkopf
et al., 2024; Hua et al., 2024; Hoover et al., 2025).
While this strategy is often easier for implemen-
tation (e.g., detecting that an unauthorized refund
was issued or is simpler than preventing it), it may
fall short of the strict demands of enterprise-grade
business flow automation, particularly in mission-
critical contexts, where a post-hoc response to a
prohibited action turns often as "too late".

Additional studies deal with related, yet not
strictly relevant fields of agent safety, security and
robustness to adversarial attacks (Levy et al., 2024;
Nakash et al., 2024, 2025; Chennabasappa et al.,
2025). These works evaluate LLM agents’ re-
silience to malicious requests (such as exposing ad-
min credentials) and propose mitigation strategies.
Another thread of work explores the benefits of
model alignment for meeting domain-specific regu-
lations by tuning a model against request-response
pairs that comply with company guidelines (Achin-
talwar et al., 2024). However, this approach better
suits the scenario of QA agents, contrary to busi-
ness process automation, where actions ultimately
mutate the system state (e.g., book a flight), and
agent is required to perform complex reasoning,
based on the state and conversation history.

Our work is the first, to the best of our knowl-
edge, to propose an automatic pipeline for pro-
active policy enforcement in agentic flows, involv-
ing only minimal human intervention.

3 Methodology

We present an end-to-end pipeline for pro-active en-
forcement of policy adherence in a realistic setting,
assuming that policies are provided as free-form
natural language documents, and that function spec-
ifications (the agent’s toolkit) and the system data
schema are available. The offline buildtime process
consists of two main components, as illustrated in
Figure 1, which we describe in detail below.
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Figure 1: During the offline buildtime step (left), policy documents, along with system schema and tools specification
are compiled into compact, easily interpretable mapping of concrete policies onto tools (editable json in this case);
which in turn is used to generate ToolGuards — code that verifies that policies hold given a system snapshot.
ToolGuards are integrated into agentic runtime at the tool invocation point (right). We mark two possible points of
domain-expert intervention: reviewing textual Tool-Policy mapper outcome, and the generated ToolGuards code.

3.1 Tool-Policy Mapper

The primary goal of the mapper is to transform an
(often) lengthy and noisy natural language policy
document into a compact, structured representation
by linking clearly formulated policy statements to
relevant tools from the provided toolkit. Business
process guidelines are typically authored by do-
main or legal experts, and mapping them to tools
requires advanced reading comprehension skills.
As a concrete example, consider the following pol-
icy from the 7-bench Airlines domain (verbatim
from Yao et al. (2024), enumerated for clarity):

(1) Flight reservations can be canceled within
24 hours of booking, or if the airline canceled the
flight. Otherwise, (2) basic economy or economy
flights can be canceled only if travel insurance is
bought [...], and (3) explicit customer confirmation
should be obtained prior to canceling a flight.

All three atomic policies above should be
mapped to the cancel_reservation() function.
The tool’s invocation is then conditioned on can-
cellation eligibility, as verified by the correspond-
ing guard. In addition to recording each policy’s
name and description, the mapper also extracts sup-
porting textual spans (references) from the source
document. It then generates multiple example
requests for policy compliance and violation, a
step shown to be effective for both human evalu-
ation of the mapper’s output and for facilitating
efficient guard generation (see Section 3.2 for de-
tails). The mapper is also guided to split poli-
cies associated with a given tool into smaller, log-
ically distinct units — similarly to how a human
would break down a lengthy policy description into
clear, fine-grained guidelines. For instance, poli-
cies concerning flight cancellations can be divided

into: (a) rules about cancellation time windows
for full or partial refunds, (b) policies specific to
canceling individual segments within connecting
flights, etc. Table 1 shows an example of (partial)
mapper outcome for a policy item, related to the
cancel_reservation() tool.

Mapping Policies onto Tools Using a free-
format policy document (e.g., markdown, pdf), nat-
ural language descriptions of the tools, and their
OpenAPI specification,> we adopt a multi-step rea-
soning paradigm (Wei et al., 2022), where several
stages of thinking, reflection, and refinement are
carried out sequentially. This process is imple-
mented on top of the LangGraph platform, where
each step is guided by detailed prompts and few-
shot examples (see Appendix 7.1 for details).

3.1.1 Evaluation

Evaluating the output of the Tool-Policy mapper
presents several challenges, primarily due to the
lack of labeled data and the inherently subjective
nature of defining a "ground truth" (GT). While
impractical at scale, the limited number of tools
in the 7-bench Airlines domain made it feasible
to manually construct expected mappings for its
14 tools. One of the authors created the initial
GT annotations, which were then independently
reviewed and refined by two others. We assess the
performance of a given Tool-Policy mapper model
M (LLM) by comparing its output against the GT,
with a focus on (a) reference span detection and (b)
the granularity of policy items segmentation.

3Generated from the tool descriptions provided in 7-bench,
following a widely adopted and commonly used standard.
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policy Flexible Cancellation Policy
R1: All reservations can be canceled within 24 hours of booking, or if the airline canceled the flight.
Otherwise, basic economy or economy flights can be canceled only if travel insurance is bought and the
references s : . .
condition is met, and business flights can always be canceled unconditionally.
compliance | A user requests the cancellation of an economy class reservation booked 18 hours ago.
* compliance | A user attempts to cancel an insured basic economy flight and conditions for insurance usage are satisfied.
violation | A regular customer tries to cancel an economy class reservation 36 hours after booking w/o insurance.
N ;i;I;ti;); | The agent proceeds with canceling reservation for a customer without explicitly obtaining
the customer confirmation prior to taking the action.

Table 1: Partial Tool-Policy Mapper output: policy name, supporting references from the document (verbatim
spans), generated compliance and violation examples, mirroring the extracted references.

Reference Detection Evaluation For a given
tool, we denote the set of its k£ policy references
in the ground truth as R ={rJ" .., 7'}, and the
set of n references in a mapper’s M outcome as
R™={r]",..,r"}; then the standard notion of pre-
cision (P) and recall (R) can be used for evaluation
of R™ against its true counterpart R9!, where F1

is the harmonic mean of the two.

Policy Items’ Grouping Evaluation Individual
policy items extracted from the guideline docu-
ments can be organized into logical clusters, where
related rules are grouped into broader, semanti-
cally coherent categories. For example, policy
items concerning extra baggage charges or permit-
ted payment methods would naturally be clustered
together. Grouping policy items facilitates domain
expert review and for the subsequent step of guard
code generation (Section 3.2), where related rules
are enforced by a shared guard function.
Evaluating a grouping of related items against
ground truth is an established practice in the do-
main of clustering. Here we make use of the
commonly-used RandIndex metric (Rand, 1971)
specifically adapted to the usecase of fuzzy clus-
tering (DeWolfe and Andrews, 2023), i.e., the sce-
nario where each reference re R"={r",..,r"}
can be assigned to multiple policy groups.* For-
mally, given two clustering partitions—by the
mapper model: C™={c]",..,cJ'} and by an ex-
pert: C9'={c?", .., &J'}—we compute their fuzzy
RandIndex (FRI) over the set of references com-
mon to both partitions R™ N R9.5 Similarly to
RandlIndex, its fuzzy version spans the [0,1] range.
Table 2 reports Tool-Policy mapper evalua-
tion results, with several close and open SOTA

“E.g, "The agent must first obtain the reservation id".

> Admittedly, a very small intersection size between the
two reference sets can potentially boost the FRI metric, but
that will be reflected in very low recall results.

LLMs. The highest F1 of 0.80 and FRI of 0.83 is
achieved by GPT-40 (OpenAl, 2024), with the best-
performing open model Llama3.3-70B-instruct
(Dubey et al., 2024) showing only slightly inferior
results. While all models show high precision, their
recall varies, reflecting the difficulty to comprehen-
sively cover the entire set of policy references re-
lated to a tool in a potentially large document. We
emphasize the significance of recall in this task: it
would be easier for a domain expert to refine the
set of automatically defected references (improving
precision), than identify references not captured by
the automatic mapper (improving recall).

Sensitivity to Policies Felicity and Length We
next evaluate the robustness of the Tool-Policy
mapper when provided with longer, noisier policy
documents, reflecting realistic enterprise scenarios.
Specifically, we test the best-performing GPT-40
model under two conditions: (1) appending out-
of-domain (OOD) SalesForce retail policies from
Huang et al. (2024), and (2) appending manually
crafted irrelevant in-domain (IID) policies. Table 3
presents the results. Moderate performance degra-
dation is evident in all cases, though placing the
relevant content at the end of the document ("rev"
for "reversed") obtains better results, consistent
with the findings on "recency bias" in GPT models
(Peysakhovich and Lerer, 2023; Deldjoo, 2024).

3.2 Generation of ToolGuards

The output from the Tool-Policy mapper serves
as input to ToolGuard generator. We gener-
ate ToolGuards through two steps: Using Ope-
nAPI tools spec, the first step generates policy-
independent "skeleton" code consisting of class
definitions for data types, tools signatures and
empty guards’ stubs, to be implemented dynam-
ically, driven by policies interpretation by the Tool-
Policy mapper. We make use of pydantic code gen-
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reference-level policy-level policies doc ‘ references F1 FRI
model P R Fl1 FRI original (Orig) 0.80 0.83
GPT-40 0.88 0.77 0.80 0.83 Orig+00D | 0.65(-18.3%) 0.74 (-10.8%)
GPT-4.1-mini 0.82 0.83 0.80 0.66 OOD + Orig (rev) | 0.71 (-10.8%) 0.78 (-06.0%)
_Claude-Sonnet-3.5 || 082 057 066| 071 Orig+ID | 0.67(-16.1%) 0.74(-10.8%)
Llama-3.3-70B-Instruct | 0.87 0.68 0.74 0.81 IID + Orig (rev) 0.73 (-08.7%) 0.79 (-04.8%)
Qwen2.5-72B-Instruct | 0.85 0.55 0.62 0.73

Table 2: Evaluation of Tool-Policy mapper. Closed models
outperform open (SOTA) models. The best-performing open
Llama-3.3-70B-Instruct shows slightly inferior results. Preci-
sion (P) here refers to the accuracy of detected policy references,
while recall (R) — to their coverage in docs.

erator, and python’s built-in abstract syntax trees
(ast) packages for this purpose. In the 7-bench
Airlines domain, this step results in over 800 lines
of code. This outcome, along with the nearly 5K-
token Tool-Policy structured mapping is further
used in the guard code-generation phase.

Test-Driven Generation of ToolGuards The
second phase builds on the output of the previ-
ous step, using LL.Ms to generate guard code by
filling in placeholders with fully functional policy
validators’ implementation. Here we follow the
test-driven development (TDD) paradigm, where
tests are written before the actual code: this iter-
ative "red-green-refactor" process involves writ-
ing a test, writing the minimum code to pass it,
and then refactoring them both. To the best of
our knowledge, this is the first fully automated
LLM-based application of TDD. Compliance and
violation examples from the Tool-Policy mapper
are translated into individual tests that guide guard
generation. The ToolGuard generation process is
self-repairing, incorporating both syntactic (via the
Microsoft pyright type checker) and semantic feed-
back (test pass or failure). We repeat guard genera-
tion attempt ("refactor") till all tests pass ("green"),
or till the predefined number of iterations is ex-
hausted. Appendix 7.2 provides more details on
the guards generation process.

Common code generation benchmarks often
focus on completing algorithmic or competitive
programming tasks, bug detection and repair, or
generating unit tests for given functions (see Hu
et al. (2025) for a comprehensive survey). Unlike
these benchmarks, here LLMs are challenged with
realistically-sized codebase coupled with complex,
detailed policy adherence requirements. We show
that this combination creates an ambitious setting
that challenges models’ ability to navigate large
code with nested object types and complex depen-

Table 3: The effect of policy documents length and relevance
on the tool-policy mapper performance. "OOD" denotes Out-
Of-Domain policy guidelines, and "IID" - Irrelevant In-Domain;
The relative order around "+" denotes the order of policy types
in the document ("rev" for reversed: relevant at the end). The
letter ("rev") has positive effect on performance.

dencies, while grounding their actions in structured
natural language policy descriptions.

3.2.1 Evaluation

Evaluating code generated by LLMs involves a
range of approaches, broadly categorized into func-
tional, syntactic, and semantic methods. Func-
tional evaluation tests whether the generated code
behaves as expected, typically using unit tests or
input-output-based benchmarks (Chen et al., 2021).
Syntactic evaluation assesses whether the code is
well-formed and compiles without errors. Seman-
tic evaluation goes further by measuring whether
the code aligns with the intent of the prompt or
problem description, often requiring human annota-
tions or advanced metrics such as CodeBLEU (Ren
et al., 2020) or execution-guided metrics. Recent
work also explores human-in-the-loop assessment
and task-level evaluation, especially in complex or
multi-step coding scenarios (Wang et al., 2022).
Aiming at functional evaluation of generated
guards, we adhere to the metric of test pass rate
(TPR), measuring the ratio of tests that a generated
code passes successfully, from within a complete
test suit (Liu et al., 2023; Yeo et al., 2024). A test
suit comprising 61 tests, covering the subset of 7-
bench mutating functions,® was manually written
by one of the authors of this study, and reviewed
by another one; these tests are further used for as-
sessing the functional quality of ToolGuards gen-
erated by various LLMs — code generators. Table 4
reports the results. GPT-4.1 code-generator out-
performs other LLMs with the mean TPR of 0.82,
where Claude models (Anthropic, 2024) show only
slightly inferior results. Notably, guards generated
from the best automatically-generated Tool-Policy
mapping (see Section 3.1) achieve the TPR of 0.75.
We also report test errors break-down into com-
pliance and violation test failures, as well as syn-

®Functions that alter a system state; 6 out of the 14 tools.
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Tool-Policy mapper total TPR failures break-down
code-generator GT / (Gen)erated min max mean c Vv Other (syntax)
GPT-4.1 GT 0.54 1.00 0.82
GPT-40 GT 0.00 0.61 0.31
Claude-Sonnet-3.5 GT 0.50 1.00 0.80
Claude-Haiku-3.5 GT 0.00 1.00 0.72

"GPT-4.1 | Gen(withGPT-40) | 0.54 1.00 075 | [0

Table 4: Evaluation of ToolGuard generators. The guards are evaluated through manually-written unit tests for
each tool. We evaluate the total of 61 tests, split into 25 compliance and 36 violation cases. We report the mean
test pass ratio (TPR) across all tools per guard-generator, as well as its min and max value; we also report test
failures break-down: the relative ratio of (C)ompliance and (V)iolation tests failures, as well as other issues. The
best performing generator (GPT-4.1) achieves the TPR of 0.82 when provided with manual Tool-Policy mapper
ground-truth (GT), and the TPR of 0.75 when provided with the best automatic Tool-Policy mapper outcome.

tactic issues. Per manual inspection, we attribute
the higher rate of compliance tests errors to guard
code hallucinations that prevent guards from full
completion (and thereby passing a test), regardless
of the specific test case.

4 Agentic Flow with Policy Adherence

At the runtime phase, ToolGuards are inte-
grated into the agent’s ReAct workflow (Yao
et al., 2023), ensuring that each validator (e.g.,
book_reservation_guard()) is called seam-
lessly just before the agent invokes the correspond-
ing tool ("act", see Figure 1, right). With access
to all relevant information—tool arguments, con-
versation history and data access APIs—the guard
performs validation and produces one of two out-
comes: (1) the intended tool call complies with
policies (e.g., canceling a flight within 24 hours of
booking), or (2) it violates a policy (e.g., attempt-
ing to book a reservation without securing payment
methods). If valid, the agent proceeds with the tool
call; if not, it is prompted to revise its decision,
accompanied by a detailed explanation of the vio-
lated policy, ultimately preventing the agent from
taking action, not compliant with the policy.

We evaluated several ToolGuard generation
strategies on the 22 (out of 50) 7-bench Airlines
tasks in which user request violates a predefined
policy (Nakash et al., 2025). Our baseline is
the original, "best-effort" 7-bench performance on
these tasks; that is, without any guard explicitly
enforcing policy compliance. Following 7-bench
methodology, we assess each strategy by compar-
ing the final database state at the end of a simulated
conversation with the annotated goal state. Inline
with the benchmark, we report the pass "k metric:
the probability that at least k task attempts (out of

10) complete successfully, averaged over tasks.

1.0
policy adherence approach
0.9 —— original tau-bench
with policy doc reflection
—4— with Tool-Policy mapper reflection
0.7 —~— fully-automatic ToolGuard generation

Figure 2: 7-bench Airlines benchmark evaluation. De-
ploying ToolGuards results in steady improvement of
over 20 percent points compared to the original run.

Evaluation Results Figure 2 presents the results.
The original 7-bench approach achieves a pass”1

rate of 0.450 and a pass”10 rate of 0.227. We
evaluated two additional policy adherence "reflec-
tion" strategies: (1) appending the policy document
before each agent action, prompting for reconsider-
ation, and (2) inserting the compact GT Tool-Policy
mapper outcome for the same purpose. Both strate-
gies led to only very modest improvements, reach-
ing a pass”10 of 0.273, with strategy (2) perform-
ing slightly better on average. The fully automated
ToolGuards generation and deployment pipeline
shows substantial steady gains, improving pass”1

and pass”10 to 0.685 and 0.500, respectively —
over 20 percentage points above the baseline. We
reiterate that task failures can stem from various
factors; Yao et al. (2024) attribute only 25% of fail-
ures in the 50 benchmark tasks to policy violations.
We, therefore, do not expect perfect accuracy even
within the subset of the 22 selected tasks. We at-
tribute the performance improvement solely to the
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policy enforcement module, as no other changes
were made to the system deployment.

5 Discussion

Life-cycle Management The proposed solution,
by involving a human-in-the-loop phase, carries
certain inherent implications. As such, a life-cycle
management protocol for the entire pipeline should
be established to enable efficient "backward prop-
agation" of human modifications to the generated
code, ensuring these adjustments are incorporated
into future generation cycles.

Integration into Existing Agentic Frameworks
Several agentic frameworks have recently been in-
troduced to support the effective modeling and exe-
cution of agentic solutions at scale. Examples in-
clude open-source frameworks such as LangSmith,
Langflow, and Llama Stack. Integrating the pro-
posed pipeline into these frameworks requires a
separate (offline) build-time phase and a slight mod-
ification of the execution flow to introduce an inter-
vention point immediately after the "reason"”, and
just before the "act" step, as shown in Figure 1. Our
ongoing work focuses, among others, on this type
of integration and its implications.

6 Conclusions

As LLM agents move closer to real-world deploy-
ment, robust policy adherence becomes a critical
requirement for enterprise-scale adoption. Our pro-
posed framework offers a deterministic and inter-
pretable mechanism for enforcing business poli-
cies within agentic workflows, bridging the gap
between flexible Al behavior and organizational
constraints. Through our evaluation on the 7-bench
Airlines domain, we highlight both the promise and
the current limitations of LLM agents in handling
policy-governed tasks, and gaps need to be bridged.
We believe that this work sets the stage for future
efforts toward building reliable, policy-aware Al
systems that enterprises can use with trust.

Ethical Considerations

We use the publicly available 7-bench dataset and
benchmark for our experiments throughout this
study. We did not make use of Al-assisted tech-
nologies while writing the paper. We also did not
hire human annotators at any stage of the research.
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Limitations

Our study, while offering valuable insights into en-
forcing policy adherence in agentic workflows, has
several limitations. First, the proposed approach
operates at the pre-tool activation level, meaning
it does not capture violation cases where a tool
(e.g., flight cancellation) should be invoked accord-
ing to policy, but the agent chooses not to, thereby
breaching the guidelines. Although this scenario
falls outside the scope of the current study, our
ongoing work explores strategies to address such
cases. Second, the pipeline has been evaluated on
a single benchmark with a limited set of tools, and
concise policy documents. We plan to extend the
study to larger policy documents and toolsets to
ensure the approach scales effectively.
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7 Appendices

7.1 Buildtime: Detailed Description of
Tool-Policy Mapper

The tool mapping phase consists of two main stages.
In the first stage, we assign relevant policies to each
tool. In the second, we generate compliance and
violation examples for each policy. Both stages
leverage reflection using LangGraph. Figure 3 il-
lustrates the LangGraph nodes used in this process,
as described in the sections below.

Create Policies The process begins by prompt-
ing the language model to extract an initial list of
applicable policies for each tool (see prompt in Ap-
pendix 7.1.1 below). For each policy, we generate
a name, write a detailed description, and include
references from the original policy document to
ground the policy and minimize hallucinations.

Add Policies Using reflective prompts, we then
ask the model to identify additional policies that
may have been missed in the first round, gradually
expanding our coverage of the policy document.

Split and Merge Next, we decompose complex
policies into their smallest atomic units, especially
where conditions are connected by logical OR. This
step is essential for simplifying rule implementa-
tion. We then remove duplicated policies by merg-
ing identical or overlapping ones.

Review At the review phase where each policy is
evaluated to determine whether it can be enforced
before tool invocation with the necessary informa-
tion available in the tool’s parameters, chat history,
or through access to previous tool calls. Policies
that cannot be validated with the available context
are archived, along with an explanation that can be
useful during a domain expert review.

Reference Correction For the policies that pass
the review phase, we verify and correct their refer-
ences as once again, if needed.

Create Examples For each policy, we generate
detailed and diverse examples that demonstrate
both policy compliance and violation. These exam-
ples serve to ground the policies, clarify ambigu-
ities, and ensure they are well-understood. High-
quality examples reduce confusion and improve
consistency during later validation.

Add Examples Here, we reflect on the exam-
ple set and iteratively add more test cases where
coverage gaps are identified.

(Optional) Human Review At the final stage,
a human expert reviews the set of extracted poli-
cies and their corresponding examples for each
tool. The expert can modify existing policies or
examples, add new ones, or remove those that are
irrelevant. To support the identification of miss-
ing policies, we provide a dedicated user interface,
depicted in Figure 4. This interface allows the
reviewer to highlight relevant sentences from the
policy document for each tool and visually inspect
which parts of the document remain uncovered,
ensuring better policy-to-tool mapping.

7.1.1 Tool-Policy Mapper Example Prompt

Very detailed, expressive and carefully-designed
prompts were used at this step. Since quality of
the prompt has direct impact on the Tool-Policy
mapper outcome, the promts were through multiple
cycles of review and refinement. Figure 5 shows
the beginning of an example prompt for generating
compliance and violation examples.
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Figure 3: LangGraph nodes in the Tool-Policy Mapper.

7.2 Buildtime: Detailed Description of
ToolGuard Generator

The ToolGuard generator is responsible for con-
structing a validation (guard) function for each
tool, based on the output of the Tool-Policy Map-
per, optionally edited by a human. These func-
tions, referred to as guard_tool, ensure that all
pre-invocation policies associated with a tool are
properly enforced before the tool is executed.

7.2.1 Input to the Guard Function

Each guard_tool function is designed to validate
tool usage by analyzing three types of input:

* Tool-call Arguments: For example, the number
of passengers in a book_reservation call can
be checked against a policy such as "the number
of passengers must not exceed 5."

* Chat History: A list of the previous messages
in this conversation. The history can serve to
validate whether the user consented to certain ac-
tions (e.g., confirming a cancellation), or whether
a tool was called in a previous step.

* APIs to Other Tools: Enables the guard to con-
sult other (read only, data access) tools to check
online that some condition hold. For example,
before booking a flight, the agent must ensure
that the flight is "available" and that there are
enough seats in the given cabin.

7.2.2 Modularity and Execution

Each policy defined in the Tool-Policy Mapper is
implemented as a separate, atomic function. The
main guard_tool function calls all relevant policy
functions for the tool in question. Agent proceeds
to a tool call only if all invoked policy functions
return success. This design supports a clear separa-
tion of concerns, allowing each policy to be devel-
oped, tested, and reasoned about independently.

7.2.3 Test-Driven Development Workflow

The construction of guard_tool validators follows
a test-driven methodology. For each policy mapped
to a tool, we first generate a diverse set of test cases
that represent both compliant and violating scenar-
ios. These examples are derived from the policy
mapper and are grounded in actual policy text to en-
sure clarity and avoid ambiguity. When generating
a test for a compliance or violation example, we
ask the LLM to mocking responses of other tools.
For example, if we want to test a case of "booking
a flight in economy class for three passengers, but
only two seats remain available", the LLM mocks
the response of get_flight_instance() toreturn
{"available_seats”: {"economy"”: 23}}.

Each policy-specific function is developed itera-
tively and validated against its corresponding test
sets, following a Test-Driven Development (TDD)
approach. This iterative refinement process ensures
that each policy function reliably and accurately
handles a broad range of input scenarios. Figure 6
show an example prompt used to guide a guard-
generator within the TDD process.

7.2.4 Isolated Policy Validation

A core design principle of the system is that each
test case targets a single policy in isolation, rather
than testing multiple policies simultaneously. This
isolation simplifies the generation and evaluation of
policy functions, even for weaker language models,
by narrowing the focus to a single policy context-
either to detect a violation or confirm compliance.
By eliminating the need to reason over an entire
policy set at once, the validation task becomes more
manageable, consistent, and interpretable.
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Tooll
oo Policy Document

O Mark All Tools

BookReservation Airline Agent Policy

[ Calculate

[J CancelReservation The current time is 2024-05-15 15:00:00 EST.

(J GetReservationDetails

[ GetUserDetails As an airline agent, you can help users book, modify, or cancel flight reservations.
O ListAllAirports

« before taking any actions that update the booking database (booking, modifying flights, editing baggage, upgrading cabin class, or updating passenger information), you must list the action

0 SearchDirectFlight details and obtain explicit user confirmation (yes) to proceed.

[ SearchOnestopFlight

[ SendCertificate « You should not provide any information, knowledge, or procedures not provided by the user or available tools, or give subjective recommendations or comments.
(J Think
() TransferToHumanAgents « You should only make one tool call at a time, and if you make a tool call, you should not respond to the user simultaneously. If you respond to the user, you should not make a tool call at the same time.

() UpdateReservationBaggages
(] UpdateReservationFlights
[J UpdateReservationPassengers « You should transfer the user to a human agent if and only if the request cannot be handled within the scope of your actions.

. « You should deny user requests that are against this policy.
Domain Basic
« Each user has a profile containing user id, email, addresses, date of birth, payment methods, reservation numbers, and membership tier.
« Each reservation has an reservation id, user id, trip type (one way, round trip), flights, passengers, payment methods, created time, baggages, and travel insurance information.
« Each flight has a flight number, an origin, destination, scheduled departure and arrival time (local time), and for each date:
« if the status is "available", the flight has not taken off, available seats and prices are listed.

the status is "delayed” or “on time", the flight has not taken off, cannot be booked.
if the status is "flying", the flight has taken off but not landed, cannot be booked.

Book flight

« the agent must first obtain the user id, then ask for the trip type, origin, destination.

« passengers: each reservation can have at most five passengers. the agent needs to collect the first name, last name, and date of birth for each passenger. all passengers must fly the same flights
in the same cabin.

« payment: each reservation can use at most one travel certificate, at most one credit card, and at most three gift cards. the remaining amount of a travel certificate is not refundable. all payment
methods must already be in user profile for safety reasons.

Figure 4: Interface view illustrating how policy document sections are assigned to specific tools.

Task Overview:

Your task is to generate in natural text, examples for the given policy.

This policy define constraints and rules that must be validated before calling a specific tool,

referred to as "ToolX."

Input Data:

Tools Descriptions: A list of tools along with descriptions explaining their functionality and constraints.
Target Tool (ToolX): The specific tool for which relevant policies need to be identified.

Policy: The policy to write the examples for

Objective:

For the given policy, generate examples that illustrate both violations (where the policy is not followed)
and compliance (where the policy is correctly followed). The goal 1is to create specific and actionable
examples that would be able to be validated. Ensure you provide a detailed textual description outlining the
use case and the conditions that would either violate or comply with the policy in the given example.
Guidelines for Creating Examples:

1. Violating Examples:

Diverse: Provide a range of cases where the policy 1is violated, including common mistakes, edge cases,
and scenarios where specific conditions of the policy are breached.

Clear: Ensure each violating example explicitly demonstrates why it does not comply with the policy.
Highlight the incorrect aspects.

Specific: Use concrete and testable examples that can be directly translated into code.
2. Compliance Examples:
Diverse: Include a variety of correct cases, covering different valid ways of adhering to the policy.

Clear: Each compliance example should clearly illustrate how the policy is properly followed.

Figure 5: Example of a prompt used to generate compliance and violation examples for a target tool.
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"""Generate Python unit tests for a function to verify tool-call compliance with policy constraints.

This function creates unit tests to validate the behavior of a given function-under-test.
The function goal 1is to check the argument data, and raise an exception if they violated the
requirements in the policy 1item.

**Test Generation Rules:xx

- Make sure to Python import all ditems in fn_src, common and domain modules. Example:
from check_my_fn dimport check_my_function

from common import *

from domain dimport x*

- Each **policy itemxx has multiple **compliancexx and *xviolationxx test examples.

- For xxeach compliance example, ONE test method** 1is generated.

- If an exception occurrs in the function-under-test, let the exception propagate up.
- For xxeach violation example, ONE test*x*x is generated.

- The function-under-test is EXPECTED to raise an exception.

- If the expected exception was not raised, the test should raise an exception

with a message describing test case that did not raise exception.

- Test class and method names should be meaningful and use up to **six words in snake_casexx.
- For each test, add a comment quoting the policy item case that this function is testing
- Failure message should describe the test scenario that failed, the expected and the actual outcomes.

**Data population and references:xx

- When populating domain objects, use pydantic '.model_construct()".

- If the class extends ‘“pydantic.RootModel’, always pass the ‘root’ argument.

- You should mock the return_value from xxALL tools listed in ‘dependent_tool_names' xx.
- You should mock the chat_history services.

Figure 6: Example of a prompt used to generate compliance and violation examples for a target tool.
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