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Abstract

We present SIGMA (SIGn Multimodal
Agents), a system developed for the VLSP
2025 MLQA-TSR shared task on multimodal
legal question answering with Vietnamese
traffic sign rules. The task requires integrating
traffic sign images and legal documents to
answer multiple-choice and yes/no questions,
demanding both precise visual interpretation
and reliable legal grounding. Our approach
adopts a multi-agent architecture that combines
traffic sign understanding, legal text retrieval,
and reasoning over both modalities. On the
official evaluation, SIGMA achieved 72%
accuracy in Subtask 2, ranking among the
top-5 finalists. These results demonstrate
the effectiveness of agent-based multimodal
approaches for answering legal questions in
safety-critical domains such as traffic law
compliance.

1 Introduction

Visual Question Answering (VQA) is a multimodal
task that combines computer vision (CV) and
natural language processing (NLP), where systems
are required to answer natural language questions
about an image. In the most common form of
VQA, the model is presented with an image and
a textual question and must then determine the
correct answer, typically expressed as a few words
or a short phrase. Unlike traditional CV tasks such
as classification or detection, VQA is inherently
open-ended: the form and semantics of the question
are not fixed in advance, demanding both visual
understanding and language reasoning. Variants of
the task include binary (Yes/No) questions (Antol
et al., 2015; Zhang et al., 2016) and multiple-
choice formats (Antol et al., 2015; Zhu et al., 2016),
in which candidate answers are proposed to the
system.
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Building on this paradigm, the VLSP 2025
— MLQA-TSR (Multimodal Legal Question
Answering on Traffic Signs and Regulations)
shared task extends VQA to the legal domain,
focusing on Vietnamese traffic sign interpretation
and regulations. The task consists of two subtasks:

* Multimodal Retrieval, which requires
retrieving relevant legal articles given a traffic
sign image and a natural language question

* Question Answering, where the system must
answer multiple-choice (A, B, C, D) or
Yes/No questions about traffic signs and
scenarios.

In this work, we concentrate on Subtask 2:
Question Answering, and propose an
unsupervised multimodal multi-agent approach.
Instead of task-specific fine-tuning, our system
leverages specialized agents that collaborate to
interpret traffic signs, integrate legal knowledge,
and perform multimodal reasoning to answer
questions accurately.

The main contributions of this paper are as
follows:

* We propose SIGMA, a multimodal multi-
agent system designed for legal VQA
on Vietnamese traffic sign regulations,
addressing Subtask 2 of the VLSP 2025 —
MLQA-TSR shared task.

* Our approach adopts an unsupervised
setting, avoiding task-specific supervised
fine-tuning while leveraging modular agents
for sign understanding, legal text retrieval, and
multimodal reasoning.

* We demonstrate that a multi-agent
architecture can achieve competitive
performance in a safety-critical application,
obtaining 72% accuracy and ranking in the
top-5 systems in the official evaluation.



The rest of this paper is organized as
follows. Section 2 reviews related work on VQA,
multimodal QA, and legal reasoning. Section 3
describes our proposed multi-agent methodology.
Section 4 outlines the experimental setup, while
Section 5 reports the main results and discussions.
Finally, Section 6 concludes the paper and
discusses potential future directions.

2 Related Work

Early research in Visual Question Answering
(VQA) primarily combined convolutional neural
networks (CNNs) for image representation with
recurrent neural networks (RNNs) for question
encoding, learning a joint embedding space for
answer prediction (Gao et al., 2015; Malinowski
et al.,, 2015; Ma et al.,, 2016). Later works
introduced attention mechanisms to align specific
image regions with relevant parts of the question
(Zhu et al., 2016; Xu and Saenko, 2016; Chen
et al., 2015; Jiang et al., 2015; Andreas et al.,
2016; Yang et al., 2016), significantly improving
performance. Several VQA variants have been
studied, including binary yes/no questions (Antol
et al., 2015; Zhang et al., 2016) and multiple-
choice settings (Antol et al., 2015; Zhu et al., 2016),
alongside open-ended formulations. Benchmarks
such as DAQUAR (Malinowski and Fritz, 2014),
COCO-QA (Ren et al., 2015), The VQA Dataset
(Antol et al., 2015), FM-IQA (Gao et al., 2015),
Visual7W (Zhu et al., 2016), and Visual Genome
(Krishna et al., 2017) have driven progress in this
field by providing diverse question formats and
evaluation settings.

Beyond traditional VQA, multimodal question
answering has expanded toward integrating
external knowledge and reasoning capabilities.
Retrieval-augmented approaches combine visual
understanding with textual grounding to answer
knowledge-intensive questions. More recently,
large vision-language models such as BLIP-2 (Li
et al., 2023), LLaVA (Liu et al., 2024), and Gemini
(Team et al., 2025a) demonstrate strong zero-
shot performance on multimodal reasoning tasks,
showing the potential of pretrained architectures
for generalization. In parallel, modular and multi-
agent systems have been explored to decompose
complex tasks into specialized subtasks, providing
interpretability and flexibility for multimodal
reasoning pipelines.

While prior research in VQA has developed

strong supervised methods, and traffic sign
recognition has matured as a vision problem,
little work has addressed traffic sign reasoning
in a multimodal QA setting. Existing approaches
are often dataset-specific and require extensive
labeled data, limiting generalization. Moreover,
multi-agent or unsupervised frameworks have not
been systematically applied to this task. Our work
seeks to fill this gap by proposing an unsupervised
multimodal multi-agent system tailored for traffic
sign QA, providing a novel direction for scalable
and interpretable solutions.

3 Methodology

We propose SIGMA (SIGn Multimodal Agents),
a modular multi-agent system for Subtask 2
(Question Answering) of VLSP 2025 — MLQA-
TSR. The system decomposes multimodal legal QA
into two cooperating subgraphs—Image Subgraph
and Article Subgraph—whose outputs are fused by
a Reasoning Agent to produce the final answer with
legal citations. An overview is shown in Figure 1.

3.1 Problem Formulation

Given an input image Z containing one or more
traffic signs and a natural-language question
g (either multiple-choice with options C =
{4, B,C, D} or binary Yes/No), the system must
output an answer y € C or y € {Yes, No}, together
with short supporting citations from Vietnamese
traffic regulations: the Law on Road Traffic Order
and Safety (36/2024/QH15) and the National
Technical Regulation on Traffic Signs and Signals
(OCVN 41:2024/BGTVT). The core challenge is
to combine precise visual understanding of traffic
signs with legally grounded reasoning over textual
regulations.

3.2 System Overview

SIGMA follows a perception—retrieval-reasoning
pipeline. The Image Subgraph detects signs and
converts visual content into structured attributes
and a scene-level description. The Article
Subgraph retrieves candidate legal passages and
filters them down to the minimal set of relevant
clauses. The Reasoning Agent integrates both
sources to select an answer and emit supporting
citations. All components are orchestrated as graph
nodes (agents) with explicit edges for data flow;
Section 3.7 details the orchestration.
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Figure 1: System overview of SIGMA.

3.3 Image Subgraph

(i) Sign Detection. We first run a YOLO-
based detector on the input image Z to localize
traffic signs. The detector returns bounding boxes
{b;} and coarse sign categories (e.g., regulatory,
warning, direction). Crops from {b;} are passed
downstream.

(ii) Attribute Extraction & Scene Text. Each
detected crop is processed by a vision-language
model to extract fine-grained attributes such as
shape (round, triangular), color scheme (red border,
blue background), pictogram (left-turn arrow,
pedestrian), and numerical tokens (e.g., “507).
In parallel, the VLM generates a concise scene
description for I that summarizes salient traffic
elements (e.g., “urban road, blue circular sign
with 50 indicating minimum speed”). Outputs are
serialized as a compact schema:

"Sign idll‘ n n
_ : St
"Shape" n n
"background_color": "...",
Hborderﬂ, " n
: St
"iCOn"' n n
: St
Htext‘l, n n
"diagonal_line": "...",

" "

"sub_sign"

Output schema of sign attributes

(iii) Sign Interpretation. To bridge visual
attributes and legal semantics, a lightweight
LLM interprets each sign into a canonical
textual meaning (e.g., “No entry”, “Minimum
speed 50km/h”, “Pedestrian crossing”) and,
when applicable, enumerates conditions/modifiers
(e.g., “except buses”, “in effect 7-9 AM”). The
interpreter consumes the attribute schema + scene
text and outputs:

{
" type Yl: n . " ,
"meaning ": "...",

}

Output schema of scene text

(iv) Scene Description. Finally, the VLM
generates a concise scene-level description
conditioned on the set of interpreted signs,
yielding context such as: “Urban intersection
with a circular blue sign indicating minimum
speed 50 and a supplementary panel restricting
motorcycles.”

This language-first representation enables
downstream retrieval and reasoning without
requiring image features.
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3.4 Article Subgraph

(i) Corpus Ingestion & Vector Store. We
index two corpora: 36/2024/QH15 and QCVN
41:2024/BGTVT. Documents are split into
overlapping chunks (by article/section; optionally
with a token window). Each chunk is embedded
using the law-domain-tuned model and stored in a
MongoDB Atlas vector database with metadata
(law id, article id, title, text).

(ii) Retrieval of Candidate Chunks. At query
time, we concatenate the user question ¢ with
image-side text (scene-level description and
canonical sign meanings). The combined text is
embedded by the same embedding model and used
to retrieve top-k candidate chunks from MongoDB
Atlas via vector similarity. This yields a ranked
list R = {(cj, Sj)}§:1 of legal text chunks c; with
similarity scores s;.

(iii) Relevancy Filtering. Since retrieval can
include noise, we employ an LLM to filter R
and return only the most relevant legal passages
for answering q. The model discards off-topic or
redundant chunks and outputs a reduced set £ =
{c;:}, preserving only legally grounded snippets.
In this work, we use £ directly as the input to
the Reasoning Agent, without further semantic
compression.

3.5 Reasoning and Answering

The Reasoning Agent receives (i) sign
interpretations from the Image Subgraph
and (ii) filtered legal chunks £ from the Article
Subgraph. Based on question type, the agent
produces:

Output schema of the Reasoning Agent

# Multiple -choice format

"answer": "A" | "B" | "C" | "D"
}

# Yes/No format

{ "answer": "Yes" | "No"

}

The prompt explicitly instructs the agent to
ground its prediction in £ and avoid uncontrolled
world knowledge. When L lacks sufficient
evidence, the agent is encouraged to abstain or
return “uncertain”. In the shared-task evaluation,
unresolved uncertainty defaults to the highest-
ranked candidate from L.

3.6 Input/Output Contracts & Data Flow

Subgraph Contracts. We
subgraph as a mapping function:

formalize each

fimg L — (37 {m’i}?:l )
fare s (@ s, {miy) — L (1)
freason : (57 {mz}f:b‘cvc?) — Y

where Z denotes the input image, ¢ the
question, s the scene-level description, {m;}%_,
the interpreted meanings of detected signs, £ the
retrieved legal chunks, C the (optional) candidate
answers, and y the final predicted answer.

Core Models. The proposed system relies on the
following core components:

* Sign Detector. A YOLO-based model is
employed to localize traffic signs in the input
image, providing bounding boxes and coarse
categories.

* Vision-Language Model. Gemma 3 27B
(Team et al., 2025b) is prompted to extract
structured attributes (shape, color scheme,
pictogram, text, etc.) from detected sign
crops and to generate a compact scene-level
description. Outputs follow a minimal JSON-
like schema with fallbacks (e.g., digits:null if
absent).

* Large Language Model. DeepSeek-R1-0528
(DeepSeek-Al et al., 2025) serves three
roles: (i) interpreting extracted attributes into
canonical sign meanings, (ii) filtering and
validating retrieved legal passages, and (iii)
performing the final reasoning step. Prompts
enforce structured outputs and discourage
unsupported claims.

* Embedding Model & Vector Store. Legal
text chunks are embedded with the domain-
specific model tranguyen/halong_embedding-
legal-document-finetune and indexed in
MongoDB Atlas as a vector database.
Metadata (law id, article id, title, text) is
preserved to support precise citation.

3.7 Orchestration with LangGraph

SIGMA is implemented with LangGraph, which
represents the workflow as a graph of nodes and
edges. In this abstraction, each node is an agent
(e.g., YOLO detector, VLM parser, legal retriever,



# Images # Questions Yes/No Qs MCQs
Train 304 530 154 376
Public Test 90 50 18 32
Private Test 104 146 72 74
Total 498 726 244 482

Table 1: Dataset statistics for VLSP 2025 - MLQA - TSR.

Split # Images # Instances
Train 209 774
Validation 59 274
Test 30 88
Total 298 1,051

Table 2: Dataset statistics for YOLO fine-tuning.

Category # Instances
Auxiliary 183
Information 141
Information Expressway 116
Prohibition 468
Regulatory 153
Warning 75
Total 1,051

Table 3: Category-wise distribution of YOLO fine-
tuning dataset.

legal filter, reasoner), and an edge encodes data
flow and execution order. The Image Subgraph
and Article Subgraph are defined as reusable
subgraphs that can run independently and then
feed into the global graph. LangGraph maintains
a shared state object (question, scene text, sign
list, candidate chunks, filtered snippets, answer)
that nodes read/write, enabling clear contracts and
deterministic composition. This design simplifies
error isolation, facilitates iterative development of
each agent, and makes the overall system extensible
(e.g., swapping the detector or embedding model
without changing the global control flow).

4 Experimental Setup

YOLO Detector Training. For traffic
sign detection, we employ the Ultralytics'
implementation of YOLO. A dataset of traffic
scene images was manually labeled with bounding
boxes and sign categories. The labeled data was
split into training and validation subsets following
an 80/20 ratio. We trained YOLO with standard

"https://www.ultralytics.com/

augmentation (random scaling, flipping, and
brightness adjustments) and optimized using
the default settings of Ultralytics (SGD with
momentum, cosine learning rate schedule). The
trained detector provides bounding boxes b; and
coarse categories for each sign in an input image.

Vision-Language Model. The vision-language
model Gemma 3 27B is not fine-tuned; instead, we
access it in an inference-only manner through the
FPT Al Marketplace® cloud platform. The model is
prompted with structured instructions to extract
attributes (shape, color, icon, text, modifiers)
and generate a compact scene description. Since
no supervised fine-tuning is applied, this stage
operates in a zero-shot fashion.

Large Language Model. For both sign
interpretation and legal reasoning, we use
DeepSeek-R1 hosted on Azure Al Foundry’
. Similar to Gemma 3, DeepSeek-R1 is used
exclusively in inference mode. The model is
prompted to (i) filter irrelevant legal passages
based on their semantic and syntactic relevance
to the extracted traffic sign attributes, and (ii)
generate structured answers following a chain-
of-thought style reasoning prompt. The exact
prompting templates are provided in the Appendix.
Importantly, no fine-tuning or additional training
is performed—this step is entirely zero-shot
prompting.

Embedding Model. All legal documents
are semantically chunked and embedded
using the domain-specific model

tranguyen/halong embedding-legal-
document-finetune, which 1is derived from
E5 (Wang et al.,, 2024) and available on
HuggingFace. This model is likewise used in an
inference-only setting, without fine-tuning in our
work. Embeddings are indexed in MongoDB Atlas
for retrieval.

“https: //marketplace.fptcloud.com/
https://ai.azure.com/
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Rank

Accuracy

Top 1
Top 2
Top 3
Top 4
Top 5 (Ours)

0.8630
0.8356
0.7808
0.7328
0.7260

Table 4: Performance of top 5 systems on the private test set. Our system Top 5 achieve an accuracy of 0.7260

Supervision Level. Apart from the YOLO
detector, which requires supervised training on
annotated images, the remainder of the system
operates in an unsupervised or zero-shot manner.
Specifically, the VLM (Gemma 3 27B), LLM
(DeepSeek-R1), and embedding model are only
guided via carefully engineered prompts. The
criteria for filtering irrelevant legal texts and for
structuring reasoning outputs are embedded in
these prompts (see Appendix), not learned from
additional training. This makes SIGMA largely
adaptable to new domains without requiring further
supervision.

5 Results and Discussion

5.1 Datasets

We evaluate SIGMA on the official shared-task
benchmark for traffic sign question answering
(VLSP 2025 - MLQA-TSR). Each example
consists of an input traffic scene image, its
associated referenced legal article, a natural
language question, and the gold answer. Questions
are either binary (Yes/No) or multiple-choice. The
training split is used exclusively to supervise the
YOLO detector; all other components (Gemma
VLM, DeepSeek-R1 LLM, embedding model)
operate in a zero-shot or unsupervised fashion
without fine-tuning. The public test set is treated
as a development set for error analysis, while
the private test set provided by the organizers is
reserved for final evaluation.

The overall dataset composition, including the
number of images and question types per split, is
summarized in Table 1.

YOLO Fine-tuning Dataset. The detector was
fine-tuned on a dataset derived directly from the
training split of this shared-task images. From
the 304 training images, we manually annotated
traffic signs with bounding boxes and categories,
resulting in 298 usable images after preprocessing
(auto-orientation, resizing to 640 x 640). The

annotated dataset contains 1,051 bounding box
instances across 6 traffic sign categories. We split
the annotated data into train/validation/test subsets
in a 70/20/10 ratio, without applying additional
augmentation. Table 2 summarizes the statistics.

5.2 Evaluation metrics

We report results using accuracy, defined as the
proportion of correctly predicted answers over the
total number of questions. Formally, let y; denote
the gold label and ¢j; the predicted label for the i-th
question. Accuracy is computed as:

N
1 N
Accuracy = - > lyi = il 2
i=1

where N is the total number of questions, and
1{-} is the indicator function that equals 1 if the
prediction matches the gold label and 0 otherwise.

5.3 Results

The performance of our system in the VLSP 2025
— MLQA — TSR shared task, together with the
top four teams, is reported in Table 4. On the
private test set, our approach achieved an accuracy
of 0.7260, placing us 5th overall in the final
leaderboard.

Beyond the leaderboard results, this shared
task demonstrates the feasibility of our approach:
we successfully developed a multimodal, multi-
agent system that integrates perception, retrieval,
and reasoning to address a challenging visual
question answering task in the legal domain. This
validates both the design of our pipeline and
the effectiveness of combining vision-language
models, legal retrieval, and structured reasoning
agents for real-world, law-grounded QA.

5.4 Error Analysis

To better understand the limitations of SIGMA,
we qualitatively some examined failure cases. We
identified three recurring sources of error:
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Figure 2: Failure case caused by incorrect sign type classification: the detector identified the sign but the sign
interpreter mislabeled its category, leading to an incorrect downstream interpretation.

Hudng di dén Thanh pha Vinh la hudng di thang, ding hay sai?

Bl HUYEN DI TP-VINH

Ping Sai

HOANG HOA

g ™
Al Pred: Sai | | GT:Bing )
N >/

mage for public_test_55

& biéu luat trich dan

> QCVN 41:2024/BGTVT — Diéu 32

> QCVN 41:2024/BGTVT — Diéu E.14

Figure 3: Failure case caused by ambiguous sign meaning: the sign interpreter produced wrong sign semantic

interpretation, which propagated into the reasoning step.

(i) Sign type misclassification. As illustrated in
Figure 2, the detector successfully localized the
sign but the interpreter mislabeled its category
(e.g., mistaking a regulatory sign for a warning
sign). Such errors highlight the sensitivity of the
reasoning pipeline to early misclassifications, since
all downstream reasoning depends on the canonical
meaning.

(ii) Ambiguous sign semantics. In some cases,
shown in Figure 3, the interpreter produced a
plausible but incorrect semantic meaning (e.g.,
interpreting a “minimum speed” sign as “maximum
speed”). This demonstrates the difficulty of fine-
grained semantic distinctions when multiple signs
share similar visual patterns.

(iii) Scene context misinterpretation. Figure 4
presents cases where individual signs were
correctly recognized, but their meaning was
incorrectly applied in the broader scene context
(e.g., overlooking supplementary panels or lane
restrictions). Such errors indicate that beyond sign
recognition, accurate scene understanding remains

an open challenge.

Overall, these analyses suggest that future
improvements should focus on (a) enforcing
stricter constraints between visual attributes and
legal semantics, (b) leveraging joint reasoning
over multiple signs and contextual cues, and
(c) incorporating explicit legal knowledge to
disambiguate visually similar categories.

6 Conclusion

We introduced SIGMA, a perception—retrieval—
reasoning framework for traffic sign question
answering grounded in Vietnamese traffic law.
The system integrates a supervised detector
with unsupervised large-scale models for sign
interpretation, legal retrieval, and reasoning.
Experimental results demonstrate  strong
performance without fine-tuning of the language
components, underscoring the viability of
zero-shot legal reasoning with multimodal inputs.

Future work will focus on (i) expanding coverage
to additional traffic sign categories, (ii) improving



Xe &8 divao 2 1an bén phai ciia doan duding trén anh ¢6 bi pham lut khdng?

[ A. C6, do c6 bién bao cam xe 6 t6.

mage for public_test_52

N
AlPred: B | ( GT:A )

B. Khéng, xe & t& dudc chay vao 2 lan 6 véi van tdc 60km/h.
C. Thy vao thdi gian, xe & t& s& phap ludt néu di vao doan dudng dé tif 6:00-22:00.

D. Khéng, xe 6 t& van c6 thé chay vao 2 [an d6 trong tinh hudng cap bach bt ké thai gian.

8 biéu luat trich dan

> QCVN 41:2024/BGTVT — Digu 22

> QCVN 41:2024/BGTVT — Diéu B3; 41

> QCVN 41:2024/BGTVT — Diéu F.10

Figure 4: Failure case caused by scene context misinterpretation: although the sign was correctly recognized,
contextual elements (e.g., lane markings, vehicle placement) were misinterpreted, resulting in the wrong answer.

detection robustness under challenging visual
conditions, and (iii) integrating chain-of-thought
verification to mitigate reasoning errors. Beyond
traffic law, the proposed approach offers a general
template for multimodal legal QA systems that
combine perception, retrieval, and reasoning in a
unified pipeline.
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A Prompt Templates

Check Article Relevancy Prompt

Ban 12 mot trg 1y phép 1y giao thong. Dua trén thong tin sau, hiy d4nh gid xem diéu luat dudi day
c6 lién quan dén cau héi tric nghiém, cac lua chon hay cdc phan tich vé& anh hay khong.

Cau hoi: question

Cac lya chon tra 16i:

{choices}

Thong tin nhan dién tif bién béo giao thong:

{sign_interpretation }

Ngi canh trong hinh anh:

{scene_text}

Noi dung diéu luat:

{article_text}

Yéu cau:

Tré 18i duéi dang JSON diing dinh dang sau, khong viét thém bat ky dong nao khic ngoai JSON:
{

"reason': "<gidi thich vi sao diéu luit nay c6 hoic khong lién quan dén cau hoi>",

"relevant": True hodc False

}

Goiy:

- Néu diéu luat gitip loai trir ho#ic Iva chon dudc dap 4n diing — relevant = True.

- Néu diéu luat khong c6 thong tin nao gitip tra 10i cau hdi — relevant = False.

Article Filter Information Prompt

Ban 1a mdt trg ly phép ly giao thong Viét Nam.

Dua trén thong tin dudi day, hdy doc, phan tich va **tém tat** ndi dung chinh ctia diéu luat, sao
cho phut hgp véi ngii canh cau héi, lua chon trd 16i va thong tin phén tich bién bao.

Cau héi:

{question}

Cac lua chon tra 10i:

{choices}

Thong tin nhan dién tir bién béo giao thong:

{sign;nterpretation}

Ngit canh trong hinh anh:

{scenejext}

Nbi dung diéu luat:

{article;ext}

Yéu cau:

- Néu diéu luat khong lién quan t6i ngit canh, van tém tat ndi dung chinh ctia né.

- Giit nguyén y chinh ctia diéu luat nhung c6 thé rit gon, bd cic chi tiét khong can thiét.

- Chi tra 18i **duy nhat** bang JSON thuén, c6 thé phan tich bang ‘json.loads().

- Pam bo dinh dang JSON thuan, khong thém vin ban, giai thich hoic ky tu thira nhu sau:

{ z Z

"text": "ndi dung tém tit ngin gon, stc tich, tap trung vao diém chinh lién quan dén ngi canh trén"

}




Sign Attributes Extraction Prompt

Ban 12 mot chuyén gia phan tich hinh anh giao thong. Phan tich dic di€ém cta bién bao giao thong
trong 4nh dudi day. Hay mo ta chi tiét cic dic diém c6 thé gitip phan biét va truy xuit thong tin tir
mot tip bién bdo c6 sin:

1. Hinh dang t8ng thé clia bién béo 12 gi?

2. Mau nén chinh ctia bién 1a gi? C6 vién khong? Néu c6, mau vién 1a gi?

3. Bién c6 chifa hinh 4nh biéu tuong gi khong? (vi du: miii tén, xe, ngudi, v.v.)

4. Bién c6 chifa chit hay s6 khong? Néu c6, hiy ghi 16 ndi dung chii/sb do.

5. Bién c6 gach chéo d6 hay khong?

6. C6 bién phu kém theo khong? Néu c6, hidly md ta ndi dung va hinh dang ctia bién phu.

Yéu cau: - Chi tra 16i dudi dang **JSON**, khong kém theo gidi thich hodic vin ban du thita.

- Méi trudng can dién cang 16 cang tot, néu khong thiy thi d€ ‘null‘.

- bam bao ding dinh dang JSON nhu vi du bén dudi.

Can tra 19i theo cAu tric JSON nhu sau: [ {

"id": "Bién sb ctia bién bao hoic null néu khong 16",

"shape": "Hinh dang t6ng thé ctia bién (vi du: Hinh tron, Hinh vudng, Hinh tam giac, ...)",
"background_color": "Mau nén chinh (vi du: Xanh duong, Tréng, Vang, ...)",

"border": "Mau vién ctia bién (vi du: D), null néu khong c6",

"icon": "Miéu ta bi€u tugng hodc hinh &nh bén trong bién bao (vi du: Mii tén hudng 1én, Xe 6 to
mau den, ...)", .

"text": "Chit hoic s trén bién, néu c¢6 (vi du: 60, ’"CAM RE TRAI"), néu khong c6 thi null",
"diagonal_line": "C6 gach chéo d6 khong? Néu c6 md t vi tri va mau, néu khong thi null",
"sub_sign": "C6 bién phu khong? Néu c6 md ta hinh dang va ndi dung, néu khong thi null"

\. J

Interpret Sign Meaning Prompt

Ban 1a chuyén gia vé luit giao thong Viét Nam, c6 nhiém vu phan tich va gidi thich y nghia cta
céc bién bdo giao thong theo **B9 luat giao thong dudng bo Viét Nam**.

Nhiém vu:

1. **Phan loai va gidi nghia tiing bién bdo riéng 18**:

- Sti dung trudng *"sign_type"* nhu gdi y ban dau.

- Dong thoi phéi **kiém ching lai** dya trén cac thudc tinh hinh dang, mau sic, vién, biéu tugng,
chit viét, duong chéo (néu co).

- Néu ‘sign_type‘ phit hdp véi thudc tinh thi giit nguyén.

- Néu ‘sign_type‘ mau thuin vé6i thudc tinh, hiy **chinh stfa lai cho diing** theo quy chuin Viét
Nam.

- Vi du: “"sign_type": "Bién hiéu 1énh"* nhung bién c6 nén xanh hinh vudéng — phai stia thanh
“"Bié€n chi dan"".

Két qua cudi cling cho mdi bién bdo phai cé:

- **oai bién bdo**: loai chinh xac sau khi xdc minh.

- #*Y nghia**: mo ta diing theo quy chudn Viét Nam.

2. **Phan tich mbi quan hé gilta c4c bién bao néu c6**:

- Néu c6 **bién phu** (thong qua trudng *"sub_sign"*), hdy xdc dinh né **bd nghia cho bién bao
nao** va **y nghia khi két hop lai 1a gi**.

- Néu c6 **cdc bién bdo chinh khac nhau nhung mang thong diép lién quan** (vi du bién cim +
bién hiéu 1énh vé tdc d6), hily md ta **y nghia td hop**.

Yéu cau bt budc:

- #*Chi tra vé két qua dudi dang JSON hop 18**, c6 thé phan tich bang ‘json.loads()‘.




- #¥Khong dugc viét thém bét ky giai thich, nhan xét, hodc vin ban nao ngoai JSON.**
- Néu khong c6 dit liéu 6 mot muc (vi du *"combinations"*), hdy trd vé mang réng ‘[]°.
Format bat buoc (JSON):

{

"individual_signs": [

{

"type": "Loai bién bdo giao thong, xdc dinh theo quy chuin Viét Nam. Vi du: ’Bién cim’, *Bién
canh bdo’, ’Bién chi dan’, *Bién hiéu 1énh’, Bién phu’.",

"meaning": "Noi dung hodc thong diép chinh xdc ctia bién bao d6, md ta hanh vi ma ngudi tham
gia giao thong can luu ¥, cAm, tuan theo hoic cinh bdo."

),

Il

"combinations": [

{ Q Z X

"combined_signs": "Danh sich céc bién bdo c6 mdi lién hé, thudng gdm 1 bién chinh va 1 hoic
nhiéu bién phu. Chudi mé ta tén hoic noi dung dé hiéu cia tliing bién.",

"meaning": "Y nghia ctia viéc két hop céc bién bdo nay lai véi nhau. Vi du nhu bién téc do két hop
v6i bién phu 4p dung cho xe tai, cho ra thong diép day du 12 *Chi xe tai mdi bi gidi han toc do’."

b

]

} N

Dit liéu dau vao:
query_descriptions

Scene Description Prompt

Ban 1a chuyén gia phan tich hinh anh trong linh vuc giao thong, c6 nhiém vu **mo ta ngt canh
giao thong tdng thé cia mot biic dnh** thuc té, dya trén:

- Hinh anh thuc té chia cic bién bdo giao thong

- Danh séch céc bién bdo da dudc nhan dién, phan loai va gidi nghia theo luat giao thong Viét Nam
Muc tiéu: 1. **Xd4c dinh ngit canh t6ng thé cla biic anh**: Dy 1a doan mo ta canh vat, tinh huéng
giao thdng, cdc quy dinh hién hanh trong khung cadnh nay. Hay mo ta nhu thé ban dang huéng dan
mot ngudi ldi xe chuan bi di qua khu vuc dé.

2. #*Lién két c4c bién bdo vdi ngit canh**:

- Giai thich ngan gon **tic dong clia cac bién bao** dén hanh vi ngudi lai xe.

- Vi du: néu c6 bién cAm ré trai + bién phu 4p dung cho xe tdi — nghia 12 “xe tdi khong dudc ré
trai tai doan nay”.

Dau ra yéu ciu: - Tra vé két qua dudi dang JSON thuin c6 ciu tric nhu sau:

{ "scene_text": "Md t4 bang tiéng Viét, dai 2-5 cu, phan 4nh ngif canh giao thong tong thé ctia
biic anh, bao gdm vi tri gia dinh (néu c6), loai khu vuc (dudng noi do, qudc 16, nga ba, khu dan cu,
v.v.), hanh vi ngudi 14i can chd ¥, va quy dinh dudc 4p dung qua céc bién bdo."}

Dit liéu dau vao:

- Danh séch cdc bién bdo da phan tich:

sign_interpretion




Final Answer Prompt

Ban 1a mét chuyén gia luat giao thong Viét Nam va trg 1y tra 16i ciu héi dua trén thong tin hinh
4nh va diéu luat lién quan.

Du6i day la cac thong tin da dugc trich xuét va xi ly:

Loai cau héi:

{question_type}

Cau hoi:

{question}

Céc lua chon tra 10i:

{choices}

Phan tich tif bién bao (trich tit hinh anh thuc té):
{sign_interpretation }

Ngit canh trong hinh anh:

{scene_text}

Diéu luat lién quan (trich loc tif viin ban phap luat Viét Nam):
{articles_text}

Yéu cau:
Dua vao cic thong tin trén, hdy tra 16i cau hdi mot cach **ngan gon, chinh xac** theo diing dinh
dang bén dudi:

- Tr4 10i dudi dang JSON diing dinh dang sau, khong viét thém bit ky dong nao khac ngoai JSON:
"answer": "Cau tra 13i cho cAu héi. Néu 1a cau hdi Yes/No, chi dudc tra 16i *Puing’ hodc ’Sai’.
Néu 12 cau héi tric nghiém, chi dugc tra 16i ’A’, °B’, ’C’, hodc 'D’.
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