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Abstract

In the VLSP 2025 Temporal QA Challenge!,
our team participates in Sub-Task 2 (Dura-
tionQA) and presents a retrieval-guided fine-
tuning system. Given a Vietnamese context,
a question about event duration and multiple
candidate duration options, the task requires
predicting a yes/no label for each option. Our
method combines (i) QLoRA fine-tuning tech-
niques with large language models; (ii) a re-
trieval module that sources relevant examples
from the training set to guide the reasoning
process; (iii) an ensemble that combines model
outputs through majority voting to produce the
final prediction. The approach is transparent,
data-efficient, and challenge-compliant.?

1 Introduction

Temporal reasoning about event durations requires
sophisticated understanding of both linguistic ex-
pressions and real-world constraints. In Viet-
namese, duration expressions exhibit remarkable
diversity: the same temporal quantity may ap-
pear as "1 gio 30 phut,” "1.5 gid," "1 gi0 rudi,"
"90 phit," or approximate descriptions like "tam
10-15 phut," "duéi 2 gio". This linguistic vari-
ability, combined with the need for commonsense
reasoning when contexts are underspecified, makes
Vietnamese event duration question answering par-
ticularly challenging.

The VLSP 2025 Sub-Task 2 (DurationQA) for-
malizes this challenge as a multi-label binary clas-
sification problem. Given a Vietnamese context, a
duration-related question, and multiple candidate
duration options, systems must predict yes/no la-
bels for each option. Evaluation employs F1-score,
balancing precision (proportion of correct yes pre-
dictions) and recall (proportion of ground-truth yes
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labels successfully identified), together with Ex-
act Match (EM), which measures the proportion
of samples where the predicted option set exactly
matches the ground-truth answers.

Recent advances in temporal reasoning have pro-
duced datasets like McTACO (Zhou et al., 2019)
and UDST-DurationQA (Virgo et al., 2022), which
share structural similarities with VLSP 2025 Sub-
Task 2. However, existing approaches have pri-
marily relied on either commercial large language
models with multi-stage pipelines (Chu et al., 2024)
or BERT-based fine-tuning strategies (Virgo et al.,
2022). These methods have not fully explored the
potential of open-source large language models op-
erating under resource constraints—a central re-
quirement of this challenge.

We hypothesize that training examples contain
valuable patterns for Vietnamese duration reason-
ing: linguistic realizations, answer templates, and
event types exhibit systematic recurrence across
the dataset. Building on this insight, we develop
a retrieval-guided reasoning system that leverages
analogous labeled examples to enhance inference-
time decision making.

Our contributions are threefold: (1) We demon-
strate effective QLoRA-based fine-tuning strategies
for Vietnamese temporal reasoning using resource-
constrained models, (2) We introduce a retrieval
mechanism that dynamically incorporates relevant
training examples as few-shot guidance during in-
ference, and (3) We show that ensemble methods
combining multiple model configurations substan-
tially improve robustness and performance on this
challenging task.

2 Related Work

Temporal reasoning and benchmarks The field
of temporal reasoning has evolved significantly
with benchmarks like TimeBench (Chu et al.,
2024), which demonstrates the brittleness of purely
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parametric LLM reasoning on temporal tasks.
Follow-up studies (Tan et al., 2023) have reinforced
these findings, highlighting the need for structured
approaches to temporal understanding. VLSP 2025
extends these concepts to Vietnamese while intro-
ducing a multi-label decision framework that re-
quires simultaneous evaluation of multiple duration
candidates.

Event duration question answering The Mc-
TACO dataset (Zhou et al., 2019) established foun-
dational work in temporal commonsense reasoning
through multiple-choice questions about event du-
rations. Building on this foundation, Virgo et al.
(2022) advanced the field by leveraging tempo-
ral information extraction resources and formu-
lating duration understanding as a classification
task, leading to successful BERT-based fine-tuning
approaches. Their work demonstrates the effective-
ness of supervised learning for duration reasoning,
though it focuses primarily on English-language
contexts.

Retrieval-augmented generation Retrieval-
augmented generation (RAG) has emerged as a
powerful paradigm for improving factual accuracy
by incorporating relevant contexts at inference
time. This approach draws conceptual inspiration
from classical case-based reasoning (CBR)
(Aamodt and Plaza, 1994), which emphasizes
learning from analogous past instances. Our
work operationalizes these concepts within an
reasoning framework, treating the training dataset
as a dynamic knowledge repository, where labeled
cases provide supervisory signals that guide
fine-tuned models during inference.

Large language models (LLMs) The develop-
ment of large language models has transformed nat-
ural language processing. The research community
has seen the emergence of powerful open-source
models such as LLaMA 2 (Touvron et al., 2023),
Falcon (Almazrouei et al., 2023), FLAN-T5-Large
(Wei et al., 2022), Gemma (Gemma Team, 2024),
DeepSeek-R1 (DeepSeek-Al et al., 2025), along-
side proprietary, API-based systems such as GPT-4
(Achiam et al., 2024) and Gemini (Gemini Team
et al., 2023). This ecosystem has accelerated inno-
vation, with open models supporting reproducible
research and closed models driving real-world ap-
plications.

Large language model fine-tuning The devel-
opment of parameter-efficient fine-tuning methods

has democratized access to large language model
adaptation. QLoRA (Quantized Low-Rank Adap-
tation) (Dettmers et al., 2023) extends the LoRA
framework (Hu et al., 2022) to enable memory-
efficient fine-tuning through quantization tech-
niques. This approach has proven particularly valu-
able for resource-constrained environments while
maintaining competitive performance across di-
verse tasks.

3 Methodology

3.1 Task Definition

Each example is a tuple (C, @, O) where C' is a
Vietnamese context, () stands for question and O =
{0;} are candidate duration options. The system
outputs answer A = {y;}!",, y; € {yes,no}. The
evaluation metrics comprise Exact Match, Preci-
sion, Recall, and F1-score, which are defined as
follows.

* Exact Match (EM) checks whether the pre-
dicted label sequence exactly matches the
ground truth.

* Precision refers to the proportion of instances
predicted as “yes” that are indeed correct, re-
flecting the reliability of positive predictions.

* Recall refers to the proportion of actual “yes”
instances that are correctly identified by the
system, reflecting the model’s ability to re-
trieve all relevant positive cases.

* F1-score is the harmonic mean of Precision
and Recall, balancing correctness and com-
pleteness.

3.2 QLoRA Fine-Tuning

QLoRA (Quantized Low-Rank Adaptation)
(Dettmers et al., 2023) leverages the LoRA frame-
work (Hu et al., 2022) to enable memory-efficient
fine-tuning of LLMs. This technique addresses
the high computational demands of adapting very
large models by combining low-rank adaptation
with quantization. Specifically, QLoRA stores the
base model in 4-bit precision, drastically reducing
GPU memory usage, while training LoRA adapters
in higher precision to preserve performance.

The key idea is to retain the expressive power
of LoRA while lowering memory requirements
through quantization. During training, the pre-
trained model weights are quantized and frozen,
ensuring no gradient updates are applied to them.



Instead, trainable low-rank matrices are introduced
alongside the frozen projections, similar to LoRA,
and optimized in higher precision. This design
makes it possible to fine-tune larger models on a
single modern GPU.

3.3 Supervised Fine-tuning

Among current state-of-the-art LLMs which sup-
port multilingual capabilities, the Qwen family (de-
veloped by Alibaba) has emerged as a strong choice
for multilingual applications, with notable support
for Vietnamese. Qwen models are trained on large-
scale multilingual corpora and provide strong per-
formance across a wide range of natural language
understanding and generation tasks.

To address this challenge, we apply supervised
fine-tuning to Qwen2.5 (Yang et al., 2025b) and
Qwen3 (Yang et al., 2025a) using both the provided
training set and the UDST-DurationQA dataset
(Virgo et al., 2022). Additionally, due to limited
computational resources, 7B and 8B (billion pa-
rameters) models have been employed to facilitate
training.

3.4 Retrieval-Guided Prompting

To effectively leverage the training data for few-
shot learning, we implement a retrieval mecha-
nism that identifies relevant examples to guide the
model’s reasoning process. We design task-specific
instruction prompts that satisfy the following re-
quirements:

* Task alignment: the prompt must clearly re-
flect the target task.

« Explicit output format: the expected answer
format should be well-defined.

* Role-based system instruction: the model is
assigned a role to condition its behavior.

* Retrieval integration: relevant examples are
dynamically incorporated to provide contex-
tual guidance.

Different output formats can be employed de-
pending on the downstream requirement, such as
JSON format or list format. In our framework,
prompts are formulated as follows:

PROMPT = {ROLE}HT}HC}HQHO}MHF}
(1)

where ROLE is instruction prompt, 7' is target
task and F' is output format.

During inference with retrieval guidance, we use
a prompt that integrates few-shot relevant exam-
ples:

PROMPT = {ROLE}T}{EXAMPLES}
{CHQHOHF} @

where

EXAMPLES — {C1 Q1O HA} ...
- ACGHQHOKHALY 3

with each set of context, question, options
and answer from the K most relevant examples.
All prompt formats are clearly declared in Ap-
pendix A.1 and A.2.

3.5 Ensemble Strategy

To enhance robustness and reduce variance across
individual models, we employ an ensemble strat-
egy at the prediction stage. Specifically, multiple
fine-tuned instances of Qwen2.5-7B (Yang et al.,
2025b) and Qwen3-8B (Yang et al., 2025a) are in-
dependently trained with identical data and prompt
settings. At inference time, each model produces a
binary decision (yes/no) for every candidate option.

The final predictions are obtained through ma-
jority voting across the ensemble. For each option,
if the majority of models predict yes, the system
outputs yes; otherwise, it outputs no. This sim-
ple yet effective aggregation reduces the risk of
overfitting to individual model biases and improves
overall performance.

4 Datasets

We use two resources: VLSP 2025 DurationQA
and UDST-DurationQA (Virgo et al., 2022). To
illustrate the data format, a sample from the Dura-
tionQA dataset is shown in Table 1, which high-
lights the context, question, candidate options, and
corresponding labels.

Table 2 reports their statistics. The VLSP dataset
has a relatively consistent structure, with an av-
erage of 4 options per sample, whereas UDST-
DurationQA contains more candidate answers
per question, averaging 7.0. Moreover, UDST-
DurationQA is much larger in size compared to
VLSP. The proportion of "yes" answers also differs
between the two datasets (49% in VLSP vs. 40%
in UDST-DurationQA), showing that they follow
different data distributions.
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Figure 1: Duration distribution of "yes" answers in
VLSP 2025 DurationQA training data and UDST-
DurationQA

In detail, Figure 1 illustrates the percentage dis-
tribution of "yes" answers across different time
units in the VLSP 2025 DurationQA training data
and UDST-DurationQA. We observe clear differ-
ences in the distributions between the two datasets.
While minutes dominate in both datasets, the VLSP
data shows a more balanced distribution with a sub-
stantially higher proportion of hours compared to
UDST-DurationQA. For longer time units such as
days, weeks, months, years and decades, the two
datasets exhibit relatively similar proportions. In
addition to standard time units, the VLSP data also
contains expressions categorized as Others, such
as "gan nhuw ngay ldp tiic” or "N6 xdy ra ngay ldp
tirc" which correspond to "almost instantly" or "it
takes instantly” in the UDST-DurationQA. Simi-
larly, expressions like "mdi mdi" are aligned with
"it takes forever.".

VLSP 2025 DurationQA Sample

Context: Toi dang sta chita chiéc xe dap bi hong.
Question: Mt thoi gian bao ldu dé'sita chita chiéc xe
dap?

Options: 30 phit | 1 thang | 10 phit | 2 gi6

Labels: yes | no | yes | yes

UDST-DurationQA Sample

Context: Remember that what you do to yourself affects
me and everybody else , remember that what you do to
me and anyone else shapes your destiny .

Question: How long does it take for what you do to me
and anyone else to shape your destiny?

Options: 1 year | several years | for years | a few hours |
for weeks | 12 hours | 6 days

Labels: yes | yes | yes I no I no I no I no

Table 1: Sample examples from the VLSP 2025 and
UDST-DurationQA datasets

Avg. % "'yes"
Dataset # Samples #Options  labels
VLSP
training data 1490 4.0 49
VLSP
public test 400 4.0 -
VLSP
private test 983 4.0 -
UDST-DurationQA 5512 7.0 40

Table 2: Dataset statistics

S Experiments

5.1 Implementation Details

We fine-tune three models using the Hugging
Face’s TRL library?®: one based on Qwen2.5 and
two based on Qwen3. The Qwen2.5 model is
trained with a JSON output format, while the other
two are trained with a List output format. For train-
ing data, the provided dataset is used to fine-tune
Qwen2.5 and one Qwen3 model, whereas the re-
maining Qwen3 model is trained with the UDST-
DurationQA dataset as additional training data.

To fine-tune with QLoRA, specific configu-
rations are applied, including a LoRA rank of
8, LoRA alpha of 16. LoRA target modules
are q_proj, k_proj, v_proj, o_proj, up_proj,
down_proj, gate_proj. Other training hyperpa-
rameters are presented in Table 3.

For our retrieval-guided approach (the few-shot
setting), we implement the retriever as follows: we
encode each training example by concatenating the
context (C) and the question (Q), and then obtaining
its vector representation using the multilingual-e5-
large model (Wang et al., 2024). At inference time,
a cosine similarity search is performed to find the
most relevant examples for the current input.

https:/ /huggingface.co/docs/trl /index

Hyperparameter Value
batch size 8
max_seq_length 512

learning rate 2e-05
epochs 3or5
precision fpl6
optimizer AdamW

Table 3: Training Hyperparameters
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5.2 Inference Process

During inference, each Qwen3 model generates
predictions under two configurations: a zero-
shot setting (without in-context examples) and a
retrieval-guided setting (with few-shot prompt-
ing). We use the default generation configura-
tions of each model, with temperature set to 0.7
for Qwen2.5 and 0.8 for Qwen3.

In the few-shot setting, the context and question
are concatenated and encoded for cosine similarity
retrieval over the training set. We conduct experi-
ments with different values of K (K € {1,2,5})
on the public test set to assess their influence on
model performance. It is noted that with K = 1
and K = 2, we set the max_seq_length of input
prompts to 512 tokens, while for K = 5 we in-
crease it to 1024 tokens to accommodate the longer
prompts resulting from retrieving more relevant
samples. Based on the results from the public test
set, we determine the most suitable value of K for
experiments on the private test set. To illustrate
retrieval guidance, we present qualitative examples
of retrieved cases in Appendix A.3.

6 Results
6.1 Public Test Results

Table 4 summarizes the experimental results ob-
tained during the public test phase, comparing dif-
ferent model configurations and K values. We
evaluate three main settings: fine-tuned Qwen2.5",
Qwen3 under a zero-shot setting?, and Qwen3
under a retrieval-guided setting®*® with varying
values of K retrieval samples (K € {1,2,5}).
Among these, Qwen2.5 with JSON-formatted out-
puts achieves the lowest performance, with an EM
of 0.3850 and an F1-score of 0.7157. Qwen3 in
the zero-shot setting significantly improves perfor-
mance, reaching an EM of 0.4425 and an F1-score
of 0.7786. Incorporating retrieval guidance further
enhances results, with different K values show-
ing varying performance: K = 1 yields an EM of
0.4100 and F1-score of 0.7770, K = 2 achieves
the highest F1-score of 0.7935 (EM of 0.4050),
and K = 5 slightly lowers F1 to 0.7900 while
significantly reducing EM to 0.3675.

Applying majority voting to aggregate predic-
tions from Qwen2.5-7B, Qwen3-8B, and Qwen3-
8B with retrieval guidance consistently improves
performance across across the range of K val-
ues considered. Among them, the ensemble using
K = 2 achieves the highest F1-score of 0.8076.

Based on these observations, we select X = 2
retrieval samples for the subsequent evaluation on
the private test set, as it provides the best bal-
ance between performance and computational cost
while ensuring sufficient context for understanding
similar temporal examples without introducing too
many retrieval samples.

Model EM Fl-score
Qwen2.5-7B! 0.3850 0.7157
Qwen3-8B? 0.4425 0.7786
Qwen3-8B w/ retrieval K= 0.4100 0.7770
Qwen3-8B w/ retrieval K=2* 0.4050 0.7935
Qwen3-8B w/ retrieval K=5° 0.3675  0.7900
Ensemble 3 models’>-3 0.4775 0.8025
Ensemble 3 models!->* 0.4650 0.8076
Ensemble 3 models'-? 0.4625 0.8073

Table 4: Public test results

6.2 Private Test Results

Table 5 reports the submission results on the pri-
vate test set. It is noted that in this table, we use
K = 2 determined from the previous test phase.
Compared with the public test phase (Table 4), the
performance trend remains consistent. Qwen2.5-
7B! attains the lowest Fl-score of 0.7737, while
Qwen3-8B? performs better at 0.7848. Incorporat-
ing retrieval guidance® further improves Qwen3-8B
to 0.8006. Augmentation with UDST-DurationQA
(with or without retrieval guidance)‘l’5 yields mixed
results, achieving 0.7911 and 0.7925, respectively.
When combining models, the ensemble of three
models (Qwen2.5-7B, Qwen3-8B, and Qwen3-8B
with retrieval guidance) yields a strong score of
0.8143, which is the best overall performance. By
extending the ensemble to all five models, we reach
an Fl-score of 0.8137.

Precision and recall exhibit a trade-off across
different models. Retrieval guidance generally
improves recall — for instance, Qwen3-8B with
retrieval achieves the highest recall of 0.8896.
However, in terms of precision, the highest value
(0.7680) is attained when retrieval is combined
with data augmentation. While the ensemble of
three or five models does not achieve the highest
precision or recall individually, it demonstrates the
challenge of applying majority voting in ensembles
to simultaneously improve both metrics.

The ensemble of three models improves Exact
Match to 0.4576, demonstrating the benefit of com-
bining multiple models. However, the ensemble of



Model EM Precision Recall F1-score
Qwen2.5-7B! 0.4352 0.7575 0.7905 0.7737
Qwen3-8B2 0.4304 0.7317 0.8461 0.7848
Qwen3-8B w/ retrieval® 0.4032 0.7278 0.8896 0.8006
Qwen3-8B w/ aug.* 0.4496 0.7459 0.8421 0.7911
Qwen3-8B w/ aug. + retrieval® 0.5120 0.7680 0.8187 0.7925
Ensemble 3 models’?-3 0.4576 0.7514 0.8888 0.8143
Ensemble 5 models' 2345 0.4720 0.7543 0.8832 0.8137

Table 5: Private test results

five models does not consistently outperform the
best single model, as its EM score (0.4720) remains
below the highest EM observed (0.5120). This dif-
ference in trend compared to F1-score arises be-
cause Exact Match requires perfect agreement for
the entire answer sequence, making it more sensi-
tive to specific model outputs, whereas F1-score
aggregates correctness over individual labels and is
therefore less affected by occasional mismatches.

7 Discussion

Model comparison Qwen3 consistently outper-
forms Qwen2.5. We hypothesize that this improve-
ment can be attributed to the stronger capacity
of Qwen3 as well as the efficiency of using the
List output format compared with JSON. Under
the JSON output format, the model must repro-
duce many tokens that already appear in the input
prompt, rather than focusing on the decisive tokens
(e.g., yes/no).

Effectiveness of retrieval guidance The
retrieval-guided prompting strategy, which incor-
porates dynamically selected few-shot examples,
provides a consistent boost in Fl-score. The
additional context helps the model better align
with task-specific reasoning patterns found in the
training data.

Data augmentation Augmenting the training
data with the additional English dataset UDST-
DurationQA shows mixed results, suggesting that
such cross-lingual augmentation may not always
be beneficial in this setting. This effect is largely
explained by differences in training data compo-
sition. UDST-DurationQA contains far more ex-
amples than the VLSP 2025 training data, and its
questions typically include more candidates with a
lower proportion of "yes" answers. In addition, dif-
ferences in how the two datasets were constructed
may introduce subtle stylistic mismatches, further

contributing to the inconsistency.

Ensemble methods Ensemble methods tend to
stabilize predictions and yield overall stronger re-
sults, as they combine the strengths of different
models and reduce the variance associated with
individual predictions.

Error analysis For a detailed analysis of typical
failure cases, please refer to Appendix A.4.

8 Conclusion

Reasoning about event duration in Vietnamese is
a challenging problem due to diverse linguistic re-
alizations and the need for commonsense infer-
ence. In this work, we introduce a retrieval-guided
fine-tuning framework that integrates fine-tuned
LLMs, a dynamic retrieval mechanism over the
training data, and ensemble strategies to address
Sub-Task 2 of the VLSP 2025 Temporal QA Chal-
lenge. Through extensive experiments, we show
that our approach consistently improves over strong
baselines, with ensembles providing the most stable
and competitive results. The retrieval-guided ap-
proach demonstrates the effectiveness of leveraging
similar training examples to guide model reason-
ing. Our findings highlight the promise of using
retrieved, in-distribution examples to guide LLM
reasoning for specialized tasks like event duration
question answering, while also revealing the open
challenges that remain in cross-lingual augmen-
tation, motivating future research on more robust
retrieval strategies and improved multilingual adap-
tation.
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A.1 Prompt (JSON Output Format) for Qwen2.5-7B

Ban 14 Option Judge. Danh nhan cho ting phuong an duya trén:

- Ngit cdnh/cau héi sau (tiéng Viet).

- Ban tom t&t (distilled evidence) du6i day.

- KHONG quy ddi don vi thai lugng sang s6 hoc; chi so sanh theo bac don vi (giay < phit < gid < ngay <
tudn < thang < nam) va theo ngdn ngit tu nhieén.

Ngit canh: {context}
Cau héi: {question}
Distilled evidence:
nmnnwmwnn

Cac phuong én: {opts_join}
Hay tra vé MOT JSON ARRAY, mdi phan t tuong tng mot phuong an, theo schema:

"option": string,

lllabelll: llyesl! | "nO",

Chi xuédt JSON array, khong giai thich thém.

- J

A.2 Prompt (List Output Format) for Qwen3-8B

BAN LA CHUYEN GIA DANH GIA THOI GIAN cho cau héi tiéng Viet.
NHIEM VU: Danh gia ting phuong an thai gian c6 HOP LY trong thuc té hay khong (yes | no) cho hoat
dong dugc mo ta.

Vi DU THAM KHAO:

{examples}

Ngit canh: {context}
Cau hoi: {question}

Céac phuong 4n: {opts join}

Hay tra vé MOT ARRAY, mdi phan ti tuong ing mot phuong an theo thi tu, theo schema:
[nyesn7 "no", ]

Chi xuat ARRAY, khong giai thich them.




A.3 Qualitative Retrieval Examples

qid  Public test sample Retrieved sample Similarity

type

#22  Context: A group of artists began ~ Context: A group of young peo-  Topical relat-
organizing an art exhibition in apub-  ple decided to organize an art event  edness and
lic space. They worked tirelessly to  in the city park. They planned  Syntactic
prepare for the event, finalizing the  performances, street art, and food similarity
artworks and promoting the exhibi-  stalls. Everyone was excited and
tion. contributed to making the event a
Question: How long does it take to  success.
organize an art exhibition in a public ~ Question: How long does it take
space? to organize an art event in the city

park?

#150 Context: A local radio station is  Context: A research group is seek-  Topical
striving to develop a new program  ing solutions to the problem of air  relatedness,
aimed at raising awareness of envi-  pollution in the city. They held Syntactic
ronmental issues. They organized many meetings and discussions to  and Seman-
many workshops and discussions to  find ways to improve the situation. tic similarity
find the best approach. Question: How long does it take for
Question: How long does it take  a research group to find a solution
to develop a new program to raise  to the problem of air pollution?
awareness of environmental issues?

#10 Context: A theater has just pre- Context: A newly opened store has  Semantic
miered a new play that has attracted  attracted many customers. They held  similarity

a large audience. The play offers
an emotional experience for viewers
and has received much praise from
critics.

Question: How long does it take for
a play to attract a large audience?

a grand opening with promotions
and games. Customers were excited
and enjoyed the new products on
the shelves. Many returned to shop
again after attending the event.
Question: How much time is needed
to attract a large number of cus-
tomers?

Table 6: Examples of retrieved cases in VLSP public test. Original Vietnamese samples are translated into

English for readability.

We provide three representative cases in VLSP
public test in table 6. The first example illustrates
both topical relatedness (art-related events) and
syntactic similarity, as the questions share the same
structure (“How long does it take”). The second
example extends beyond syntactic overlap and ex-
hibits semantic similarity, since both questions in-
quire about the time required to achieve outcomes
in the environmental domain. The third example,
in contrast, has no topical or syntactic similarity —
the contexts belong to different domains and the
questions use different structures. Their connection
lies in expressing a similar meaning, specifically
asking about the time needed to attract a large num-

ber of people. These types of similarity - topical,
syntactic, and semantic - contribute to improving
model performance by providing relevant context
that helps the model produce more accurate results.



A.4 Error Analysis

qid Example Error analysis

#94  Context: A group of friends decided to organize an outdoor Label ambiguity or vague ques-
party over the weekend. They planned everything from tion meaning; both "2 weeks"
food, music to entertainment activities to have a joyful day and "3 weeks" are reasonable an-
together. swers, making the correct label
Question: How long does it take to organize a perfect unclear.
outdoor party?
Options: 3 weeks | 1 month | 6 weeks | 2 weeks
Labels: no I no | no | yes
Prediction: yes | no I no | no

#65  Context: At a press conference, a reporter asked about the Unable to differentiate between
environmental crisis. A representative from an environ- "weeks" and "months", treating
mental protection organization emphasized the urgency of them as distinct categories with-
taking action to save the planet. out considering their approxi-
Question: How long does it take to implement an effective mate equivalence.
environmental protection campaign ?
Options: 3 months | 1 month | 5 years | 6 weeks
Labels: yes | no I no | yes
Prediction: yes | yes | no | no

#128 Context: A group of reporters is investigating a major Require deep domain knowl-
scandal involving a large corporation. They must collect edge in criminal investigation,
information and interview many people to clarify the truth. the model struggles to estimate
Question: How long does it take for the reporters to collect realistic time for completing the
enough information and interview everyone ? task.
Options: 2 weeks | 5 months | 6 weeks | 3 weeks
Labels: yes | no I no | yes
Prediction: yes | no | yes | no

#30  Context: A group of journalists is investigating a major Both involve specialized domain
scandal involving a multinational company. They have col- knowledge and ambiguous label-
lected extensive documents and evidence to support their ing.
article.
Question: How long does it take for the group of journalists
to complete the article about the scandal ?
Options: 2 weeks | 5 days | 1 month | 3 weeks
Labels: no I no | yes | yes
Prediction: yes | yes | no | no

#37  Context: During a performing arts event, a dance group Struggle to distinguish between

delivered impressive performances that captivated the au-
dience. They conveyed emotions through every dance step
and melody, creating a vibrant and energetic atmosphere.
Question: How long does it take to create these artistic
performances ?

Options: 2 months | 5 months | 3 hours | 4 months
Labels: yes | no | no I no

Prediction: yes | yes | no | yes

similar temporal durations within
the same unit (e.g., months), fail
to consistently recognize differ-
ences between "2 months", "5
months", and "4 months" in con-
text.

Table 7: Investigation of errors in failure cases. Original Vietnamese samples are translated into English.
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