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Abstract

Small Language Models (SLMs) offer a prac-
tical but underexplored avenue for advancing
Vietnamese legal Natural Language Processing
(NLP) in resource-constrained environments.
Vietnamese legal NLP is particularly challeng-
ing due to scarce annotated datasets, linguis-
tic complexity, and the structural difficulty of
statutory texts. To address these issues, we in-
vestigate two complementary adaptation strate-
gies: continual pretraining on statutory cor-
pora to improve domain retention, and instruc-
tion fine-tuning on task-specific datasets to en-
hance reasoning. Building on resources from
the VLSP 2025 Challenge, we construct multi-
task, instruction-style benchmarks spanning
Multiple-Choice Question-Answering (MCQ),
Natural Language Inference (NLI, including
citation inference), and free-text Question-
Answering (QA). Using the Qwen3-4B back-
bone, we systematically evaluate whether mod-
els under 4B parameters can achieve compet-
itive performance on complex legal reason-
ing tasks. Our results highlight a clear trade-
off: fine-tuning delivers substantial gains on
discriminative tasks such as NLI and MCQ,
whereas statute-grounded free-text generation
remains a persistent challenge, particularly in
long and compositional contexts.

1 Introduction

The rapid progress of Large Language Models
(LLMs) such as ChatGPT (OpenAl et al., 2024),
Gemini (Team et al., 2025), DeepSeek (DeepSeek-
Al et al., 2025), and Qwen (Yang et al., 2025) has
transformed Natural Language Processing (NLP).
These models have expanded the scope of intel-
ligent applications, including the legal domain,
where accurate analysis of complex documents
is critical (Le et al., 2025b; Qin and Sun, 2024;
Ariai et al., 2025). Yet applying general-purpose
LLMs to law remains difficult, as this domain de-
mands specialized expertise, contextual reasoning,

and strict factual precision (To et al., 2024). Legal
NLP systems are increasingly used for tasks such
as summarization, Question Answering (QA), and
citation analysis, which can streamline workflows,
enhance access to justice, and support decision-
making (Quevedo, Ernesto and Cerny, Tomas and
Rodriguez, Alejandro and Rivas, Pablo and Yero,
Jorge and Sooksatra, Korn and Zhakubayev, Alibek
and Taibi, Davide, 2024). Substantial advances
have been made in resource-rich languages through
specialized models such as Legal-BERT (Chalkidis
et al., 2020), KL3M (Bommarito II et al., 2025),
and Legal-LM (Shi et al., 2024) for English, Chat-
Law (Cui et al., 2023) and InternLM-Law (Fei
et al., 2025) for Chinese, and COLIEE-related sys-
tems for Japanese (Nguyen et al., 2024a). By con-
trast, foundational research on Vietnamese legal
text processing remains limited (Nguyen et al.,
2025b; Saito et al., 2024; Wang et al., 2024).

This gap stems from several factors: the scarcity
of annotated datasets, the linguistic complexity of
Vietnamese (e.g., tonal variations and compound
expressions), the structural difficulty of legal texts,
and the lack of resources for large-scale training (To
et al., 2024; Nguyen et al., 2025b,c, 2023). Recent
initiatives such as VLQA (Nguyen et al., 2025b)
(3,129 expert-annotated legal questions) and ViG-
PTQA (Nguyen et al., 2023) represent important
progress, but they also highlight the need for more
robust benchmarks and models tailored to Viet-
namese legal reasoning (Bach et al., 2017; Ha et al.,
2024; Nguyen et al., 2025a).

Meanwhile, many institutions in developing
countries face strict computational constraints (Le
et al., 2025a), making large-scale models impracti-
cal. This motivates a central research question: Can
small-to-medium language models achieve compet-
itive performance on complex Vietnamese legal
reasoning tasks under resource limitations? With
sizes of <4B parameters, Small Language Mod-
els (SLMs) are computationally efficient, deploy-
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able on edge devices, and accessible to diverse re-
search teams (Ling et al., 2024). Prior work shows
that domain-specific adaptation can yield substan-
tial improvements, with specialized legal models
achieving up to 25% accuracy gains on classifica-
tion tasks (Li et al., 2025; Siino, 2025).

In this work, we extend the legal corpora re-
leased through the VLSP 2025 Challenge on Viet-
namese Legal SLMs!, transforming them into task-
specific datasets suitable for instruction fine-tuning
and multi-task evaluation. Our key contributions
are as follows.

* We construct multi-task datasets for free-text
QA, Natural Language Inference (NLI), and
Multiple-Choice QA (MCQ), extending the
VLSP corpora with higher coverage, diversity,
and quality.

* We fine-tune pretrained small models (<4B)
with domain-specific strategies tailored to
Vietnamese law, enabling effective adaptation
to complex reasoning tasks under computa-
tional constraints.

* We benchmark these models against official
VLSP datasets, providing a systematic analy-
sis of their strengths and limitations. Notably,
our findings reveal a trade-off: fine-tuning
markedly improves discriminative reasoning
tasks, while statute-grounded free-text gener-
ation remains a persistent challenge.

2 Related Work

2.1 Vietnamese Legal NLP Techniques

Retrieval-Augmented Generation (RAG) has be-
come a central strategy for improving factual ac-
curacy in QA systems by grounding outputs in ex-
ternal knowledge. In the Vietnamese legal domain,
several studies adapted this paradigm with domain-
specific innovations. (Ba et al., 2024) proposed
a framework that refines preprocessing, improves
retrieval fusion between lexical and dense meth-
ods, and incorporates active retrieval for rerank-
ing, yielding more accurate QA. Other works de-
veloped legal document query systems integrating
LLMs with RAG to address specialized retrieval
challenges (Ngo et al., 2025; Le et al., 2025a).
(Ha et al., 2024) showed that fine-tuning com-
pact LLMs on curated legal corpora can miti-
gate hallucination while remaining effective un-
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der limited resources. Dataset construction has
also been essential: ViBidLQA (Nguyen et al.,
2025¢), focused on procurement law, supports
both Machine Reading Comprehension (MRC)
and Answer Generation (AG), while multilingual
retrieval corpora (Nguyen et al., 2025a) extend
cross-lingual QA to low-resource settings. Ear-
lier systems such as vLawyer (Duong and Ho,
2014), which adapted similarity-based models and
Lucene, achieved around 70% precision and pro-
vided a baseline for later neural approaches. Col-
lectively, these studies highlight the centrality of
retrieval for Vietnamese legal QA, while also indi-
cating retrieval alone cannot fully capture complex
reasoning.

2.2 Language Models for Vietnamese Law

Motivated by the limitations of retrieval-centric
approaches, recent work has turned toward adapt-
ing language models directly for Vietnamese law.
Studies such as (Nguyen et al., 2024b) proposed
pipelines that preprocess legal corpora before fine-
tuning LLMs, leading to better retention of statu-
tory knowledge and more consistent responses.
ViGPTQA (Nguyen et al., 2023) advanced this di-
rection by introducing one of the first instruction-
tuned Vietnamese LLMs, accompanied by a bench-
mark dataset combining Al- and human-generated
questions, which demonstrated competitive per-
formance and underscored the value of dedicated
Vietnamese models. In parallel, VLQA (Nguyen
et al., 2025b) added over 3,000 expert-annotated
legal questions, while other efforts on retrieval and
classification (Bach et al., 2017; Ha et al., 2024)
confirmed the benefits of domain-specific adapta-
tion. Despite these advances, most contributions
remain focused on single-task QA, leaving open
questions about how Vietnamese legal LMs can be
extended to broader reasoning tasks beyond QA.

2.3 Research Gaps and Positioning

Overall, prior research has advanced Vietnamese
legal NLP by improving retrieval pipelines, devel-
oping domain-specific datasets, and introducing
initial instruction-tuned LLMs. However, three
critical gaps persist. First, existing work largely
concentrates on retrieval optimization or single-
task QA, while reasoning tasks such as NLI and
MCQ remain underexplored. Second, there has
been limited systematic investigation into SLMs
under parameter constraints (<4B), despite their
advantages in accessibility and deployment for
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resource-limited institutions. Third, comprehen-
sive multi-task evaluations that jointly assess QA,
NLI, and MCQ to probe reasoning capabilities are
still missing. Our work addresses these gaps by
constructing multi-task legal datasets from statu-
tory corpora and systematically fine-tuning com-
pact models to assess their effectiveness in diverse
Vietnamese legal reasoning tasks under realistic
constraints, thereby providing new insights into the
feasibility of SLMs for legal NLP.

3 Methodology

Our methodology consists of a two-stage pipeline:
(i) continual pretraining to inject domain-specific
knowledge into pretrained small language models,
and (ii) multi-task instruction fine-tuning to adapt
the models to diverse legal reasoning tasks. Let
M denote a pretrained small language model with
parameters 6, originally trained on general-domain
corpora, and let Dy,y, represent the Vietnamese le-
gal corpus used for specialization.

3.1 Continual Pretraining

To align My with the linguistic and semantic
characteristics of Vietnamese statutory texts, we
perform continual pretraining on Dy, using the
Masked Language Modeling (MLM) objective.
The MLM loss is calculated as Equation 1, where
M (x) denotes the set of masked positions in input
sequence .

Lyvim = —Egzop,,, Z log Py(wi | wy;). (1)
iEM(x)

This stage allows the model to internalize legal
terminology, complex syntactic constructions, and
domain-specific discourse patterns, thereby pro-
viding a robust initialization for downstream fine-
tuning.

3.2 Multi-task Instruction Fine-tuning

Following domain adaptation, we fine-tune M, on
three supervised tasks that capture complementary
aspects of legal reasoning:

Free-text Legal QA (QA). Given a legal context
c and question ¢, the model generates an answer a.
The generation objective is defined in Equation 2.

Loa = —log Py(a | ¢, q). ()

This task equips the model with the ability to pro-
duce accurate, coherent, and statute-grounded an-
swers in open-form legal consultation.

Legal Citation Usefulness (NLI). We formal-
ize citation usefulness as a binary variant of NLI.
Given a premise p (legal citation) and a hypothe-
sis h (legal question), the model predicts whether
p provides evidence useful for answering h. The
classification loss is expressed in Equation 3.

L = — Z

y€{useful,not-useful }

1[y]-log Py(y | p, h).

3)
This task enforces logical alignment between statu-
tory provisions and legal queries, thereby strength-
ening reasoning consistency.

Multiple-Choice Legal QA (MCQ). Given a le-
gal question ¢ and candidate answers {ay, ..., a},
the model selects the correct a*. The formulation
is given in Equation 4:

Lycq = —log Py(a* | ¢, {a;}l_)). (@

This task directly evaluates the model’s capacity to
recall statutory knowledge and perform discrimi-
native reasoning under constrained options.

All tasks are reformulated into instruc-
tion—response pairs and unified into a multi-task
dataset Dpyyii = Doa U Dt U Dycq- Training
alternates mini-batches from different tasks, and
the global objective is defined in Equation 5, where
AQA; ANLI, AMcq are task-specific weights:

Liotal = AQaLa + ANLILNLI + AmcoLmcg- (5)

Finally, the overall training can be viewed as a
joint empirical risk minimization problem across
heterogeneous legal reasoning tasks, formalized in
Equation 6:

mein E(Ivy)’\"pmulti [ﬁtaSk(z) (07 Z, y)] ) (6)

By combining continual pretraining and multi-
task fine-tuning, our methodology equips com-
pact legal language models with statutory knowl-
edge, logical inference ability, and robust QA skills,
while maintaining computational efficiency for de-
ployment in resource-constrained environments.

4 Proposed Datasets

4.1 Initial Dataset Overview

The VLSP 2025 Challenge on Vietnamese Legal
Language Models provides a comprehensive set
of corpora supporting both pretraining and down-
stream evaluation. The resources are organized into
two components.



Pretraining Corpus. This corpus includes: (i)
a large-scale statutory collection of 96,770 doc-
uments encompassing constitutional provisions,
civil and criminal codes, administrative regula-
tions, and specialized statutes that form the back-
bone of Vietnam’s legal system; and (ii) 47,967
legal news articles and commentary pieces that
capture contemporary discourse, judicial interpre-
tations, and real-world applications of law. To-
gether, these resources ensure balanced coverage of
formal statutory language and practical contextual
usage.

Evaluation Sets. For downstream validation, the
challenge defines three supervised tasks that reflect
complementary aspects of legal reasoning.

- Legal Citation Usefulness. This dataset contains
150 records, each consisting of a statutory excerpt,
a specific legal inquiry, a meta-question of citation
usefulness, binary choices (Co/Yes, Khong/No),
and the correct label. The task requires models
not only to retrieve relevant statutes but also to as-
sess their applicability. For example, provisions in
the Law on Enterprises 2020 can address share-
holder obligations but cannot resolve procedures
for driver’s license applications. This benchmark
therefore emphasizes filtering irrelevant evidence
and reasoning about the sufficiency of legal cita-
tions.

- Multiple-Choice Legal QA. This dataset includes
146 carefully curated questions, each paired with
four candidate answers (one correct option and
three legally plausible distractors). The questions
span diverse areas such as taxation, labor and social
insurance, and administrative regulations. Since
distractors are intentionally close to correct in-
terpretations, the task provides an objective and
discriminative benchmark for evaluating statutory
knowledge and reasoning precision.

- Free-Text Legal QA. This dataset captures higher-
level reasoning through case-based questions re-
quiring structured narrative answers. Each record
contains a question and a free-text response that
typically follows a deductive reasoning pattern:
(i) a general premise derived from statutes or de-
crees, (ii) a specific premise describing the fac-
tual scenario, and (iii) a conclusion applying the
law to the facts. Covering domains such as land
law, labor, social insurance, and healthcare, this
dataset evaluates models’ ability to generate coher-
ent, statute-grounded explanations, closely resem-
bling the workflow of legal practitioners.

Collectively, these datasets form a robust foun-
dation for our methodology. They provide comple-
mentary signals: factual grounding from citation
usefulness, discriminative reasoning from multiple-
choice QA, and generative legal analysis from free-
text QA. This comprehensive benchmark allows
us to rigorously evaluate the reasoning capacity of
small legal language models under realistic con-
straints.

4.2 Data Cleaning and Filtering

Before fine-tuning, we implemented a two-stage
pipeline to guarantee both structural consistency
and legal validity of the pretraining corpus. The
raw dataset, provided in heterogeneous HTML for-
mat, contained formatting noise as well as statutes
that had been repealed or superseded. We therefore
addressed these two issues systematically.

HTML Cleaning. We applied the html2text?
converter to strip away markup, hyperlinks, and
other formatting artifacts while preserving seman-
tic content. For each record, we extracted the
legal text (doc_content) and retained essential
metadata fields (Docldentity, DocName, Id, Is-
sueDate, OrganName). The cleaned corpus was
stored in JSONL format, with one normalized
document per line, thereby facilitating consistent
downstream processing.

Filtering Outdated Statutes. To avoid training
on obsolete provisions, we developed an automated
pipeline to detect and remove repealed laws:

- Abrogation clause detection. Each document was
scanned for the section “Diéu i. Hiéu luc thi hanh”
(“Article i. Effectiveness”), which typically lists
statutes rendered invalid.

- Name normalization and similarity matching.
We normalized document names by removing nu-
merical identifiers and computed semantic simi-
larity with Qwen3-Embedding-0.6B3. A similar-
ity threshold of 0.6, chosen empirically, was used
to distinguish direct predecessors (removed) from
omnibus amendments (retained).

- Iterative refinement. All invalidated documents
were logged under a new Deprecated field. Only
statutes explicitly abrogated and exceeding the sim-
ilarity threshold were removed.

This procedure eliminated 15,516 out of 95,468
documents (=~ 16.2%), yielding a curated corpus

https:/ /pypi.org/project /html2text/
*https://huggingface.co/Qwen/
Qwen3-Embedding-0.6B
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Table 1: Summary of constructed datasets, each aligned with a specific task type and supervision signal (examples

in Appendix A).

Dataset Task Source(s) Reasoning Label/Output

qa_ reasoning Free-text QA Statutes Yes Generated answer (+ reasoning trace)
ga_non_ reasoning Free-text QA Statutes No Generated answer (final only)
nli_reasoning Citation Usefulness  Statutes + News Yes {Yes/No} + explanation

nli non reasoning Citation Usefulness ~ Statutes + News No {Yes/No} (label only)

mcq_ reasoning MCQ Statutes + News Yes Option (A/B/C/D) + analysis
mcq_non_reasoning MCQ Statutes + News No Option (A/B/C/D)

legal document detection Document Routing  Synthetic Stage I N/A Document name / identifier

legal document revision  Content Recall

Synthetic Stage I + Statutes N/A

Statutory text span

Table 2: Dataset sizes and length statistics (measured in words).

Dataset #Samples Min Length Max Length Mean Length
ga_ reasoning 29,992 193 906 402.07
ga_non_reasoning 29,992 144 735 278.97

nli reasoning 30,123 189 94,659 832.60

nli non reasoning 30,123 95 94,508 728.83
mcq_reasoning 29,835 89 403 198.10
mcq_non_reasoning 29,835 42 189 81.23
legal document detection 30,000 67 348 126.08
legal document revision 30,000 96 921 304.92

of effective and up-to-date statutes.

QOutcome. The resulting dataset is legally cur-
rent, structurally normalized, and free of obso-
lete laws. By combining strict removal of re-
pealed statutes with careful preservation of partially
amended ones, our pipeline ensures both compre-
hensive coverage and reduced training noise. This
guarantees that downstream models are trained on a
corpus aligned with the effective Vietnamese legal
framework.

4.3 Dataset Construction

We construct task-ready corpora from two primary
sources—the curated Vietnamese statutory cor-
pus and Vietnamese legal news articles—through
a two-stage pipeline: (i) Synthetic Dataset Gen-
eration, where instruction-style prompting with
Google Gemini systematically produces annotated
samples, and (ii) Secondary Dataset Transforma-
tion, where the synthetic outputs are reorganized
into additional task formats without further LLM
generation.

Stage I: Synthetic Dataset Generation.

(a) Legal Citation Usefulness. A binary classifi-
cation task using statutes and legal news. Each
instance pairs a legal question with a statutory ex-

cerpt and a label indicating whether the excerpt
provides a sufficient answer.

(b) Multiple-Choice Legal QA. Four-option ques-
tions generated from statutes and news, comprising
one correct answer and three legally plausible dis-
tractors designed to require nuanced reasoning.

(c) Free-Text Legal QA. Case-based generative
questions derived exclusively from statutes, pro-
ducing narrative answers that follow structured le-
gal reasoning patterns.

Stage II: Secondary Dataset Transformation.

(d) Legal Document Detection. Input: a legal ques-
tion; Output: the most relevant document name
or identifier, supporting domain classification and
query routing.

(e) Legal Document Revision. Input: a document
name (or provision reference); Output: faithful
statutory content, testing models’ ability to accu-
rately reproduce exact legal provisions.

As shown in Table 1, the eight datasets collec-
tively span classification, multiple-choice, free-text
generation, and document-centric tasks. Table 2
further summarizes dataset sizes and length statis-
tics, confirming their large-scale coverage and di-
versity.

Rationale. Splitting QA, NLI, and MCQ into



reasoning vs. non-reasoning variants yields com-
plementary supervision: the reasoning sets em-
phasize stepwise legal analysis, while the non-
reasoning sets emphasize concise finalization. The
two document-centric datasets introduce additional
signals for query routing and faithful statutory re-
call. Together, these design choices provide a com-
prehensive training corpus that strengthens both
reasoning depth and practical reliability of Viet-
namese legal language models.

5 Experimentations

We investigate whether compact Vietnamese legal
LMs benefit more from continual pretraining on
statutes or from direct instruction finetuning on
downstream tasks.

5.1 Datasets

We evaluate on the VLSP 2025 Legal Benchmark,
which provides standardized test splits for three
tasks: (i) MCQ with 146 questions, each containing
one correct answer and three legally plausible dis-
tractors; (ii) NLI with 150 (legal excerpt, question)
pairs annotated as { Co/Yes, Khong/No}; and (ii1)
QA with 120 case-based free-form questions requir-
ing statute-grounded narrative responses. These
datasets jointly probe factual recall, discriminative
judgment, and generative legal reasoning.

5.2 Evaluation Metrics

For classification tasks (MCQ and NLI), we use
accuracy, defined in Equation 7.

N
1
Acc= — > 19 = yil, 7
cc N;ﬂ [9i = vl (7)

where N is the dataset size, y; the gold label, and
7; the model prediction. For free-form QA, we
adopt Exact Match (EM) with light normalization
v(-) (lowercasing, punctuation and whitespace re-
moval), as shown in Equation 8.

1 N

EM = - z; 1[v(a) = v(a)], (8
1=

which measures the proportion of predictions that

exactly match the reference answers after normal-

ization.

5.3 Experimental Setup

Backbone. All experiments are conducted with
the qwen3-4b backbone (Yang et al., 2025).

Qwen3 is the latest generation of the Qwen fam-
ily, spanning 0.6B to 235B parameters across
both dense and Mixture-of-Experts (MoE) archi-
tectures. A key feature is its unified framework
for thinking mode (multi-step reasoning) and non-
thinking mode (fast, context-driven responses),
complemented by a thinking budget mechanism
that adaptively allocates computation during in-
ference. Compared to Qwen2.5, Qwen3 extends
multilingual coverage from 29 to 119 languages
while preserving strong efficiency in smaller vari-
ants. These characteristics make the 4B model an
appropriate backbone for Vietnamese legal NLP
under resource-constrained settings.

Adaptation strategies. We consider two strate-
gies: (i) Continual Pretraining, which further pre-
trains models on approximately 145k curated le-
gal documents to inject statutory knowledge; (ii)
Finetuning, which performs instruction tuning on
single- or multi-task mixtures of 12k—30k samples,
with explicit reasoning and non-reasoning variants.

Training configuration. Unless otherwise spec-
ified, training uses the AdamW (Loshchilov and
Hutter, 2019) optimizer with learning rate 2x 102,
batch size 64, and early stopping based on valida-
tion accuracy.

Model naming. Models follow the convention
qwen3-4b-{tasks}-[{reasoning flag}|-{size}.

5.4 Results and Findings

Table 3 summarizes performance. Best scores per
column are highlighted in bold.

MCQ. Finetuning consistently achieves the
strongest MCQ performance. The non-reasoning
variant reaches the highest accuracy of 0.9110,
showing that concise, outcome-focused supervi-
sion is more effective than explicit reasoning traces
for compact models.

NLI. Multi-task finetuning enhances NLI. Joint
training on MCQ and NLI attains 0.9200, surpass-
ing NLI-only training (0.9067). This suggests that
option discrimination and citation usefulness pro-
vide complementary supervision signals.

QA. QA remains the most challenging task. Only
CP models were evaluated, both scoring below 0.20
EM. This indicates that statute-grounded free-text
generation requires either substantially larger QA
corpora or retrieval-augmented finetuning. We did
not evaluate finetuning-only models on QA in this
study.



Table 3: Performance on VLSP 2025 legal tasks. “~” indicates models not trained or evaluated on QA.

Model MCQ NLI QA(EM)
Continual Pretraining
gwen3-4b-legal-pretrain-thinking 0.7808 0.9133  0.1806
gwen3-4b-legal-pretrain-non_thinking 0.8630 0.9000  0.1736
Finetuning

gwen3-4b-mcq-reasoning-30k 0.8630 0.7667 -
gwen3-4b-mcq-non_reasoning-30k 0.9110 0.7400 -
qwen3-4b-nli-non_reasoning-30k 0.8836 0.9067 -
gwen3-4b-qa-non_reasoning-30k 0.8493 0.8933 -
qwen3-4b-legal_detection-30k 0.7877 0.8200 -
gwen3-4b-mcq-nli-qa-detection-revision-15k 0.8356 0.8667 -
gwen3-4b-mcq-nli-qa-detection-revision-13k 0.8630 0.9133 -
gwen3-4b-vietnamese_legal_documents_revision-30k  0.8356 0.7600 -
gwen3-4b-mcq-nli-detection-15k 0.8356  0.9200 -
gwen3-4b-mcq-nli-qa-detection-15k 0.7877 0.6933 -
gwen3-4b-mcq-nli-12k 0.8699  0.9200 -

Progression of Experiments. The results follow
an iterative trajectory. (i) Baseline benchmarking
with CP models (thinking and non-thinking modes)
yielded competitive MCQ and NLI but exposed QA
weaknesses, often due to multi-document reason-
ing beyond our synthetic pipeline. (ii) Single-task
finetuning revealed that non-thinking supervision
was consistently stronger, with NLI-focused train-
ing delivering the best transfer effects. (iii) Multi-
task finetuning showed that MCQ+NLI training
achieved the highest overall accuracy (0.9200 for
NLI), while adding QA degraded results and auxil-
iary tasks (detection, revision) provided only lim-
ited gains (e.g., NLI 0.8667).

Summary. For models under 4B parameters, tar-
geted finetuning provides the largest gains on dis-
criminative tasks (MCQ, NLI). In contrast, statute-
grounded free-text QA remains a bottleneck, moti-
vating future work on hybrid strategies that com-
bine multi-task training with retrieval-augmented
generation and larger QA datasets.

6 Conclusion

We presented the first systematic evaluation of
SLMs for Vietnamese legal reasoning under re-
alistic resource constraints, combining continual
pretraining on statutory corpora with multi-task
instruction fine-tuning across MCQ, NLI, and free-
text QA. Our results show that compact models can
deliver competitive performance on discriminative

reasoning tasks, while statute-grounded free-text
QA remains a persistent challenge in long and com-
positional contexts. These findings demonstrate
that domain-specific fine-tuning is the most effec-
tive strategy for sub-4B models on classification
tasks, whereas reliable generation requires comple-
mentary mechanisms. In practice, SLMs provide
a viable solution for institutions with limited com-
pute to deploy accurate, low-latency tools for legal
reasoning. However, generative assistants should
integrate retrieval-augmented methods, richer QA
corpora, and balanced curricula to ensure factuality
and compliance. Our study is limited by the scope
of generative fine-tuning and the reliance on auto-
matic metrics, which under-represent explanation
quality and safety. Future work will expand hu-
man evaluation of faithfulness, explore parameter-
efficient tuning and thinking-budget control, and
develop hybrid strategies that combine retrieval-
augmented generation with multi-task learning.
Overall, SLMs offer a feasible and effective path
for advancing Vietnamese legal NLP on discrimi-
native reasoning, while closing the gap in statute-
grounded generation remains a central challenge
for building trustworthy legal assistants.
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A Dataset Illustrations

To illustrate the supervision signals and instruc-
tion formats introduced in Section 4, this appendix
presents representative examples of five dataset
families. Datasets with the suffix _reasoning in-
clude an explicit chain-of-thought trace, delim-
ited by <think>...</think> and displayed in a
grey box, while their non reasoning counter-
parts follow the same input format but omit this
trace, returning only the final answer. Samples are
provided for free-text QA (qa, Table 4), NLI (nli,
Table 5), MCQ (mcq, Table 6), Legal Document
Detection (legal detection, Table 7), and Legal
Document Revision (legal revision, Table 8). To-
gether, these examples showcase the breadth of
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tion and multiple-choice discrimination to statute-
grounded free-text generation—and highlight how
contrasting reasoning versus non-reasoning settings
enables a systematic evaluation of different dimen-
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Table 4: Overview of the qa_reasoning dataset. The qa_non reasoning dataset follows the same format but
omits the grey box (no reasoning trace).

Vietnamese:
<[|im_start|>user
#+4+4 Instruction
Ban 1a mot luat su nhiéu nam kinh nghiém, nim vitng Phap luat Viet Nam. Nhiem vu clia ban 1a st dung kién thitc luat ctia ban
than dé tra 15i cau héi cho tinh huéng dat ra.
### Response Format
Hay tra vé theo format sau:
‘Tieéu dé l6n: ... Tieu dé nhd: ... Két luan: ...°
### Giai thich céc truong thong tin
**Tieu dé l6n**: Quy dinh nao lien quan? Noi dung clia quy dinh d6 nhu thé nao?
**Tieu dé nhé**: Ap dung vao truong hop trong cau héi
*¥Két luan™*: Két luan cudi ciing theo yéu cau clia cau héi
### Question
Gia st He thong E-Office ctia Bo Gido duc va Dao tao gip sit ¢6, don vi nao c¢6 trach nhigm thong bao cho cac don vi khac vé sy
¢6 nay va két qua khic phuc?
<|im_end|>
<|im_ start|>assistant
<think>
Bué6e 1: Van dé clia cau hdi 1a xac dinh don vi chiu trach nhiém thong bao vé sy ¢ va khic phuc ctia Hé thong E-Office.
Budc 2: Digu 17 ciia Quyét dinh 388/QD-BGDDT quy dinh 16 trach nhigm ctia Cuc Cong nghé thong tin, bao gom viéc thong
béo vé sut c¢6 va két qua khic phuc.
Budc 3: Ap dung quy dinh vao tinh huéng, Cuc Cong nghe thong tin 1a don vi chiu trach nhiem thong bao.
Buée 4: Két luan, Cuc Cong nghé thong tin c¢6 trach nhiem thong bao cho céc don vi khac vé sut ¢6 va két qua khic phyc.
< /think>

Tién d& 16n: Theo Diéu 17 ctia Quyét dinh 388/QD-BGDDT, Cuc Cong nghe thong tin ¢6 trach nhiém duy tri He théng E-Office
hoat dong thudng xuyén, thong sudt; thong bao kip thdi cac don vi biét khi Hé théng E-Office gap su ¢6 va két qua khic phuc sy
cb.

Tién dé nhd: He thong E-Office gap sy co.

Két luan: Cuc Cong nghé thong tin c6 trach nhiém thong bao cho cac don vi khac vé su ¢ va két qua khic phuc.

<|im_ end|>

English:

<|im_ start|>user

#4+4 Instruction

You are an experienced lawyer, well-versed in Vietnamese law. Your task is to use your legal expertise to answer the given case.
### Response Format

Please return the answer in the following format:

‘Major premise: ... Minor premise: ... Conclusion: ...’

#4#+ Explanation of the fields

**Major premise**: Which legal regulation is relevant? What does it stipulate?

**Minor premise**: Application of the regulation to the given case.

**Conclusion**: The final conclusion that directly addresses the question.

### Question

Suppose the E-Office system of the Ministry of Education and Training encounters a failure. Which unit is responsible for informing
other departments about the incident and the resolution?

<|im_end|>

<[|im_start|>assistant

<think>

Step 1: The question requires identifying the unit responsible for reporting incidents and their resolution in the E-Office system.
Step 2: Article 17 of Decision 388/QD-BGDDT explicitly assigns this responsibility to the Department of Information Technology,
including notifying other departments of the incident and its resolution.

Step 3: Applying this regulation to the case, the Department of Information Technology is the responsible unit.

Step 4: Conclusion: The Department of Information Technology is responsible for informing other departments about the incident
and the resolution.

< /think>

Major premise: According to Article 17 of Decision 388/QD-BGDDT, the Department of Information Technology is responsible for
ensuring the E-Office system operates continuously and smoothly, and for promptly notifying other units in the event of a failure
together with its resolution.

Minor premise: The E-Office system encounters a failure.

Conclusion: The Department of Information Technology is responsible for informing other units about the incident and its resolution.
<|im__end|>




Table 5: Overview of the nlireasoning dataset. The nli non_reasoning dataset follows the same format but
omits the grey box (no reasoning trace).

Vietnamese:
<[|im_start|>user
#4## Yeu cau
Diéu luat duge cung cip c6 thé ding dé tra 15i cau hoi trén hay khong? Hay tra vé "C6" hoiic "Khong"
### Legal Document
Quyét dinh 1101/QD-UBND ctia ﬁy ban nhan dan tinh Thanh Héa vé viéc cong bé thii tuc hanh chinh dugc sita ddi, bd sung trong
linh vic Dat dai thuoc tham quyén gidi quyét clia Van phong Dang ky dat dai truc thudc S6 Tai nguyén va Moi trudng
Diéu 3 Chanh Van phong UBND tinh, Giam doc Sé Tai nguyen va Mai trudng; Giam doc Van phong Dang ky dat dai Thanh Ho4;
Cuc Thué tinh; Chii tich UBND cac huyén, thi xa, thanh phd; Chti tich UBND céc x4, phudng, thi tran va Thii trudng cic cd quan,
t6 chifc, ¢4 nhan c6 lien quan chiu trach nhiém thi hanh Quyét dinh nay./.
Noi nhan: - Nhu Diéu 3 Quyét dinh; - Cuc Kiém soat TTHC-VPCP (ban dién tit); - Chia tich UBND tinh (dé bao cdo); - Trung
tam Phuc vu hanh chinh cong tinh; - Céng thong tin dién ti tinh (dé dang tai); - Luw: VT, KSTTHCNC. | KT. CHU TICH PHO
CHU TICH Nguyén Van Thi
### Question
Theo Quyét dinh 1101/QD-UBND ciia ﬁy ban nhan dan tinh Thanh Héa, nhiing cd quan, t5 chric, ca nhan nao chiu trach nhiém
thi hanh quyét dinh nay?
<|im_ end|>
<[|im_start|>assistant
<think>
Budc 1: Cau héi yéu cau xac dinh cac déi tugng chiu trach nhigm thi hanh Quyét dinh 1101/QD-UBND.
Budc 2: Diéu 3 clia Quyét dinh 1101/QD-UBND ligt ke r6 rang cdc co quan, t6 chiic, ca nhan chiu trach nhiém thi hanh, bao
gdm Chéanh Van phong UBND tinh, Giam déc S Tai nguyén va Mai trudng, Giam doc Van phong Dang ky dat dai Thanh Ho4,
Cuc Thué tinh, Chii tich UBND cac huyeén, thi xa, thanh phd, Chii tich UBND céc x&, phudng, thi tran va Thi truéng cic co
quan, t6 chitc, ca nhan c6 lién quan.
Budc 3: Két luan: Cau héi ¢ thé duge tra 16i dya trén thong tin dude cung cip trong vin ban phap luat.
< /think>

Co
<|im_ end|>

English:
<[|im_ start
#4#+ Task
Can the provided legal document be used to answer the above question? Please return "Yes" or "No".
### Legal Document
Decision 1101/QD-UBND of the People’s Committee of Thanh Héa Province on the promulgation of amended and supplemented
administrative procedures in the field of Land Management under the jurisdiction of the Land Registration Office, Department of
Natural Resources and Environment.
Article 3: The Chief of the Office of the Provincial People’s Committee, the Director of the Department of Natural Resources and
Environment, the Director of the Thanh Héa Land Registration Office, the Provincial Tax Department, the Chairpersons of district,
town, and city People’s Committees, the Chairpersons of commune, ward, and township People’s Committees, and the heads of
relevant agencies, organizations, and individuals shall be responsible for implementing this Decision.
Recipients: - As stated in Article 3; - Administrative Procedure Control Agency, Government Office (electronic copy); - Chairman
of the Provincial People’s Committee (for reporting); - Provincial Public Administration Service Center; - Provincial e-portal (for
publication); - Filed at: VT, KSTTHCNC. | On behalf of the CHAIRMAN, VICE CHAIRMAN Nguyén Vin Thi
#4#+# Question
According to Decision 1101/QD-UBND of the People’s Committee of Thanh Héa Province, which agencies, organizations, and
individuals are responsible for implementing this decision?
<|im_end|>
<[|im_ start|>assistant
<think>
Step 1: The question requires identifying the entities responsible for implementing Decision 1101/QD-UBND.
Step 2: Article 3 of Decision 1101/QD-UBND clearly lists the responsible entities, including the Chief of the Office of the
Provincial People’s Committee, the Director of the Department of Natural Resources and Environment, the Director of the Thanh
Hoéa Land Registration Office, the Provincial Tax Department, the Chairpersons of district, town, and city People’s Committees,
the Chairpersons of commune, ward, and township People’s Committees, and the heads of relevant agencies, organizations, and
individuals.
Step 3: Conclusion: The question can be answered based on the provided legal document.
< /think>

>user

Yes
<|im__end|>




Table 6: Overview of the mcq_reasoning dataset. The mcq non_reasoning dataset follows the same format but
omits the grey box (no reasoning trace).

Vietnamese:

<|im_ start|>user

#44 Yeu cau

Hay chon dép 4n ding nhét cho cau héi sau. Hay chi tra 16i A/B/C/D

### Question

Yéu cau nghién citu trong Quy hoach xay dyng ving tinh Gia Lai bao gom diéu gi?

### Options

A. Nghién ciu téac dong ngoai ving va noi ving

B. Chi nghién ctu tac dong noi ving

C. Khong can nghién citu tac dong

D. Chi can nghién citu vé dan sbé

<|im_end
<|im_ start|>assistant
<think>
Cau héi nay ydu cau xac dinh ydu cau nghién citu trong Quy hoach xay dung ving tinh Gia Lai. Theo noi dung quyét dinh, yéu
cau nghién citu bao gom cé tac dong ngoai viing va nodi ving, nham xac dinh cic nganh, linh viyc c6 tac dong dén vai tro va vi
thé ctia tinh Gia Lai. Phan tich cAc lya chon: A ding vi n6 bao quit cd hai khia canh; B sai vi khong chi nghién cttu noi viing;
C sai vi nghién cttu tdc dong 1a can thiét; D khong day dt vi chi nghién cttu vé& dan sb 1a khong dii. Do d6, dap an ding la A.
< /think>

A

<|im_ end|>

English:

<[|im_ start|>user

#44 Instruction

Choose the best answer to the following question. Reply with A/B/C/D only.
### Question

What does the research requirement in Gia Lai Province’s Regional Construction Planning include?
### Options

A. Study both external and internal impacts

B. Study only internal impacts

C. No need to study impacts

D. Only study population aspects

<|im__end|>

>

<[|im_start|>assistant

<think>

This question asks about the research requirements in Gia Lai Province’s Regional Construction Planning. According to the
decision, the research must include both external and internal impacts, to identify sectors and fields affecting the province’s role
and position. Option A is correct since it covers both; B is wrong since it only covers internal impacts; C is wrong since impact
studies are necessary; D is incomplete since focusing only on population is insufficient. Therefore, the correct answer is A.

< /think>

A

<|im_end|>




Table 7: Overview of the legal detection dataset.

Vietnamese:

<[|im_ start|>user

#4+# Instruction

Ban 13 mot luat su nhidu nam kinh nghiém, nim vitng Phap luat Viet Nam, ban c6 kha nang ghi nhé toan bo van ban phap luat.
Nhiém vy ciia ban 14 xac dinh cau héi can sit dung quy dinh nao?

##+# Cau hoi

Quyét dinh 1344/QD-UBND ctia ﬁy ban nhan dan tinh Lai Chau c6 dé cap dén cac bién phap xit ly vi pham hanh chinh trong
linh vyc trong trot hay khong?

<|im_end|>

<[|im _start|>assistant

Quyét dinh 1344/QD-UBND ctia Uy ban nhan dan tinh Lai Chau vé& viéc phé duyét quy trinh noi bo giai quyét thi tuc hanh chinh
trong linh vic trong trot thudoc pham vi chitc nang quan 1y ctia S& Nong nghiép v Phét trién nong thon tinh Lai Chau
<|im_end|>

English:

<[|im_start|>user

#4+4 Instruction

You are an experienced lawyer, highly knowledgeable about Vietnamese law, with the ability to recall all legal documents. Your
task is to determine which legal provision should be applied to the given question.

### Question

Does Decision 1344/QD-UBND of the People’s Committee of Lai Chau Province mention administrative violation handling measures
in the field of cultivation?

<|im_end|>

<[|im_start|>assistant

Decision 1344/QD-UBND of the People’s Committee of Lai Chau Province on approving the internal process for handling adminis-
trative procedures in the field of cultivation within the management scope of the Department of Agriculture and Rural Development
of Lai Chau Province

<|im_ end|>




Table 8: Overview of the legal revision dataset. The dataset provides precise legal provisions as answers, with
reasoning traces enclosed in a grey box.

Vietnamese:
<|im_ start|>user
##+# Instruction
Ban 14 mot luat su nhidu nam kinh nghiém, nim vitng Phap luat Viét Nam, ban c6 kha niang ghi nhé toan bo van ban phap luat.
Nhiém vu ctia ban 1a tra 16i chinh xac quy dinh duge hoi.
### Question
Diéu 27 - X1t Iy déi véi truong hgp hang hoa, vat pham nhap khu qué thoi han lam thi tuc hai quan hodc budc phai dua ra khoi
Viet Nam hay tai xut, Nghi dinh 16/CP ctia Chinh phii vé viéc quy dinh viéc xt& phat vi pham hanh chinh trong linh vuc quén ly
Nha nuée vé hai quan
<|im_end|>
<[|im_start|>assistant
<think>
Budc 1: Cau héi yéu cau trich dan chinh xéc diéu luat quy dinh vé xi 1§ hang hoa nhap khau qué thai han.
Budc 2: Diéu 27 ctia Nghi dinh 16/CP quy dinh 1o vé hai truong hop: (i) qua thoi han lam thi tuc, va (ii) qua thoi han tai xudt
ho#dc dua hang ra khéi Viet Nam.
Budc 3: Vi vay can tra 1di nguyén van quy dinh.
< /think>

1. Hang ho4, vat pham nhap khau qué thoi han 60 ngay ké tit sau thai han cudi ciing phai lam thi tuc hai quan theo quy dinh ciia
phap luat hodc qua 30 ngay, ké tit nghy cd quan Hai quan thong bao trén phuong tién thong tin dai chiing ma khong c6 ngusi dén
lam thi tuc héi quan thi lam tha tuc sung cong quy Nha nudce.

2. Moi truong hgp hang hoa theo quy dinh phai tai xuat hodac budc phai dua ra khoéi Viet Nam, néu qua thsi han quy dinh trong
quyét dinh xt phat ma duong sy khong thyc hién sé bi sung céng quy.

<|im_end|>

English:

<[|im_start|>user

#+4++4 Instruction

You are an experienced lawyer, highly knowledgeable about Vietnamese law, with the ability to recall all legal documents. Your
task is to provide the exact legal provision being asked about.

### Question

Article 27 — Handling of imported goods or items that exceed the time limit for customs procedures, or that must be removed from
Vietnam or re-exported, Decree 16/CP of the Government on administrative sanctions in the field of state management of customs.
<|im_ end|>

<[|im_ start|>assistant

<think>

Step 1: The question requires citing the exact provision regarding overdue imported goods.

Step 2: Article 27 of Decree 16/CP clearly specifies two cases: (i) exceeding the customs deadline, and (ii) exceeding the re-
export/removal deadline.

Step 3: Therefore, the full legal text must be returned verbatim.

< /think>

1. Imported goods or items that exceed the time limit of 60 days from the final deadline for completing customs procedures under
the law, or exceed 30 days from the date the Customs authority announces publicly without anyone coming forward to complete
customs procedures, shall be confiscated into the State Treasury.

2. In all cases where goods are required by law to be re-exported or removed from Vietnam, if the sanctioned party fails to comply
within the prescribed time limit, the goods shall be confiscated into the State Treasury.

<|im_end|>
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