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Abstract

This paper provides an overview of the Legal-
SLM shared task, hosted at the Vietnamese
Language and Speech Processing Conference
(2025). We introduce a benchmark designed
to evaluate the legal reasoning capabilities of
Vietnamese language models. The dataset con-
sists of 1,950 samples across three main tasks:
Multiple-Choice Legal Knowledge, Legal Nat-
ural Language Inference (NLI), and Legal Syl-
logism Reasoning. The accuracy scores of
all participating teams ranged from 58.16%
to 98% (NLI), 74.8% to 92.67% (Multiple-
Choice), and 28.75% to 57.67% (Syllogism).
These scores reflect the performance of partici-
pating teams only. For the Multiple-Choice and
NLI tasks, accuracy was used as the evaluation
metric, while for the Syllogism task, a large lan-
guage model (LLM) served as the evaluation
judge.

1 Introduction

Legal tasks encompass a wide range of applications
that require the ability to comprehend and interpret
complex legal documents. Currently, these tasks
are carried out by legal experts with extensive ex-
perience. Equipping large language models with
legal capabilities is essential—not only to improve
access to legal information for non-experts, but also
to enhance the public’s understanding of the law.
(Cui et al., 2022), (Lai et al., 2023)

Several benchmark datasets have been developed
for legal NLP, such as LEXTREME (Niklaus et al.,
2023), LexGLUE (Chalkidis et al., 2022) , and
LBOX OPEN (Hwang et al., 2022). Among them,
LegalBench (Guha et al., 2023) includes 162 En-
glish tasks across six types of legal reasoning, de-
signed by legal professionals to evaluate both open-
source and commercial LLMs. These resources
provide a comprehensive view of legal reasoning
abilities in English.

However, even though Legal NLP research has
made significant progress in English, foundational

studies on processing Vietnamese legal texts re-
main limited. In the legal domain, language is not
only a means of expression but also a constituent
of legal norms. Most legal systems are built upon
the shared language of their societies, which makes
their words, structures, and terminology unique.
When the same legal concept is expressed in differ-
ent languages, its meaning may change. Therefore,
models that perform well on the mentioned bench-
marks may not necessarily perform well on Viet-
namese legal tasks. Research on applying LLMs
to the Vietnamese legal language is still in its early
stages, with only a few achievements (Thanh et al.,
2021), (Nguyen et al., 2023), (Nguyen et al., 2024).
Hence, it is necessary to develop a comprehensive
benchmark to evaluate the performance of LLMs
in the Vietnamese legal domain.

2 LegalSLM Challenge

The LegalSLM Challenge evaluates Vietnamese
legal reasoning through three task families. Un-
less otherwise specified, we report accuracy as the
primary metric; The dataset sizes are denoted by
1950 samples and will be finalized in the released
version.

2.1 Task 1: Multiple-Choice Legal Knowledge

The purpose of this task is to assess factual knowl-
edge and comprehension of Vietnamese legal doc-
uments through multiple-choice questions. Each
sample consists of one question and four answer
options, with only one correct choice. The label
space is defined as {0, 1, 2, 3}. The model’s output
is the index corresponding to the correct option.
We use accuracy as the primary metric for evalua-
tion.

2.2 Task 2: Legal Natural Language Inference
(NLI)

This task evaluates a model’s ability to determine
logical relationships between legal premises and
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conclusions. The label space is {“C6”, “Khong”},
where “C6” indicates that the hypothesis is logi-
cally entailed by the premise and does not introduce
any new information. “Khong” is used when the
hypothesis is vague or requires additional informa-
tion beyond the given premise. The model’s output
is one of these two labels. We use accuracy as the

primary metric for evaluating this task.

2.3 Task 3: Legal Syllogism Reasoning

The final task aims to test logical reasoning through
structured legal arguments and syllogistic reason-
ing. Each sample presents a legal scenario and
provides: (i) a set of rules, (ii) a description of the
situation, and (iii) a set of conclusions. We use a
large language model (LLM) as a judge to evaluate
the answers based on four criteria: relevance, legal
citation, reasoning accuracy, and conclusion accu-
racy. More details and the evaluation formula are
presented in the Evaluation section.

3 Baseline model

To provide a reference point for evaluating the per-
formance of all participating teams, we introduce
two baseline models. These models are continued
pretraining versions of the Qwen 3 (Yang et al.,
2025) architecture, trained on Vietnamese legal
documents. The purposes of these baseline models
are: (i) to establish an objective benchmark against
which teams can compare their results, and (ii) to
reflect the basic legal reasoning capabilities that a
large language model can achieve when trained on
domain-specific data. These models are not fine-
tuned for specific tasks in order to maintain general
capabilities for evaluation purposes.

The baseline models are based on Qwen 3 with
1.7B and 4B parameters. We chose Qwen be-
cause it supports multiple languages, including
Vietnamese. The models were trained on approxi-
mately 96k Vietnamese legal documents. For the
training setup, we performed continued pretrain-
ing for one epoch, using a batch size of 256 and a
learning rate of le-5.

Parameter Value
Batch_size 256
Context length 4096
Learning Rate | 1 x 107°
Epoch 1

Table 1: Table 1 shows the training hyperparameters
used in our baseline models.

4 Task Data

4.1 Data Creation

In this shared task, our benchmark is built in
four stages: (1) collecting QA data from a Viet-
namese legal forum; (2) creating synthetic data
with an LLM (in this case, GPT-4.1); (3) us-
ing three LLMs—DeepSeek (DeepSeek-Al et al.,
2025), Gemini (Team et al., 2025), and GPT-4.1
(OpenAl et al., 2024) to evaluate the results from
stage 2 and keeping only samples where at least
two of the three models agree; and (4) using human
annotators to verify the results. This pipeline is
used to create evaluation data for three subtasks:
multiple-choice, NLI, and syllogism.

4.1.1 Data collection and preprocessing

We collected question—answer (QA) pairs from
the thuvienphapluat.vn forum covering 2023-2025
to ensure the evaluation data remains current for
2025. For each page, we extracted the question, an-
swer, title, subject, URL, and publication date. We
retained only examples whose topics fall within:
“Kinh doanh vén tai”, “Nghia vu quan sy”, “Thua
ké”, “Xuat nhap khau”, “Thué gi4 tri gia ting”,...
To ensure data quality, we deduplicated the crawled
items in preparation for the synthetic generation
stage.

4.1.2 Synthetic generation

For each sample, we prompted GPT-4.1 to cre-
ate task-specific variants. To reduce hallucination
and increase grounding in source information, the
model was required to follow these rules:

* Answers must be based on explicit legal bases
(clause/point) extracted from the QA source.

* Content must be created only within the ex-
tracted normative scope and the crawled QA.
If no basis exists, the model must output “in-
sufficient basis”.

e Generate three tasks: (i) Multiple-
choice—create one question with four
options, exactly one correct; (ii) NLI—create
a premise, a hypothesis, and a label
("Co6"/"Khong"); (iii) Syllogism—create a
set of facts, a question, and the ground-truth
answer requiring syllogistic reasoning.

4.1.3 LLM-as-a-judge
Each sample generated by the synthetic process was
independently reviewed by three LLMs (DeepSeek,



Gemini, and GPT-4.1). Each model was given the
ground truth derived from the QA source and re-
turned an accept/reject decision with a brief ratio-
nale. Acceptance criteria by task:

* Multiple choice: the selected answer must
match the ground truth.

* NLI: the label must be consistent with the
inference between the premise and hypothesis;
the hypothesis must not introduce information
absent from the ground truth.

* Syllogism: the conclusion must logically fol-
low from the stated rules and facts.

We retained only samples accepted by at least two
of the three LLMs.

4.1.4 Human-in-the-loop

To improve accuracy, each sample from Stage 3
was reviewed by two trained annotators. Review-
ers checked the benchmark for (i) citation consis-
tency and (ii) clarity of the ground-truth answer (no
ambiguity). Any disagreement required a written
justification and was resolved through discussion;
unresolved items were revised or removed.

4.2 Data statistics

The LegalSLM Challenge dataset includes three
main tasks: Multiple-Choice Legal Knowledge
(MC), Natural Language Inference (NLI), and Le-
gal Syllogism Reasoning. In total, the benchmark
consists of 1,950 samples, including 800 for MC,
850 for NLI, and 300 for Syllogism. All data were
constructed between 2023 and 2025 to ensure that
the benchmark remains up to date with the Viet-
namese legal system.

4.3 Data format

Our dataset is structured according to a standard-
ized format to ensure consistency across the three
tasks. All samples are presented in Vietnamese in
order to evaluate the ability of models to process
and reason over Vietnamese legal texts.

* Multiple-Choice: Each sample consists of a
question and four options. There is exactly
one correct answer, and the model’s output
is a label corresponding to one of the four
indices { 0, 1,2, 3 }.

* Natural Language Inference (NLI): Each sam-
ple contains two main components: a premise
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Figure 1: Dataset statistics across the three LegalSLM
tasks: 800 multiple-choice, 850 NLI, and 300 syllogism
samples (1,950 total).

and a hypothesis. The model must determine
whether the hypothesis is logically entailed by
the premise or not.

* Syllogism Reasoning: Each sample provides
a legal situation, and the model must generate
a free-text answer to the question.

Question: Theo quy dinh phap luit hién hanh,
ngudi ndp thué c6 nghia vu gi lién quan dén viéc
ghi ma s6 thué trén héa don khi thuc hién giao
dich kinh doanh?

choices: [ "Ngudi nop thué phai ghi ma sb thué
dudc chp trén héa don trong moi trudng hop, ké
ca khi ngudi mua khong c6 ma sé thué.", "Ngudi
ndp thué chi phai ghi ma s6 thué trén héa don khi
ngudi mua cung cip ma sd thué hoic s6 dinh danh
cd nhan.", "Ngudi nop thué khong bit budc phai
ghi ma s6 thué trén héa don néu ngudi mua la c4
nhan hodc khich hang nuéc ngoai.", "Ngudi ndp
thué c6 thé lya chon ghi ho#ic khéng ghi ma sd
thué trén héa don tuy theo thda thuin véi ngudi
mua." ]

Answer: 1

Figure 2: Example multiple-choice legal knowledge
item from the LegalSLLM dataset (question with four
options and a single correct answer).

5 Evaluation

We evaluate three tasks—Multiple Choice (MC),
Natural Language Inference (NLI), and Syllo-
gism—using task-appropriate metrics. Accuracy is
the primary metric for MC and NLI. With N exam-



Legal document: Theo khoan 1 Piéu 20 Luat
Nhap canh, xuét canh, qué canh, cu trii ciia ngudi
nudc ngoai tai Viét Nam 2014 (stra ddi 2019):
Ngudi nuéc ngoai dugc mién thi thuc khi nhap
canh vao Viét Nam phai dép ting cac diéu kién
sau: (1) C6 ho chiéu hoic gidy to c6 gia tri di lai
qubc té va thi thuc, trif trudng hdp duge mién thi
thuc theo quy dinh; (2) Ngudi nhip canh theo dién
don phuong mién thi thuc thi ho chiéu phai con
thdi han st dung it nhét 06 thang; (3) Khong thude
truong hgp chua cho nhép canh theo quy dinh.
Ngoai ra, Nghi quyét 11/NQ-CP ngay 15/1/2025
quy dinh mién thi thuc cho cdng dan Ba Lan,
Cong hoa Séc va Lién bang Thuy Sy tir ngay
01/03/2025 dén 31/12/2025 véi thai han tam trd
45 ngay, muc dich du lich theo chuong trinh cia
doanh nghiép 1it hanh qudc t& Viét Nam t& chiic,
khong phan biét loai ho chiéu va phai dap ing di
cdc didu kién nhap canh theo phdp luat Viét Nam.
Specific question: Quy trinh va cic budc dé
ngudi nudc ngoai dugc mién thi thuc khi nhap
canh vao Viét Nam la gi?

Question: Diéu luat dudc cung cip cé thé ding
dé tra 18i cau hai trén hay khong?
Choices: ['C6","Khong"]

Answer: Co

Figure 3: Example legal NLI item from the LegalSLM
dataset (premise—hypothesis pair with binary label {Co,
Khong}).
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where I[-] is the indicator function (1 if the con-
dition holds, O otherwise). Invalid outputs —e.g.,
selecting multiple options, choosing an option out-
side the provided set, or returning an empty/ill-
formed answer—are counted as incorrect.

For Syllogism, we adopt an LLM-as-a-judge
rubric with four binary criteria: (i) Relevance (the
answer addresses the question), (i1) Legal citation
(accurate and specific legal citations), (iii) Reason-
ing accuracy (legally valid reasoning grounded in
the cited provisions), and (iv) Conclusion accuracy
(the conclusion follows from the rules and facts).
¢ir € {0,1} indicate whether sample i satisfies
criterion k € {1,2,3,4}. Each satisfied criterion
contributes 0.25 points, yielding the per-sample
score
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Question: Mot khach hang ca nhan mé tai khoan
ngéan hang online tai BIDV nhung chua hoan thanh
xéc thuc sinh tric hoc. Sau d6, khach hang nay
cb géng thuc hién giao dich chuyén khoan trén 10
triéu dong va riit tién tai cdy ATM. Hay phan tich
hau qua phap 1y ciia viéc khong xac thuc sinh tric
hoc trong truong hgp nay theo quy dinh hién hanh
va xac dinh khéch hang c6 thé thuc hién cic giao
dich trén hay khong?

Answer: Tién dé 16n: Theo Piéu 16 Thong tu
17/2024/TT-NHNN, khi md tai khodn ngén hang
online, khach hang cd nhan phai xac thyc thong
tin sinh tric hoc. Theo diém c khoan 5 Diéu
17 Thong tu 17/2024/TT-NHNN, khach hang chi
dudc thyc hién rit tién, giao dich chuyén khoan
béng phuong tién dién tit khi da hoan thanh viéc
dbi chiéu khép diing gidy to tily than va thong tin
sinh tric hoc. Ngoai ra, theo Phu luc 02 Thong
tu 50/2024/TT-NHNN, giao dich chuyén khoén
trén 10 tridu ddng phai x4c thiyc bang it nhét hai
hinh thifc, trong d6 c6 thong tin sinh tric hoc.
Tuy nhién, lut khong cAm riit tién mit bang thé
vat Iy néu chua xdc thuc sinh tric hoc. Tién d&
nhd: Khach hang ca nhan md tai khoan ngén hang
online tai BIDV nhung chua xac thuc sinh tric
hoc, cb ging thuc hién giao dich chuyén khoan
trén 10 triéu dong va rit tién tai cay ATM. Két
Iuan: Khach hang khong dugc phép thuc hién giao
dich chuyén khoan trén 10 triéu dong do chua xéac
thuc sinh tric hoc theo quy dinh bt budc. Tuy
nhién, khach hang van c6 thé riit tién mit tai cay
ATM bing thé vat ly vi luat khong cAm riit tién
mit trong truong hop chia xdc thuc sinh tric hoc.

Figure 4: Example legal syllogism reasoning item from
the Legal SLM dataset (rules/facts, scenario description,
and the ground-truth conclusion).

6 Results

6.1 Participants

There were 10 teams participating in the LegalSLM
shared task. Each team submitted one model run
to the organizers for evaluation on our benchmark.
Most submissions were based on Qwen-3 models
with 1.7B—4B parameters.

6.2 Results

Table 2 shows the results of all teams on three tasks:
Multiple Choice (MC), Natural Language Inference
(NLI), and Syllogism. The performance ranges for
these tasks are as follows: NLI ranges from 58.16%
t0 98.00%, MC ranges from 74.80% to 92.67%, and
Syllogism ranges from 28.75% to 57.67%, with the
overall average ranging from 37.44% to 81.08%.
The leading team, Bosch@ Al, achieved an average
score of 0.8108, demonstrating high performance
and stability on NLI and MC (0.9700/0.9267), al-
though its Syllogism score is at a moderate level
(0.5358). Meanwhile, URAX achieved the highest



Syllogism score (0.5767) but did not lead in NLI
or MC, suggesting a trade-off between deductive
reasoning capabilities and tasks requiring direct
answer selection.

We also report the performance of our baseline
models after continued pretraining on Vietnamese
legal texts. For Qwen-3-4B (ours) compared to the
original Qwen-3-4B Base, we see an improvement
in two out of three tasks. The MC score increases
from 0.8210 to 0.8500 (+2.90 percentage points),
and Syllogism improves significantly from 0.5160
to0 0.5950 (+7.90). However, NLI slightly decreases
from 0.9700 to 0.9600 (-1.00). The overall average
score rises from 0.7690 to 0.8010 (+3.20), indicat-
ing that continued pretraining helps legal reason-
ing, especially in multi-step tasks like syllogistic
inference.

In contrast, for Qwen-3-1.7B (ours) compared
to its base model, the results are mixed. NLI im-
proves from 0.5617 to 0.6450 (+8.33), while MC
slightly decreases from 0.7933 to 0.7867 (-0.66),
and Syllogism drops significantly from 0.4680 to
0.3840 (-8.40). The overall average score remains
nearly unchanged, with 0.6050 compared to 0.6076
(-0.26). These findings suggest that smaller models
struggle to effectively balance factual recall and
complex reasoning during continued pretraining.

7 Conclusions

This paper introduces the LegalSLM Challenge — a
benchmark for evaluating the legal abilities of small
language models. The benchmark uses three tasks:
Legal Multiple Choice, Legal Natural Language
Inference (NLI), and Legal Syllogism Reasoning.
Based on these tasks, we build an evaluation frame-
work to assess the ability to recall legal knowledge,
perform logical reasoning, and conduct multi-step
legal reasoning in the Vietnamese legal context.

The results from all participating teams show
that current models achieve high performance in
the Multiple Choice and NLI tasks, but syllogistic
reasoning remains a major challenge. This high-
lights the complexity of structured legal arguments.
Continuing to pretrain Qwen-3 on Vietnamese le-
gal documents significantly improves overall per-
formance, especially on tasks requiring reasoning.
However, smaller models still struggle to balance
between accuracy and reasoning ability.

In the future, we aim to improve evaluation cri-
teria to cover other factors such as explainability,
and to continue research on training techniques

that enhance multi-step reasoning. We believe the
LegalSLM Challenge will serve as a strong mo-
tivation to connect the research community and
support the advancement of Al in the Vietnamese
legal system.
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