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Abstract

Legal information retrieval in Vietnamese re-
mains underexplored despite the growing de-
mand for intelligent legal NLP systems. This
paper presents ViDRILL, a multi-stage re-
trieval framework designed for the VLSP 2025
DRILL shared task on Vietnamese legal docu-
ment retrieval. Our approach integrates sparse
and dense retrieval with semantic re-ranking:
BM25 provides strong lexical baselines, mul-
tilingual embeddings (ES-Instruct, GTE) cap-
ture semantic relevance, and a cross-encoder
re-ranker (BGE-rerank) refines candidate rank-
ings. To enhance training effectiveness, we
introduce a dual-level chunking strategy and
a hard negative sampling mechanism guided
by pretrained models. Experimental results
on the official benchmark demonstrate that
ViDRILL achieves top-5 performance, high-
lighting the effectiveness of combining lexical
precision, semantic retrieval, and cross-encoder
re-ranking for complex legal texts.

1 Introduction

Access to legal information plays a central role in
supporting decision-making for lawyers, judges,
and citizens. However, retrieving the right legal
documents from large collections is a non-trivial
task. Legal texts are typically lengthy, formal, and
densely interconnected, with clauses that reference
multiple articles or laws. Queries in this domain
are expressed in natural language, which introduces
additional challenges of ambiguity, paraphrasing,
and mismatch between layman expressions and for-
mal legal terminology. These factors make conven-
tional retrieval techniques insufficient for the legal
domain (Nguyen et al., 2024).

In the Vietnamese context, research on legal in-
formation retrieval (LIR) is still at an early stage.
While progress has been made in general-purpose
Vietnamese NLP tasks such as machine trans-
lation, summarization, and question answering

(QA), domain-specific retrieval systems remain
scarce. This gap is particularly critical given the
increasing digitization of Vietnamese legal docu-
ments and the growing demand for intelligent legal
NLP tools. Recent studies have begun to address
this challenge: (Tien et al., 2024) generated syn-
thetic queries to fine-tune retrieval models, while
(Nguyen et al., 2025) demonstrated that optimized
data processing, tailored loss functions, and semi-
hard negative sampling are pivotal for building ro-
bust retrieval-augmented systems. These advances
highlight the importance of moving beyond purely
lexical methods toward hybrid and multi-stage ap-
proaches for Vietnamese legal texts.

To further bridge this gap, the VLSP 2025
DRILL (Document Retrieval in Legal Language)
shared task was introduced as a benchmark for eval-
uating retrieval systems on Vietnamese legal cor-
pora (Vuong et al., 2025). The task emphasizes
not only lexical matching but also deeper semantic
understanding, encouraging systems that balance
recall and precision across complex queries.

In this work, we present VIDRILL, our multi-
stage retrieval framework for the DRILL task.
The system integrates BM25 for strong lexical
baselines (Robertson and Zaragoza, 2009), dense
multilingual encoders (E5-Instruct, GTE, BGE-
M3) (Wang et al., 2024; Zhang et al., 2024; Chen
et al., 2024) for semantic retrieval, and a cross-
encoder re-ranker (BGE-reranker-v2-m3) for fine-
grained ranking (Nogueira and Cho, 2019). Beyond
retrieval accuracy, we propose a dual-level chunk-
ing strategy and a two-stage hard negative mining
mechanism, tailored specifically to long and struc-
tured Vietnamese legal texts. Through this design,
our contributions aim to advance the development
of robust retrieval frameworks for Vietnamese le-
gal NLP and provide practical insights for handling
complex legal search scenarios.



2 Related Works

Research on legal information retrieval (LIR) has
progressed from keyword-based methods to neural
architectures. While lexical approaches focus on
exact matching, recent work emphasizes seman-
tic representations and multi-stage pipelines. In
Vietnamese, studies remain limited, though new
datasets and shared tasks are driving advances. We
review related work in two directions: (i) lexical vs.
dense retrieval and (ii) re-ranking and multi-stage
pipelines for legal NLP.

2.1 Legal Information Retrieval: Lexical vs.
Dense Retrieval

Early legal IR methods relied on lexical match-
ing such as TF-IDF and BM25, which remain
strong baselines due to robust term—document ex-
act matching and efficient indexing (Robertson and
Zaragoza, 2009). Nevertheless, lexical approaches
often fail at capturing synonymy, paraphrase, and
long, compositional legal provisions. Recently,
neural dense retrieval approaches such as legal
case-specific encoders (e.g., CaseEncoder with Bi-
ased Circle Loss (Ma et al., 2023) and DELTA
using structural word alignment (Li et al., 2024))
have emerged, showing notable improvements in
semantic matching for legal case retrieval. A recent
survey also highlights growing interest and perfor-
mance gains in legal case retrieval using domain-
aware dense encoders (Feng et al., 2024). In addi-
tion, specialized approaches for statute law (e.g.,
combining BM25 with Longformer for long in-
put handling) have proven effective in COLIEE
tasks (Nguyen et al., 2022). Unlike these single-
strategy approaches, VIDRILL uniquely integrates
lexical precision with dense semantic recall into
a unified framework tailored for Vietnamese legal
documents.

2.2 Re-ranking and Multi-stage Pipelines in
Legal NLP

Two-stage pipelines lexical/dense first-stage re-
trieval followed by cross-encoder re-ranking are
now standard practice in legal IR, aiming to bal-
ance efficiency and accuracy effectively. For in-
stance, the COLIEE 2022 entry LeiBi combined
tuned lexical models with cluster-driven BERT-
based re-ranking, yielding notable improvements
in case law retrieval (Askari et al., 2022). Simi-
larly, the DoSSIER approach (COLIEE 2021) lever-
aged dense retrieval at the paragraph level and

Dataset Total Max Min Avg

(rows) (words) (words) (words)
Train (Articles) 59,636 55,097 5 303.28
Train (Questions) 2,190 45 6 19.71
Public Test (Questions) 312 42 11 20.00
Private Test (Questions) 627 57 10 24.40

Table 1: Key statistics of the VLSP 2025 DRILL dataset.
Total indicates the number of rows, while Max/Min/Avg
are measured in words.

summarization-based BERT re-ranking to tackle
long legal cases (Althammer et al., 2021). A more
recent architecture, TraceRetriever, segments docu-
ments via rhetorical roles and employs BM25, vec-
tor retrieval, and cross-encoder models fused with
Reciprocal Rank Fusion, achieving state-of-the-
art results on IL-PCR and COLIEE 2025 bench-
marks (Nigam et al., 2025). Compared to these,
VIDRILL introduces two distinct contributions:
(i) a dual-level chunking strategy optimized inde-
pendently for retrieval and re-ranking, and (ii) a
two-stage hard negative mining mechanism. These
innovations enhance semantic robustness and pre-
cision in handling long and structured Vietnamese
legal texts, thus distinguishing VIDRILL from ex-
isting multi-stage frameworks.

3 Dataset

In this work, we utilize the dataset from the VLSP
2025 DRILL shared task (Vuong et al., 2025),
which focuses on legal document retrieval in the
Vietnamese statutory domain. The dataset con-
sists of a comprehensive legal corpus and an
annotated set of questions, building upon prior
high-quality Vietnamese legal benchmarks such
as VLQA (Nguyen et al., 2025). Each statutory
article is identified by a unique aid and its full
content, while questions are collected from pub-
lic consultation platforms and annotated by legal
professionals with the relevant aids. Relevance is
defined such that an article is considered “relevant”
if the question can be affirmatively answered or en-
tailed from its content. On average, most questions
are linked to a single relevant article, though some
are associated with multiple. Key dataset statistics,
including the maximum length in terms of number
of words, are summarized in Table 1.

4 Methodology

We first provide an overview of the proposed
framework as illustrated in Figure 1. The system is
designed as a multi-stage retrieval pipeline that in-
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Figure 1: Overall pipeline of our proposed method.

tegrates keyword-based, dense semantic, and cross-
encoder models. The pipeline consists of three
main stages: retrieval, re-ranking, and filtering.

4.1 Preprocessing
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Figure 2: Preprocessing pipeline for corpus segmenta-
tion in ViDRILL

The preprocessing stage plays a crucial role in
preparing the legal corpus for both retrieval and
re-ranking tasks. To ensure high-quality data, we
design a two-step chunking strategy with different
granularity levels for distinct purposes:

* Step 1 - Long Chunking for Re-ranking:
Legal documents are segmented into chunks
of up to 2000 characters. To maintain se-
mantic continuity across sections, overlapping

segments are introduced by preserving content
split at line breaks (\n). These long chunks
are mainly used for training re-ranking mod-
els, as they provide sufficient context for the
cross-encoder to assess relevance effectively.

¢ Step 2 - Short Chunking for Retrieval: For
retrieval models, the corpus is further seg-
mented into smaller chunks with a maximum
length of 450 characters. No overlap is ap-
plied in this step. Each legal clause is ini-
tially treated as an independent unit. In cases
where a clause exceeds the character limit, it
is further split into smaller coherent segments,
following the clause-based segmentation strat-
egy proposed in (Tran et al., 2025). This step
ensures compact, self-contained units suitable
for dense retrieval models.

This dual-level chunking strategy allows re-
ranking models to leverage rich contextual infor-
mation while ensuring that retrieval models op-
erate on concise and focused textual units. Fig-
ure 2 illustrates the preprocessing pipeline applied
in ViDRILL.

4.1.2 Training Data Preparation

To prepare high-quality datasets for both retrieval
and re-ranking training, we design strategies for
constructing positive and negative samples, as well
as corpus splits tailored to each model. The details
are as follows:

* Positive Samples: Each legal article (aid)
can contain multiple chunks after prepro-
cessing. Instead of treating all chunks as
equally positive, we select the most represen-
tative one. Specifically, we use the combined



similarity outputs of three pretrained mod-
els (BGE-M3 (Chen et al., 2024), E5-Instruct
(Wang et al., 2024), and GTE (Zhang et al.,
2024)) to rank all candidate chunks for a given
aid. The highest-scoring chunk is chosen as
the representative positive, ensuring that the
positive passage used in training is both se-
mantically aligned with the query and contex-
tually faithful to the source document. This
selection process avoids noisy positives and
improves retrieval precision.

e Negative Samples for Re-ranking: To
train the re-ranker effectively, we construct
hard negatives using a two-stage process.
First, three pretrained dense models (BGE-
M3 (Chen et al., 2024), ES-Instruct (Wang
et al., 2024), and GTE (Zhang et al., 2024))
are used to retrieve the top-60 candidate pas-
sages for each training query. Passages ranked
10 to 40 are then selected as preliminary neg-
atives. These preliminary negatives are used
to train a BGE-M3 (Chen et al., 2024) model
for retrieval on chunks up to 2000 charac-
ters (see Section 4.1.1). After training, the
BGE-M3 model is applied to the corpus to
retrieve a new top-60 candidate set, which is
directly used as the true hard negatives for
re-ranker training. This two-stage approach
ensures that the negatives are both semanti-
cally challenging and contextually relevant,
enabling the re-ranker to learn fine-grained
semantic distinctions.

* Retrieval Training Data: For dense retrieval
models (ES-Instruct (Wang et al., 2024) and
GTE (Zhang et al., 2024)), we use short
chunks with length capped at 450 characters.
These chunks are compact and self-contained,
which makes them well-suited for embed-
ding into fixed-size dense vectors. Instead
of manually constructing negatives, we rely
on contrastive learning with in-batch nega-
tives, where each query’s positive passage is
contrasted against all other passages in the
same batch. This approach scales efficiently
and leverages the natural diversity of the le-
gal corpus, making explicit negative sampling
unnecessary.

4.2 Data and Question Space

We construct a Vietnamese legal corpus where each
law and article may contain multiple clauses. The

corpus is indexed in two formats: (i) a sparse in-
dex using BM25, and (ii) a dense index stored in
Qdrant, a vector database. Sparse indexing pro-
vides strong lexical recall, while dense indexing
supports semantic similarity matching between
queries and passages. The question space follows
the ViDRILL task setup, where queries are real-
world legal questions that often require nuanced
semantic understanding.

4.3 Step 1: Retrieval

The retrieval stage combines both sparse retrieval
(BM25) and dense retrieval (E5-Instruct (Wang
et al., 2024), GTE (Zhang et al., 2024), and BGE-
M3). First, BM25 retrieves the top-200 passages,
ensuring high recall. Next, dense retrievers encode
queries and short chunks (length < 450 charac-
ters) into embeddings. Qdrant is then used for
fast similarity search based on cosine similarity.
Each dense model retrieves its top-30 candidates,
and their union is taken with duplicates removed
to form a unified candidate pool of semantically
relevant passages.

4.4 Step 2: Re-ranking

For re-ranking, we adopt the BGE-reranker-v2-
m3 (Chen et al., 2024), a multilingual cross-
encoder optimized for passage ranking. The re-
ranker takes a query and a candidate passage (long
chunk up to 2000 characters) as input and outputs
a scalar relevance score. Training is performed us-
ing positive passages paired with hard negatives (as
constructed in the previous section), with a softmax
cross-entropy loss computed over each candidate
group. This stage leverages full cross-attention be-
tween queries and passages, significantly improv-
ing ranking precision by capturing fine-grained
semantic relationships.

4.5 Step 3: Filtering and Final Selection

Finally, we apply a filtering mechanism to produce
the system output. From the re-ranked list, candi-
dates with scores > (.75 are retained. If there are
no candidates satisfying this threshold, the top-40
passages are selected by default. This strategy en-
sures a balance between precision (via score thresh-
olding) and recall (via fallback selection), ensuring
robust performance across diverse queries.



S Experimental Setup

5.1 Implementation Details

We design a multi-stage pipeline consisting of a re-
trieval model and a re-ranking model. Table 2 sum-
marizes the implementation details of each compo-
nent.

Configuration Retrieval Re-ranking
Training objective ~ MultiNegLoss  Cross-Entropy Loss
Max seq. length 512 P=512/Q=128
Batch / Group size 16 10
Learning rate 2x107° 6x107°
Epochs 30 10

Table 2: Implementation details for retrieval and re-
ranking modules.

5.2 Evaluation Metrics

System performance on the retrieval task is eval-
uated using Precision, Recall, and the macro F5
score. We adopt the macro-average setting, i.e., the
evaluation measure is first computed individually
for each query and then averaged across all queries.

Precision.
R N G
Precision = ’ o] Z | ’
q€Q

where R, is the set of retrieved documents for
query ¢ and G is the set of relevant documents.
Precision measures the proportion of retrieved doc-
uments that are relevant (those that are also in G).

Recall.

|R NG ]
Recall =
!QI Z |Gyl

Recall measures the proportion of relevant docu-
ments that are successfully retrieved.

Macro F> measure.

5 x Precision x Recall
Fy =

4 x Precision + Recall

The F» score gives recall 4x more weight than
precision, which aligns with the legal retrieval sce-
nario where retrieving all relevant precedents is
more important than achieving high precision.

6 Results and Analysis

6.1 Experimental Results on Public Test

Table 3 provides several noteworthy observations.
First, dense retrieval models with re-ranking con-
sistently outperform the single baselines. For ex-
ample, the E5-Instruct model, when combined with
re-ranking, achieves an improvement of approx-
imately 0.13-0.15 in F5-Macro compared to the
lexical baseline BM25 and the dense model GTE
without re-ranking. This demonstrates the effec-
tiveness of semantic representations in capturing
legal relevance beyond surface lexical overlap.

Second, in Step 1 of the Single+Re-rank config-
uration, increasing the retrieval pool size (top-k)
generally improves recall while slightly reducing
precision. Among the examined settings, k¥ = 30
achieves the most balanced trade-off, yielding an
F>-Macro of 0.6641. This finding indicates that
enlarging the candidate pool improves coverage
of relevant legal documents, but excessively large
values of k introduce noise that harms precision.
Consequently, we select £k = 30 as the default re-
trieval depth for subsequent experiments.

Third, in Step 2, where the retrieval depth is
fixed at k = 30, varying the fallback range reveals
its impact on robustness. Allowing the system to re-
tain up to 40 candidates (top-40) provides the most
favorable balance, with an F5-Macro of 0.7052.
This suggests that fallback strategies play a cru-
cial role in avoiding the loss of relevant documents
when re-ranker confidence is low, thereby improv-
ing recall stability.

Finally, combining sparse and dense retrieval
in the Double+Re-rank setting leads to further
improvements. By integrating BM25 with ES-
Instruct and GTE, the system reaches an F5-Macro
of 0.7135 and recall up to 0.8080. These results
highlight that hybrid retrieval is particularly ben-
eficial in the legal domain, where queries often
require both lexical precision and semantic under-
standing. Overall, the analysis suggests that care-
fully balancing retrieval depth, fallback strategies,
and hybridization is essential for optimizing per-
formance in complex legal search scenarios.

6.2 Private Test Leaderboard

Table 4 presents the top-10 teams on the private
test set. Our system (ViDRILL) ranks 5th, distin-
guished by a strong recall of 0.7605, among the top
2 across all teams. This indicates that our system is
effective at retrieving a broad set of relevant legal



Retrieval Re-ranking Filter Result
Sparse Dense Top-k Threshold Fallback | F2-Macro Precision Recall
(a) Single: baseline without re-ranking
BM25 - 50 X - top-02 0.3177 0.2115  0.3632
- GTE 50 X - top-02 0.5031 0.3397  0.5718
- E5-Instruct 50 X - top-02 0.5338 0.3622  0.6055
(b) Single + Re-rank (Step 1: analyze top-k with fixed fallback = top-01)
- E5-Instruct 10 v 0.75 top-01 0.6583 0.5877  0.6787
- E5-Instruct 30 v 0.75 top-01 0.6641 0.5631  0.6952
- ES5-Instruct 50 v 0.75 top-01 0.6626 0.5517  0.6976
(c) Single + Re-rank (Step 2: fix top-k = 30, vary fallback strategy)
- E5-Instruct 30 v 0.75 top-10 0.6947 0.5020 0.7684
- ES5-Instruct 30 v 0.75 top-20 0.7018 0.4938  0.7845
- E5-Instruct 30 v 0.75 top-40 0.7052 0.4920  0.7909
(d) Double + Re-rank (hybrid retrieval BM25 + dense)
BM25 ES-Instruct+GTE 30 v 0.75 top-20 0.7055 0.4886  0.7935
BM25 ES5-Instruct+GTE 30 v 0.75 top-40 0.7135 0.4861  0.8080
BM25 ES-Instruct+GTE 30 v 0.75 top-50 0.7132 0.4854  0.8080

Table 3: Experimental results on the public test set. (a) Single shows baseline retrieval without re-ranking. (b) Single
+ Re-rank Step 1 varies the top-k retrieval (with fixed fallback = top-01), showing that top-30 achieves the best
trade-off. (c) Single + Re-rank Step 2 fixes top-k=30 and varies fallback size, where top-40 is the most effective. (d)
Double + Re-rank combines BM25 with dense retrievers, further improving recall.

Team F2-Macro Precision Recall
edmmm 0.7261 0.6773  0.7394
unknow_123 0.6966 0.6222  0.7181
ducanger 0.6955 0.5097  0.7653
dinhanhx 0.6710 0.5509  0.7097
ViDRILL (ours) 0.6521 0.4153  0.7605
truong 13012004 0.6495 0.4714  0.7172
Almba 0.6425 0.4086  0.7498
ngjabach 0.6280 0.4329  0.7077
Engineers 0.5864 0.3147  0.7478
villageai 0.5587 0.3799  0.6332

Table 4: Top-10 results on the private test set of VLSP
2025 DRILL.

documents, which is crucial in legal applications
where missing information must be minimized.
However, precision remains lower (0.4153), sug-
gesting that future improvements should focus on
re-ranking and filtering strategies to reduce irrele-
vant retrievals while maintaining high recall.

7 Discussion

Using different retrieval methods together with re-
ranking helps balance precision and recall. Recall-
focused filtering, including thresholding and fall-
back strategies, ensures important legal docu-
ments are not missed. Choosing an appropriate
threshold is crucial: too low may include irrele-
vant documents, while too high may miss relevant

ones. Adding too many dense retrievers can create
noise and reduce accuracy. From this work, we
learned that balancing coverage and precision, set-
ting proper thresholds, and selecting models based
on their strengths are key for effective legal re-
trieval.

8 Conclusion

VIDRILL addresses the challenging task of Viet-
namese legal document retrieval, characterized
by complex, lengthy texts and nuanced queries.
Our key contributions include a dual-level chunk-
ing strategy for optimized preprocessing and a
two-stage hard negative mining mechanism to en-
hance semantic robustness. By integrating BM25,
dense multilingual encoders (E5-Instruct, GTE),
and BGE-reranker-v2-m3, our multi-stage frame-
work achieves top-5 performance in the VLSP 2025
DRILL shared task. This work advances Viet-
namese legal NLP by demonstrating the efficacy
of hybrid retrieval pipelines, offering a scalable
and effective solution for real-world legal search
applications.

Future enhancements to VIDRILL will focus on
integrating large language models (LLMs) for ad-
vanced re-ranking, leveraging their contextual un-
derstanding to improve ranking precision. We aim
to refine retrieval by optimizing model combina-
tions and exploring domain-specific fine-tuning to



better capture legal nuances. Additionally, incorpo-
rating query reformulation and dynamic threshold-
ing strategies will enhance adaptability to diverse
query types, further improving both precision and
recall for practical legal retrieval systems.
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