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Abstract
The VLSP community brings together re-
searchers from academia and industry to ad-
vance Vietnamese language and speech tech-
nologies. At the 11th Workshop on Vietnamese
Language and Speech Processing, one of the
key shared tasks was the Vietnamese Voice
Conversion (VC) Challenge 2025, which
aimed to develop systems capable of convert-
ing a source speaker’s voice into that of a tar-
get speaker while maintaining naturalness, in-
telligibility, and speaker similarity. The chal-
lenge dataset included non-parallel recordings
from multiple Vietnamese speakers, provid-
ing a realistic and diverse benchmark. In
this paper, we present Twinkle VC, our zero-
shot voice conversion system designed for the
VLSP 2025 VC Challenge. Twinkle VC inte-
grates a robust speech representation pipeline
with an effective model architecture to achieve
high-quality voice conversion without requir-
ing speaker-specific training data. According to
the official evaluation, our system achieved 1st
place on the leaderboard, with a Mean Opinion
Score (MOS) of 4.29± 0.16, SMOS_TGT of
3.65± 0.23, SMOS_SRC of 1.17± 0.09, and
a Word Error Rate (WER) of 9.83, resulting
in the highest Final Score of 72.66 among all
participating teams.

These results demonstrate the effectiveness and
versatility of Twinkle VC for zero-shot Viet-
namese voice conversion and establish a strong
benchmark for future research in this field.

Keywords: VLSP 2025, Voice Conversion,
Zero-shot, Speech Processing, Vietnamese

1 Introduction

Voice conversion (VC) aims to transform speech
from a source speaker so that it sounds as if it were
spoken by a target speaker, while preserving the
original linguistic content. This technology has
wide-ranging applications, including personalized
speech synthesis, dubbing, and assistive technolo-
gies. However, traditional VC methods often rely

on large amounts of paired training data for each
target speaker, which severely limits scalability. To
address this limitation, zero-shot VC enables con-
version to the voice of an unseen speaker using
only a short reference utterance. Such capability
is essential for building flexible and generalizable
VC systems in real-world scenarios. Despite its
promise, zero-shot VC still faces three major chal-
lenges. First, timbre leakage occurs when content
features extracted from source speech inadvertently
retain residual speaker identity, causing the con-
verted speech to sound similar to the source rather
than the target. Second, many systems rely on a
single vector representation of timbre, which lacks
the expressive power to capture fine-grained and
nuanced characteristics of unseen speakers. Finally,
there is often a training–inference mismatch: most
VC models are trained to reconstruct the source
speech, but at inference time they must combine
source content with target timbre, which leads to
suboptimal performance.

A number of approaches have been proposed to
mitigate these issues. AutoVC (Qian et al., 2019)
introduced an information bottleneck to separate
speaker and content features, while AdaIN-VC
(Chou et al., 2019) used adaptive instance normal-
ization to improve speaker disentanglement. More
recently, FragmentVC (Huang et al., 2022) im-
proved fine-grained timbre modeling by dynam-
ically attending to reference speech fragments, and
FreeVC (Wu et al., 2023) achieved strong zero-
shot performance by leveraging pretrained self-
supervised models. Neural codec language models
such as VALL-E (Wang et al., 2023a) have further
advanced the field by demonstrating the potential
of autoregressive token-based modeling for voice
conversion and text-to-speech. Building on these
developments, Seed-VC (Liu, 2024) was recently
proposed as a novel diffusion-transformer frame-
work for zero-shot VC. It introduces two key in-
novations: (1) an external timbre shifter during



training that perturbs the source speech timbre to
reduce leakage and align training with inference
conditions, and (2) a diffusion transformer architec-
ture that leverages the entire reference speech in-
stead of a single timbre vector, enabling in-context
learning of nuanced speaker characteristics.

In the Vietnamese context, prior research has
primarily focused on low-resource voice conver-
sion. Tu et al. (Tu et al., 2025) explored knowl-
edge transfer and domain-adversarial training to
build a Vietnamese VC model, while other ef-
forts have investigated exemplar-based methods
(Nguyen and Phung, 2017; Phung, 2017) and more
recently cross-lingual approaches for minority lan-
guages (Dang et al., 2024). Although these works
represent important progress, no existing system
has yet achieved highly natural and high-fidelity
zero-shot Vietnamese voice conversion, highlight-
ing the need for further research.

In this paper, we adapt and extend Seed-VC
for the Vietnamese Voice Conversion Challenge
2025. We propose Twinkle-VC, a system tai-
lored specifically for Vietnamese voice conver-
sion. Twinkle-VC integrates Seed-VC’s core in-
novations—timbre perturbation during training
and diffusion-transformer-based timbre model-
ing—while incorporating language-specific adap-
tations such as a robust Vietnamese semantic en-
coder and refined timbre modules. In particular,
we replace the original small-scale Semantic En-
coder with PhoWhisper-large (Le et al., 2024),
which provides stronger linguistic representations
for Vietnamese. Through these enhancements, our
system achieves superior performance in the chal-
lenge, as evidenced by its first-place ranking.

2 Related Work

2.1 Seed-VC

Seed-VC (Liu, 2024) is a recent zero-shot voice
conversion framework that tackles three fundamen-
tal challenges: timbre leakage, insufficient timbre
representation, and training–inference mismatch.
It introduces an external timbre shifter during train-
ing to perturb the source speech’s timbre, thereby
reducing residual source identity in extracted con-
tent features. Furthermore, Seed-VC employs a
diffusion transformer architecture capable of lever-
aging the entire reference speech via in-context
learning, enabling more nuanced timbre modeling
as opposed to relying on a single timbre vector (Liu,
2024).

2.2 PhoWhisper

PhoWhisper (Le et al., 2024) is a fine-tuned vari-
ant of the Whisper model adapted specifically for
Vietnamese ASR. The model was trained on ap-
proximately 844 hours of speech data covering di-
verse Vietnamese regional accents, achieving state-
of-the-art performance on major Vietnamese ASR
benchmarks. Its robustness in capturing linguis-
tic information while suppressing speaker-specific
traits makes it a strong candidate for semantic en-
coding in downstream tasks like voice conversion.

3 Data Preprocessing

3.1 Dataset Collection

For training our system, we leveraged a diverse
and multilingual collection of speech corpora
that span multiple languages and speaking styles,
including English, Japanese, Korean, and Viet-
namese. In particular, we incorporated the follow-
ing datasets: the VCTK corpus (Yamagishi et al.,
2019), the Japanese Versatile Speech (JVS) cor-
pus (Takamichi and Saruwatari, 2019), the Zeroth-
Korean dataset (Zeroth Project Contributors, 2017),
the PhoAudioBook corpus for Vietnamese (Nguyen
et al., 2020), the official VLSP 2025 shared task
datasets, as well as an additional augmented dataset
generated through Spectrogram Resize (SR) based
on FreeVC (Wu et al., 2023).

To ensure a balance between speaker diversity
and training efficiency, we restricted the amount of
data per speaker to approximately 10–15 minutes of
speech. This design choice maximizes the range of
accents, timbres, and speaking styles encountered
during training, which is essential for robust zero-
shot voice conversion. By limiting the per-speaker
duration, the model is encouraged to generalize to
unseen voices rather than overfitting to the idiosyn-
crasies of individual speakers, thereby enhancing
cross-speaker adaptability and naturalness in the
generated speech.

Furthermore, this multilingual design also re-
flects a linguistic characteristic of Vietnamese: the
language naturally incorporates borrowed words
and phonetic patterns from other languages, par-
ticularly English, Chinese, and French. By includ-
ing diverse corpora such as English, Japanese, and
Korean, we ensure that the model is not overly
biased toward purely monolingual Vietnamese
data. Instead, it learns to generalize across bor-
rowed lexical items and phonetic variations that
frequently appear in real-world Vietnamese speech.



This strategy complements the Vietnamese-specific
PhoWhisper encoder, resulting in stronger robust-
ness without degrading performance on the Viet-
namese evaluation set.

3.2 Augmentation Strategy

To improve the disentanglement of content and
speaker information, we adopt the Spectrogram
Resize (SR) based data augmentation strategy
proposed in FreeVC (Wu et al., 2023). Unlike
methods that rely on hand-crafted signal process-
ing to corrupt speaker cues, SR-based augmenta-
tion perturbs the mel-spectrogram through simple
resizing operations, which are easy to implement
yet highly effective. Importantly, our SR refers
strictly to resizing mel-spectrograms, rather than
waveform-level resampling. This avoids confusion
with speech resampling techniques.

The procedure consists of three steps: (1) extract
mel-spectrogram xmel from waveform y, (2) ap-
ply SR operation to obtain a modified spectrogram
x′mel, and (3) reconstruct the augmented waveform
y′ from x′mel using a neural vocoder. Two forms of
SR augmentation are used:

Vertical SR. The frequency axis of the mel-
spectrogram is rescaled with a ratio r via bilinear
interpolation, then padded or truncated back to the
original size. For r < 1, the compressed spectro-
gram is padded at high-frequency bins, yielding
speech with lower pitch and closer formant dis-
tance. For r > 1, the stretched spectrogram is
truncated at the top, producing higher pitch and
wider formant distance.

Horizontal SR. The time axis of the mel-
spectrogram is rescaled, effectively modifying the
speaking rate. This simulates variations in articula-
tion speed and rhythm, further diversifying acoustic
conditions.

By training the content encoder on both origi-
nal and SR-augmented speech, the model learns to
extract speaker-invariant linguistic features that re-
main unchanged across pitch, timbre, and speaking
rate variations. This improves disentanglement and
robustness in zero-shot voice conversion.

In our implementation, SR augmentation was
performed offline to generate an additional dataset
of approximately 120 hours (see Table 1). This
design ensures reproducibility and avoids the com-
putational overhead of applying augmentation on-
the-fly during training.

Dataset Language Speakers Total Duration (hrs)
VCTK English 119 44.69
JVS Japanese 100 89.0
Zeroth Korean Korean 51 61.9
PhoAudioBook Vietnamese 755 159.69
VLSP 2025 (w/ transcript) Vietnamese 49 12.44
VLSP 2025 (w/o transcript) Vietnamese 56 17.68
Augment (SR, FreeVC) Vietnamese 509 120.89

Table 1: Overview of datasets used for training (orig-
inal + augmented). For each corpus, we restrict the
amount of data per speaker to about 10–15 minutes to
maximize speaker diversity and prevent overfitting to in-
dividual voices. The Augmentation using Spectrogram
Resize dataset corresponds to approximately 120 hours
of Vietnamese speech generated offline via spectrogram
resize augmentation (Section 3.2), increasing pitch and
speaking-rate variability for improved robustness.

4 Methodology

4.1 Model Architecture

The main components of Seed-VC framework are
as follows:

• Diffusion Transformer: A transformer-based
network with N layers of hidden dimension
d, which models the denoising process in the
diffusion scheme. We further adopt several
improvements from U-ViT (Bao et al., 2023):

– U-Net style skip connections: Follow-
ing the method of U-Net (Ronneberger
et al., 2015), we apply skip connections
between layers. Unlike the original U-
Net, we do not apply down-sampling to
the sequence length, keeping it consis-
tent through the forward pass. A detailed
illustration is provided in Figure 1.

– Time as token: We prepend the time em-
bedding as a prefix token in the input
sequence. In addition, the same time em-
bedding is used as an adaptive layer nor-
malization signal in transformer blocks,
similar to the approach of Peebles and
Xie (Peebles and Xie, 2023).

– Rotary positional embedding: We inte-
grate rotary positional embeddings (Su
et al., 2023), which provide better gen-
eralization for positional encoding and
exhibit extrapolation capabilities.

• Length Regulator: A convolutional stack
designed to align semantic and acoustic fea-
ture sequences, which may have different
frame rates. Specifically, the semantic fea-
ture sequence is first nearest-neighbor inter-



polated to the target length (e.g., the acous-
tic feature length during training), and then
passed through a convolutional stack to ob-
tain a smoother representation of the speech
content signal.

4.2 Model Configuration

Training Our model is based on the Seed-VC DiT
architecture with 13 layers, 8 attention heads, and
512/2048 embedding/feed-forward network (FFN)
dimension. The model predicts mel spectrograms
at 16 kHz sampling rate, using a 1024-point Fast
Fourier Transform (FFT) window, 256 hop size,
and 80 mel bins. Training was performed for up
to 100k steps with a batch size of 8 utterances per
GPU (1×A100). The optimizer is AdamW with a
fixed learning rate of 1e-4. Diffusion is performed
with 50 denoising steps during training and 25 steps
during inference to balance quality and efficiency.

Timbre Shifter: For the timbre shifter module
used during training, we employed OpenVoiceV2,
a YourTTS-based model (Casanova et al., 2022)
further trained on a large-scale proprietary dataset.
OpenVoiceV2 effectively perturbs speaker timbre
while preserving linguistic information, making it
well-suited for disentangling content and speaker
attributes in our system (Qin et al., 2023).

Semantic Encoder: We replace the original
encoder of Whisper-small (Radford et al., 2023)
from OpenAI with PhoWhisper-large (Le et al.,
2024), a Vietnamese-adapted Whisper model with
1.55B parameters that achieves 4.67% WER on
the VIVOS benchmark. The semantic embeddings
from PhoWhisper-large are directly utilized with-
out discretization methods such as K-means or
vector quantization, as these may cause a loss of
fine-grained linguistic information if not properly
trained.

Speaker Encoder: Timbre representations are
extracted using a pretrained CAM++ model (Wang
et al., 2023b), a fast and efficient speaker verifica-
tion network trained on over 200k speakers. Owing
to its strong generalization capability across diverse
voices, CAM++ is well-suited for zero-shot speaker
adaptation in our framework.

Vocoder: Waveform synthesis from predicted
mel-spectrograms is performed using the pretrained
BigVGAN-v2 model (Lee et al., 2022) provided
by NVIDIA. The model is configured for 22 kHz
sampling rate, 80-band mel-spectrograms, and a
hop size of 256, ensuring high-fidelity and efficient

speech generation.
Refined Timbre Modules. While our system

does not introduce a new architecture, we refine
the Seed-VC timbre modeling by combining an
external timbre shifter with a robust speaker en-
coder. Specifically, during training we employ
OpenVoiceV2 as a timbre shifter to perturb speaker
identity while preserving linguistic content, thereby
mitigating timbre leakage and aligning training
with inference conditions. In addition, we adopt
CAM++, a pretrained speaker verification network
trained on over 200k speakers, to provide robust
and generalizable timbre embeddings. This re-
finement improves disentanglement of content and
speaker features. Notably, since OpenVoiceV2 is
only used for perturbation during training, it does
not introduce distortion for Vietnamese inputs at
inference time.

Mel-Spectrogram Configurations. To
ensure consistency across modules, we align
mel-spectrogram settings wherever possible.
PhoWhisper-large operates on 80-band mel
features at 16 kHz. The diffusion transformer
predicts mel spectrograms with 1024 FFT, hop
size 256, and 80 mel bins at 16 kHz. CAM++ also
uses 80-band mel spectrograms at 16 kHz. For
waveform synthesis, BigVGAN-v2 is configured
at 22 kHz with 80-band mel spectrograms, and
resampling is applied when necessary. This unified
design avoids feature mismatch across modules
and contributes to stable zero-shot performance.

5 Experiments & Evaluation

5.1 Evaluation Setup

We follow the official VLSP 2025 shared task eval-
uation protocol. Three criteria are used to assess
submitted systems:

• Speaker Similarity Score (SMOS): Human
perceptual ratings of speaker similarity be-
tween the converted and reference speech.
Scale: 0–5.

• Word Error Rate (WER): Measures con-
tent preservation by comparing the converted
speech against the source using a pretrained
ASR model (ChunkFormer (Le et al., 2025)).
Reported on a scale from 0 to 100.

• Mean Opinion Score (MOS): Human ratings
of naturalness and quality. Scale: 0–5.



Figure 1: Architectural detail of the U-Net style skip connections and timestamp conditioning in our diffusion
transformer, adapted from Seed-VC (Liu, 2024) with modifications.

The final score is calculated as:

Score = 0.4 (SMOSref,out − SMOSsrc,out)

+ 0.3MOS + 0.3 (100−WER)

where SMOS(ref, out) measures speaker sim-
ilarity between reference and converted speech,
and SMOS(src, out) between source and converted
speech.

Following the VLSP 2025 challenge protocol, all
human evaluations (MOS and SMOS) are reported
on a 0–100 scale. To facilitate comparison with
prior voice conversion literature, this can be ap-
proximately mapped to the conventional 1–5 MOS
scale by dividing by 20. For example, our MOS
of 85.8 on the 0–100 scale corresponds to about
4.29 on the standard 1–5 scale. This clarification
ensures consistency with previous work while re-
maining faithful to the official challenge reporting
format.

5.2 VLSP 2025 Challenge Results
Table 2 shows the official results of the VLSP 2025
voice conversion shared task (Task T1). Our team,
Twinkle, achieved first place based on the com-
bined Final Score.

Team MOS SMOS_TGT SMOS_SRC WER (%) Final Score
Twinkle 4.29 ± 0.16 3.65 ± 0.23 1.17 ± 0.09 9.83 72.66
ViettelRoar – T1 3.53 ± 0.21 3.66 ± 0.21 1.13 ± 0.08 12.95 67.53
VCL – T1 3.72 ± 0.17 3.21 ± 0.20 1.27 ± 0.11 10.98 64.49
ProfessorAgasa – T1 3.29 ± 0.22 3.18 ± 0.21 1.11 ± 0.07 12.84 62.40

Table 2: Official VLSP 2025 zero-shot VC results for
Task T1. Bolded values indicate best scores.

As presented in Table 2, Twinkle-VC achieves

the highest MOS score and the lowest WER, in-
dicating that the integration of PhoWhisper-large
effectively enhances both speaker similarity and
content preservation. These results highlight the
critical role of robust, language-specific semantic
encoding in advancing zero-shot voice conversion.
Furthermore, Twinkle-VC delivers competitive per-
formance across multiple evaluation metrics: it
ranks second in SMOS, only slightly behind the
top-performing system, demonstrating strong capa-
bility in mimicking target speaker timbre. The sys-
tem also secures a solid third place in SMOS-SRC,
remaining within an acceptable range compared to
other teams. Importantly, Twinkle-VC consistently
outperforms others in WER, underscoring the ro-
bustness of our approach to content preservation
under zero-shot conditions.

6 Conclusion and Discussion

6.1 Discussion

While Twinkle-VC achieves first-place perfor-
mance in the VLSP 2025 shared task, several lim-
itations remain that should be addressed in future
work.

Lack of ablation studies. Due to computational
constraints, we did not conduct systematic ablation
experiments. As a result, the exact causal contribu-
tion of PhoWhisper, SR augmentation, and CAM++
cannot be fully disentangled. Future work will in-
clude controlled experiments to better quantify the
role of each component.

Effect of SR augmentation. Although Spec-



Figure 2: In the training pipeline, a random segment is selected as the timbre prompt. The prompt branch takes
semantic features—extracted with PhoWhisper-large—together with acoustic features from the original audio, while
the target branch takes semantic features (also via PhoWhisper-large) from the timbre-shifted audio. The loss is
computed only on the target branch. Adapted from Seed-VC (Liu, 2024) with modifications.

trogram Resize significantly improved robustness
and reduced timbre leakage, it can slightly distort
phonetic details, potentially increasing WER in ex-
treme cases. Nevertheless, the low WER of 9.83
suggests that PhoWhisper largely mitigates this
risk by providing stable semantic features. More
detailed analysis is needed to understand failure
cases.

Multilingual training. Our system incorporates
multilingual corpora (English, Japanese, Korean,
Vietnamese) in addition to the Vietnamese datasets.
This design was motivated by the fact that Viet-
namese naturally incorporates borrowed words and
phonetic patterns from other languages, especially
English, Chinese, and French. Including multilin-
gual data reduces the risk of bias toward strictly
monolingual Vietnamese speech and improves gen-
eralization to borrowed lexical items. In practice,
we observed no degradation in Vietnamese per-
formance, likely due to the use of the language-
specific PhoWhisper encoder. A more systematic
per-language or per-dialect analysis would further
validate this design choice.

Error analysis. Our evaluation focused on ag-
gregate metrics. A finer-grained analysis (e.g., per-
speaker breakdown, per-accent evaluation, or ob-
jective speaker verification scores) would provide
deeper insight into error patterns and failure cases,
which we leave for future work.

6.2 Conclusion

In this work, we presented Twinkle-VC, a
Vietnamese-tailored zero-shot voice conversion
system that integrates Seed-VC’s diffusion-
transformer framework with the PhoWhisper-large
semantic encoder and Spectrogram Resize augmen-
tation. These design choices led to significant im-
provements in speaker similarity, intelligibility, and
robustness, enabling our system to achieve first
place in the VLSP 2025 shared task.

Looking ahead, we aim to further enhance disen-
tanglement between source and target voices and to
extend Twinkle-VC to more challenging scenarios,
such as singing voice conversion, handling noisy or
low-quality inputs, and adapting robustly to diverse
Vietnamese regional accents.
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