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Abstract

The VLSP 2025 is the eleventh annual interna-
tional workshop organized by the Vietnamese
Language and Speech Processing community.
This year, we introduce the first Vietnamese
Voice Conversion (VC) shared task, aiming to
establish a standardized benchmark for evalu-
ating and developing voice conversion systems
in the Vietnamese language. The task focuses
on building systems capable of converting a
source speaker’s voice to a target speaker while
preserving linguistic content and naturalness.
To support this, we constructed and released
a large-scale multi-genre Vietnamese speech
dataset containing over 26 hours of data from
100 speakers across various speaking styles and
recording conditions. A total of 18 teams regis-
tered to participate, and the best system, based
on a multilingual diffusion-transformer archi-
tecture, achieved a MOS of 4.29, SMOS_TGT
of 3.65, and WER of 9.83. The shared task re-
sults provide valuable insights and a foundation
for future research on robust Vietnamese voice
conversion.

1 Introduction

Voice Conversion is the process of transforming
the speech of one speaker (source) into the voice
of another speaker (target) while preserving the lin-
guistic content. In recent years, VC has received
growing attention due to its wide range of appli-
cations, including personalized speech synthesis,
voice anonymization, and data augmentation for
speech and language technologies.

Two main approaches exist for building Voice
Conversion (VC) systems. Text-based methods
(Hussain et al., 2023; Sun et al., 2016) rely on
annotated corpora with speech-text pairs for train-
ing. In contrast, text-free methods (li et al., 2022;
Chen et al., 2020; Tu et al., 2025) focus on tech-
niques, such as data augmentation or bottleneck or
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adversarial training, in an attempt to disentangle
linguistic and speaker information directly from
audio without requiring transcript labels. Despite
recent advances, these methods frequently suffer
from issues such as speaker information leakage,
low output naturalness, and the loss of information.
Consequently, achieving robust and scalable VC
remains an open research problem.

To encourage further progress and establish a
benchmark for the community, we organize the
Vietnamese Voice Conversion Shared Task 2025 un-
der the framework of the eleventh Vietnamese Lan-
guage and Speech Processing Workshop (VLSP
2025). This is the first time a VC task has been
included in VLSP. The goal is to provide a Viet-
namese dataset dedicated to VC, evaluate current
approaches, and foster the development of robust
solutions in Vietnamese scenarios.

The shared task consists of a single evalua-
tion track, designated as VC-T1. Participants
are allowed to use pretrained models and exter-
nal datasets. However, any pretrained model must
be publicly available and accessible to all with-
out requiring special access or permission. Teams
must disclose and share the pretrained models they
intend to use with the organizers and other partic-
ipants. Additionally, participants are required to
inform the organizers in advance about the spe-
cific pretrained models they plan to use and their
intended purpose, so that eligibility can be verified.

For practical relevance, the dataset has been de-
signed to cover diverse Vietnamese accents and
various recording conditions, making it possible
to evaluate the robustness of submitted systems
under real-world scenarios. We expect the chal-
lenge to inspire innovative approaches, improve
the performance of VC in Vietnamese, and con-
tribute to advancing research in multilingual and
low-resource voice conversion.

The rest of this paper is organized as follows.
Section 2 introduces the timeline and status at the



time of publication. Section 3 describes data prepa-
ration. Section 4 reports the evaluation results. Fi-
nally, Section 5 concludes the paper and discusses
future directions.

2 Timeline and status at publication time

The VLSP 2025 Challenge on Vietnamese Voice
Conversion was announced and the training data
along with the public test sets were released on
July 1st, 2025. Teams were required to report any
external pretrained models or datasets they used
by July 10th, 2025, ensuring transparency in the
use of resources. Following this, the private test
set was released on August 14th, 2025, with the
deadline for private test submissions set on August
17th, 2025. Results from the private test phase
were shared with participants on August 23rd, 2025.
Technical reports were submitted by August 30th,
2025.

As of the publication date of this paper, the eval-
uation and verification processes remain underway.
Official notifications of acceptance are scheduled
for September 27th, 2025, and the camera-ready
versions are due on October 3rd, 2025. The VLSP
2025 conference, where final results and discus-
sions will be presented, will be held on October
29th-30th, 2025. Throughout the challenge dura-
tion, communication was facilitated via a dedicated
Zalo group to support participant interaction and
information exchange.

3 Opverview of tasks

The VLSP 2025 Challenge on Vietnamese Voice
Conversion focuses on advancing voice conversion
technology for Vietnamese, emphasizing both prac-
tical performance and model robustness. The task
permits the use of publicly available pretrained
models and external datasets, allowing participants
to leverage existing resources to enhance system
quality by incorporating transferable knowledge
from large-scale models. This task provides an op-
portunity to explore how pretrained knowledge can
boost performance in Vietnamese voice conversion.
The next provides detailed descriptions of the task,
datasets, and evaluation protocols.

4 Data Building

This chapter describes the construction pipeline for
a multi-genre corpus. In addition, the author also
provides detailed explanations for each stage in the
pipeline and describes related works.

To build a large-scale speech dataset, this project
selects YouTube as the primary source of data col-
lection, leveraging the convenience of diverse mul-
timedia content spontaneously uploaded by users.
To ensure diversity across categories, the author
created a taxonomy of audio genres such as Talk
show, Vlog, Sharing, etc., as summarized in Ta-
ble 1. In total, 1,859 audio samples were collected.

Category | Duration (hours) | # audio
Sharing 211 799
Talk show 157 167
Review 83 317
TV show 68 137
Game 40 123
Lecture 36 129
Vlog 24 87
News 14 100
Total 642 1859

Table 1: Statistics of audio duration and number of
audio samples by category

Currently, most language data pipelines (He
et al., 2025; weon Jung et al., 2025) focus on
utterances from videos with a single speaker or
structured conversations where turns are respected.
These tend to be formal or prepared, lacking the
spontaneity of natural daily conversations.

Therefore, besides genre, speech delivery is also
categorized into two groups: (1) Prepared speech,
including monologues or arranged dialogs without
interruptions, and (2) Spontaneous speech, found
in talk shows or natural conversations with free-
flowing, unprepared content. Details and statistics
are shown in Table 2.

Speech Style | Duration (h) | Percentage (%)
Spontaneous 225 35.05
Prepared 417 64.95
Total 642 100

Table 2: Duration and percentage of speech style

4.1 Speaker diarization

Unlike the task of speaker verification, which aims
to recognize an individual regardless of speaking
style, this task defines a "speaker" as an individ-
ual associated with a specific speaking style. This
means if a person intentionally changes their speak-
ing style (e.g., impersonation, joking, acting), the
system considers them as a different speaker from
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Figure 1: The entire process of building a dataset.
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the original style.

To ensure each audio segment contains only one
speaker at any given time-meeting the requirements
for speech synthesis tasks - a speaker diarization
pipeline based on pyannote speaker-diarization-3.1
!is used.

Real conversations often have speaker overlap
and turn-taking, creating segments with multiple
speakers. Unlike previous work assuming single-
speaker audio, this approach accepts overlaps to in-
clude diverse conversational data from talk shows,
news, interviews, and conferences.

"https://github.com/pyannote/pyannote-audio

This approach handles multiple simultaneous
speakers, including overlaps and mislabeling
caused by concurrent speech. This enables using
diverse audio sources such as talk shows, TV pro-
grams, news, interviews, and conferences, which
are rich in multi-speaker dialogue.

To ensure data quality, only single-speaker,
clearly labeled, complete utterances are kept; over-
lapping or short segments are removed. Voice Ac-
tivity Detection segments and cleans audio, and
brief pauses between utterances from the same
speaker are merged for natural flow.

4.2 Audio denoiseing

The collected YouTube data contains background
noise that affects text-to-speech quality. While
speaker diarization can handle noise, denoising is
applied to improve audio quality and reduce pro-
cessing time. Traditional denoisers (Defossez et al.,
2020) often harm voice naturalness, so DeepFil-
terNet (Schréter et al., 2022) - a deep learning
model that enhances speech by improving spec-
tral envelopes and periodic components - is used.
This approach effectively removes noise while pre-
serving natural voice quality for speech synthesis.
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4.3 Speech quality assessment

Audio quality evaluation is essential for building
synthetic datasets and developing speech recogni-
tion systems, ensuring poor or noisy samples are
removed to improve training efficiency and model
reliability.

This process uses two advanced models - NISQA
(Mittag et al., 2021) and WV-MOS (Andreev et al.,
2023) - together to enhance evaluation accuracy
and reduce bias. NISQA is a non-intrusive, mul-
tidimensional model combining CNN and self-
attention to assess overall quality and specific fac-
tors like noisiness and distortion without needing a
reference signal. WV-MOS predicts overall qual-
ity scores with high accuracy, trained on diverse,
high-quality datasets.

Using both models allows combining NISQA’s
detailed analysis with WV-MOS’s precise scor-
ing, enabling better detection and removal of low-
quality audio. A threshold of 3.2 is applied for both
models Mean Opinion Scores to filter out substan-
dard samples before further processing.

4.4 Auto speech recognition

Ensuring precise alignment between audio and tran-
scripts is vital in TTS development. The author
uses WhisperX (Bain et al., 2023), an ASR tool
known for high accuracy in Vietnamese and pre-
cise time stamping. WhisperX transcribes audio
and provides exact timestamps for sentences and
words, enabling efficient data filtering, segment
trimming, and normalization while reducing man-
ual effort.

To maintain data quality, utterances with abnor-
mal speech rates are filtered out. Based on studies
and practical limits, a maximum threshold of 10
words per second is set to remove outliers, preserv-
ing the naturalness of the dataset.

4.5 Speaker labeling

The development of modern speech synthesis mod-
els increasingly integrates factors beyond text and
audio, such as emotional information and speaker
identity, to enhance expressiveness and naturalness
(Cho et al., 2024; Shimizu et al., 2023). Moti-
vated by these findings, the author proposes a data
processing strategy to facilitate accurate speaker
labeling.

Initially, speaker labeling is done independently
for each episode, relying on the diarization model’s
reasonably accurate speaker identification. Vi-

sualizations using T-SNE Figure 3 confirm clear
separation of speaker clusters, validating this ap-
proach. Utterances sharing the same speaker la-
bel are further clustered using similarity scores
between speaker embeddings extracted by the
ECAPA-TDNN model (Desplanques et al., 2020),
pre-trained on VoxCeleb datasets (Nagrani et al.,
2017; Chung et al., 2018).
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Figure 3: TSNE of speaker embeddings in each group

Similarity analysis Figure 4 reveals that utter-
ances from the same speaker have notably higher
similarity scores than those from different speak-
ers. Based on this, a threshold of 0.75 similarity is
chosen to group utterances belonging to the same
speaker. A minimum of 30 utterances is required
for a speaker to be considered valid, and 10% of
these utterances are used to compute an average
representative embedding.

In the next step, speaker embeddings from dif-
ferent sets are compared and clustered similarly,
with a stricter similarity threshold of 97% to ensure
accurate grouping. Statistical analysis supports
these choices, balancing accuracy and efficiency in
speaker clustering within the dataset.

Density Plot of Cosine Similarity Scores
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Figure 4: Similarity density table when comparing 2
utterances by the same/different speakers



4.6 Summary of Results
4.6.1 Results of Audio and Text Labeling

The audio and text data have been normalized and
aligned with high quality following processing and
labeling steps. Audio segments exceeding 50 sec-
onds in duration were excluded to reduce compu-
tational burden and improve model efficiency. Ad-
ditionally, segments with an average speaking rate
exceeding 10 words per second were removed to
maintain accuracy and naturalness in synthesized
speech.

# Utterances
27,900

Duration (h)
26,35

Table 3: Final data for contest

4.6.2 Results of Speaker Labeling

The speaker labeling was developed from the
dataset obtained in the Results of Audio and Text
Labeling section. Through additional filtering
and quality control, the 100 highest-quality speak-
ers were selected for the final speaker labeling.
Speaker labeling was conducted on this cleaned
data by clustering utterances by individual speakers
within each episode and merging speaker identities
across the entire dataset. The outcomes demon-
strate clear identification of speakers and utterances.
This labeled data also serves as the contribution
dataset for the competition. Each speaker in the
dataset has between 100 to 200 utterances, ensuring
sufficient examples per speaker for robust model-
ing and evaluation. This balanced distribution sup-
ports effective speaker-dependent tasks and speaker
adaptation experiments within the challenge frame-
work.

Processed Data
100
16,551

# Speakers
# Utterances

Table 4: Statistics of speakers and utterances after label-
ing and cleaning

4.7 Testing dataset

The test dataset comprises a diverse collection of
audio samples with varying file types and sources
to ensure robust evaluation. It includes recordings
data, student data, and retrieved data from YouTube
(Table 5). The dataset is intentionally diversified

in terms of regional accents and languages. Addi-
tionally, recordings were collected both from stu-
dent voice sessions and publicly available YouTube
content. During voice conversion testing, cross-
regional voice conversion scenarios were included
to assess model performance on speakers from
different geographical regions. The dataset also
features samples of singing to further increase di-
versity. This comprehensive and diverse test set
aims to ensure that the competing teams’ models
have strong generalization capabilities on unseen
data and across multiple speech variations. The
evaluation setup strictly follows a zero-shot voice
conversion scenario: test speakers do not overlap
with training speakers, ensuring that systems are as-
sessed on unseen identities. This setup challenges
models to generalize conversion capabilities be-
yond familiar speakers.

Table 5: Composition of the test dataset

Audio Sample Type Quantity
Internal recordings 8
Student Public Samples 11
Samples retrieved from YouTube 14

The dataset speakers are distributed by region as
follows: 14 from the North, 11 from the Central
region, and 8 from the South. This distribution
ensures a diverse representation of regional accents
in the testing data.

5 [Evaluation

The composite scoring formula balances three cru-
cial aspects of voice conversion quality: natural-
ness (MOS), speaker similarity (SMOS), and lin-
guistic content preservation (WER). Each metric is
essential to capture different facets of conversion
performance. The weighting scheme assigns 40%
importance to the difference between the speaker
similarity of the reference and the output minus
that of the source and the output (SMOS(ref, out) -
SMOS(src, out)). This difference emphasizes the
ability of a system to remove source speaker iden-
tity and accurately capture the target speaker’s char-
acteristics, a key challenge in voice conversion. If
the output preserves too much source speaker infor-
mation, it indicates speaker leakage, which compro-
mises privacy and conversion fidelity. Meanwhile,
MOS and WER are weighted at 30% each to bal-
ance speech naturalness and content intelligibility,
both indispensable for practical VC applications.



Score = 0.4 x (SMOS(ref, out) — SMOS(src, out)) + 0.3 x MOS + 0.3 x (100 — WER)

SMOS(ref, out) :
SMOS(src, out) :
MOS :
WER :

where

Naturalness rating;
Word Error Rate (calculated using ChunkFormer (Le et al., 2025)).

Speaker similarity between reference audio and output audio;
Speaker similarity between source audio and output audio;

Figure 5: Composite scoring formula used to evaluate voice conversion models.

5.1 Evaluation Metrics

Three main criteria were chosen to evaluate the
voice conversion models, reflecting key aspects of
model quality and effectiveness. MOS and SMOS
represent subjective evaluation metrics. MOS rates
the naturalness and overall quality of converted
speech on a scale from 0 to 100, based on hu-
man listeners’ judgments. SMOS measures how
closely the converted speech resembles the refer-
ence speaker’s voice, also rated by human percep-
tual judgments on the same scale. Grouping these
together highlights their reliance on human eval-
uation. To ensure robust and generalizable MOS
and SMOS evaluations, each contains 30 distinct
pairs of audio samples. Each pair is independently
labeled by 5 randomly assigned human raters to
reduce bias and increase reliability. In total, 13
raters participated in the evaluation process; all
were students from Hanoi University of Science
and Technology.

Word Error Rate (WER): This metric evalu-
ates content accuracy by comparing the converted
speech to the source speech using a pretrained au-
tomatic speech recognition (ASR) model. WER
serves as an objective measure to assess how well
the converted audio preserves the original linguis-
tic information, ensuring that important content is
neither lost nor distorted during conversion.

These criteria are integrated into a composite
scoring formula that balances speaker similarity,
content accuracy, and perceptual quality-three fun-
damental factors for successful voice conversion
(see Figure 5).

The submitted models are evaluated using three
main criteria that reflect different aspects of voice
conversion quality. First, the SMOS measures how
similar the converted speech sounds compared to
the reference speech, based on human perceptual
ratings from 0 to 100. Second, the WER evaluates
the accuracy of the spoken content by comparing
the converted speech to the source speech using

a pretrained ASR model, also scaled from O to
100. Finally, the MOS captures the naturalness
and overall quality of the converted speech, rated
directly by human listeners on the same scale.

The overall score is calculated by combining
these measures as follows: 40% is given to the
difference between the speaker similarity of the
reference to the output and the speaker similarity
of the source to the output, 30% to the naturalness
score, and 30% to the complement of the WER
(calculated as 100 minus the WER).

Here, SMOS(ref, out) refers to the speaker sim-
ilarity between the reference audio and the con-
verted output audio, SMOS(src, out) refers to the
speaker similarity between the source audio and
the converted output audio, MOS refers to the nat-
uralness rating given by human listeners, WER
refers to the Word Error Rate calculated using the
ChunkFormer ASR model.

This multi-faceted evaluation approach ensures
a balanced assessment of voice conversion systems,
taking into account preservation of speaker identity,
speech naturalness, and content accuracy.

To aid reproducibility and fair comparison, we
provided participating teams with an objective eval-
uation toolkit implemented as a Gradio applica-
tion. This toolkit enables automated computation
of WER, facilitating consistent and convenient as-
sessment across submissions.

5.1.1 Evaluation Results
5.2 Method summary

Two main types of system architectures were ob-
served among the top teams: end-to-end and cas-
cade approaches. Teams Twinkle and VCL utilized
end-to-end systems, whereas ViettelRoar and Pro-
fessorAgasa adopted cascade architectures.

Team Twinkle (Twinkle-VC): End-to-End
Zero-Shot System (Seed-VC)

The Twinkle team proposed an end-to-end
diffusion-transformer framework based on Seed-



Team MOS | SMOS_TGT | SMOS_SRC | WER | Final Score
Twinkle 4,29+0,16 3,65+0,23 1,17+£0,09 | 9,83 72,66
ViettelRoar 3,5340, 21 3,66+0,21 1,134+0,08 | 12,95 67,53
VCL 3,72+0,17 3,21+0,20 1,27+0,11 | 10,98 64,49
ProfessorAgasa | 3,2940, 22 3,18+0,12 1,11+0,07 | 12,84 62,40

Table 6: Statistics of speakers and utterances after labeling and cleaning

Team Data / Augmentation Approach Type

Twinkle Multilingual data (VCTK, JVS, Zeroth- | End-to-end system based on Seed-VC
Korean, PhoAudioBook, VLSP2025); | (Liu, 2024) with PhoWhisper-large se-
SR augmentation for pitch and rhythm | mantic encoder
diversity

ViettelRoar ViVoice (1000h Vietnamese) (Nguyen | Cascade system: ChunkFormer (Le
et al., 2024) + VCTK (English); | et al., 2025) + F5-TTS (Chen et al.,
phoneme-level training for cross-| 2025)
lingual robustness

VCL VLSP + VNCeleb (Pham et al., 2023) | End-to-end systems: MKL (Lobashev
datasets; no explicit augmentation et al., 2025)

ProfessorAgasa | PhoAudioBook + Vivoice, No augmen- | Cascade system: ChunkFormer (Le
tation reported et al., 2025) + ZipVoice (Zhu et al.,

2025)

Table 7: Summary of the Data and Methodological Choices of the Top 4 Teams in the Contest.

VC, incorporating Vietnamese-specific enhance-
ments. The system integrates the PhoWhisper-
large (Le et al., 2024) semantic encoder for robust
linguistic representations, CAM++ (Wang et al.,
2023) for speaker embedding, and BigVGAN-v2
(gil Lee et al., 2023) as a high-fidelity vocoder. Dur-
ing training, an OpenVoiceV2 timbre shifter was
applied to reduce speaker leakage. To improve dis-
entanglement, the team employed SR augmentation
(li et al., 2022) along both time and frequency axes.
Using multilingual datasets (VCTK (Veaux et al.,
2017), JVS (Takamichi et al., 2019), Zeroth-Korean
(Zeroth Project Contributors, 2017), PhoAudio-
Book (Vu et al., 2025), VLSP2025), Twinkle-VC
achieved the best overall performance: MOS 4.29,
WER 9.83, and high SMOS_TGT 3.65. The
strong results indicate that Vietnamese-specific en-
coders and robust augmentation are critical to zero-
shot generalization.

Team ViettelRoar: Cascade System
(ChunkFormer + F5-TTS)

ViettelRoar adopted a two-stage ASR-TTS pipeline.
The ChunkFormer ASR model handles long-
form transcription efficiently through chunk-wise
masked processing, while the customized F5-TTS

module synthesizes natural, zero-shot speech using
phoneme-level representations and flow-matching
DiT architecture. Training was conducted sequen-
tially on the ViVoice (1000h Vietnamese) and VCTK
(English) datasets to enhance cross-lingual general-
ization. This system achieved the highest speaker
similarity (SMOS_TGT = 3.66) with a moderate
WER = 12.95. The clear modular structure im-
proves interpretability and cross-lingual robustness,
though minor ASR error propagation slightly af-
fects naturalness.

Team VCL: Lightweight End-to-End Systems
(MKL)

The VCL team experimented with an end-to-end
model called MKL (Lobashev et al., 2025), a
training-free voice conversion system based on op-
timal transport. The team used a retrieval-based
method similar to KNN-VC (Baas et al., 2023) and
fine-tuned WavLM to enhance its feature extraction
capabilities using the VLSP and VNCeleb datasets.
However, instead of using KNN as in KNN-VC
to perform voice conversion, the team employed
optimal transport to prevent information loss. De-
spite limited augmentation, the approach achieved
WER 10.98 and moderate naturalness (MOS 3.72).



The design emphasizes efficiency and adaptability,
suitable for low-resource scenarios or edge deploy-
ment, though further data diversity could enhance
robustness.

Team ProfessorAgasa: Cascade System
(Chunkformer + ZipVoice)

This team also employed a cascade architecture
combining ChunkFormer ASR with the ZipVoice
TTS module. The system prioritizes compactness
and efficiency, enabling fast inference. Although
it achieved reasonable intelligibility (WER 12.84)
and low source similarity (SMOS_SRC 1.11), its
naturalness (MOS 3.29) remained behind other sys-
tems. The results suggest potential for lightweight
applications but highlight the trade-off between
quality and efficiency.

Comparative Discussion

End-to-end systems (Twinkle, VCL) excelled in
capturing naturalness and minimizing ASR-TTS
propagation errors, whereas cascade systems (Viet-
telRoar, ProfessorAgasa) offered clearer modular-
ity and demonstrated better disentanglement perfor-
mance, as evidenced by lower SMOS_SRC scores.
Data augmentation and language-specific compo-
nents proved decisive for superior performance.
Cascade approaches, though interpretable, were
more susceptible to the accuracy limits of ASR and
TTS. Overall, Twinkle’s integration of augmenta-
tion and Vietnamese-optimized semantic encod-
ing achieved the best balance between naturalness,
content intelligibility, and speaker similarity.

6 Conclusion

In this paper, we have presented an overview of
Vietnamese Voice Conversion shared task at VLSP
2025. The task aimed to establish a common bench-
mark for evaluating and advancing voice conver-
sion systems in the Vietnamese language. We have
built and released a large-scale multi-genre Viet-
namese speech dataset containing over 27 hours
of recordings and 100 labeled speakers, covering
diverse speaking styles, accents, and recording con-
ditions.

A total of 18 teams registered to participate in
this shared task. Two main system paradigms were
observed: end-to-end diffusion-transformer models
and cascade ASR-TTS architectures. The best sys-
tem, proposed by Team Twinkle, achieved a MOS
of 4.29, SMOS_TGT of 3.65, and WER of 9.83,

demonstrating that multilingual training and robust
augmentation strategies can significantly improve
zero-shot voice conversion performance.

Looking ahead, we expect this shared task to
serve as a valuable benchmark for future research
and encourage further development on robust and
scalable voice conversion systems in Vietnamese.
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