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Abstract

We present the first benchmark for implicit
sentiment analysis (ISA) in Vietnamese,
aimed at evaluating large language models
(LLMs) on their ability to interpret implicit
sentiment accompanied by ViISA, a dataset
specifically constructed for this task. We assess
a variety of open-source and close-source
LLMs using state-of-the-art (SOTA) prompting
techniques. While LLMs achieve strong recall,
they often misclassify implicit cues such as
sarcasm and exaggeration, resulting in low
precision. Through detailed error analysis,
we highlight key challenges and suggest
improvements to Chain-of-Thought prompting
via more contextually aligned demonstrations.
The dataset and code are available at the
GitHub repository'.

1 Introduction

Implicit Sentiment Analysis focuses on detecting
sentiments conveyed indirectly through context,
speaker intent, or pragmatic cues, rather than
explicit polar words (Russo et al., 2015). While
more challenging than Explicit Sentiment Analysis
(ESA), ISA has benefited from recent advances in
LLMs, which offer stronger reasoning capabilities
(Paranjape et al., 2021; Liu et al., 2022). However,
most ISA research has centered on English
or other high-resource languages (Duan and
Wang, 2024), while Vietnamese—despite being
widely spoken—remains under-resourced. Prior
Vietnamese sentiment analysis work has largely
focused on ESA (Thin et al., 2023b), with no
dedicated ISA datasets. Given the syntactic and
pragmatic distinctions of Vietnamese, a focused
ISA study is both necessary and timely.

To address this gap, our work focuses on
evaluating the effectiveness of large language
models for the task of implicit sentiment analysis

"https://github.com/HuyGiaLuu/ViISA

in Vietnamese using state-of-the-art prompting
strategies. Our key contributions are threefold: (1)
we conduct a comprehensive evaluation of both
open-source and proprietary LLMs on sentence-
level ISA in Vietnamese; (2) we propose several
directions to improve LLM performance on this
challenging task, particularly in handling rhetorical
and pragmatic features; and (3) we also release
ViISA, a benchmark test set specifically designed
for evaluating LLMs on ISA in Vietnamese.

2 Related works

Sentiment Analysis LLMs have achieved strong
results in sentiment analysis, especially in zero/few-
shot settings. Some works note their limitations
across domains (Zhang et al., 2024), while others
use continual learning to improve ABSA (Ding
et al., 2024). For Vietnamese, research has focused
on fine-tuning pretrained models (Thin et al.,
2023b) and prompt engineering (Thin et al., 2024).
A recent review (Thin et al., 2023a) highlights
challenges in Vietnamese ABSA, but most work
targets explicit sentiment.

Implicit Sentiment Analysis ISA is more
complex, requiring inference beyond surface
cues. Chain-of-thought prompting improves LLM
reasoning for subtle sentiment (Fei et al., 2023),
while other methods use coherence cues (Duan
and Wang, 2024) or combine discourse features
with structured prompts (Cui et al., 2023). These
approaches stress the importance of reasoning for
effective ISA.

3 Dataset Construction

ViISA is a sentence-level dataset for implicit
sentiment analysis in Vietnamese, containing only
Positive and Negative labels. Based on prior studies
on indirect language in Vietnamese (Nguyen, 2020;
Le, 2015), we developed annotation guidelines to
capture key patterns of implicit sentiment.
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Figure 1: Inter-annotator agreement across 10 rounds of
annotation.

1. Definition: Implicit sentiment arises when
affect is inferred from context, tone, or speaker
attitude, rather than direct lexical cues.

2. Indicators:  Typical patterns include:
(1) contradiction, (2) exaggeration or
understatement, (3) wordplay or ambiguity, (4)
rhetorical or sarcastic expressions, (5) tonal
irony, and (6) contextual paradoxes.

3. Annotation: Annotators used example-driven
guidelines focusing on implicit sentiment traits.

4. Disambiguation: Difficult cases were resolved
collaboratively and used to refine the guideline.

We constructed the dataset using a two-stage
process: first, a prompting-based method with
LLMs was applied to extract Vietnamese implicit
sentiment sentences from an existing dataset;
second, human annotators filtered these sentences
using predefined guidelines. This approach reduces
annotation effort while maintaining linguistic
quality. The filtering prompt was designed based on
Few-shot Chain-of-Thought prompting (Wei et al.,
2022), and includes three key components:

* Role Assignment: The LLM is prompted to act
as a Vietnamese language expert specialized in
detecting implicit sentiment.

* Task Instructions: The LLM performs a step-by-
step process: identify implicit sentiment, return
the original sentence, list relevant linguistic
features, and explain the decision to support
human verification.

* Feature Descriptions and Examples: The
prompt provides definitions of key implicit
sentiment features along with three illustrative
examples for each.

For this filtering task, we used GPT-40. As
the source data, we adopted the VLSP 2016
sentiment analysis dataset (Nguyen et al., 2018),
which was released at the VLSP 2016 workshop.

Table 1: ViISA and GPT-4o0 result.

Statistic Value
Total sentences 302
Negative samples 260
Positive samples 42

Avg. sentence length  20.76 words

Zero-shot GPT-40 Performance
Accuracy 53.30
F1-weighted 66.21

This dataset consists of Vietnamese technological
product review sentences collected from popular
online platforms such as TinhTe.vn, VnExpress.net,
and Facebook. The full prompt template is provided
in the Appendix A.

We conducted annotation over 10 rounds, with
inter-annotator agreement tracked for consistency
(Figurel). The label imbalance (Table 1) reflects
the tendency of implicit sentiment in Vietnamese
to appear more frequently as negative or sarcastic
expressions.

4 Evaluation Methodology
4.1 Large Language Models

We employ both open-source and closed-source
LLMs, applying the aforementioned prompting
strategies to evaluate performance on the ViISA.
The closed-source group includes models from
the GPT and Gemini families?, while the open-
source group includes models from the LLaMA,
Qwen3, DeepSeek, and Gemma families, as well
as Vietnamese-focused models>.

4.2 Prompting Strategy

We apply different prompting strategies for LLMs

on the VilSA dataset, including:

e Zero-shot reasoning with role-play (Kong
etal., 2024).

¢ Plan-and-Solve Prompting (PS prompting)
(Wang et al., 2023).

¢ Few-shot Chain-of-Thought (Few-shot CoT)
(Wei et al., 2022).

2GPT family: GPT-40, GPT-40-mini, GPT-4.1, GPT-
4.1-mini. Gemini family: Gemini-2.5-pro, Gemini-2.5-flash,
Gemini-2.0-flash, Gemini-2.0-flash-lite.

’LLaMA: LLaMA-4-Scout-17B, LLaMA-3.3-70B,
LLaMA-3.1-8B. Qwen3: Qwen3-32B, Qwen3-235B.
DeepSeek: Deepseek-v3. Gemma: Gemma-3-27B, Gemma-
3-12B. Vietnamese-focused: FPT.AI-KIE-v1.7, SaoLa3.1-
medium.
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e Active Prompting with Chain-of-Thought
(Wan et al., 2023).
e Zero-Shot Reasoning with Self-Adaptive
Prompting (COSP) (Diao et al., 2024).
(The full detailed prompts and implementation
details for each prompting strategy can be found in
Appendix B and Appendix H.)

5 Result Analysis

5.1 Comparison of Prompting Strategies.

Discussion. Among all prompting strategies,
Few-shot CoT (Wei et al., 2022) consistently
achieves the highest performance, as evidenced
by the results in Table 2 and Table 3. This
highlights the benefit of providing in-context
examples, particularly for tasks like implicit
sentiment analysis in a low-resource language
such as Vietnamese. By contrast, Zero-shot
reasoning with role-play (Kong et al., 2024),
Plan-and-Solve (Wang et al., 2023), and COSP
(Wan et al., 2023) do not offer any concrete
examples, which limits their effectiveness on
tasks requiring a nuanced understanding of
context and lexical cues. Although Plan-and-
Solve (Wang et al., 2023) attempts to guide
the reasoning process with structured questions,
it still lacks real demonstrations. COSP (Wan
et al., 2023), while computationally intensive
and reasoning-oriented, also underperforms due
to its reliance on LLM-generated paths without
human-curated examples. Active Prompting with
CoT (Wan et al., 2023) attempts to refine Few-
shot CoT (Wei et al.,, 2022) by selecting the
best examples via an LLM. However, applying
a single set of examples across different models
reduces their generalization ability. Our findings
suggest that optimal prompting for LLMs should
include model-specific few-shot examples for
best performance. (Details of each prompting
performance G and limitation analysis 1 are
provided in the appendix .)

5.2 Error Analysis

We conduct an error analysis for the best-
performing method, Few-shot CoT with Gemini-
2.5-flash, based on its confusion matrix (Figure 2)
and per-class precision and recall scores (Table 4):

Overall, the Positive class shows both lower
precision and recall, with precision being
particularly low. This indicates that among the
samples predicted as Positive, a large portion
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Figure 2: The confusion matrix of Few-shot CoT
prompting on Gemini-2.5-flash.
Table 4: Precision and Recall for each sentiment class.

Class Precision Recall
Negative 97.32 87.31
Positive 52.17 85.71

were actually Negative, suggesting a tendency of
the LLM to incorrectly predict implicit negative
sentiment as positive.

False Positives (36 samples). We find that the
model struggles with Vietnamese rhetorical and
pragmatic cues, often misattributing sentiment by
confusing main and background entities. It fails
to detect exaggeration and implausibility—key
signals of sarcasm—and tends to interpret literal
meanings without recognizing implicit emotion
or contradiction. This suggests a limited grasp of
Vietnamese discourse and pragmatic context. For
example, given a review “Vdi gid do thi ban nén
mua cho bdn thdn, gia dinh va néu cé nhiéu thi mua
luén cho ca xom!”, the model fails to recognize
the use of hyperbole (“mua luén cho ca xém” /
buy for the whole neighborhood), which makes
the sentence unrealistic and sarcastic. Using an
impossible scenario to praise a product ironically
reverses the sentiment of the surface-level text.

False Negatives (6 samples). We observe that the
model often fails to distinguish between literal and
sarcastic expressions, misinterpreting humorous
or ironic cues. It also struggles to correctly
identify the main sentiment target in sentences with
multiple entities, frequently assigning sentiment
to secondary or background entities. Additionally,
the model lacks contextual and commonsense
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Table 2: Performance of the best-performing closed-source LLMs across prompting strategies.

Prompt Strategy Best LLM Accuracy Micro F; Macro F; Weighted F)
Zero-shot reasoning role-play ~ Gemini-2.5-pro 86.09 86.09 74.42 86.89
Plan-and-Solve Prompting GPT-4.1 80.79 80.79 64.08 81.77
Few-shot CoT Gemini-2.5-flash 87.09 87.09 78.48 85.21
Active Prompting with CoT GPT-40 83.77 83.77 68.86 84.42
Zero-shot Reasoning (COSP) GPT-4.1 69.87 69.87 57.90 74.10

Table 3: Performance of the best-performing open-source LLMSs across prompting strategies.

Prompt Strategy Best LLM Accuracy Micro Fy Macro |, Weighted F}
Zero-shot reasoning role-play Gemma-3-27b 79.14 79.14 55.09 78.81
Plan-and-Solve Prompting Deepseek-v3 78.48 78.48 49.36 77.08
Few-shot CoT Gemma-3-27b 79.47 79.47 65.05 81.25
Active Prompting with CoT Deepseek-v3 79.47 79.47 63.99 81.03
Zero-shot Reasoning (COSP)  Deepseek-v3 67.22 67.22 55.90 72.03

reasoning, leading to incorrect interpretations of
implausible comparisons or indirect expressions.
For example, give a review “Em Note4 cua em
no con chua chiu héng thi bao gio em mdi dugc
dung Note7(6) ddy?!”. The model fails to detect the
ironic rhetorical question (“con chua chiu hong thi
bao gi6 mdi dugc dung” / still not broken so when
can I get a new one?), which is used humorously to
praise the durability of the “Note4”, not to express
impatience or frustration.

5.3 Improvement Directions

We identify several directions to enhance the
performance of the Few-shot Chain-of-Thought
(Wei et al., 2022) approach for implicit sentiment
analysis in Vietnamese. First, constructing or
collecting demonstration examples that better
reflect Vietnamese pragmatic usage and up-to-
date contexts is essential. These examples should
include more challenging cases involving multiple
sentiment-bearing entities, conflicting emotional
cues, exaggeration, and contradictions with
commonsense knowledge. Second, we propose
integrating ideas from Active Prompting with
Chain-of-Thought (Wan et al., 2023), where
each model dynamically selects its own in-context
examples from a candidate pool. This pool can
be larger and more diverse, allowing the model
to choose examples that best align with its own
understanding and reasoning patterns. Finally,
the demonstrations can be further improved by
providing structured and detailed reasoning steps
tailored to implicit sentiment in Vietnamese.

Inspired by the PS Prompting (Wang et al.,
2023) framework, each reasoning step can be
accompanied by guiding questions to scaffold the
model’s inference process more effectively.

6 Conclusion

This paper introduces a benchmark for evaluating
large language models on implicit sentiment
analysis in Vietnamese, with a focus on
rhetorical and pragmatic aspects such as sarcasm,
exaggeration, and contextual irony. We explore
several state-of-the-art prompting strategies and
observe that while LLMs achieve relatively high
recall, their precision remains low—mainly due
to difficulties in accurately detecting sentiment-
bearing targets and interpreting indirect or
ambiguous expressions. These challenges suggest
that existing prompting methods may not fully
account for the linguistic and cultural subtleties
of Vietnamese, highlighting the need for more
targeted strategies tailored to the nature of
implicit sentiment. In future work, we aim to
improve model performance by constructing
higher-quality in-context examples and designing
more structured, reasoning-guided prompts to
enhance both accuracy and generalization.
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A Prompt for Filtering Implicit Sentiment Examples

Filtering Prompt for Implicit Sentiment Detection

You are a Vietnamese language assistant with expertise in identifying sentences that convey implicit sentiment, such
as metaphor, sarcasm, or irony (i.e., sentiments not expressed directly but through language, structure, or contextual
signals).

Please read the input sentence. If there is strong evidence of implicit sentiment, perform the following three steps:

1. Original: Copy the original sentence.
2. Emotion Feature: List all matching features from the list below that help identify implicit sentiment.

3. Explanation: Provide a detailed explanation of why the sentence likely expresses the implicit sentiment, focusing
on subtle tones, ambiguity, abnormal structure, or pragmatic contradiction.

Only mark a sentence if there is clear evidence of sarcasm or implicit emotion. Otherwise, return SKIP.

Six Features of Implicit Sentiment (Emotion Feature):
* Contradiction between literal meaning and implied intent
— Examples:
+ “Ban chdm chi ghé, ca nam di hoc ding ba ngay.”
# “Trinh bay bai lam gon gang, toan bo trdng tron ludn!”
% “Ban thong minh that, tr3 10i sai hét tit ca cau héi luon!”
« Exaggeration, understatement, or sarcastic softening
— Examples:
% “Anh 4y chay nhanh nhu riia bo.”
% “Cau Ay hat hay dén mifc ch6 ciing tru theo.”
* “Bai ndy dé nhu Ién troi vay dé!”
¢ Wordplay or lexical ambiguity
— Examples:
% “Cau Ay rit c6 tiém ning. .. tiém mai ma chua thiy ning dau.”
% “Ban Ay thi tbt that. .. t6t nghiép ludn khéi phai hoc lai nita.”
% “Cau hoc luc khad. .. kha la dang lo.”
* Rhetorical questions or sarcastic exclamations
— Examples:
# “Ban lam dudc thé nay ma khong thi Nobel 4?27
# “C6 ai gidi nhu ban khéng? Nop bai trang tinh nhu to gidy!”
% “Troi dat, sao ban siéng thé? Dén 16p mot thang mot 1an!”
* Sarcastic tone (spoken language)
— Examples:
% “Oi, gidi qud haaa, ving mit lién tuc ma van dau!”
% “Cam onnn nhiéu nha, nhd ban ma nhém minh bi trit hét diém.”
* Contextual irony or paradox
— Examples:
* “May ghé, vua kip gio!” (when arriving 30 minutes late)
# “Nhd ban ma bai nhém bi diém 0, tuyét that!”
% “Anh 4y rit chuyén cn — thudng dén 16p ngay khi tiét hoc két thic.”

Special Notes: Long, playful, or overly complimentary sentences may be sarcastic. Watch for exaggerations, illogical
comparisons, or reversed meanings.

Input: "<text>"
If the sentence contains implicit sentiment, respond using the following format:

Original: <original sentence>
Emotion Feature: <list of matching features>
Explanation: <detailed explanation>

If NO implicit sentiment is found, respond with: SKIP
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B Prompting Strategy: Zero-shot Role-Play

Step 1: Role-setting prompt The model is instructed to take on the role of a Vietnamese sentiment
analysis expert:

Role-setting Prompt

You are a highly sophisticated Vietnamese language expert specializing in sentiment analysis. Your
primary task is to accurately classify the sentiment of Vietnamese sentences, with a particular
focus on implicit sentiment. I am your client who needs sentiment analysis.

Step 2: Role-feedback prompt We record the model’s response to the role-setting prompt to confirm
role immersion. An example of feedback from the model:

Model’s Response (Feedback)

As a Vietnamese sentiment expert, I’'m ready to help you detect implicit sentiment. Please send the
sentence to analyze.

Step 3: Classification prompt After confirming the role, the model is given a classification task for a
Vietnamese sentence:

Zero-shot Role-play Prompt (Full Input)

User (role-setting prompt):

You are a highly sophisticated Vietnamese language expert specializing in sentiment analysis. Your
primary task is to accurately classify the sentiment of Vietnamese sentences, with a particular
focus on implicit sentiment. I am your client who needs sentiment analysis.

Assistant (model response):
Understood. I will help you identify the implicit sentiment in Vietnamese sentences with high
accuracy.

User (sentiment question):
Based on your expertise, classify the sentiment of the following Vietnamese text.
Respond with only one of the following words: Positive, Negative.

Text: “V6i gia d6 thi ban nén mua ludn cho ca x6m!"

Sentiment:

C Plan-and-Solve Prompt

Plan-and-Solve Prompt (Implicit Sentiment)

System prompt:
You are an expert in sentiment analysis, focusing on implicit sentiment through nuanced reasoning.

User prompt:

Q: Analyze the implicit sentiment of the following sentence. Classify it as Positive or Negative.
Sentence: "Véi gia d6 thi ban nén mua luén cho ci xém!"

A: Let’s first understand the problem and devise a complete plan with focus on implicit sentiment analysis.
Then, let’s carry out the plan and reason step by step. Every step should answer the subquestions:
"What is the relationship between context and emotional words in a sentence?

From that connection, what emotion does the speaker express in the sentence?"

At the end, output only one word and only one word, which must be exactly one of these:

Positive or Negative. No other explanation or text should be returned.
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D Few-shot CoT Prompt

Few-shot Chain-of-Thought Prompt (Implicit Sentiment)

System prompt:

You are a sentiment analysis expert for Vietnamese text. Your task is to detect the implicit sentiment
in each sentence. Analyse the sentence step by step, then answer with one single word only: Positive or
Negative.

Few-shot examples:

Example 1:
Q: Khong biét ai thiét ké giao dién nay, ma minh mé lén 14 cai miéng chit o mit chi a luén & chai
A: Let’s think step by step. Dién t4 bat ngd va ngac nhién tich cuc khi thay giao dién dep -+ Sentiment: Positive

Example 2:
Q: Samsung ding la té dé s¢ , luon di sau ngudi ta nhung ma la di sau ctia 5-10 nam sau , hahaa
A: Let’s think step by step. D ché nhung lai ham § khen di trudc thoi dai » Sentiment: Positive

Example 3:
Q: Apple ding 1a nham chan , dam chan tai chd mai , tai chd top 1.
A: Let’s think step by step. N6i nham chan nhung vin ding dau -+ Sentiment: Positive

Example 4:

Q: Hi. Minh cling dang héng Note 6 ra dé mua ... Note 4, hy vong lac d6 Note 4 sé con khdang 8t. Note 6 thi quéa
dinh, minh khéng chéng ndi.

A: Let’s think step by step. Gia v& khen Note 6 nhung that ra chi chd mua Note 4 gia ré » Sentiment: Negative

Example 5:
Q: Céac hang dt tq bay h cho ra doi nhitng chiéc dt rat in tugng nhung Oppo k nim trong s6 dé
A: Let’s think step by step. Néu téng thé t6t nhung rieng Oppo bi loai trit #+ Sentiment: Negative

Example 6:

Q: C&i nay c6 trén Nokia 1100 tit chuc nam trudc rdi.

A: Let’s think step by step. Ché tinh ning 16i thoi, khong méi mé -+ Sentiment: Negative
Prompt for inference:

Now analyze the following sentence. Only respond with one word: Positive or Negative.

Q: {text}
A: Let’s think step by step.
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E Implicit Sentiment Examples for Few-shot CoT

Sentence Sentiment
Khong biét ai thiét ké giao dién nay, ma minh mé 1én 1a c4i miéng chit o mat chit a ludn 4 choi Positive
Liic vira dinh héi téi dau rdi thi quay qua thiy hang da hién & cira nhu mét tia chdp. Positive
Samsung diing 12 té dé sg¢, ludn di sau ngudi ta nhung ma 1a di sau ctia 5-10 nim sau, hahaa Positive
Haizz, chi cin 10 nim nita 14 apple sé bi cic hing khac dudi kip mét, lo ghé ha. Positive
U con dién thoai 4y ciing binh thudng, tAm tm thoi 2, ma thudng top 1 va tim 10 diém chi gi. Positive
Iphone hay bi ché ghé h4, nhung ma tdi lic ban thi thi nhau xép hang chen chit mua, rdi ché dit rdi ha. Positive
Cai app nay khién minh din do khi phai kiém app khéc x6a di d€ tréng bd nhé ma tai né. Positive
Dang loay hoay ci app thi nhan vién t6i giip ngay ma khong cin phai goi gi. Positive
Cudi cuing thi nha vua ciing d trd lai, ngai vang van s& thuoc vé apple. Positive
Diing 12 xiaomi cha c6 gi ngoai cAu hinh, pin, camera, man hinh diing top 1. Positive

Trong khi moi ngudi phai vac theo méy cuc sac du phong niing né thi tiéc qué hai ngay rdi minh vin chua |  Positive
cin dung t6i sac.
Apple diing 12 nham chdn, dim chan tai chd mai, tai chd top 1. Positive
Co gido khong biét ¢6 ban thuoc khong sao ca 16p nhu uéng thuoe ngu a. Negative
Cic hang dién thoai Trung Qudc bay git cho ra ddi nhitng chiéc dién thoai rit in tugng nhung Oppo khong | Negative
nam trong s dé.

Doc thy rat hitng thi nhung khi dén doan ’bo nhé trong 32 GB’ t6i khong doc nifa. Negative
iPad Pro that tuyét v3i, &€ minh thém 9 triéu nita di mua Surface Pro 4 méi dugc xach tay vé vay!!! Negative
10 nim mot thiét k&, that 1a dot pha cong nghé. Negative

Hi. Minh clng dang hong Note 6 ra dé mua ... Note 4, hy vong liic d6 Note 4 s& con khodng 8 triéu. Note 6 | Negative
thi qud dinh, minh khong chéng néi.

Z5 dung chip 810 da thdy néng khiing khiép, gid 1én 820 chic thanh cdi chao nudng. Negative
Théy chip clia MediaTek la sg 1im... rdi. Negative
Cai nay c6 trén Nokia 1100 tit chuc nim trudc rdi. Negative
Du 12 mau xanh s& chdy hang bdi vi néu khéng xai mau xanh thi chéng ai biét ban dang ding iPhone7 ca. Negative
U méy dep ghé d6 nhung nhudng phin miy ban. Negative
SE gi? Ai Phon S€ “B” dung hon. haha Negative

F  Zero-shot Self-Adaptive Prompting (CoSP) prompt

Stage 1: Prompt for Generating Multiple Reasoning Paths

Chain-of-Thought Prompt (Stage 1)

Question: <Vietnamese sentence>
Think step-by-step and then give the final sentiment prediction (Positive or Negative):

Stage 2: Prompt for Final Prediction using In-Context Demonstrations

Final CoT Prompt with Selected Demos (Stage 2)

Question: <Demo 1>
Reasoning: <Demo 1 reasoning>
Answer: Positive/Negative

Question: <Demo 2>
Reasoning: <Demo 2 reasoning>
Answer: Positive/Negative

Question: <New sentence>
Let’s think step-by-step and then give the final sentiment prediction (Positive or
Negative):
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G Model Performance on Prompting Strategies

Table 5: Performance of various models under Role-Play Prompting.

Model Accuracy  Micro-F1  Macro-F1  Fl-weighted
FPT.AI-KIE-v1.7 0.6788 0.6788 0.5049 0.7167
SaoLa-3.1-medium 0.6788 0.6788 0.5324 0.7213
LLaMA-3.3-Swallow-70B-Instruct-v0.4 0.7152 0.7152 0.5220 0.7414
LLaMA-3.3-70B-Instruct 0.7583 0.7583 0.5914 0.7799
LLaMA-4-Scout-14B-16E 0.7649 0.7649 0.5322 0.7704
LLaMA-3.1-8B-Instruct 0.7715 0.7715 0.5276 0.7726
Deepseek-v3-0324 0.7848 0.7848 0.4936 0.7708
Gemma-3-27B-it 0.7914 0.7914 0.5509 0.7881
Gemma-3-12B-it 0.7980 0.7980 0.5558 0.7926
GPT-40-mini 0.7616 0.7616 0.5022 0.7616
GPT-40 0.7616 0.7616 0.5818 0.7797
GPT-4.1-mini 0.7649 0.7649 0.5488 0.7742
GPT-4.1 0.8079 0.8079 0.6214 0.8132
Gemini-2.0-flash 0.8179 0.8179 0.6079 0.8150
Gemini-2.5-flash 0.8377 0.8377 0.6991 0.8465
Gemini-2.0-flash-lite 0.8444 0.8444 0.5715 0.8183
Gemini-2.5-pro 0.8609 0.8609 0.7442 0.8689

Table 6: Performance of various models using Plan-and-Solve Prompting.

Model Accuracy  Micro-F1  Macro-F1  Fl-weighted
SaoLa-3.1-medium 0.6523 0.6523 0.3610 0.7044
LLaMA-3.3-Swallow-70B-Instruct-v0.4 0.6854 0.6854 0.5091 0.7215
LLaMA-4-Scout-17B-16E 0.7020 0.7020 0.5539 0.7394
LLaMA-3.1-8B-Instruct 0.6821 0.6821 0.4810 0.7142
LLaMA-3.3-70B-Instruct 0.7086 0.7086 0.5587 0.7444
Qwen3-32B 0.7086 0.7086 0.5481 0.7425
Qwen3-235B-A22B 0.7550 0.7550 0.4031 0.7810
Gemma-3-12B-it 0.6722 0.6722 0.3067 0.7102
Gemma-3-27B-it 0.7616 0.7616 0.6054 0.7846
Gemini-2.0-flash 0.7517 0.7517 0.5802 0.7739
Gemini-2.0-flash-lite 0.7318 0.7318 0.3775 0.7598
Gemini-2.5-pro-preview-03-25 0.7748 0.7748 0.6550 0.8018
Gemini-2.5-flash 0.7815 0.7815 0.6729 0.8089
Deepseek-v3-0324 0.7848 0.7848 0.4936 0.7708
GPT-4.1-mini 0.7119 0.7119 0.5806 0.7500
GPT-40-mini 0.7417 0.7417 0.3453 0.7551
GPT-40 0.7947 0.7947 0.6224 0.8065
GPT-4.1 0.8079 0.8079 0.6408 0.8177
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Table 7: Performance of various models under Few-shot-CoT Prompting.

Model Accuracy  Micro-F1 Macro-F1 F1-weighted
Qwen3-235B-A22B 0.3344 0.3344 0.3306 0.3674
Qwen3-32B 0.4106 0.4106 0.3896 0.4713
FPT.AI-KIE-v1.7 0.6424 0.6424 0.5028 0.6930
LLaMA-3.1-8B-Instruct 0.6523 0.6523 0.5280 0.7029
LLaMA-4-Scout-17B-16E 0.7119 0.7119 0.6052 0.7534
LLaMA-3.3-Swallow-70B-Instruct-v0.4 0.7252 0.7252 0.5601 0.7546
LLaMA-3.3-70B-Instruct 0.7351 0.7351 0.6420 0.7738
SaoLa-3.1-medium 0.7682 0.7682 0.6054 0.7884
Deepseek-v3-0324 0.7881 0.7881 0.6492 0.8085
Gemma-3-12B-it 0.7119 0.7119 0.3700 0.7515
Gemma-3-27B-it 0.7947 0.7947 0.6505 0.8125
GPT-4.1-mini 0.7649 0.7649 0.6460 0.7941
GPT-40-mini 0.7781 0.7781 0.5886 0.7902
GPT-40 0.8146 0.8146 0.6796 0.8297
GPT-4.1 0.8576 0.8576 0.7593 0.8703
Gemini-2.0-flash-lite 0.8079 0.8079 0.4201 0.8154
Gemini-2.5-pro 0.8311 0.8311 0.7458 0.8521
Gemini-2.0-flash 0.8510 0.8510 0.7140 0.8569
Gemini-2.5-flash 0.8709 0.8709 0.7848 0.8521

Table 8: Performance of models using Active Prompting with Chain-of-Thought.

Model Accuracy  Micro-F1  Macro-F1  F1-weighted
Qwen3-235B-A22B 0.3874 0.3874 0.3735 0.4409
Qwen3-32B 0.4570 0.4570 0.4242 0.5233
FPT.AI-KIE-v1.7 0.6656 0.6656 0.5131 0.7098
LLaMA-3.3-70B-Instruct 0.7252 0.7252 0.6234 0.7647
LLaMA-4-Scout-17B-16E 0.7285 0.7285 0.6109 0.7653
LLaMA-3.1-8B-Instruct 0.7384 0.7384 0.3681 0.7619
LLaMA-3.3-Swallow-70B-Instruct-v0.4 0.7550 0.7550 0.5702 0.7736
SaoLa-3.1-medium 0.7550 0.7550 0.6289 0.7850
Gemma-3-12B-it 0.7450 0.7450 0.5627 0.7665
Gemma-3-27B-it 0.7781 0.7781 0.6079 0.7944
Deepseek-v3-0324 0.7947 0.7947 0.6399 0.8103
Gemini-2.5-pro-preview-03-25 0.7848 0.7848 0.4844 0.8266
Gemini-2.0-flash-lite 0.8146 0.8146 0.6276 0.8181
Gemini-2.5-flash-preview-04-17 0.8278 0.8278 0.7329 0.8478
Gemini-2.0-flash 0.8311 0.8311 0.6968 0.8425
GPT-40-mini 0.7715 0.7715 0.3650 0.7786
GPT-4.1-mini 0.7748 0.7748 0.6372 0.7985
GPT-4.1 0.8245 0.8245 0.6990 0.8393
GPT-40 0.8377 0.8377 0.6886 0.8442

Table 9: Performance of various models using Zero-shot Self-Adaptive Prompting.

Model Accuracy  Micro-F1 Macro-F1 F1-weighted
Deepseek-v3-0324 0.6722 0.6722 0.5590 0.7203
GPT-40 0.6358 0.6358 0.5396 0.6915
GPT-4.1-mini 0.6523 0.6523 0.5482 0.7048
GPT-40-mini 0.6623 0.6623 0.5436 0.7116
GPT-4.1 0.6987 0.6987 0.5790 0.7410
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H Implementation of Prompting Strategies

Zero-shot Reasoning with Role-play

This method is implemented via a two-turn prompting scheme. First, a role-establishing prompt
instructs the LLM to act as a Vietnamese language expert in implicit sentiment analysis; the model’s
role-confirmation response is recorded. Then, a task prompt asks the LLM to classify a target
sentence as either Positive or Negative, within its assumed role. The full input includes the role
prompt, the role-confirmation, and the classification prompt. This strategy could not be applied to
Qwen3 models due to insufficient Vietnamese training data.

Plan-and-Solve (PS) Prompting

PS prompting uses a two-part input: (1) a task prompt presenting the classification goal and the
target sentence, and (2) a PS prompt instructing the LLLM to first "devise a complete plan"and
then "carry out the plan"through structured multi-step reasoning with intermediate questions. This
method is incompatible with FPT.AI-KIE-v1.7, which lacks multi-step reasoning ability without
in-context examples.

Few-shot Chain-of-Thought (Few-shot CoT)

Few-shot CoT prompting constructs prompts that guide the LLM to reason step-by-step using
in-context examples. The LLM is assigned the role of a Vietnamese sentiment analysis expert.
Three examples per class (Positive, Negative) are randomly sampled from a labeled pool, each
accompanied by a brief explanation of the reasoning process behind the sentiment label.

Active Prompting with Chain-of-Thought

This strategy builds on Few-shot CoI' but improves example selection. Instead of sampling
randomly, candidate examples are scored by entropy after 10 rounds of zero-shot inference. The
most uncertain samples per label (highest entropy) are selected. To reduce cost, GPT-40 is used as
the selector, and the selected examples are reused across smaller models.

Zero-shot Reasoning with Self-Adaptive Prompting (COSP)

COSP is implemented as a two-stage prompting process. In Stage 1, the model performs zero-shot
CoT prompting, generating seven reasoning paths. The top five are selected based on a scoring
function F, = Normalized Entropy + A x Repetitiveness. In Stage 2, these paths serve as few-shot
demonstrations to regenerate seven new paths. The final label is chosen via majority vote. Due to
high computational cost, this method is applied only to GPT-family and Deepseek-v3 models.
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I Limitations of Prompting Strategies

Zero-shot Reasoning with Role-Play

This strategy guides the model to adopt a predefined role (e.g., teacher or language assistant) in a
zero-shot setting. Its effectiveness relies heavily on how clearly the role is defined and whether
the model is trained on the target language (e.g., Vietnamese). While it outperforms naive zero-
shot prompting, the lack of multi-step reasoning limits its ability to handle complex or subtle
expressions, especially those involving sarcasm or implicit cues.

Plan-and-Solve (PS) Prompting

PS prompting structures reasoning by prompting the model to first generate a plan, then follow a
sequence of task-specific questions. This approach encourages logical progression and increases
interpretability. While it improves over simple zero-shot reasoning, its performance depends on
how well the guided steps match the linguistic and contextual complexity of the task, which may
vary across domains and languages.

Few-shot Chain-of-Thought (Few-shot CoT)

Few-shot CoT enhances reasoning by including in-context examples with step-by-step explanations.
It is especially useful in low-resource settings like Vietnamese. However, the model’s success
hinges on the quality and contextual fit of the examples. Inappropriate examples may mislead the
model or fail to generalize, particularly in the presence of sarcasm, irony, or indirect sentiment
cues.

Active Prompting with Chain-of-Thought

This method extends Few-shot CoT by selecting examples based on uncertainty (entropy) measured
through multiple zero-shot runs. The most uncertain cases are chosen to improve robustness. While
promising, this approach is often model-specific: examples selected for one LLM (e.g., GPT-40)
may not transfer effectively to others due to architectural and training differences.

Self-Adaptive Prompting (COSP)

COSP performs two stages of reasoning: it first generates multiple paths per input and then uses
selected ones as few-shot demonstrations in a second round. Despite its innovative framework,
COSP is computationally intensive and yielded the lowest performance in our experiments. Its
main limitation lies in relying solely on self-generated demonstrations, which often lack the nuance
and contextual grounding provided by carefully curated human examples.
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