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Preface

Research in Natural Language Processing (NLP) has taken a noticeable leap in the recent years.
Tremendous growth of information on the web and its easy access has stimulated large interest in
the field. India, with multiple languages and continuous growth of Indian language content on the web,
makes a fertile ground for NLP research. Moreover, industry is keenly interested in obtaining NLP
technology for mass use. The internet search companies are increasingly aware of the large market for
processing languages other than English. For example, search capability is needed for content in Indian
and other languages. There is also a need for searching content in multiple languages, and making the
retrieved documents available in the language of the user. As a result, a strong need is being felt for
machine translation to handle this large instantaneous use. Information Extraction, Question Answering
Systems and Sentiment Analysis are also showing up as other opportunities.

These needs have resulted in two welcome trends. First, there is much wider student interest in getting
into NLP at both postgraduate and undergraduate levels. Many students interested in computing
technology are getting interested in natural language technology, and those interested in pursuing
computing research are joining NLP research. Second, the research community in academic institutions
and the government funding agencies in India have joined hands to launch consortia projects to develop
NLP products. Each consortium project is a multi-institutional endeavour working with a common
software framework, common language standards, and common technology engines for all the different
languages covered in the consortium. As a result, it has already led to development of basic tools for
multiple languages which are inter-operable for the tasks of machine translation, cross lingual search,
hand writing recognition and OCR.

In this backdrop of increased student interest, greater funding and most importantly, common standards
and interoperable tools, there has been a spurt in research in NLP on Indian languages, whose effects
we have just begun to see. A great number of submissions reflecting good research is a heartening
matter.

For machine learning and other purposes, linguistically annotated corpora using the common standards
have become available for multiple Indian languages. They have been used for the development of basic
technologies for several languages. Larger set of corpora are expected to be prepared in near future.

This volume contains papers selected for presentation in technical sessions of ICON-2016 and short
communications selected for poster presentation. We are thankful to our excellent team of reviewers
from all over the globe who deserve full credit for the hard work of reviewing the high quality
submissions with rich technical content. From 150 submissions, 38 papers were selected, 15 for full
presentation, 18 for poster presentation and 5 for poster-cum-demonstration, representing a variety of
new and interesting developments, covering a wide spectrum of NLP areas and core linguistics.

We are deeply grateful to Richard Sproat, Google Inc., USA and Bruno Pouliquen, World Intellectual
Property Organization, Switzerland for giving the keynote lectures at ICON-2016. We would also like
to thank the members of the Advisory Committee and Programme Committee for their support and
co-operation in making ICON 2016 a success.
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We thank Asif Ekbal, Chair, Student Paper Competition and Amitav Das, Chair, NLP Tools Contest for
taking the responsibilities of the events.

We convey our thanks to P V' S Ram Babu, G Srinivas Rao, B Mahender Kumar and A Lakshmi
Narayana, International Institute of Information Technology (IIIT), Hyderabad for their dedicated
efforts in successfully handling the ICON Secretariat. We also thank IIIT Hyderabad team of Vineet
Chaitanya, Peri Bhaskararao, Vasudeva Varma, Soma Paul, Radhika Mamidi, Manish Shrivastava,
Suryakanth V Gangashetty and Anil Kumar Vuppala. We heartily express our gratitude to Sukomal
Pal, Swasti Mishra and the great team of volunteers at [IT (BHU) and BHU, Varanasi for their timely
help with sincere dedication and hard work to make this conference a success.

We also thank all those who came forward to help us in this task. We apologize if we have missed some
names.

Finally, we thank all the researchers who responded to our call for papers and all the participants of
ICON-2016, without whose overwhelming response the conference would not have been a success.

December 2016 Dipti Misra Sharma
Varanasi Rajeev Sangal
Anil Kumar Singh
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Keynote Lecture-1

Practical Use of Machine Translation in International Organizations

Bruno Pouliquen
World Intellectual Property Organization, Switzerland
bruno.pouliquen@wipo.int

We propose to present our experience in statistical machine translation, in WIPO (World Intellectual
Property Organization) and in other international organizations. Special focus will be given to the recent
introduction of Neural Machine Translation in production.

WIPO has developed its own MT tool, initially based on open-source Moses (phrase-based SMT -
PBSMT), more recently based on open-source for Neural Machine Translation (NMT), namely Nematus
and AmunMT. The PBSMT tool, trained on different documents, has been successfully installed in the
UN (United Nations) and in other international organizations (ITU, IMO, FAO, WTO, ILO, WTO, TGF
and FAO). The tool is fully data-driven and has been trained on various language pairs. For example, in
the patent domain, it allows users to understand a patent written in a language they do not master
(languages covered: English, German, Spanish, French, Portuguese, Russian, Chinese, Korean and
Japanese; Arabic to be added soon). The tool is also used for dissemination, as a “translation accelerator”
and used by WIPO (and other UN agencies) by translators to help them in their daily work.

It should be noted that our tool has always better automatic metrics (BLEU) for every comparison we did
against general translation tool (Google) using PBSMT. The recent NMT is also clearly better (for patent
texts) than GNMT (the recently published Neural machine translation engine released by Google).

The tool has now reached maturity and is successfully used in production: by translators in UN since 5
years and by users of WIPO search engine PATENTSCOPE since 6 years. NMT for Chinese has been put
in production in September in WIPO. We plan to release NMT for most of the language pairs soon.

1
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Integrating WordNet for Multiple Sense Embeddings in Vector Semantics

David Foley

Jugal Kalita

Kutztown University of Pennsylvania University of Colorado, Colorado Springs

dfoleb81l@live.kutztown.edu

Abstract

Popular distributional approaches to se-
mantics allow for only a single embedding
of any particular word. A single embed-
ding per word conflates the distinct mean-
ings of the word and their appropriate con-
texts, irrespective of whether those usages
are related or completely disjoint. We
compare models that use the graph struc-
ture of the knowledge base WordNet as
a post-processing step to improve vector-
space models with multiple sense embed-
dings for each word, and explore the ap-
plication to word sense disambiguation.

Keywords: Vector Semantics, WordNet, Syn-
onym Selection, Word Sense Disambiguation

1 INTRODUCTION

Vector semantics is a computational model of writ-
ten language that encodes the usage of words in a
vector space, which facilitates performing mathe-
matical manipulations on words as vectors (Mar-
tin and Jurafsky, 2016; Turney and Pantel, 2010).
These vectors encode the contexts of words across
a corpus, and are learned based on word distri-
butions throughout the text. Vectors can then be
compared by various distance metrics, usually the
cosine function, to determine the similarity of the
underlying words. They also seem to possess
some modest degree of compositionality, in the
sense that the addition and subtraction of vectors
can sometimes result in equations that appear to
reflect semantically meaningful relationships be-
tween words (Mikolov et al., 2013a; Mikolov et
al., 2013b). Because it allows for the use of these
well studied techniques from linear algebra to be
brought to bear on the difficult domain of seman-
tics, vector space models (VSMs) have been the
focus of much recent research in NLP. 2

jkalita@uccs.edu

While vector representations of word meaning
are capable of capturing important semantic fea-
tures of words and performing tasks like meaning
comparison and analogizing, one of their short-
comings is their implicit assumption that a sin-
gle written word type has exactly one meaning
(or distribution) in a language. But many words
clearly have different senses corresponding to dis-
tinct appropriate contexts. Building distributional
vector space models that account for this polyse-
mous behavior would allow for better performance
on tasks involving context-sensitive words, most
obviously word sense disambiguation. Previous
research that attempted to resolve this issue is dis-
cussed at length in the next section. Most common
methods either use clustering or introduce knowl-
edge from an ontology. The goal of the present
research is to develop or improve upon methods
that take advantage of the semantic groups and re-
lations codified in WordNet, and specifically to fo-
cus on the downstream WSD task, which is often
neglected in favor of less useful similarity judg-
ment evaluations.

The algorithm we examine in depth can in prin-
ciple be implemented with any ontology, but in
the present paper we focus exclusively on Word-
Net. WordNet (WN) is a knowledge base for En-
glish language semantics (Miller, 1995). It con-
sists of small collections of synonymous words
called synsets, interconnected with labeled links
corresponding to different forms of semantic or
lexical relations. We will be particularly interested
in the synset relation of hypernymy/hyponymy.
Hyponyms can be thought of as semantic sub-
sets: If A is a hyponym of B, then x is A im-
plies x is B, but the converse is not true. WordNet
is also equipped with a dictionary definition for
each synset, along with example sentences featur-
ing varying synonymous words. Often implemen-
tations that use WordNet’s graph structure fail to
make use of these other features, which we will

D § Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 2-9,
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show can improve performance on several tasks.

2 Related Work

Our work is based primarily on that of Jauhar et
al’s RETROFIT algorithm (Jauhar et al., 2015),
which is discussed at greater length in Section 3.
Below we discuss previous models for building
sense embeddings.

2.1 Clustering-Based Methods

(Reisinger and Mooney, 2010) learn a fixed num-
ber of sense vectors per word by clustering context
vectors corresponding to individual occurrences of
a word in a large corpus, then calculating the clus-
ter centroids. These centroids are the sense vec-
tors. (Huang et al., 2012) build a similar model us-
ing k-means clustering, but also incorporate global
textual features into initial context vectors. They
compile the Stanford Contextual Word Similarity
dataset (SCWS), which consists of over two thou-
sand word pairs in their sentential context, along
with a similarity score based on human judgments
from zero to ten. (Neelakantan et al., 2015) in-
troduce an unsupervised modification of the skip-
gram model (Mikolov et al., 2013b) to calculate
multiple sense embeddings online, by maintaining
clusters of context vectors and forming new word
sense vectors when a context under consideration
is sufficiently far from any of the word’s known
clusters. The advantage of the method is that it is
capable of detecting different numbers of senses
for different words, unlike the previous implemen-
tations of Huang et al. and Reisinger and Mooney.

2.2 Ontology-Based Methods

(Chen et al., 2014) first learn general word em-
beddings from the skip-gram model, then initial-
ize sense embeddings based on the synsets and
glosses of WN. These embeddings are then used
to identify relevant occurrences of each sense in
a training corpus using simple-to-complex words-
sense disambiguation (S2C WSD). The skip-gram
model is then trained directly on the disam-
biguated corpus. (Rothe and Schiitze, 2015)
build a neural-network post-processing system
called AutoExtend that takes word embeddings
and learns embeddings for synsets and lexemes.
Their model is an autoencoder neural net with
lexeme and synset embeddings as hidden layers,
based on the intuition that a word is the sum of its
lexemes and a synset is the sum of its lexemes. 3

Our intuitions are most similar to those of
(Jauhar et al., 2015) and we will be building on
one of their approaches. Their RETROFIT algo-
rithm learns embeddings for different word senses
from WN by iteratively combining general embed-
dings according to the graph structure of WN. The
approach is discussed in more detail below.

3 Improved Sense Embeddings from
Word Embeddings

3.1 RETROFIT Algorithm

Because our work follows so directly from (Jauhar
et al., 2015), we repeat the essential details of the
RETROFIT algorithm here. Let Q = (Sq, Eq)
be a directed graph. We call €2 an ontology when
the set of vertices S represent semantic objects
of some kind and the set of edges F represent re-
lationships between those objects. In the case of
WN, Sq is the set of synsets and Eq are the se-
mantic links (notably hypernyms and hyponyms).
Given a set of sense-agnostic word embeddings
V and an ontology €2, RETROFIT infers a set of
sense embeddings S that is maximally “consis-
tent” with both V and Q. By “consistency” we
refer to the minimization of the objective function

D(S) =) alli; — 5
7
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where s;; is the jth sense of the ith word, N;; is the
set of neighbors of s;; defined in Fq and o and 3
are hyperparameters controlling the importance of
intial sense-agnositc embeddings and various on-
tological relationships, respectively. Essentially
RETROFIT aims to make a sense embedding as
similar to its sense-agnostic embedding as possi-
ble, while also reducing the distance between re-
lated senses as defined by (). It achieves this by
iteratively updating sense embeddings according
to

aw; + Z BrSitjr

Sij = ety (2)

at Y B

i'j' €Ny

until convergence. The RETROFIT implementa-
tion discussed in (Jauhar et al., 2015) defines only
synonym, hypernym and hyponym relations, with
respective weights of 5, = 1.0, 0.5 and 0.5



The RETROFIT algorithm genertes embed-
dings for word senses only from words whose sur-
face form matches the entry in WordNet. Below
we discuss several of the limitations associated
with this RETROFIT implementation and possible
improvements.

3.1.1 Impoverished Synsets

Many word senses are relatively isolated in the
WordNet structure. They occur in synsets with
few or no synonyms or semantic relations. In
the case that the word has only one meaning, this
is not a problem, because the sense-agnostic em-
bedding is in that case unambiguous. But in the
case that the word has one or more other seman-
tically rich senses (ie, senses with synonyms and
hyper/hyponym relations), the impoverished sense
is unduly influenced by the general embedding
and its unique meaning is not distinguishable. In
the extreme case both senses are identical. Thou-
sands of such synsets exist, including the synsets
for words such as inclement and egalitarian.

3.1.2 Compound Words and Multi-word
Lemmas

The original RETROFIT implementation discards
multi-word lemmas (and entire synsets if they con-
sist only of multi-word lemmas.) But there exist
synsets for whom most or all of the related WN
synsets contain only multi-word lemmas. See, for
instance, the noun form of the word unseen, or the
more extreme case of the synset brass.n.01, which
has eleven distinct hypernym and hyponym rela-
tions, all but two of which are compound words
for types of brass. Adjusting the RETROFIT algo-
rithm to allow for embeddings of the multi-word
lemmas that appear in WN would greatly reduce
the number of impoverished synsets.

3.1.3 Underrepresented Senses

The general embedding produced by word2vec!
(Mikolov et al., 2013a; Mikolov et al., 2013b) con-
flates all usages of a word. If a particular sense of a
word is significantly less common than others, the
word2vec embedding will not be a good represen-
tation of the sense. RETROFIT indiscriminately
tries to minimize the distance from any particular
sense and its word2vec embedding. Consider the
usage of the word tap given by the synset tap.v.11,
meaning “to pierce in order to draw liquid from.”

'"https://code.google.com/archive/p/
word2vec/

4

This usage occurs nowhere in the labelled Sem-
Cor corpus (Mihalcea, 1998), and is plausibly not
well represented by the word2vec sense-agnostic
embedding.

3.2 Modified RETROFIT Algorithm

For these reasons we make the following modifi-
cations to RETROFIT.

1) Regardless of the position of a word sense
in WordNet, it will be equipped with a descrip-
tive gloss that clarifies its usage. We incorporate
all content words from each synset’s gloss in the
RETROFIT algorithm’s objective function, where
“content words” refers to any word for which
we have a sense-agnostic embedding. Content
words that appear more than once in the gloss are
weighted according to the number of times they
occur (ie, if a word is repeated in the gloss, it has
a stronger influence on the sense embedding.)

2) We implement a naive model to handle a
compound word by simply representing its sense-
agnostic embedding as the average of the sense-
agnostic embeddings of its constituent words. Al-
though this is obviously inadequate for many com-
pound words, we find it is already an improve-
ment.

3) The sense-agnostic embedding of a word is
assumed to be the weighted average of its sense
embeddings, proportional to how common a par-
ticular word sense is. We calculate the sense-
frequencies from the SemCor corpus, which con-
sists of around 300,000 words tagged with their
WordNet 3.0 synsets (Mihalcea, 1998).

3.3 Weighted RETROFIT Algorithm

Weigthed RETROFIT proceeds very similarly to
RETROFIT algorithm by (Jauhar et al., 2015).
We begin by intializing an embedding for each
word sense as the sense-agnostic embedding (or,
in the case of multi-word lemmas, the average of
the sense-agnostic embeddings of the constituant
words). The embeddings are then iteratively up-
dated to make them more similar to their semantic
neighbors in the WordNet ontology, and to make
the weighted average of the sense embeddings of
a word closer to the sense-agnostic embedding.
The weighted average is learned from the SemCor
counts as discussed.

More precisely, let M = (V, V,S,S, P, Q) be
a model consisting of a vocabulary V' and sense-
agnostic embeddings V, a set of word senses S
and sense-embeddings S, a discrete probability



density function P : V x § — R, and an ontol-
ogy ). We seek the set S that minimizes the new
objective function for the weighted RETROFIT al-
gorithm (Equation 3).

2
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by iteratively updating embeddings according to
Equation (4). where w; € v, 5 € 5’, Dij =
P(s;jlw;), Njj; is the set of neighbor indices of
the jth sense of the ith word defined in €2, G;; =
{i + w € V is in the gloss of s;;} and «, [,
and v are the parameters controlling the weights
of sense-agnostic word embeddings, relations and
gloss words respectively. Note that iteratively up-
dating the sense embeddings via Eqs. 2 or 4 is
equivalent to optimizing their respective objective
functions via coordinate descent.

4 Evaluation

We train three variations of the RETROFIT algo-
rithm on the 50-dimensional global context vec-
tors produced by (Huang et al., 2012): the unmod-
ified RETROFIT, RETROFIT with gloss words
and multi-word lemmas (which we refer to as
Modified RETROFIT), and Weighted RETROFIT
with weighted senses as discussed above. Train-
ing time is similar between the first two; weighted
RETROFIT takes about twice as long. All con-
verge to a solution within 0.01 within fifteen iter-
ations.

The models are evaluated on two different tasks:
Synonym Selection and Word Sense Disambigua-
tion. We first include and discuss results from
some similarity judgment tasks, but these serve
more as stepping stone than an as a rigorous mea-
sure of model quality. (Faruqui et al., 2016) give a
comprehensive assessment of the inadequacies of
evaluating the quality of embeddings on word sim-
ilarity tasks. In general, these tasks are fairly sub-
jective and a model’s performance on them does
not correlate with performance on downstream
NLP tasks. 5

4.1 Similarity Judgments

We evaluate the models on the RG-65 dataset,
(Rubenstein and Goodenough, 1965) which con-
sists of sixty-five pairs of words and an average
human judgment of similarity scaled from one to
four. Evaluation is a straightforward calculation of
the average cosine similarity of each pair of sense
embeddings, as used by (Jauhar et al., 2015) and
originally proposed by (Reisinger and Mooney,
2010). As an exploration, we also consider the
results of using the maximum cosine similarity,
which returns the highest cosine similarity among
any pair of senses from the respective words.

Our results are displayed in Table 1. Every
model performs best on the task using the maxi-
mum cosine similarity metric, with our improved
systems performing noticeably better. Interest-
ingly, the commonly used average similarity met-
ric causes our models to lose their advantage, par-
ticularly Weighted RETROFIT, whose chief credit
is its ability to produce more distinct sense em-
beddings. Averaging these vectors together throws
away the improvements gained by separating out
the distinct meanings.

4.2 Synonym Selection

We test the models on two synonym selection
datasets: ESL-50 (Turney, 2002) and TOEFL
(Landauer and Dumais, 1997). ESL-50 is a set
of fifty English sentences with a target word for
which a synonym must be selected from four can-
didate words. TOEFL consists of eighty context-
independent words and four potential candidates
for each. For both datasets, we use the same
maxSim selection criteria as (Jauhar et al., 2015).
We select the sense vector 3; that corresponds to:

mazSim(w;, wy) = max cos(8jj, 8 ;)
3

Our results are presented in Table 2. The results
on this task are less straightforward. Although the
ESL-50 and TOEFL datasets are remarkably simi-
lar in form, the models do not perform consistently
across them. Our modified RETROFIT method
produces an enormous improvement on TOEFL,
while ESL-50 gives our models some difficulties.
Whether this is an effect of the relatively small
number of words in the task or whether there are
specific features about how the datasets were as-
sembled is unclear.
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Similarity Judgments

RG-65
AVG MAX
RETROFIT 0.73 0.79
Modified RETROFIT 0.72  0.85
Weighted RETROFIT 0.69 0.84

Table 1: Performance on RG-65 word similarity dataset. Scores are Spearman’s rank correlation.

Synonym Selection
ESL-50 TOEFL

RETROFIT 64.0 68.75
Modified RETROFIT 62.0 81.25
Weighted RETROFIT  60.0 75.0

Table 2: Percent accuracy on ESL-50 and TOEFL
synonym selection using maxSim comparison

4.3 Word Sense Disambiguation

We use Semeval 2015 task 13 (Moro and Nav-
igli, 2015) as our English WSD test. The cor-
pus for the task consists of four documents taken
from the biomedical, mathematical and social is-
sues domains, annotated with part of speech infor-
mation. The task also includes named entity dis-
ambiguation, which we do not handle, except in
the incidental case where there is a WN synset for
a named entity. We explore two different meth-
ods for WSD. The first chooses a word sense by
identifying a word that co-occurs in the sentence
and has a sense that is closest to a sense of our
target word. The intuition of the model is that al-
though particular words may be totally unrelated
to the sense of the target word, there should ex-
ist somewhere in the sentence a word pertaining to
the subject described by the ambiguous word. For-
mally, this method is described as the contextMax
function:

contextMax(w,c) =

arg max( max cos(8§,¢) - p(sjw))
sES; CEkL;-zﬁJ'Sk

(5)
where S; is the set of senses of the ith word of the
context sentence. 6

The second WSD method incorporates both lo-
cal and global context in equal parts. The intuition
is that nearby words in a particular sentence will
capture information about the particular usage of
a word, while words that appear over the course of
a passage will characterize the subject matter be-
ing discussed. Both of these component are essen-
tial to human understanding and should aid WSD
algorithms, as discussed in (Weissenborn et al.,
2015). Formally, we define the localGlobal WSD
function as

localGlobal(w, ¢) = arg max(cos(s, ¢;;)-p(s|w))
SEWij
(6)

where the context vector ¢;; for the jth word of the
ith sentence is given by
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and the local context vector l_;j of the jth word of
the ith sentence and global context vector g; of the
ith sentence are given by
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As a baseline we compare against the most-
frequent sense tagger (MFS) trained on the Sem-
cor corpus (Moro and Navigli, 2015), defined sim-

ply as

mfs(w) = arg max(p(s|w)) (7
SESw



Word Sense Disambiguation

Nouns Verbs Adjectives Adverbs All
MFS 458 499 67.5 70.6 53.5
RETROFIT  49.1 52.0 67.3 75.3 56.2
Modified
RETROFIT 50.6 50.0 69.2 76.5 57.0
Weighted
RETROFIT 50.0 528 65.4 76.5 56.8

Table 3: Semeval 2015 task 13 F1 scores of the models using the contextMax disambiguation function.

Nouns Verbs Adjectives Adverbs All
RETROFIT 52.5 57.2 77.3 77.8 61.1
Modified
RETROFIT >0 304 76.0 79.0 616
Weighted
RETROFIT >0 592 754 778 62.1

Table 4: Semeval 2015 task 13 F1 scores of the models using the contextMax disambiguation function,

restricted to correct POS

Tables 3 and 4 display results for our models using
contextMax disambiguation with and without re-
striction by POS information, along with the MFS
tagging baseline. In both cases, RETROFIT and
MES are outperformed overall by our improve-
ments. Tables 5 and 6 show the WSD results using
localGlobal disambiguation, which for the most
part appears to be a strictly better metric. Re-
sults are ranked by F1 score, the harmonic mean
of precision and recall (uniformly weighted). Al-
though it underperforms on the compartively eas-
ier task of disambiguating adjectivs and adverbs,
Weighted RETROFIT is the best model of verbs
by every single metric.

By all measures, the various RETROFIT
implementations outperform the MFS baseline.
Weighted RETROFIT and Modified RETROFIT
both improve the initial model. The best per-
forming systems on the Semeval 2015 task 13 En-
glish corpus are LIMSI and SUDOKU (Moro and
Navigli, 2015), which achieve F1 scores of 65.8
and 61.6 respectively. This would position both
Weighted RETROFIT and RETROFIT with com-
pound words and gloss words as second only to
the top system, even with the use of relatively low
dimensional embeddings.

5 Discussion

Results on similarity judgment are mixed, al-
though it should be noted that despite the fact thaf

in principle average similarity appears to be a good
measure of word relatedness, in our trials the max-
imum similarity between two words is a better pre-
dictor of human judgments on RG-65 with all al-
gorithms. It’s possible that in the absence of dis-
ambiguating context human judges are not actu-
ally good at combining the relatedness of different
senses of words and instead specifically search for
related meanings when evaluating similarity. It’s
worth noting that the metric by which our modi-
fications provide the largest improvements is the
metric which RETROFIT itself also performs best
by. But, as discussed above and in [4], even human
judges often do not score particularly well similar-
ity tasks, and in fact there may be no real “gold
standard” on such a task.

The results of the synonym selection task are
also mixed. On the ESL-50 dataset our modifica-
tions slightly underperform, while on the TOEFL
dataset they provide an enormous improvement.
We have not investigated the particulars of the
datasets enough to see if there are anomolous fea-
tures (over or under-representation of certain parts
of speech, rare word senses, etc), or if these per-
formance gaps are due more to the small sample
size of the test data. Testing on a wider array of
larger synonym selection datasets could yield in-
sight into the models’ shortcomings.

Our models are a noticeable improvement on
WSD. Interestingly, the Weighted RETROFIT al-
gorithm achieves the best scores on verbs across



Nouns Verbs Adjectives Adverbs All
RETROFIT  49.5 49.2 64.2 79.0 55.7
Modified
RETROFIT 548  50.0 67.9 77.8 59.5
Weighted
RETROFIT 53.0 524 62.3 74.1 57.9

Table 5: Semeval 2015 task 13 F1 scores of the models using the localGlobal disambiguation function

Nouns Verbs Adjectives Adverbs All
RETROFIT 522  55.6 73.5 80.2 60.2
Modified
RETROFIT 06 576 741 802  63.4
Weighted
RETROFIT >0 %2 729 76.5  62.1

Table 6: Semeval 2015 task 13 F1 scores of the models using the localGlobal disambiguation function,

restricted to correct POS

all metrics. Again, whether this is a quirk of
the specific corpus is unclear. If not, it may in-
dicate that homophonous verbs in English tend
to be more distinct from each other than other
parts of speech, perhaps because of more common
metaphorical language use. We at least can say
confidently that utilizing more features from WN
is an across the board improvement.

Future Work

As mentioned above, the limited size and scope of
the test sets leaves room for doubt about the mod-
els’ performance on new datasets, especially when
two datasets for the same task yield strikingly dif-
ferent results, like synonym selection. A use-
ful exploration may be looking at domain-specific
datasets for this task, as the results might suggest
that the performance discrepancies are present be-
tween domains. It is possible, for example, that
WordNet underrepresents certain domains. (Con-
sider the case of the word nugget, which in Word-
Net has no synsets related to food, but in Amer-
ican English is most often used in the compound
chicken nugget.) It will also be important to try the
same task with significantly larger datasets.

We also use only a crude model of compound
word vectors. An investigation of better composi-
tional semantic models could greatly benefit the
algorithm, as a large percentage of WN synsets
contain compound words.

The RETROFIT algorithm may also be discard-
ing valuable information by constructing the sens®

vectors only from the sense-agnostic embeddings
for words whose exact surface form matches en-
tries in WordNet. But word2vec and most other
VSM algorithms learn embeddings for many dif-
ferent conjugations of words, and in fact those
conjugations may themselves contain information
(such as part-of-speech) that can help further dif-
ferentiate senses.

Our models are all trained on the relatively low
dimensional global feature vectors produced by
(Huang et al., 2012), but significantly richer em-
beddings exist, such as the GoogleNews vectors,
which are 300 dimensional and were trained on a
100 billion word corpus using CBOW (Mikolov
et al., 2013a; Mikolov et al., 2013b). We expect
that the quality of the embeddings produced by the
RETROFIT algorithms will scale with the qual-
ity of the underlying embeddings, and can hope
for continual improvement as larger and better
datasets become available.
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Abstract
Rule-based machine translation
(RBMT) and Statistical machine

translation (SMT) are two well-known
approaches for translation which have
their own benefits.  System archi-
tecture of SMT often complements
RBMT, and the vice-versa. In this
paper, we propose an effective method
of serial coupling where we attempt to
build a hybrid model that exploits the
benefits of both the architectures. The
first part of coupling is used to obtain
good lexical selection and robustness,
second part is used to improve syntax
and the final one is designed to com-
bine other modules along with the best
phrase reordering. Our experiments
on a English-Hindi product domain
dataset show the effectiveness of the
proposed approach with improvement
in BLEU score.

1 Introduction

Machine translation is a well-established
paradigm in Artificial Intelligence and Natural
Language Processing (NLP) which is getting
more and more attention to improve the qual-
ity (Callison-Burch and Koehn, 2005; Koehn
and Monz, 2006). Statistical machine trans-
lation (SMT) and rule-based machine trans-
lation (RBMT) are two well-known methods
for translating sentences from one to the other
language. But, each of these paradigms has its
own strengths and weaknesses. While SMT is
good for translation disambiguation, RBMT
is robust for morphology handling. There is
no systematic study involving less-resourced
languages, where the coupling of SMT antf

RBMT has been shown to achieve better per-
formance. In our current research we attempt
to provide a systematic and principled way to
combine both SMT and RBMT for translat-
ing product related catalogs from English to
Hindi. We consider English-Hindi scenario as
an ideal platform as Hindi is a morphologically
very rich language compared to English. The
key contributions of our research are summa-
rized as follows:

(i). Proposal of an effective hybrid system
that exploits the advantages of both SMT and
RBMT.

(ii). Developing a system for translating prod-
uct catalogues from English to Hindi, which is
itself a difficult and challenging task due to the
nature of the domain. The data is often mixed,
comprising of very short sentences (even the
phrases) and the long sentences. To the best
of our knowledge, for such a domain, there is
no work involving Indian languages.Below we
describe SMT and RBMT very briefly.

1.1 Statistical Machine Translation
(SMT)

Statistical machine translation (SMT) systems
are considered to be good at capturing knowl-
edge of the domain from a large amount of
parallel data. This has robustness in resolv-
ing ambiguities and other related issues. SMT
provides good translation output based on
statistics and maximum likelihood expectation
(Koehn et al., 2003a):

= argmaze[P(f|e) P (e)]
where f and e are the source and target lan-
guages, respectively. Pras(e) and P(fle) are
the language and translation model, respec-
tively. The best output translation is denoted

D S Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 10-19,
Varanasi, India. December 2016. (©2016 NLP Association of India (NLPAI)



by epest- Language model corresponds to the
n-gram probability. The translation probabil-
ity P(f|e) is modeled as,

1

P(fierh) = H o(files)d(start; —end;_1 —1)

i=1

¢ is phrase translation probability and d(.)
is distortion probability.

start;—end; 1—1, which is the argument of
d(.) is a function of i, whereas start; and
end;_1 are the starting positions of the trans-
lation of i** phrase and end position of the
(i — 1) phrase of e in f. In the above equa-
tion, it is well defined that most probable
phrases present in training corpora will be cho-
sen as the translated output. This could be
useful in handling ambiguity at the transla-
tion level. The work reported in (Dakwale
and Monz, 2016) focuses on improving the
performance of a SMT system. Along with
the translation model authors allow the re-
estimation of reordering models to improve ac-
curacy of translated sentences. The authors
in their work reported in (Carpuat and Wu,
2007) show how word sense disambiguation
helps to improve the performance of a SMT
system. Literature shows that there are few
systems available for English-Indian language
machine translation (Ramanathan et al., 2008;
Rama and Gali, 2009; Pal et al., 2010; Ra-
manathan et al., 2009).

1.2 Rule-based Machine Translation
(RBMT)

Rule-based system generates target sentence
with the help of linguistic knowledge. Hence,
there is a high chance that translated sentence
is grammatically well-formed.There are sev-
eral steps required to build linguistic rules for
translation. Robustness of a rule-based sys-
tem greatly depends on the quality of rules
devised. A set of sound rules ensures to build
a good accurate system. Generally, the steps
can be divided into three sub parts:

1. Analysis

2. Transfer

3. Generation
Analysis step consists of pre-processing, mor-
phological analysis, chunking, and pruning.
Transfer step consists of lexical transfer,
transliteration, and WSD. Finally, genera‘cio]n1

step consists of genderization, vibhakti com-
putation, TAM computation, agreement com-
puting, word generator and sentence gener-
ator. The agreement computing can be ac-
complished with three sub steps: intra-chunk,
inter-chunk and default agreement computing.
In (Dave et al., 2001) authors have proposed
an inter-lingua based English—Hindi machine
translation system. In (Poornima et al., 2011),
authors have described how to simplify En-
glish to Hindi translation using a rule-based
approach. AnglaHindi is one of the very pop-
ular English-Hindi rule-based translation tools
proposed in (Sinha and Jain, 2003). Multilin-
gual machine aided translation for English to
Indian languages has been developed in (Sinha
et al., 1995). Apertium is an open source
rule-based machine translation tool proposed
in (Forcada et al., 2011). Rule-based approach
for machine translation has been proposed
with respect to Indian language (Dwivedi and
Sukhadeve, 2010).

1.3 Hybrid Machine Translation

A hybrid model of machine translation can be
developed using the strengths of both SMT
and RBMT. In this paper, we develop a hy-
brid model to exploit the benefits of disam-
biguation, linguistic rules, and structural is-
sues. Knowledge of coupling is very useful
to build hybrid model of machine translation.
There are different types of coupling, viz. se-
rial coupling and Parallel coupling. In serial
coupling, SMT and RBMT are processed one
after another in sequence. In parallel cou-
pling, models are processed in parallel to build
a hybrid model. In Indian languages, few hy-
brid models have been proposed as in(Dwivedi
and Sukhadeve, 2010; Aswani and Gaizauskas,
2005).

The rest of the paper is structured as fol-
lows. We present a brief review of the existing
works in Section 2. Motivations and various
characteristic features have been discussed in
Section 3. We describe our proposed method
in Section 4. Experiential setup and results
are discussed in Section 5. Finally, we con-
clude in Section 6.



2 Related work

In rule-based MT, various linguistic rules are
defined and combined in (Arnold, 1994). Sta-
tistical machine translation models have re-
sulted from the word-based models (Brown
et al., 1990). This has become so popular
because of its robustness in translation only
with the parallel corpora. As both of this ap-
proaches have their own advantages and dis-
advantages, there is a trend nowadays to build
a hybrid model by combining both SMT and
RBMT (Costa-Jussa and Fonollosa, 2015).
Various architectures of hybrid model have
been compared in (Thurmair, 2009). Among
the various existing architectures, serial cou-
pling and parallel coupling are the most popu-
lar (Ahsan et al., 2010).Rule-based approach
along with post-processed SMT outputs are
described in (Simard et al., 2007). A review for
hybrid MT is available in (Xuan et al., 2012).
In (Eisele et al., 2008), authors proposed an
architecture to build a hybrid machine trans-
lation engine by following a parallel coupling
method. They merged phrase tables of gen-
eral training data of SMT and the output of
RBMT. However, they did not consider the
source and target language ordering charac-
teristics. In this paper, we combine both SM'T
and RBMT in order to exploit advantages of
both the translation strategies.

3 Necessity for Combining SMT
and RBMT

In this work we propose a hybrid architecture
for translating English documents into Hindi.
Both of these languages are very popular.
English is an international language, whereas
Hindi is one of the very popular languages.
Hindi is the official language in India and
in terms number of native speakers it ranks
fourth in the world.Linguistic characteristics
of English and Hindi are not similar and their
differences are listed below:

e Hindi is a relatively morphologically
richer language compared to English.

o Word orders are not same for English and
Hindi. Subject-Object-Verb (SOV) is the
standard way to represent Hindi whereas
SVO ordering is followed for English. 12

o Hindi uses postposition whereas English
uses preposition.

o Hindi uses pre-modifiers, whereas English
uses post-modifiers.

SMT and RBMT can not solve the problems as
mentioned above independently.So, main fo-
cus of our current work is to develop a hy-
brid system combining both SMT and RBMT
which can efficiently solve the problems.In ad-
dition to combining these two methods we also
introduce reordering to improve the transla-
tion quality. Our main motivation was to
make use of the strength of SMT (better in
handling translation ambiguities) and RBMT
(better for dealing with rich morphology)

3.1 Morphology

As already mentioned Hindi is a morpholog-
ically richer language compared to English.
Morphology plays an important role in the
translation quality of English-Hindi. Let us
consider the examples:  case: T (e — plural
direct) or 3 (on — plural oblique) is used as
plural-marker for "boy”. But in the case of
"girl” AT (on) is used for plural direct, and 3l
(on) is used for plural oblique.

Singular direct:
E: The boy is going.
H: SS&T ST & 2
HT: Ladka ja raha hai.
E: The girl is going.
H: @8l T <&l 2
HT: Ladki ja rahi hai.

Plural direct:

E: The boys are going.
H: 38& o 2 B

HT: Ladke ja rahe hain.
E: The girls are going.
H: &sfear ST & 2|
HT: Ladkiya ja rahi hae.

Singular oblique:
E: T have seen a boy.
H: % 9 U6 &sd Dl <@l
HT: Main ne ek ladke ko dekha.
E: I have seen a girl.
H: § 9 Ud B8l & @]
HT: Main ne ek ladki ko dekha.



plural oblique:
E: I have seen five boys.
H: % < U9 S8l &l <@l
HT: Main ne paanch ladkon ko dekha.
E: T have seen five girls.
H: § 7 U9 Ssfadi & <@
HT: Main ne paanch ladkiyon ko dekha.

Tense: Tenses are directed by the verbs.
For example, T (aega) and TIT (aegi) denote
future connotation in singular form for mascu-
line gender and feminine gender, respectively.
ST (ayega), MM (ayegee). T (acnge)
and T (aengi) denote future tense in plural
form for masculine and feminine geneder,
respectively. Here we show the few usages:
Singular form in future tense:-

E: The boy will come.

H: &sa1 3 |

HT: ladka ayenga

E: The girl will come.

H: @8l gl |

HT: ladki ayegi

Plural form in future tense:-
E: Boys will come.
H: @8dh 3T |
HT: ladke ayenge.
E: Girls will come.
H: Bsfdal g |
HT: ladkiyan ayengi.

The above examples describe how morphol-
ogy influences the structure and meaning of
the language. A root word can appear in dif-
ferent forms in different sentences depending
upon tense, number or gender. Such kinds of
diversities can not be handled properly by a
SMT system because of lack of data or enough
grammatical evidences. This can, however, be
handled efficiently in a RBMT system due to
the richness of linguistic rules that it embeds.
It is very important to have all the morpho-
logical forms and case structures along with
their equivalent representations in the target
language. Under this scenario, hybridization
of SMT and RBMT is a more preferred ap-
proach.

3.2 Data Sparsity

While translating from English to Hindi we
encounter with the problems of data sparsit]ﬁ

due to the variations in morphology and case
marking in source and target language pairs.

From the examples shown in the previous
subsection, it is seen that same word may ap-
pear in different positions of a sentence, often
followed or preceded by different words, due to
varying morphological properties such as case,
gender and number information. For exam-
ple, the English word ‘girl‘ can be translated to
@l (ladki), @sRAT (ladkiyan), St (lad-
kiyon) etc. in Hindi based on case and num-
ber information. Even though both efear
(ladkiyan) and @sfdal (ladkiyon) are in plu-
ral forms, they convey differnt meanings based
on the context. The word ®sfddl (ladkiyon)
is placed with case markers, but Bsfhdr (lad-
kiyan) is used without it. The word ‘Child‘
can be FET (bachcha) and € 7 (bachche ne)
in singular form in direct and oblique cases,
respectively. Here, 9 is followed by 9T (bach-
chon), but if | (bachchon) ne) does not
occur in corpora then it can not be translated.

Such problems can be resolved using proper
linguistic knowledge, which is the strength of
a rule-based system.In statistical approach, sys-
tem is modeled using a probabilistic method
that retrieves the target phrase based on maxi-
mum likelihood estimates. Hence, this may not
be possible to resolve the issues using a SMT
system. In contrast, RBMT has the power to
deal with such situation that incorporates proper
grammatical knowledge.

3.3 Ambiguity

Ambiguity is a very common problem in
machine translation. Ambiguities can appear
in many different forms. For example, the
following sentence has ambiguities at the
various levels:

E: 1 went with my friend Washington to
the bank to withdraw some money, but was
disappointed to find it closed.

Bank may be verb or noun-Part of speech
ambiguity.

Washington may be a person name or place-
Named entity ambiguity.

Bank may be placed for the borders of
a water body or financial transaction- Sense
ambiguity.

The word “it" has to be disambiguated to



understand its proper reference-Discourse/co-
reference ambiguity.

It is not understood who was disappointed
for the closure of bank (Pro-drop ambiguity).

3.3.1 Semantic Role Ambiguity

Let us consider the following example sen-
tence:

H: 991 amush! fHers s gsih

HT: Mujhe aapko mithae khilani padegee.

In this sentence, it is not properly dis-
closed who will feed the sweets (to/by me or
to/by you). Thus, English sentence for the
above Hindi sentence may take any of the
following forms:

El: I have to feed you sweets.

E2: You have to feed me sweets.

3.3.2 Lexical Ambiguity

We discuss the problem of lexical ambiguity
with respect to the following example sentence.
E: I will go to the bank for walking today.

Here, bank may be a financial institu-
tion or the shore of a river or sea. It is
difficult to interpret exact meaning of bank.
Context plays an important role in interpreting
the current sense. Here, bank is used in the
context of walk. Hence, there is a greater
chance that it denotes the “bank of river"
instead of ‘“financial institution’. Use of
proverbs complicates translation further.

E: An empty vessel sounds much.

H: o/ o7 &9 O/ 3ESe R
Wadchd SIMd.

HT: Thotha chana baaje ghana./ adhajal
gagaree chhalkat jai.
Its actual meaning should be ST &9 o
BIAT © af fe@mer &=+ & 3y sifts Siadr 2.
(jisko kam gyan hota hai wo dikhava karne
ke liye adhik bolta hai.)

All of the above mentioned issues can
not be efficiently handled by statistical or
rule-based approach independently. Some of
the issues are better handled by a RBMT
approach whereas some are better handled by
a SMT system. In this paper we develop a
hybrid model by combining the benefits of
both rules and statistics. 14

3.4 Ordering

We further study the effect of ordering in our
proposed model. Ordering can be considered as
a basic structure of any language. Different lan-
guages have different structure patterns at sen-
tence which can be achieve after merging PoS.
For example, English uses subject-verb-object
(SVO) whereas Hindi uses subject-object-verb
(SOV). These structural differences of language
pair can be the vital cause of affecting the ac-
curacy. So, we shall incorporate the concept of
ordering along with SMT and RBMT to build
the hybrid model.

4 Proposed MT Model: A
Multi-Engine Translation System

We propose a novel architecture that improves
translation quality by combining the benefits
of both SMT and RBMT. We also devise a
mechanism to further improve the performance
by integrating the concept of reordering at
the source side. This architecture is trying
to combine the best parts from multiple
hypothesis to achieve maximum advantages of
different MT engines and remove the pitfall of
the translated texts so that the quality of the
translated text could be improved. Translation
models are combined in such a way that
the overall performance is improved over
the individual models. In literature it was
also shown that an effective combination of
different complimentary models could be more
useful (Rayner and Carter, 1997; Eisele et al.,
2008).

Combining multiple models of machine
translations is not an easy task because of
the following facts: RBMT is linguistically
richer than SMT; RBMT can produce different
word orders in the target sentence compared
to SMT; and there may have different word
orders for the SMT and RBMT outputs. After
using linguistic rules at the source side of the
test set, we combine the outputs obtained to
the training set, and generate new hypothesis
to build a better phrase table. Finally, we use
argmax computation of SMT decoder to find
the best possible sequence. A combined
model can not produce expected output if the
individual component models are not strong
enough. Word ordering plays an important
role to improve the quality of translation, es-
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Figure 1: Architecture for multi-engine MT driven by a SMT decoder

pecially for the pair of languages where source
language is relatively less-rich compared to the
target. Our source language, which is English,
follows a Subject-Verb-Object (SVO) fashion
whereas Hindi follows a Subject-Object-Verb
(SOV) ordering scheme. At first we extract
syntactic information of the source language.
The syntactic order of source sentence is
converted to the syntactic order of target
language. The source language sentences
are pre-processed following the set of trans-
formation rules as detailed in (Rao et al., 2000).

SSnV Vi 00,Ch,
where,

S: Subject

V : Verb

O: Object

X'’: Hindi corresponding constituent, where X
is S, V, or O X,,: modifier of X

C,,: Clause modifier

~  CLSLS 0,0V

Pre-ordering alters the English SVO order to
Hindi SOV order, and post-modifiers generate
the pre-modifiers. Our prepossessing module
performs this by parsing English sentence and
applying the reordering rules on the parse tree
to generate the representations in the target
side. After pre-ordering of source sentences,
we combine the RBMT and SMT based mod-
els.After pre-ordering of training and tuning
corpora we also do the same for the test set.
Alignment was done using the hypothesis dp

RBMT.Beam search algorithm of SMT decoder
is used to obtain the best target sentence. De-
tailed architecture of the proposed technique is
shown in Figure 1. In this figure, lower por-
tion represents different modules and resources
used in the RBMT model, whereas the upper
portion represents the SMT model. Because of
this effective combination we obtain a model
that produces target sentences of better quali-
ties compared to either RBMT or SMT with
respect to morphology and disambiguation (at
the level of lexical and structural).

Sets Number of sentences
Training Set 111,586
Tune Set 602
Test Set 5,640

Table 1: Datasets statistics

5 Data Set, Experiential setup,
Result and analysis

5.1 Data Set

In this paper we develop a hybridized transla-
tion model for translating product catalogs from
English to Hindi.The training corpus consists of
111,586 English-Hindi parallel sentences. Tune
and test sets comprise of 602 and 5,640 sen-
tences, respectively. Brief statistics of training,
tune and test sets are shown in Table 4. The
domain is, itself, very challenging due to the
mixing of various types of sentences. There



Approach BLEU Score
Baseline (Phrase-based SMT) 45.66
RBMT 5.34
SMT & RBMT 46.66
Our Approach 50.71
Improvement from Baseline 11.06%
Improvement from SMT & RBMT 8.67%

Table 2: Results of different models

are sentences of varying lengths consisting of
minimum of 3 tokens to the maximum of 80
tokens. Average length of the sentences is
approximately 10. In one of our experiments
we distributed the sentences into short and long
sets, containing less than 5 and more than equal
to 5 sentences, respectively. Training, tuning
and evaluation were then carried out, which
reveals that performance deteriorates due to the
reduction in size. Hence, we mix all kinds of
sentences for training, and then tune and test.

5.2 Experiential Setup

We use the pre-order tool developed at CFILT
lab. (Dwivedi and Sukhadeve, 2010) We use
Moses ! setup for SMT related experiments.
The model is tuned using a tuning set. We
use ANUSAARAKA (Ramanathan et al., 2008)
rule-based system for translation. Phrase tables
are generated by training SMT model on the
parallel corpora of English-Hindi. The RBMT
system is evaluated on the test data. The
outputs produced by this model are used as
the silver standard data. The SMT model is
trained on this silver standard data to produce
a phrase table. The phrase table, thus obtained,
is added to the phrase table generated using
the original training data. Secondly, the silver
standard parallel corpora is added to the original
training corpora and a new parallel corpora is
generated. The SMT model is again built on
this new data-set. This generated model is used
to evaluate the test set thereafter.

5.3 Results and Analysis

We report the experimental results in Table
4. Accuracy is calculated using the standard
evaluation metric called BLEU (Papineni et
al., 2002). A baseline model (Phrase-based
SMT model) is developed by training Moses

"http:/ /www.statmt.org/moses/ 16

with default parameter settings (Koehn et al.,
2003b). We achieve a BLEU score of 45.66.
Our proposed hybrid model attains a BLEU
score of 46.66, which is 2.19% higher com-
pared to the baseline model. When re-ordering
is performed at the source side, we obtain
the BLEU score of 50.71, which is nearly
8.68% higher compared to the hybrid model
(without re-ordering) . This is 11.06% higher
compared to the baseline phrase-based model.
Generated outputs of the proposed model
are better in various respects like structure,
morphology etc. With the following examples,
we describe how the proposed model can be
used to improve the performance over SMT or
RBMT model. Here ST, SMT, AMT, HMT,
and PMT denote source sentence, SMT output,
RBMT output, output of the hybrid model
and output of the proposed system, respectively.

a. SMT output is incomplete while PMT
output is complete and better than SMT output.

ST: All applicable shipping fees and custom
duties up to customers address are included in
the price

SMT: fsa’l d& B A4l FecH 3R Yoo
Siis ST g & o9 ¥ H

HT: Delivary tak lagu sabhi custom aur
shulk joden ja chuke hain is daam mein

PMT: fSHa’T dd BN A1l FeeH 3R Yoo
Uedh & O dd T & Jod § WiHs ¢

HT: Delivery tak lagu sabhi custom aur
shulk grahak ke ghar tak shipping ke mullya
mein samil hain

AMT: |9 TEal @l da & Yoo 3R
Rarst &R SES § 99dT g3 SR 841 9d
qod § |itdfed gy T @

HT: Sab grahakon jahan tak ki shulk aur
rivaz karya jahaz se bhejta hua lagu hona pate
mulya mein sammilithue gaye hain




b. PMT output is a reordered version of
SMT which is an exact translation. Hence,
this is better compared to the others. Also
PMT retrieves proper phrase to generate better
quality. ST: Add loads of flirty colours to
your wardrobe!

SMT: # ¥ 0 & WMAGS H 37O
ISFHRT

HT: mein shokh rangon ko shamiln karen
apni almaree

PMT: 30+ 3GHRT H 29 01 &l WA
N

HT:apni almaree mein shokh rangon ko
shamil karen

AMT: 3MUd] JGHART DI IIHAS I51 &
§gd syl

HT:aapki almaree ko ishgbaaz radgon ko
bahut jodiye

c. PMT is capable to select better sen-
tence of generated translated output by both of
the systems. AMT is better than SMT. PMT
produces quite simliar output as AMT. Hence,
the overall quality will improve.

ST: A classy way to hang your clothes

SMT: Udh ITH Gof & d-Ial 4 aus e
FCHT IR

HT Ek utam darje ke tareeka apne kapde
sirf latka kar

PMT: U foRIY Ud 3ga¥ AR e a9
@Th D

HT: Ek vishesh evam uchchtam marg apke
vastra latkane ka.

AMT: U& fqRIY Ud 3gdd AW 3M9d a9
BCh Dl

HT: Ek vishesh evam uchchtam marg apke
vastra latkane ka.

d. PMT output is better because it is
in correct syntax order (ends in verb).

ST: 11 Diamonds provides lifetime manu-
facturing & exchange warranty

SMT: e &Rdl & 11 ER 3R gagesl
IRET Sfiaw R A

HT: Pradan karta hai 11 hire or exchange
warranty jeevan bhar nirman

PMT: 11 STIHS afSiad AHTAT 3iR gaaeist
qRET ST

HT: 11 diamond aajeevan nirmata aur
exchange warranty deta hai
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AMT: 11 SEASA Sa9-&13 3cded 3R
ICHT TISAT TSR ST &
HT: Diamond jeevan-kaal utpadan aur adla
badla adhikar deta hai

It is out-of-scope to compare the existing
English-Hindi MT systems (as mentioned in
the related section) as none of the techniques
was evaluated on the product catalogue domain.
Since the domain as well as the training and
test data are different, we can not directly
compare our proposed system with the others.
It is also to be noted that none of the existing
systems makes use of an infrastructure like
ours. The multi-engine MT model proposed in
(Eisele et al., 2008) can not be compared as
this was not evaluated for the language pair
and domain that we attempted.

6 Conclusion

In this paper we have proposed a hybrid model
to study whether RBMT and SMT can improve
each other's efficiency. We use an effective
method of serial coupling where we have com-
bined both SMT and RBMT. The first part of
coupling has been used to obtain good lexical
selection and robustness, second part has been
used to improve syntax and the final one has
been designed to combine other modules along
with source-side phrase reordering. Our ex-
periments on a English-Hindi product domain
dataset show the effectiveness of the proposed
approach with improvement in BLEU score. In
future we would like to evaluate the proposed
model on other domains, and study hierarchical
SMT model for the product catalogues domain.
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Abstract

The use of distributional semantics to repre-
sent the meaning of a single word has proven
to be very effective, but there still is diffi-
culty representing the meaning of larger con-
stituents, such as a noun phrase. In general,
it is unclear how to find a representation of
phrases that preserves syntactic distinctions
and the relationship between a compound’s
constituents. This paper is an attempt to find
the best representation of nominal compounds
in Spanish and English, and evaluates the per-
formance of different compositional models
by using correlations with human similarity
judgments and by using compositional repre-
sentations as input into an SVM classifying
the semantic relation between nouns within a
compound. This paper also evaluates the util-
ity of different function’s compositional repre-
sentations, which give our model a slight ad-
vantage in accuracy over other state-of-the-art
semantic relation classifiers.

Keywords compositional distributional semantics,
nominal compounds, nominal compounds in Span-
ish

1 Introduction

The use of distributional semantics has become in-
creasingly popular due to its effectiveness in a range
of NLP tasks. The vector-based representation is
computed by looking at the context of every instance
of a specific word within a large corpus, which is
based on the idea that the meaning of a word is de-
termined by its associations with other words (Erk,
2012). Despite the success of vector-based repre-
sentation in a wide variety on contexts, this method
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still has difficulty handling larger phrase structures
and function words, as opposed to just isolated con-
tent words (Mitchell and Lapata, 2008). Vectors
for larger phrases cannot be reliably used due to the
sparseness of data (Erk, 2012).

Ways of representing compositional models for
constituents larger than a single word that pre-
serve the lexical and syntactic function of a word
in a phrase and best represent the relation between
the constituents of a phrase is desired in creat-
ing a more general and powerful framework for
natural language semantics. (Mitchell and Lap-
ata, 2008; Mitchell and Lapata, 2010), and (Gue-
vara, 2010) have compared and empirically tested
the effectiveness of different mathematical compo-
sitions in representing adjective-noun, verb-object,
and noun-noun compounds, but there has been lit-
tle research into representing nominal compounds
that are longer than two words, and the vast major-
ity of research has been in English, without cross-
linguistic inquiries (Mitchell and Lapata, 2010).
This paper will investigate the effectiveness of a va-
riety of different compositional functions using two
metrics: correlation of the model’s cosine similar-
ity predictions with human similarity judgments for
two, three and four word Spanish and English noun
compounds, and by using the composition of two
vectors as input into an SVM used to classify the
relations between constituent nouns for two-word
English noun compounds. For the human correla-
tion task, this paper builds on (Mitchell and Lap-
ata, 2010) by analyzing compounds longer than two
words, which is a previously unexplored topic, and
by analyzing the composition of Spanish compound
nouns. As far as we know, compositional models
have never been applied to Spanish word vectors be-
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fore. Previous work have utilized word embeddings
as input for relation classification, but we use the
composed vectors as input as well, which also has
never before been tested. This paper is also the first
to use noun-relation classification accuracy as a met-
ric for the utility of compositional functions, which
gives a new level of insight into the

2 Compounding in English and Spanish

What constitutes a nominal compound is con-
tested among linguists and computational lin-
guists(Moyna, 2011; Finin, 1980). For our pur-
poses, we will use the definition given by Finin
(Finin, 1980):

A nominal compound is the concatenation
of two or more nominal concepts which
functions as a third nominal concept.

The structure N N in English is productive, recur-
sive, and compositional (Bauke, 2014). In Spanish,
N N compounds are rarely productive, rarely con-
tain more than two elements and are highly stylis-
tic (Bauke, 2014; Moyna, 2011). The process is
that of lexical word-formation, as opposed to En-
glish,which has syntactic word-formation for N N
compounds (Bauke, 2014). In Spanish, the cre-
ation of N N compounds more closely resembles
the invention of a new morpheme, which is reflected
by the fact that only 2% of N N constructions are
written as two words or a hyphenated word with-
out one-word alternates (Moyna, 2011). Because
of the limitations of N N constructions in Spanish,
many consider the Spanish equivalent to the English
N N structure to be the N P N structure, with a se-
mantically empty preposition. This structure, sim-
ilar to the English N N structure, is productive, re-
cursive, and compositional (Bauke, 2014). We do
not consider the more theoretical qualifications for
compounds nouns proposed by (Moyna, 2011) for
a more linguistically rigorous definition for Spanish
compound nouns.

Restricting our attention to compounds only con-
sisting of two nouns in English, analyzing the mean-
ing of nominal compounds computationally has
proven to be a difficult task because the listener must
discern the relationship between the two words,
which must be inferred contextually without any
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syntactic clues (Finin, 1980). Consider the cases
of “meeting room”, “salt water” and “aircraft en-
gine”. “Room” defines the location for “meeting”,
“engine” is a part of the “aircraft”, and “salt” is dis-
solved in “water” (Finin, 1980). This problem of
determining relations between the constituent nouns
becomes even more difficult for longer phrases, be-
cause we now must determine the parse of the
compound using contextual clues. In the phrase
“computer science department”, “computer science”
modifies “department”’, instead of having “com-
puter” modify “science department”. These factors
pose challenges to vector-based representations of
longer compound noun phrases.

In Spanish N P N constructions, despite the pres-
ence of a preposition or potentially determiners, is it
still difficult to discern the relation between the con-
stituent nouns. Spanish definite determiners are used
in a much wider context than their English counter-
parts, so they do not provide much useful insight into
the relation between the two nouns. In the majority
of cases, the preposition is “de”, which is semanti-
cally empty in this construction (Bauke, 2014), and
is used to represent a multitude of relations, as seen
from Table I (taken from (Valle, 2008)).

English | Spanish Meaning Implied
leather ze'lpatos de shoes made of leather
shoes piel

sports zapatos de | shoes used to play
shoes deporte sports with

winter zapatos de | shoes to be worn in
shoes invierno winter time
high-heel zap,atos de shoes with high heels
shoes tacon

display zapatos de shoes on display
shoes muestra

Gucci zapatos de | shoes designed by
shoes Gucci Gucci

Table 1: Spanish Semantic Relations.

Thus the Spanish N P N construction poses sim-
ilar challenges to the English N N construction.
Our goal is to analyze compound nouns in English
(which take on the form of N N) and semantically
equivalent structures in Spanish, which take on the
form N P N (Girju, 2009).



3 Previous Work

3.1 Word Embeddings

A variety of methods for generating word em-
beddings have been proposed, most famously the
GloVe, word2vec, CW, and HPCA embeddings. The
word2vec model, proposed by (Mikolov and Dean,
2013), is a continuous skip-gram model, built us-
ing neural neworks, which is able to capture precise
syntactic and semantic word relationships to gener-
ate a vector representation of a word. The GloVe
model (Pennington et al., 2014) is a global bilin-
ear regression model which combines the advan-
tages of global matrix factorization and local context
window methods. It utilizes statistical information
by training on “non-zero elements in a word-word
cooccurrence matrix, rather than on the entire sparse
matrix or on individual context windows in a large
corpus”. The CW model, proposed by (Collobert et
al., 2011), implements a multilayer neural network,
where the first layer extracts features for each word
and the second layer extracts features from a win-
dow of words. The model is refined using a super-
vised training step utilizing data from part-of-speech
tagging, chunking, named entity recognition and se-
mantic role labeling (Collobert et al., 2011; Dima
and Hinrichs, 2015). The HPCA model (Lebret and
Collobert, 2013) is generated by applying Hellinger
PCA to a word co-occurance matrix, which has the
advantage of being much faster than training a neu-
ral net.

3.2 Compositional Models

Very little work has been done in distributional se-
mantics for Spanish. Some studies have been done
on the effectiveness of vector-based representations
on Spanish (Etcheverry and Wonsever, 2016; Al-
Rfou et al., 2013), but none have considered compo-
sitional models. Many studies have been done in En-
glish studying compositional models, (Mitchell and
Lapata, 2010; Mitchell and Lapata, 2008; Reddy et
al., 2011; Im Walde et al., 2013; Baroni and Zam-
parelli, 2010; Guevara, 2010; Socher et al., 2012;
Polajnar and Clark, 2014) but none have considered
three or four word compound nouns.

There have been many functions suggested for
how to compose two vectors. The general class of
models representing the vector composition is de-
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fined by:
p=f(uv,R K) ey

where u and v are the constituent vectors, R repre-
sents their syntactic relation, and K represents any
additional information required to interpret the se-
mantics of p (Mitchell and Lapata, 2010). Since we
are only considering the composition of compound
nominals, we can hold R fixed. We can also ignore
K for simplicity, attempting to glean as accurate of a
meaning as possible without further pragmatic con-
text (Mitchell and Lapata, 2010). From these as-
sumptions, we arrive at several more common po-
tential functions: additive, multiplicative, and tensor
product, respectively (Mitchell and Lapata, 2010).

Di = ui +v; )
Di = Uj - V; 3)
Dij = Ui Q V5 “)

The tensor product has interested some researchers
since it does a better job of encoding syntactic in-
formation (the tensor product is not commutative,
so it is seen as a representation that can distin-
guish “blood donor” from “donor blood”). How-
ever, the tensor product becomes very computation-
ally expensive, as the number of dimensions grows
exponentially as more constituents are composed
(Mitchell and Lapata, 2010; Polajnar and Clark,
2014). The effectiveness of each of these equations,
especially between the additive and multiplicative
model, is still contested (Baroni and Zamparelli,
2010). Another well-known function is the weighted
additive function, which is regarded as being bet-
ter at representing the syntactic relation between its
constituents:

pi = au; + [v;. 5

With regard to nominal compounds, one study
showed that the influence of the modifier noun has a
much greater influence on the overall meaning of the
compound than the head noun in German, with re-
spect to both human ratings and vector-space mod-
els (Im Walde et al., 2013). In contrast, another
study determined that the semantic contribution of
the modifier and head to a compound noun are ap-
proximately equal in English (Kim and Baldwin,
2005).That being said, it could be the case that the



average contribution of the modifier and head varies
between languages, so determining a weighting for
Spanish and English could yield different results to
obtain the optimal weighted additive model. An ex-
treme form of this formula would be to only use the
vector from either the head or modifying noun:

Di = U; (6)

Di = ;. @)

It is also possible to combine the weighted additive
and multiplicative model:

pi = au; + Bu; + yuv;. ¥

One major disadvantage to the multiplicative model
is that the presence of a zero in either two component
vectors will lead to a zero in the resulting vector,
essentially meaning information from the noun-zero
entries multiplied by zero was thrown away; com-
bining these two models could help alleviate that ef-
fect (Mitchell and Lapata, 2010).

Other models for composition include utilizing a
partial least squares regression (Guevara, 2010) or
using a recursive neural tensor network (Socher et
al., 2012). This paper will compare different mod-
els for the composition of two, three, and four word
compounds in Spanish and English.

3.3 Automatic Compound Noun Interpretation

A variety of taxonomies have been proposed for the
classification of compound noun relations, some of
which consist of a relatively small number of se-
mantic relations, while others propose an unbounded
number (Tratz and Hovy, 2010). The taxonomy cre-
ated by (Tratz and Hovy, 2010) has been widely
used because of its comparatively high level of inter-
annotator agreement for its relations and the large
size of the data set. (Kim and Baldwin, 2005) use
wordnet similarity to classify a set of 2169 com-
pounds into 20 semantic categories, achieving 53%
accuracy. (Girju, 2007) uses cross-linguistic data
and an SVM model to achieve an accuracy of 77.9%
on an unseen test set. (Tratz and Hovy, 2010) use
a dataset of 17509 compounds and a maximum en-
tropy classifier to achieve 79.3% for cross-validation
and 51% accuracy on an unseen test set using a
set of 43 semantic relations, using wordnet, surface
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level, thesaurus based, and N-gram features. (Ver-
hoeven et al., 2012) uses word embeddings to clas-
sify Dutch and Afrikaans compound nouns, achiev-
ing 47.8 % and 51.1%, respectively. (Dima and Hin-
richs, 2015) use a neural net on the concatenation of
CW-50, FloVe-300, HPCA-200, and word2vec em-
beddings on the tratz dataset to achieve 77.7% accu-
racy on a ten-fold cross-validation and 77.12% ac-
curacy on an unseen test set. Although (Dima and
Hinrichs, 2015) and (Verhoeven et al., 2012) use
word embeddings, none of the previously proposed
models used the composition of word embeddings
as input for their model.

4 Experimental Setup

4.1 Overview of the Procedure

For the human similarity judgment correlation task,
we first created our own dataset for two, three, and
four word compounds in Spanish and English, since
longer compounds and Spanish compounds have
been previously unexplored. We then generated em-
beddings for the constituent nouns from the noun
compounds using word2vec and the BNC and the
Spanish Wikipedia corpus. Next, we applied the
compositional functions to the constituent nouns to
create a representation for the compound. To ap-
ply functions with parameters in them, we used grid
search to optimize the parameters, taking the best
parameters as the ones with highest correlations to
the human judgments. We then took the cosine sim-
ilarity of noun compound pairs and correlated this
with human judgments to determine how accurately
each function represents the compound noun.

For the noun classification task, we experimented
with a variety of embedding types to see which had
the best results. We used the Tratz dataset and used
the concatenation of the constituent embeddings and
the composition embedding as input for the classi-
fier to train an SVM. We took the performance of
the difference classifier using different composition
functions as evidence for the accuracy of a compo-
sition function to represent noun compounds.

4.2 Materials and Tools

We will evaluate the performance of each com-
position function in two ways: by analyzing its
correlation with human similarity judgments,



and also by seeing which composition func-
tion yields the best result for classifying com-
pound noun relations using an SVM for English
two-word compounds.  For evaluating human
judgments, we used the British National Corpus
(http://www.natcorp.ox.ac.uk/) for
English and the most recent wikidump from July 3,
2016  (https://dumps.wikimedia.org/eswiki/latest/)
for Spanish to train word2vec embed-
dings. The  WikiExtractor was used
to extract and clean the  wikidump
(https://github.com/attardi/wikiextractor). The
gensim package was used to extract 500 di-
mensional word2vec vectors, using the CBOW
algorithm.  For both corpora, stop-words were
removed, and words that occurred less than 100
times for English and 50 times for Spanish were
excluded from the model’s vocabulary. We resorted
to creating our own datasets due to the unavailability
of preexisting ones for three and four word com-
pounds and Spanish compounds. The Stanford POS
tagger version 3.5.2 was used to extract Spanish
nominal compounds (Toutanova et al., 2003), and
the BNC’s tagset was used to extract English com-
pounds. Spanish and English compounds for the
test set were randomly chosen from looking at the
list of compounds that included one of the top 400
words that occurred in the most compounds. This
was to ensure that for each compound in the test set,
there would be a sufficient number of compounds
that share one constituent word for comparison.
There were six test sets: two, three and four word
compounds for Spanish and English. For Spanish,
this is with respect to nouns only, not counting
the preposition or determiners when determining
the length of the compound. 25 compounds were
chosen for each test set, totaling up to 150 test
compounds. For each word in the test compound,
another two-word compound sharing that word was
chosen for comparison. So for the four word-test
sets, there were 100 pairs for comparison, for the
three-word compound sets, there were 75 pairs for
comparison, and for the two-word compound sets,
there were 50 pairs for comparison.

For example, “periodo de expansion del impe-
rio” was paired with “expansion del universo”, “em-
bajador del imperio”, and “periodo de ausencia”.
“Bomb squad chief” was paired with “bomb dam-
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age”,“drug squad”, and “police chief”.

The goal of analyzing compound noun relation
classification is twofold; it will serve as another
metric for comparing composition functions, a
previously unused metric, and we will be able to
determine if using the composition vectors as input
to a classifier can improve overall performance
of the classifier, a previously untried strategy.
We only perform this experiment in English for
two-word compounds due to the availability of
large preexisting annotated data sets. (Verhoeven
et al., 2012) and (Dima and Hinrichs, 2015)
use word embeddings for semantic classification;
however, they simply concatenate the embeddings
for the constituent vectors as input. For classifying
semantic relations in English, we experimented with
our BNC model, Google News Vectors (available
at  https://code.google.com/archive/p/word2vec/),
GloVe vectors (Pennington et al., 2014), CW
vectors (Collobert et al., 2011) and HPCA vectors
(Lebret and Collobert, 2013). For the utilization
of word2vec vectors, we found better results with
the Google News Vectors, probably due to the
amount of data used to train them, so we report
only classification results utilizing those here.
For each embedding type, we chose the largest
possible dimensions, since that has yielded the
best results in (Dima and Hinrichs, 2015). Table
IT gives an overview of the information used to
train each set. We used the dataset described

. - Training
Method Embeddmg chtlonary Data Support
Size Size . Corpora
Size
word2vec| 300 3,000,000 :)30'00 Google News
GloVe | 300 400,000 | 42.00bn | Sommon
Crawl
HPCA | 200 178,080 | 1.65bn | CMWiki+Reuters
+WSJ
enWiki+Reuters
CwW 50 130,000 0.85 bn RCVI
word2vec| 500 30,025 100 mn BNC
word2vec| 500 19,679 120 mn esWiki

Table 2: Overview of different embeddings

in (Tratz, 2011) (available at http://www.
isi.edu/publications/licensed—sw/
fanseparser/index.html), which consists



of 37 relations and 19,158 annotated compound
nouns. Compounds with words that were not
included in all of the different model embeddings’
vocabularies were not included in the analysis,
leaving a total of 18669 compounds. The set was
partitioned into a training module that was 80% of
the original set and a test set that was 20%. After
experimenting with a variety of different classifiers
and architectures, we used the Weka machine
learning software (https://weka.wikispaces.com/) to
implement an SVM with a polykernel, with feature
selection using a gain ratio attribute evaluator and
a ranker search. To create the input features, we
concatenated the vectors for the constituent nouns
and the composition function vector. We experi-
mented with using the different word embeddings
individually and in conjunction, and found the
best results by concatenating the constituent and
composition embeddings from the Google News
word2vec, GloVe, HPCA, and CW sets, similar to
the work done by (Dima and Hinrichs, 2015).

4.3 Collecting Similarity Judgments

Responses were collected using Survey Gizmo
(https://www.surveygizmo.com/), using
unpaid volunteers. Subjects were asked to rate how
similar or dissimilar compound noun pairs were on
a Likert scale. Each pair was presented twice, once
as “compound 1, compound 2” and again as “com-
pound 2, compound 1” to account for a asymmetry
of human judgments. Pairs were presented in ran-
dom order. Surveys were self paced and took ap-
proximately fifteen minutes. For the English survey,
there were 7 participants. For the Spanish survey,
there were 4 participants. Participants ranged in age
from 15-55, and were self-reportedly fluent in the
language of the survey. For each pair, the average
similarity was calculated on a scale of 1 to 5, 5 being
most similar and 1 being the most dissimilar. Rat-
ings from each participant were averaged to use to
correlate with the model’s cosine similarity predic-
tions.

4.4 Composition Methods

For the human judgment correlation task, for each
compound in the test and comparison set, represen-
tations were generated by taking the vector represen-
tations from the word2vec model using the CBOW
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Combined Model OWA NWA
a B 2 a B a | B
two-
word 0.099 | 0.101 | 0.000 0.098 | 0.098 | 0.5| 0.5
Spanish
two-
word 0.267 | 0.264 | 9.697 0.874 | 0.898 | 0.5| 0.5
English
three-
word 1.452 | 1.943 | -0.006 | 1.333 | 1.749 | 0.2| 0.8
Spanish
three-
word 0.842 | 0.724 | 0.000 0.821 | 0.719 | 0.9 0.1
English
four-
word 0.949 | 1.387 | 4.422 1.065 | 1.639 | 0.1] 0.9
Spanish
four-
word 0.939 | 0.869 | 2.580 0.927 | 0.869 | 0.1| 0.9
English
Table 3: Parameters for the combined, optimized

weighted additive, and normalized weighted addtive
models

algorithm trained from the BNC and esWiki cor-
pora. For entries in the Spanish test set, only the
nouns were considered for composing the phrase.
Since the preposition is largely semantically empty
and only serves to illustrate the syntactic connection
between the nouns, it is ignored. As we have previ-
ously seen, the preposition “de” encodes a wide vari-
ety of semantic relations; however, there is a minor-
ity of nominal compounds that use different preposi-
tions like “por”,“para”, “entre”, etc. We will naively
assume here that the preposition does not encode se-
mantic information and focus only on compounds
using the most common preposition “de”, which is
a bit of a generalization. Articles were also ignored,
since they also do not provide much semantic mean-
ing, especially considering their more generalized
usage in Spanish compared to English. The compo-
sition of the constituent words for each compound
was then calculated using the following functions:
simple additive (equation (2)), multiplicative (equa-
tion (3)), tensor product (equation (4)), head only
(equation (7) for English, (6) for Spanish), mod-
ifier only(equation (6) for English, (7) for Span-
ish), weighted additive(equation (5)), and combined
weighted additive and multiplicative(equation (8)).
For three word compounds, data was parsed by hand



into (n1 n2) n3 or nl (n2 n3) so that syntactically
sensitive functions could be properly applied recur-
sively. The same method was applied to four-word
compounds. For compounds longer than two words,
the head only and modifier only models were not
calculated, since there are multiple modifiers and
heads.

4.5 Determining the Parameters of the
Weighted Additive and Combined Models

The parameters of the weighted additive model were
determined in two different ways. First, we consid-
ered nine models, with weights varying from 0.1 to
0.9 in a step size of 0.1, where the sum of « and 3
adds to one, where the model with the highest cor-
relation to the human judgments was taken as opti-
mal. For the purposes of this experiment, the mag-
nitude of the vector does not matter, because the co-
sine similarity is taken for the final metric, which
does not take magnitude into account. We used grid
search to find the optimal values for v and 3, but
without the constraint that they had to add to one,
again maximizing the correlation to human judg-
ments. Likewise, for the combined model, we used
a similar grid search, without the traditional con-
straint. The model parameters are described in Table
III, where NWA stands for normalized weighted ad-
ditive and OWA stands for optimized weighted ad-
ditive.

In Spanish, the head is the first noun, and would
be weighted with «, whereas the head is the sec-
ond noun in English, and would be weighted with
B. So we see that heavily weighting the modifier
is a consistent trend across the combined, normal-
ized additive, and optimized additive models in En-
glish and Spanish for compounds longer than two
words, with the exception of the four-word normal-
ized additive English set. This inconsistency could
be due to idiosyncrasies in the relatively small data
set. For two-word compounds in English and Span-
ish, an even weight distribution yielded the best re-
sults. This could imply that as the length of the com-
pound noun grows, the semantic importance of the
modifier increases.
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5 Evaluation

For the human similarity judgments, we calculated
intersubject agreement using Spearman’s p, using
leave-out one resampling as employed by (Mitchell
and Lapata, 2008), with the results given in Table 4.

2W 2W 3w 3w 4w 4W

Spanish | English | Spanish | English | Spanish | English

0.341 0.441 0.357 0.347 0.170 0.321
Table 4: Intersubject Agreement for Human Similarity
Judgments

For the two-word English set, we see that the sim-
ilarity judgment is consistent with previous work,
where (Mitchell and Lapata, 2010) achieved a
Spearman’s correlation coefficient of 0.49. As a gen-
eral trend, inter-subject agreement declines as the
compounds get longer.

2W 2W 3W 3w 4W 4W
Span | Eng Span | Eng Span | Eng
simple 0365 | 0.617 | 0.585 | 0.331 | 0.230 | 0.650
additive
multiplicative| 0.258 | 0.624 | 0.227 | -0.057 | 0.105 | 0.372
tensor 0.357 | 0.621 | 0.040 | -0.041 0.266 | 0.321
head 0.280 | 0.443
modifier 0.191 | 0.060
normalized
weighted 0.365 | 0.617 | 0.521 | 0.312 0.289 | 0.336
additive
optimized
weighted 0.371 | 0.633 | 0.690 | 0.330 0.435 | 0.654
additive
optimized 1 345 | 0670 | 0.652 | 0338 | 0.434 | 0.658
combined
Table 5: Spearman’s correlation between human simi-

larity judgments and cosine similarity predictions

We evaluated the similarity of two compounds
by taking the cosine of their vectors, a commonly
used metric (Mitchell and Lapata, 2010). To test if
a composition model’s results were consistent with
human judgments, we used Spearman’s correlation,
where we compared the cosine with the average hu-
man similarity judgment. Similar to (Mitchell and
Lapata, 2010), the results indicate that the similarity
judgment task was relatively difficult, but there still
was a decent amount of consistency between partic-




ipants. Our study finds that this task becomes more
difficult as the compounds get longer.

For noun relation classification, we used two met-
rics. We performed a ten-fold cross-validation on
the training set, and also tested each model on the
unseen test set. For the parameterized functions, we
used the optimized parameter values from the cor-
responding human judgment correlation test. Since
the optimal normalized parameters from the 2-word
English set was 0.5 and 0.5, we did not perform a
test for the normalized weighted additive set, since
the proportions are the same as the simplified addi-
tive model. We also did not test the tensor product
model, due to constraints in dimensionality.

6 Results

6.1 Correlation with Human Similarity
Judgments

Table 5 shows the model’s predictions correlated

with the human judgment using Spearman’s p.
Consistent with the work of (Mitchell and Lap-
ata, 2010), all compositional models outperform
the head-only and modifier-only models, indicat-
ing the utility of the composition functions. The
simple additive model and the multiplicative model
yield comparable results for two-word compounds,
but the effectiveness of the multiplicative model de-
clines for longer compounds. This could be due to
the previously discussed fact that zero or low-valued
entries in the vector can essentially “throw away”
data in the component vector, leading to poor re-
sults as more vectors are composed. As more and
more vectors are composed, this problem is exacer-
bated and begins to affect performance. Likewise,
the tensor product performs well on two-word com-
pounds in comparison with the additive model, but
less so on longer compounds, especially three-word
compounds. This may imply that in addition to
dimensionality challenges, the tensor product may
face similar limitations to the multiplicative model
for composing larger phrases. For the optimized
weighted additive and combined models, the results
are very comparable, with the optimized additive
model slightly outperforming the normalized addi-
tive model. The combined and weighted additive
models yield the most promising results, especially
since their accuracy is relatively consistent for han-
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dling longer phrases. The increasing inaccuracy of
the multiplicative and tensor models and the consis-
tency of the combined and weighted additive models
for longer compounds are new insights for the effec-
tiveness of these models, which has serious conse-
quences for attempting to build models that can han-
dle longer phrase structures in general. This work
suggests that the utility of each function can vary
with the length of the sentence, which suggests the
importance of performing more work on structures
longer than two-words, which has been the standard
for work in compound nouns until now. This pa-
per presents strong evidence that the multiplicative
model, although promising in previous work han-
dling two-word phrases, has serious shortcomings
for handling more complex phrases.

6.2 Compound Noun Relation Classification

Table 6 gives the results for each tested function on
the different word embeddings, including the con-
catenation of all the different embeddings. The
CV column represents the 10-fold cross-validation
accuracy, and the test set is comprised of un-
seen noun compounds. Input with only the con-
stituent vector embeddings without the composi-
tion function was also tested to give a baseline.
Adding the composition function improves the per-
formances for every type of embedding, with the
most dramatic improvement in the concatenated
word2vec+HPCA+CW+GloVe model.

We achieved the best results using the concate-
nation of the word2vec, HPCA, CW, and GloVe
embeddings. Adding the composition function im-
proves this models performance by as much as
2.02% using the multiplicative function, demon-
strating the utility of using a compositional func-
tion during classification. The simple additive and
weighted additive models actually perform worse in
cross-validation than using no composition function
at all. The combined models y parameter was 9.697,
so the multiplicative component of the combined
model mostly overpowers the additive components,
which explains why its performance is similar to that
of the multiplicative model.

Our model slightly outperforms (Dima and Hin-
richs, 2015), with its high cross-validation score be-
ing 77.7%, and is comparable to the state of the art
model of (Tratz and Hovy, 2010), achieving 79.3%.



word2vec+HPCA+CW+GloVe word2vec GloVe HPCA CW
cv test cv test cv test cv test cv test
set set set set set
no.composition | ;¢ 4 | 77 3 75.41 | 76.67 | 7335 | 73.21 | 71.60 | 7239 | 61.96 | 62.26
function
simple additive | 76.52 | 76.95 75.85 | 7601 | 72.63 | 7359 | 71.36 | 7159 | 61.98 | 62.23
weighted 76.47 | 77.70 74.80 | 76,76 | 72.70 | 73.62 | 7137 | 71.48 | 62.02 | 6231
additive
multiplicative 78.78 | 78.23 75.82 | 76.04 | 73.42 | 7330 | 71.95 | 72.50 | 62.52 | 62.58
combined 78.69 | 78.09 7599 | 76.09 | 73.38 | 73.30 | 71.36 | 71.59 | 62.27 | 62.18

Table 6: Cross-validation accuracy and accuracy on an unseen test set for semantic relation classification

However, the model of (Tratz and Hovy, 2010)
only achieves 51% accuracy on an unseen test set,
whereas our model is much more consistent, with
78.23% accuracy. Again, we narrowly outperform
(Dima and Hinrichs, 2015), with its accuracy on an
unseen test set, which was 77.12% (Dima and Hin-
richs, 2015). (Tratz and Hovy, 2010) use a slightly
different set of relations and data set, but similar to
the work of (Dima and Hinrichs, 2015), the consis-
tency when testing unseen compounds points to the
robustness of our model in comparison to (Tratz and
Hovy, 2010). It is also clear that the small perfor-
mance increase spurred by the addition of the com-
position function gives our model its slight increase
in accuracy over the model of (Dima and Hinrichs,
2015), with a 4.84% decrease in relative error for
cross-validation and 4.85% decrease in relative er-
ror for an unseen test set.

7 Discussion

With regards to the effectiveness of the additive and
multiplicative classes of models, this paper presents
strong evidence that multiplicative class models do
not perform well for longer compound nouns, which
have been previously untested. This idea is fur-
ther supported by the low ~ parameters in the op-
timized combined model for three and four word
compounds. However, within the context of seman-
tic relation classification, the multiplicative model
is the strongest, whereas the additive model does
not improve performance significantly, and some-
times even worsens performance. One interesting
direction of future study would be to see which
function performs best for classifying longer com-
pounds, since the multiplicative model did not per-
form well for the human similarity correlation task
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for longer compounds. This paper also suggests that
the semantic importance of the head noun dimin-
ishes as the compound gets longer, and that the se-
mantic importance of the modifier becomes greater,
as illustrated by the optimized parameters of the
weighted additive models. One future direction of
study would be to implement more complex compo-
sition functions, or to incorporate information from
the prepositions in Spanish compound nouns into
the composition vector. Another direction of study
would be to expand the noun relation classification
task to a Spanish data set, and compare results, or to
expand the classification task to three or four word
compounds in English. This study points to the ro-
bustness of the combined model, since it is able
to capture information from both the additive and
multiplicative models. It performs well for three
and four word compound human judgment simi-
larity correlation, and it performs well in the rela-
tion classification task. The flexibility of its param-
eters, which can vary between languages and for
compound nouns differing in length, makes it very
promising.

8 Conclusion

The goal of this research is to find the optimal way to
represent compound nouns of length two or greater
using a vector-based representation. We have illus-
trated the utility of the multiplicative model in re-
lation classification, but it has shortcomings in rep-
resenting larger phrases in comparison to the addi-
tive class of models. Our new classification system,
which incorporates composition vectors into SVMs,
is comparable to other state-of-the-art models using
cross-validation, or slightly outperforms them using
an unseen test set.
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Abstract

Sentiment analysis is a discipline of Natu-
ral Language Processing which deals with
analysing the subjectivity of the data. It
is an important task with both commer-
cial and academic functionality. Lan-
guages like English have several resources
which assist in the task of sentiment anal-
ysis. SentiWordNet for English is one
such important lexical resource that con-
tains subjective polarity for each lexical
item. With growing data in native vernac-
ular, there is a need for language-specific
SentiWordNet(s). In this paper, we dis-
cuss a generic approach followed for the
development of a Tamil SentiWordNet us-
ing currently available resources in En-
glish. For Tamil SentiWordNet, a substan-
tial agreement Fleiss Kappa score of 0.663
was obtained after verification from Tamil
annotators. Such a resource would serve
as a baseline for future improvements in
the task of sentiment analysis specific to
Tamil data.

1 Introduction

Tamil has over 70 million native speakers spread
across the world and digitized data for Tamil is
ever increasing on the web. From news data to
movie review sites, usage of Tamil on the web is
more than it ever was. In an era driven by social
media, the focus shifts from an objective applica-
tion (News) to a subjective environment (Surveys,
Online Review Systems). Applications of senti-
ment analysis are endless and it is in demand be-
cause it has proved to be efficient. Thousands of
text documents can be processed for sentiment in
seconds compared to the hours it would take for

a team to manuallly com}glete the task. Comme?
D § Sharma, R Sangal and A

gaurav.mohanty
@Qresearch.iiit.ac.in @research.iiit.ac.in

radhika.mamidi
@iiit.ac.in

cial Organisations are therefore incorporating sen-
timent analysis systems' for customer feedback
and product review. For good governance, feed-
back from the public through social media and
other surveys is monitored at a large scale. The
public prefers to give feedback in its own vernac-
ular. Analysing the sentiment in their feedback
in various Indian languages hence demands lan-
guage specific subjective lexicons. This served as
the motivation for the creation of SentiWordNet
for Tamil.

A translation based approach has been adopted
to build this resource using various lexicons in En-
glish. Each of these lexicons comprises of English
words with certain polarity. After several levels
of preprocessing, a final set of English words was
obtained. These words were then translated into
Tamil using Google Translate?. The final set of
words were annotated with either positive or neg-
ative polarity based on its prior polarity in English.
The final lexicon was checked by Tamil annotators
to remove any ambiguous entries and also for ac-
curacy of translation.

The various tools used for the construction of
SentiWordNet for Tamil include English Senti-
WordNet (Esuli and Sebastiani, 2006), AFINN-
111 lexicon (Nielsen, 2011), Subjectivity Lexicon
(Wilson et al., 2005), Opinion Lexicon (Liu et al.,
2005) and Google Translate.

The rest of the paper is organized into various
sections. Section 2 deals with related work and
progress towards building SentiWordNets for In-
dian languages followed by Section 3 describing
the resources and tools used. Section 4 contains
a detailed explanation of the approach followed to
build the Tamil SentiWordNet. Section 5 defines
the evaluation scheme for verification of resource

! http://www.sas.com/en, s/ home.html
*https://translate.google.co.in/
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created. An insight on future work and extensi-
bility of the SentiWordNet is provided in Section
6.

2 Related Work

Sentiment analysis has been an age-old task and
has been improving steadily over the past few
decades. It is one of the most active research
areas in natural language processing and is also
widely studied in data mining, web mining, and
text mining” (Liu, 2012). Initially the analysis was
only restricted to adjectives and adverbs but now
many lexical resources contain nouns and verbs
also. Various approaches have been proposed for
building a SentiWordNet in the past.

Turney worked on sentiment analysis for cus-
tomer reviews dataset, using an unsupervised
learning algorithm (Turney, 2002). Wiebe pro-
posed methods to generate a resource, with subjec-
tive information, for a given target language from
resources present in English (Wiebe and Riloff,
2005). Translation methods included using a bilin-
gual dictionary and a parallel corpora based ap-
proach.

For English, SentiWordNet was developed by
Esuli (Esuli and Sebastiani, 2006) with improve-
ments over the years (Baccianella et al., 2010).
English SentiWordNet 3.0 is based off the Prince-
ton English WordNet (Miller, 1995). Expansion
strategies were suggested to increase the coverage
of English SentiWordNet by assigning scores to
antonym and synonym synsets.

Less resourced languages depend on resources
present in English to build such lexical tools.
Whalley and Medagoda propose a method to build
a sentiment lexicon for Sinhala using Sentiword-
net 3.0 (Whalley and Medagoda, 2015). The Sen-
tiwordnet is mapped to an online Sinhala dictio-
nary. Scores for each lexicon and its synonyms
is assigned based on English Sentiwordnet scores.
Similar work is prevalent in literature for many In-
dian languages as well. Joshi built a SentiWordNet
for Hindi using English SentiWordNet and linking
English and Hindi WordNets (Joshi et al., 2010).
Polarity scores were copied from the words in En-
glish SentiWordNet to the corresponding trans-
lated words in Hindi SentiWordNet.

Another approach was proposed by Amitava
Das (Das and Bandyopadhyay, 2010) (Das and
Bandyopadhyay, 2011) (Das and Gambick, 2012)
in order to build SentiWordNet for three Indiah!

languages (Bengali, Hindi and Telugu). This ap-
proach used two resources available in English
which provided subjectivity information: Senti-
WordNet 3.0 and Subjectivity Lexicon. A bilin-
gual dictionary based translation was carried out
in order to obtain the target lexicon. A Wordnet
based approach, to assign scores to synsets, and an
automatic corpus based approach were also sug-
gested.

3 Resources Used

For the creation of Tamil SentiWordnet, English
SentiWordNet 3.0 and Subjectivity Lexicon were
the two most reliable resources. On review-
ing English SentiWordNet and comparing it with
the Subjectivity Lexicon, it was found that many
words had contradicting sentiments in both the
lists. Therefore, for a better estimate of sentiment
for each word and reduction of ambiguities, two
more resources, AFINN-111 and Opinion Lexi-
con, were also used. The resources used are de-
scribed below:

List Name Number of Tokens
SentiWordNet 2000K
Subjectivity Lexicon 8222
AFINN-111 2477
Opinion Lexicon 6789

Table 1: Resource Table.

¢ English SentiWordNet is a lexical resource for
opinion mining which has a rich dataset of
about 2 million lexical entries. SentiWord-
Net assigns, to each synset of WordNet, sen-
timent scores: positive and negative. Each
synset is uniquely identified by a synset ID
corresponding to the synset ID in Princeton
WordNet. Other information includes Part-
Of-Speech Tag (Adjective, Adverb, Noun,
Verb). Positive and negative scores are a dec-
imal ranging from zero to one. Objectivity
score defines how factual a given word is and
is obtained by 1 - (Positive Score + Negative
Score).

e Subjectivity Lexicon is also a highly reliable
lexicon for sentiment information and is ro-
bust in terms of performance. It is used as a
part of OpinionFinder® (Wilson et al., 2005).

3http://mpqa.cs.pitt.edu/opinionfinder/



The list contains for a given word, Part-of-
Speech tag, its polarity and subjectivity pa-
rameter. Subjectivity parameter classifies the
word as either strongly or weakly subjective.

o AFINN-111 is a list of English words rated for
valence with an integer between minus five
(negative) and plus five (positive). Words
have been manually labeled by Finn rup
Nielsen (Nielsen, 2011).

e Opinion Lexicon comprises of a relatively
large dataset of positive and negative words
without any specific scores. This dataset is
based off annotated twitter corpora (Hu and
Liu, 2004).

e Translation-Dictionary . In order to translate
the final collection of words from English to
Tamil, we used Google Translate* by running
every single word on the Google Translate
web application. The final list of translated
words was cross checked by Tamil annotators
in order to remove multi-word entries, incor-
rect translations and other ambiguous words.

4 Approach

Figure 1 shows a step by step procedure followed
to build the Tamil SentiWordNet. The methodol-
ogy is generic and can be used to build a Senti-
WordNet in any language. The entire procedure is
divided into three parts :

e Collecting Source Lexicon - In order to build a
SentiWordNet for any Indian language, one
can use available resource(s), with sentiment
information, from English.

e Translation to Target Lexicon - Once source
lexicon is acquired, it needs to be translated
to target lexicon using a translation method
such as usage of a bilingual dictionary, an on-
line translation resource, or a parallel corpus.

e Evaluation of Target Lexicon - The created
target lexicon needs to be evaluated for er-
rors. This paper adopts manual evaluation by
language specific annotators and reports an-
notator agreement score.
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*https://translate.google.co.in/

4.1 Source Lexicon

In order to obtain the source lexicon, multiple fil-
tering techniques were applied to the existing re-
sources in English. Source Lexicon acquisition
starts with Subjectivity Lexicon and SentiWord-
Net, which are the primary resources for senti-
ment analysis in English. SentiWordNet polarity
scores are obtained from learning through large
English corpora. A threshold of 0.4 was consid-
ered (Das and Bandyopadhyay, 2010), as those
words which have a score lower than the thresh-
old may lose subjectivity upon translation to the
target language. Words which have scores above
0.4 are assumed to be strongly subjective. Upon
filtering words from English SentiWordNet based
on the above criteria, a total of 16,791 tokens were
obtained.

The Subjectivity Lexicon contains 8,222 words
in total. From this set, all words which were anno-
tated as weakly subjective were removed (Riloff
et al.,, 2006). A total of 2,652 weakly subjec-
tive words were discarded resulting in a new set
of only strongly subjective words. As mentioned
before, this list also contains Part-of-Speech tags.
Those words which were tagged ’anypos’ were
also removed to prevent context related ambigu-
ities. Since the main aim was only to capture posi-
tive or negative sentiment, words tagged as neutral
were also removed. The final list of words from
Subjectivity Lexicon comprised of 4,526 tokens.

On merging the two filtered lists it was found
that 2,199 tokens were common between the both.
Among these duplicates only words which had the
same Part-of-Speech tag in both the lists were sent
forward and the others were discarded. Some of
the duplicates included words which had conflict-
ing tags in the SentiWordNet and the Subjectiv-
ity Lexicon. For example, the word ’pride’ was
tagged as positive in the Subjectivity Lexicon and
the same word was given a higher negative score
in SentiWordNet. Subjectivity of such words de-
pend upon context and hence were also removed.

The final list now contained words which were
strongly subjective and would more likely hold
their subjectivity after translation. To ensure this,
the list was manually checked. The final list now
contained 15,823 tokens.

Since many entries in the SentiWordNet had op-
posing scores to that in the Subjectivity Lexicon,
it was decided to add two more lists to increase
the reliability of the source lexicon. AFINN-
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Figure 1: Flow of Design for Tamil SentiWordNet

111 (Nielsen, 2011) and Opinion Lexicon (Liu et
al., 2005) were the two lists that were added and
they were used to filter out more words which had
ambiguous sense. For example, the word ’rid’
had a positive score in SentiWordNet and it was
tagged as negative in the Subjectivity Lexicon.
Such words had to be avoided because they could
be either positive or negative, depending on the
context. A total of 4,954 words were present in
more than one list. If a given word was present in
a majority of the lists it appeared in, the majority
opinion (positive or negative) was considered. The
final list only contained strongly subjective words
which served as the source lexicon before transla-
tion.

4.2 Target Lexicon

Each of the words from the final list was then
translated using Google translate. Bilingual dic-
tionaries may not account for all the words be-
cause of language variations (Bakliwal et al.,
2012). This method of translation is also labour
intensive. Context dependent word mapping be-
tween two languages is a tough task in general.
Though Google Translate has its own challenges,
this method was used for faster translation of
words and better translation performance.

Some words were not translated into Tamil be-
cause the target language lacks such words. Multi-
word entries in the source lexicon were challeng-
ing to translate as sometimes the first word woulth

get translated but not the rest. In a few cases a
multi-word entry would get translated to an accu-
rate single word and in some cases a single word
entry would get translated to a multi-word entry in
the target language. Such cases had to be individ-
ually checked during pre-processing before evalu-
ation.

The final list of words which were properly
translated contained 10,225 single word entries
tagged as positive or negative. One must note that
this method does not copy English SentiWordNet
scores for positivity or negativity. Copying scores
was suggested previously in literature (Das and
Bandyopadhyay, 2010). This was not followed be-
cause English SentiWordNet scores are based on
English corpus. Same scores may not necessarily
work for Tamil. Subjectivity of a word may tran-
scend across languages but not in the same mag-
nitude. Hence, a given word is only marked as
carrying either positive or negative sentiment.

5 Evaluation Methodology

After translation to target lexicon, the list com-
prised of a set of English words along with their
corresponding Tamil translations. Each of these
words is either marked with positive or negative
polarity based on its polarity in source lexicon(s).

This list was sent to 5 Tamil annotators to ver-
ify the correctness of the translation. Words which
did not retain subjectivity after translation were re-
moved. In case of conflict over any word, the ma-



jority of opinion was taken into account. When
we say majority, we assume that at-least 4 out of
5 annotators agree on a given sentiment. If not,
the word is removed from the list for future in-
spection. Words which did not transfer contex-
tual meaning were also removed. For example,
the word inclination was translated wrongly in the
target language. The translation only captured the
words meaning as a slope or an incline and not a
person’s tendency to act or feel in a certain way.
Words which were wrongly translated were also
removed.

The evaluation resulted in 190 words be-
ing marked as ambiguous and 540 words being
marked as wrongly translated. These words were
eliminated and the final lexicon contained a to-
tal of 9495 words with strong subjectivity. 3336
words were tagged as positive and 6159 words
were tagged as negative. In order to capture inter-
annotator agreement Fleiss Kappa® score for the
final set was also calculated. Fleiss Kappa is cal-
culated using the following formula:

P-P |
k=7 2 (D

P is the sum of observed agreement. P, is the sum
of agreement by chance. Fleiss kappa score is cal-
culated using five raters.There are two categories
(positive/negative). A substantial agreement score
of xk = 0.663 is reported for Tamil SentiWordNet.

Initial Token Count 10225
Wrongly Translated 540
Ambiguous Entries 190
Final Token Count 9495

Inter-Annotator Agreement (Fleiss Kappa)
0.663

Table 2: Evaluation Details

6 Conclusion and Future Work

The Tamil SentiWordNet lexicon serves as a base-
line for future improvements. The approach fol-
lowed can be used to build SentiWordNet for any
Indian Language. Other methods of translation to
target language include usage of a bilingual dictio-
nary or a parallel corpora for English and Target
language pair. Various techniques can be applied
to improve the accuracy and expand the lexicon

>https://en.wikipedia.org/wiki/Fleiss’ "kappa 34

content. Tamil WordNet (Rajendran et al., 2002)
is available publicly® and contains 1916 synset en-
tries. Lexicon can be expanded by using, for a
given word in the Tamil SentiWordNet, its cor-
responding synsets in the Tamil WordNet. Syn-
onyms and antonyms can be classified with similar
and opposite subjectivity respectively.

The SentiWordNet can also be expanded us-
ing a corpus based approach to capture language-
specific words. SentiWordNet lexicon can be used
as a seed list and the corpus can be tagged based
on this seed list. Machine learning techniques can
then be applied on this corpus to find new words
to be added to the lexicon.

Currently, the lexicon has only been divided
into two classes (positive and negative) This clas-
sification can be replaced by a five point scale in
the future (Nakov et al., 2016). Furthermore, for
getting subjectivity scores of individual words in
the SentiWordNet one can use sentiment annotated
Tamil corpora. The accuracy of any lexical re-
source is best calculated when it is actually us-
able in practical applications. With Tamil social
media data being more readily available, manually
annotating this data for positive and negative sen-
timent and using Tamil SentiWordNet to annotate
the same data to check for accuracy is one possible
method. One of the challenges which needs to be
addressed in the future is capturing the sentiment
of multi-word entries.
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Abstract

Named Entity Disambiguation (NED) is
gaining popularity due to its applications
in the field of information extraction. En-
tity linking or Named Entity Disambigua-
tion is the task of discovering entities such
as persons, locations, organizations, etc.
and is challenging due to the high ambi-
guity of entity names in natural language
text. In this paper, we propose a modifica-
tion to the existing state of the art for NED,
Accurate Online Disambiguation of Enti-
ties (AIDA) framework. As a mention’s
name in a text can appear many times in
shorter forms, we propose to use corefer-
ence resolution on the detected mentions.
Entity mentions within the document are
clustered to their longer form. We use the
popularity of candidate entities to prune
them and based on the similarity measure
of AIDA the entity for a mention is cho-
sen. The mentions are broadly classified
into four categories person, location, orga-
nization and miscellaneous and the effect
of coreference and pruning were analyzed
on each category.

Introduction

Varanasi, India 221005
rchowdary. cse@i tbhu. ac.in

ing similar attributes is called as named entity.
Names can be rigid or non-rigid. Rigid names
refer to one and only one thing likéNarendra
Modi". Non-rigid names refer to different objects
like “Home Ministet (Home Minister of India or
Srilanka). In general, we can say proper names
are rigid and common names are non-rigid. Arti-
cles on the web consist of names of persons, lo-
cations, organizations, events etc. The same name
can have a different meaning. For example, con-
sider the following sentence:

Example 1.1 “ Michael is the father of two rela-
tional database systems, Ingres and Postgres de-
veloped at Berkeley. Page and Brin did research
at Stanford.”

Here "Michael' refers to the personMichael
Stonebrakerwho is a computer scientist and
not the singerMichael Jackson “Berkeley and
“Standford refer to the universitiesUniversity of
California, BerkeleyandStandford Universitynd

not to the place8erkeleyand Standford “Pagé€
refers toLarry Pagethe founder of Google and
not Jimmy Pagevho is a guitarist. Looking at the
sentence, humans barely notice the ambiguity as
they subconsciously resolve it. The ability to un-
derstand single words was made possible by asso-
ciating phrases and words with their senses. The
WordNet (Fellbaum, 1998) contains a collection

One of the unsolved problems in computer sciencef senses for nouns, adjectives and verbs and word
is understanding and producing natural languagsense disambiguation (Navigli, 2009) has bene-
by machines. The goal of fully understanding isfited from it. Mapping these mention names to the
out of reach but there have been significant adactual entities is referred to as Entity Linking or
vances recently. Systems are able to understarfdamed Entity Disambiguation.

words or phrases of text by explicitly represent- ) .

ing their meaning. Once the meanings of individ-l'2 Named Entity Recognition

ual words are known, next is to find the relationBefore applying NED, the first step would be to
among them. recognize a word or multiple word phrases that
could possibly represent a real word entity. For the
last two decades, entity recognition has received
A real word object that is designated by a propera lot of attention. The task of finding and cat-

name that identifies itself from other objects’Rav-egorizing elements of text into different classes
D S Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 36—45
Varanasi, India. December 2016. (©2016 NLP Association of India (NLPAI)
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such as names of persons, locations, organiza- Pershina et al. (2015) represented NED as a
tions, quantities, expressions of times, percentgraph model and disambiguated based on Person-
ages, monetary values, etc. is termed as NamealizedPageRank(PPR). The local similarity score
Entity Recognition or entity identification, in short includes the similarity between Wikipedia title,
as NER. Most NER methods use machine learnmention and category type. The global similar-
ing to label the input texts. The data for theity is measured based on the link counts of Free-
training is mostly obtained from MUC (Message base and Wikipedia. Either of these measures is
Understanding Conference) (Grishman and Sundassumed as the initial similarity score. The coher-
heim, 1996), where NER was first introduced, andence of entity is obtained as a pairwise relation of
CoNLL (Computational Natural Language Learn-PPR scores with entities of other mentions. The
ing) (Tjong Kim Sang and De Meulder, 2003). final score of entity is a combination of coherence
The most widely used system for NER is theand initial similarity score weighted with PPR av-
Standford NER (Finkel et al., 2005) that uses theerage. The entity with the highest score is selected
conditional random fields. and evaluation was done on CoNLL 2003 dataset
used by Hoffart et al. (2011).

Luo et al. (2015) jointly recognize and dis-
The NED maps ambiguous names to its canoniambiguate entities by identifying the dependency
cal entities. It assumes that the names or phrasdmtween the tasks (JERL). It defines three feature
that could potentially represent a real world entitysets on a segment assignment of a word sequence:
are discovered by using a NER. These names amER features (various unigram and bigram fea-
called as mentions.M are the set of mentions tures, dictionaries, WordNet clusters, etc.), link-
which are given as inputK B is the knowledge ing features (entity priors, context scores), mu-
base that is used as the reference list of entitiesual dependency (type-category correlation) and is
E is the set of entities. If Wikipedia is taken as modeled as Semi-CRF. Evaluation was done on
a knowledge base, each page of the Wikipedia i€oNLL 2003 dataset used by Hoffart et al. (2011).

an entity. m € M, D C (N x E) is the dictio-  gneck et al. (2014) (AGDISTIS) finds an
nary that contains the pairs 0#, ¢) wherenis @ aqgignment that maximizes similarity with the
namec N ande € E. Nis the set of all names of e entities and coherence with the knowl-
eache. Suppose if the entitpichael Jacksonis  o4ge pase. The candidate entities are found us-
consideredvlJ, Michael Joseph Jackson, King of 4" trigram similarity and belong to categories

Popetc. would be the set of names for this entity. person, place, and organization. With can-
CE(m) are the candidate entities for a mentiongjyate entities as initial vertices in a graph, it

m. To find CE(m), m is matched against names js eynanded by DFS with a certain depth. The
in V. The goal of NED is to mapn o an entity  oqge petween vertices is present if they form an
in CE_(n_z). If the entity is npt m_th_e knowle(_ige RDF triplet. They use HITS algorithm (Klein-

base it is mapped tNULL, i.e. it is not regis- por 1999 to find the authoritative candidates,
tered. IfC'E(m) is empty by defaulin is mapped ot them and assign them. They evaluated on
to NULL. eight different datasets: Reuters-21578 (Roder et
al., 2014), news.de (Roder et al., 2014), RSS 500
2 Related Work (Roder et al., 2014), AIDA-YAGO?2 (Hoffart et al.,

NED requires a knowledge base to map the men2011), AIDA/CoNLL-TestB (Hoffart et al., 2011),
tion names to the corresponding entities registere@QUAINT (Hoffart et al., 2011), IITB (Kulkarni

in a specific knowledge base. One of the populaft &l-» 2009), and MSNBC (Cucerzan, 2007).
choices of a knowledge base is Wikipedia, where Moro et al. (2014) address Entity Linking and
each page is considered as an entity. BunescWord Sense Disambiguation. They consider the
and Pasca (2006) were the first to use Wikipediaemantic network Babelnet (Navigli and Ponzetto,
to link entities. The basis of disambiguation is2012), where each concept and named entity is a
to compare context of mention and candidate envertex and relations between them are edges. They
tities. Milne and Witten (2008), Kulkarni et al. perform Random Walk with Restart (Tong et al.,
(2009) also considered the semantic relations be2006) to reweigh the edges and to obtain a seman-
tween the candidate entities for disambiguat?ﬂn. tic signature. In the input document, text frag-

1.3 Representation



ments which contain noun and substrings of enproportional to their coherence. Not all mentions
tities in Babelnet are considered as candidate erare disambiguated by the global method. A co-
tities. Edges are added between candidate entitidgerence test decides whether the disambiguation
based on the previously computed semantic signashould be done locally or globally. The goal is
ture. A dense subgraph is found and the candidates find a subgraph with each mention having only
are selected based on the score obtained from imne edge with an entity thus disambiguating col-
cident edges. They evaluated on two datasets fdectively. Collective disambiguation was proposed
NED: KORESO0 (Hoffart et al., 2012) and CoNLL by Kulkarni at el. (2009). The AIDA was evalu-
2003 dataset used by Hoffart et al. (2011). ated on 1393 articles of CoNLL 2003 dataset and
Almost all the methods use the similar featuresmentions were recognized using Standford NER
to find similarity between the context of mentions (Finkel et al., 2005) tagger. The following features
and their candidate entities but differ in disam-of AIDA are used later in the experiments:
biguation method. The methods can be broadiyPrior Probability: Popularity, in general, gives
divided into two types: local method and global an estimate of what a mention could be referring
method. While disambiguating, the local methodto. The measure is obtained based on Wikipedia
only considers mention and its candidate entidink anchors. The probability distribution of can-
ties but the global method also consider relationglidate entities is estimated as the number of times
among the entities. Thus, the complexity of thethe entity referred with that mention as the anchor
global method is high. The systems assume thtext in Wikipedia.
annotations are correct if they strictly match theKeyPhrase-based Similarity: The important
ground truth. The difficult part for the systems measure for mapping is the similarity between
would be disambiguating entities that don’t belongthe context of mention and entity. All the to-
to Wikipedia as the features of these entities aréens in the document are considered as the context
absent. All the above methods use different dat@f the mention. The keyphrases extracted from
sets for evaluation. Pershina et al. (2015), Luo eWikipedia link anchor texts, category names, cita-
al. (2015) did not consider the assignment of nulltion titles, external references of the entity and the
entities. Usbeck et al. (2014) used DBpedia agntities linking to it are considered as the context
knowledgebase but with Yago2, AIDA performed of the entity. These are the set of keyphrases of en-

well. tity K P(e). The Mutual InformatiorM| between
an entitye and a wordw occurring in a keyphrase

3 AIDA is calculated as (Hoffart et al., 2011):

AIDA (Hoffart et al., 2011) is a framework devel- #elements in K P(e)

oped by theDatabases and Information Systems /7 ) = in which w occurs @

Group at the Max Planck Institute for Informatics N

for named entity recognition and disambiguation.whereN is the total number of entities.

The framework presents both local and global dis- Each keyphrasein K P(e) is associated with a
ambiguation methods for NED. In the local disam-score by obtaining @over(q} the smallest win-
biguation technique, the disambiguation is donedow in the text such that maximum number of
based on prior probability and context similarity words ing occur in the window. The score of a
with a prior test. The prior test decides whetherphrasey is given by (Taneva et al., 2011):

prior probability has to be considered or not. In the 9
global disambiguation technique, the NED is pre-SCOTe(e ¢) =z (Zwe{cover(q)mq} MI(e,w)>
sented as a graph problem with mentions and en- ’ ! > weqg MI(e,z)

tities as nodes and weighted edges between them. (2
An edge is present between mention and its candiwhere 2, — #meiching g”f}‘zrf]f zZvcej"Ez’)”(q) andg
date entities. An edge betweenande; is present The similarity between mention and a candi-
if they are candidate entities of different mentionsdate entity is given as the sum of scores of all
and have a link to their pages. The edge weighkeyphrases of entity (Hoffart et al., 2011):
between a mention and an entity is the similar-

ity between the context of mention and context sim(e) = Y score(e,q) 3)

of the entity. The edge weight between entittds is qeK P(e)




4 Coreference and Pruning both names of different entities would be clustered

L , . which is incorrect. The experiments were done
Coreference resolution is defined as finding all ex- . . . . .
both imposing and not imposing the condition.

pressions that refer to the same entity in a text. In At th st h i iod f
a text, it can happen that one of the names of aﬂ1 ed_r:jeé s a?_?_, e;nen :??ﬁ are q;zrl::‘ or
entity is long and later the same names of the en- € candidate entities. -or all the candidate en-

tity are referred with short forms. Our concern is ties Of @ mention, prior probahilityrior(e)and

coreference resolution on the mentions detected ihgyphrase-based similarity (not the mention-entity

similarity which may include prior probability)
the text. For example, ) . ) .
X il sim(e) is obtained using AIDA. The mentions

“Sir Jagadish Chandra Boseis one of which have only one candidate entity are mapped
the fathers of radio science.__Bosas to it directly and which have no candidate enti-
the first to use semiconductor junctions  ties are mapped to null. We calculate the global
to detect radio signals. average of the prior probability of the candidate

The idea is to map the shorter forms to the |Onge|entities of all mentions, local average of the prior
forms. Longer forms are more explicit and canProbability of the candidate entities of each men-
have few candidate entities or just one as comtlon
pared to the shorter forms.

We use the Standford NER tagger to obtain the global_avgy, = 2meM 2ecC(m) PrioT(e)

tokens and their labeling. A mention is a span of Y mens Size(CE(m))
token/tokens. AIDA also uses Standford NER for , (4)
detecting the mentions. A mention phrase is found local avg,, — ZeEICE(m) prior(e) 5)
if the span of token/tokens has the same label. size(CE(m))

Thus a mention is labeled accordingly into one of harem is a mention,M is the mention set is

the four categories person, location, organizatiory, entity, CE(m) is the set of candidate entities

anq mi'scellane.ous.. While coreferencing, the lay¢ m, size(CE(m)) is the number of candidate
beling information is used. The shorter forms aregptities ofm, prior(e) is the popularity or prior

mapped to the longer form of a mention if the 'a'probability ofe.
bel of both the forms are same and the shorter form The candidate entities whose prior probability

occurs in the longer form. Consider the following is lower than eitheglobal_avgas or local_avg
= = m

example: are pruned. Among the candidate entities left, the
“Ram Prasad, designer of .... Shiva one with the highest keyphrase-based similarity
Prasad works as a doctor at AIMS.... Dr. sim(e) is associated to the mention. Pruning is
Prasad .. done to remove those entities whose popularity is

very low as compared to those entities whose pop-
ularity and similarity are reasonably high. Popu-
larity captures a notion of commonness. The fre-
guency of occurrence of entities varies for differ-
the context'Dr” should be considered. But usu- ent categories. On an average, places tend to oc-
ally in a text, if people with same family name ap- curmore frequently or more popular_ than PErsons.
Experiments were done with and without pruning

pear they would be referred using their first name,

so the matching is kept to a simple string match-and its trend in each category is examined and de-

ing. The condition that the labeling should beC|ded whether it should be applied or not. Later

same is imposed to ensure that the short name ngreference and pruning are combined.
curring in the long name but belonging to different
entities are not clustered. For example,

here“Dr. Prasad” refers to“Shiva Prasad”. The
way we match would magPrasad” to “Ram
Prasad”, since the mapping is based on text
matching. To mapPrasad” to “Shiva Prasad”

4.1 Finding and labeling the mentions:

Standford NER takes text as input and gives
tokens ti,t9,...t, and their labels t;.label,
to.label. .t, . label as output. A mention is a span of
“University of Delhi” is an organization and tokenswhose labels are same and the mention type
“Delhi” is a place. “Delhi” occurs in“Univer- s the label type, i.em = {tx...txy; | tx.label =

sity of Delhi”. If the condition is not impo%%d e = tg1r.label} andm.label = ty.label.

“Universtiy of Delhi is a central colle-
giate university, located in DelHi.



4.2 Mapping short formson to longer forms: Tipster | IITB
A mention is a span of tokens. A mentiom = Documents 45 S0
t;...ti1p is mapped to a mentiomsy = t;....t, 4, if Mentions retrieved) 1681 | 1666
™M1 OCCUTS iNMmg, 8.1 = tg A/ tinp = thip A Relevant mentions) 1661 | 1595
j<=k<=j+q—p A milabel = my.label. Average mentiong 37 | 32
per document
Algorithm 1 NED Mentions marked 383 | 457
1: Input:Text as null in ground
2: Output: Mention Mappings truth
3: Find mentions and label them as discussed in Mentions not null 1278 | 1138
Section 4.1; Mentions whose 207 319
4. Map short forms on to longer forms as dis- query resulted null
cussed in Section 4.2; )
5 for m do Table 1: Dataset Properties
6: if CE(m) == null then
7: result_entity(m) < null; null | notnull | total | %
8: end if p 240 337 577 | 34.74
9:  if size(CE(m)) == 1then | 48 621 | 669 | 40.28
10: result_entity(m) < e; 0 58 206 | 264 | 15.89
11: end if m 37 114 151 | 9.09
12: if size(CE(m)) > 1then total | 383 1278 | 1661
13: for e € CE(m) do % 23.06| 76.94
14: if prior(e)<min(local_avg,,, _ _ ]
15 global_avgyr) then Table 2: Mentions whose ent_lty mappings marked
16: CE(m) + CE(m) — {e}; as NULL and not NULL for Tipster dataset
17: end if
18 end for . Only the relevant mentions retrieved by AIDA
19: result_entity(m)<«{e; | . .
20 argmaz sim(e;)}: are con3|de:ed. For example,.: Bermuda-based
i company ..”.where AIDA retrieves Bermuda-
21:  endif based as mention which is considered irrelevant.
22: end for Similarly, “....Cuban-Soviet friendshig..is re-
trieved as Cuban-Soviétwhich is irrelevant.
43 Datasets The mention mappings can be of four types:

A mention whose entity is not registered in the
The experiments were carried on two data setjatabase and mapping gives NULL, a mention
First one is the TIPSTERdata set from which 45 \yhose entity is not registered in the database and

documents were randomly chosen. These docCunaps to some entity, a mention whose entity is reg-
ments were related to news. The second datasetiigtered in the database and maps to an incorrect
the IITB dataset by Kulkarni et al.(2009), out of entity and mention whose entity is registered in
which 50 documents were taken. The IITB doc-the database and maps to the correct entity. Preci-
uments were collected from online news sourcesijon s the fraction of mention entity mappings that
and are not well formatted and sometimes hagnatch the ground truth assignments. Macro aver-
comments of online users. The CoNLL 20035ge precision is the average of precision of each
dataset used by the AIDA is copyright protecteddocument. Micro average precision is the fraction
but the annotations are available. We have mangf mention entity mappings in all documents that
ually annotated all the documents, i.e. both 459n3atch the ground truth assignments. Table 2 and
documents of Tipster dataset and 50 documentgaple 3 give the details of NULL entities in ground
of [ITB dataset. The properties of the dataset argryth. The recall remains the same for the AIDA
given in Table 1. and for the experiments done as both use the same
 Ihttp://waw ni st.gov/tac/ dat a/ data_ retrieval methods. The mentions were retrieved
desc. ht m #TI PSTER using the Stanford NER which classifies the men-



null | not null | total %
p 239 149 388 | 24.33
I 35 580 615 | 38.56
0 145 330 475 | 29.78
m 38 79 117 | 7.36
total | 457 1138 | 1595
% 28.65| 71.35

Table 3: Mentions whose entity mappings marked
as NULL and not NULL for IITB dataset

p I 0 m | total
p | 563 | 7 5 2 | 577
I 3 | 522| 21 | 123 | 669
o| 3 | 12 |231| 18 | 264
m| 4 2 | 26 | 119 151

Table 4: Confusion Matrix for Tipster dataset

tions into four categories namely person (p), lo-
cation (I), organization (o) and miscellaneous (m).
The mentions were also annotated for their labels
manually. Table 4, Table 5 gives the Confusion
Matrix for both the datasets. The column is the
actual label and the row is the labels predicted by
NER.

4.4

Experiments

AIDA was run with four settings:

Table 5: Confusion Matrix for IITB dataset!

LocalDisambigautionSetting() uses prior
and similarity with a prior test, described in
Section 3;

LocalDisambiguationWithNullSettings()
uses the above method but uses a threshold
to find NULL entities;

CocktailDisambiguationSettings(uses the
graph method, described in Section 3;

The experiments were carried out with the follow-
ing 8 methods:

Method 1 (AG): AIDA graph Disambigua-
tion.

Method 2 (AGN): AIDA graph Disambigua-
tion with NULL settings.

Method 3 (AL): AIDA local Disambigua-
tion.

Method 4 (ALN): AIDA local Disambigua-
tion with NULL settings.

Method 5 (NP): No Pruning- The method is
run based on Algorithm 1 except the lines 4,
13 to 18 are not performed.

Method 6 (WP): With Pruning- The method
is run based on Algorithm 1 except the line 4
is not performed.

Method 7 (CNCP): Coreference without la-
beling condition and pruning- The method is
run based on Algorithm 1 but in line 4 short
forms are mapped to longer forms of men-
tion without the condition that both the forms
should have the same label and pruning is
done for all mentions labeled as location, or-
ganization, misc and not done for mentions
labeled as persons.

Method 8 (CCP): Coreference with label-
ing condition and pruning- The method is
run based on Algorithm 1 but in line 4 short
forms are mapped to longer forms of men-
tion with the condition that both the forms
should have the same label and pruning is
done for all mentions labeled as location, or-
ganization, misc and not done for mentions
labeled as persons.

Table 6 and Table 7 show the number of correct

CocktailDisambiguationWithNullSettings()

mappings for each category by various methods on

uses the above method but uses a thresholghe o datasets used. Among the AIDA methods,

to find NULL entities;

on the Tipster dataset, the graph disambiguation

performs well. When considered for individual

p I 0o | m | total
p|374| 8 3 | 3| 388
I 27 | 494 | 32 | 62| 615
o | 27 | 60 | 360 | 28 | 475
m| 6 2 22 | 87| 117

categories, it performs well on person and organi-
zation, while local disambiguation performs well

on location and misc. On the IITB dataset, the lo-
cal disambiguation performs well. When consid-
ered for individual categories, graph disambigua-
tion performs well on person and organization, lo-
cal disambiguation performs well on location and



AL | ALN | AG | AGN | NP WP | CNCP| CCP
person null 4458 | 52.92 | 4458 | 61.25| 44.58| 44.58| 83.75 | 82.92
location null 70.83 | 70.83 | 70.83 | 70.83 | 70.83 | 70.83 | 70.83 | 70.83
organization null 82.76| 82.76| 82.76 | 84.48 | 82.76| 82.76| 86.21 | 84.48
misc. null 37.84| 37.84| 37.84| 40.54 | 37.84| 37.84| 4054 | 40.54
person not null 84.57| 82.20| 95.55 | 92.58 | 85.46| 81.01| 93.77 | 94.66
location not null 88.89| 88.89| 84.70| 84.70| 82.14| 91.79 | 87.28 | 90.34
organization not null 86.89| 86.89 | 88.83 | 88.83 | 83.50| 85.44 | 84.47 | 84.47
misc. not null 65.79| 65.79| 64.04| 64.04| 57.89| 69.30 | 68.42 | 68.42

Table 6: Percentage of correct mappings for each categovariigus methods on Tipster dataset

AL | ALN | AG AGN NP | WP | CNCP| CCP
person null 53.56| 61.51| 53.56| 66.95 | 53.56 | 53.56 | 73.64 | 73.64
location null 54.29| 54.29| 54.29| 54.29 | 54.29| 54.29| 71.43 | 7143
organization null 70.34| 70.34| 70.34| 70.34 | 70.34| 70.34| 7241 | 71.72
misc. null 71.05 | 71.05 | 71.05 | 71.05 | 71.05 | 71.05 | 71.05 | 71.05
person not null 85.91| 85.91| 9463 | 93.29 | 86.58 | 79.87 | 93.96 | 93.96
location not null 85.86| 85.86| 82.59| 82.07 | 81.90| 87.59 | 87.07 | 87.41
organization not null 79.70| 79.70 | 81.56 | 75.168| 78.48 | 74.24| 73.03 | 73.03
misc. not null 7215 | 72.15 | 56.96 | 56.96 | 62.03 | 68.35| 68.35 | 68.35

Table 7: Percentage of correct mappings for each categovgiigus methods on IITB dataset

misc. Thus, AIDA graph disambiguation performstion, the mentions whose longer forms are mapped
well for person and organization while local dis- as NULL are ensured that the shorter forms too
ambiguation performs well for location and misc. are mapped as NULL but in the case of AIDA, the
shorter forms were mapped to some other entity

The method 5 (NP) maps the mentions with thein Yago2. For mentions whose longer forms are
highest similarity, without considering the prior mapped to the right entity, the shorter forms are
probability. When the method 6- with pruning is mapped to the right entities by both the methods

compared with method 5- no pruning, for Tipster AIDA and CCP. In one of the documents,
dataset there is an increase in accuracy for loca-

tion, organization and misc and decrease for per-  “Naomi Foner, who wrote.... Her own
son. For IITB dataset there is an increase in accu-  €xperiences made Foner’....

racy for location and misc and decrease for person _ : :

and organization. So for method 7 (CNCP) andMDA,JUSt gives onIyNaoml Foner'GyIIen[\aadis
method 8 (CCP) pruning was done for Iocation,C"’md'dm.e e‘ntlty (?,f mentl?ﬁ\laonjl FO”eT , but
organization, misc. Table 8 and Table 9 shows thé‘he mentiorfFoner” doesn't contaitNaomi Foner

results for various methods for both the datasets(.3¥|IenhaaI as one of its candldate' entlty_. This
ight be because of some error in retrieval by

Comparing the results, Coreference helps increas IDA. Coref - d that i
the accuracy of mapping especially for person, oretferencing them ensured that mention
Foner” is mapped to the right entity. If the longer

pruning for location while AIDA performs well on ) )
};urface form is mapped to a wrong entity, then all

organization, for misc pruning increased accurac
Ehe shorter forms too are mapped to the wrong en-

on Tipster dataset. Pruning decreases the accurat¥ Thus. th q q th )
for organization showing that some potential en-Y- 1HUS, € accuracy depends on the mapping

tity that could be mapped is removed. Corefer-Of longer forms.
enece decreases accuracy for location on Tipster
dataset while not much effective on IITB dataset

because the shorter forms accuracy depends drhe longer fornt‘Nicholas Calas” has no candi-
the longer form it is mapped to. For misc everydate entities and shorter fortCalas” has been
method is equally competitive. After the modffica- mapped to the right entitiNicolas Calas Here

“Nicholas Calas a poet and..... Calas...



Method | person| location | organization| misc | true | Macro (%) | Micro (%)
AG 429 560 231 87 | 1307 77.22 78.69
AGN 459 560 232 88 | 1339 79.45 80.61
AL 392 586 227 89 | 1294 76.41 77.90
ALN 404 586 227 89 | 1306 77.19 78.63
NP 395 544 220 80 | 1239 73.84 74.59
WP 380 604 224 93 | 1301 77.27 78.33
CNCP 517 576 224 93 | 1410 85.41 84.89
CCP 518 595 223 93 | 1429 86.23 86.03

Table 8: Results of various methods on Tipster dataset

Method | person| location | organization| misc | true | Macro (%) | Micro (%)
AG 269 498 371 72 | 1210 79.72 75.86
AGN 299 495 350 72 | 1216 80.07 76.24
AL 256 508 365 84 | 1213 79.53 76.05
ALN 275 508 365 84 | 1232 80.69 77.34
NP 275 508 365 84 | 1232 80.69 77.34
WP 247 527 347 81 | 1202 79.21 75.36
CNCP 316 530 346 81 | 1273 82.52 79.81
CCP 316 532 345 81 | 1274 83.03 79.87

Table 9: Results of various methods on |ITB dataset

coreferencing shorter formiCalas” to longer Francisco and Washington™, .here, “San Fran-
form maps it to NULL. Instead dWNicholas” ifit  cisco” should be mapped to the teafBan Fran-
had beerfNicolas” it would had mapped to right cisco 49eraind“Washington”to Washington Red-

entity. The mention was just misspelled. skinsbut are mapped to places. These entities oc-
The coherence graph algorithm of AIDA makescur at the top when sorted with respective to the
sense. similarity measure. If it is known that these men-

tions represent a team (organization), other can-
didate entities which are not team (organization)
could be pruned by finding the yago types.

“....Maj. Gadi, commander of a battal-

ion....

When only similarity is considered it maps to
“Gadi Brumer (Israeli footballer)” but with co-

herence, it maps ttGadi Eizenkot (Chief of gen- The proposed modifications to the AIDA im-
eral staff of Israel Defence Forces)’Coherence proved the overall accuracy of entity mappings.
too causes errors. All mentions with the same SYNThe first modification is mappmg short forms on
tax are mapped to the same entity. to their long form. As long forms are more ex-
plicit, they are less ambiguous. It especially helps
in identifying null entities, about an increase in
17.58% for Tipster dataset and 5.25% for [ITB
dataset. The second modification is pruning based

Here the formefChinese” meansChinese people ©n popularity. Experiment results show that ap-

and later means th@hinese language plying pruning selectively on categories help in in-
crease of accuracy of the system.

5 Conclusions

“...all Chinese in Tibet stop carrying...
The demonstrators were carrying ban-
ners in Tibetian and Chinesé...

“...Jewish dietary laws....intones the He-
brew words. 6 Acknowledgement

both “Jewish” and“Hebrew” are mapped téle-  This project was supported by DST-SERB No.
brew language YSS/2015/000906.
«...The runners-up for the charisma title weré5an
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Abstract

In this work, we have proposed an auto-
matic discourse prediction model. It pre-
dicts the discourse information for a sen-
tence. In this study, three discourse modes
considered are descriptive, narrative and
dialogue. The proposed model is devel-
oped using story corpus. The story cor-
pus comprises of audio and its correspond-
ing text transcription of short children sto-
ries. The development of this model en-
tails two phases: feature extraction and
classification of the discourse. The feature
extraction is carried out using ‘Word2Vec’
model. The classification of discourse at
sentence-level is explored by using Sup-
port Vector Machines (SVM), Convolu-
tional Neural Network (CNN) and a com-
bination of CNN-SVM. The main focus of
this study is on the usage of CNN for de-
veloping the model because it has not been
explored much for the problems related to
text classification. Experiments are carried
out to find the best model parameters (such
as the number of the filter, filter-height,
cross-validation number, dropout rate, and
batch-size) for the CNN. The proposed
model achieves its best accuracy 72.6%
when support vector machine (SVM) is
used for classification and features are ex-
tracted from CNN (which is trained using
the word2vec feature). This model can
leverage the utilization of the discourse
as a suprasegmental feature from the per-
spective of speech.

1 Introduction

In recent years, there has been a lot of works on
analysis of storytelling style speech. In (Mon-

tao et al., 2013), TTS s%stem was develo?ed £8P
D S Sharma, R Sangal and A K Singh. Proc. of the

synthesizing story style speech in Spanish. The
main focus was on the analysis of prosodic pat-
terns (such as pitch, intensity, and tempo) based on
discourse modes. The three discourse modes con-
sidered for the study are narrative, descriptive and
dialogue. Further, the authors introduced narrative
situations such as neutral narrative, post-character,
suspense and affective situations within the narra-
tive mode. The discourse information was man-
ually assigned to each sentence of the story by
text experts. Based on the discourse modes, the
sentence was grouped, and prosodic rules are de-
rived. These prosodic rules implemented using
Harmonic plus Noise Model (HNM) for synthe-
sizing storytelling style speech. In (Delmonte and
Tripodi, 2015), an analysis based on discourse
mode was carried out to make TTS system more
expressive for English. The analysis of text was
carried out at phonetic, phonological, syntactic
and semantic level. The prosodic manager is pro-
posed which takes discourse structures as input
and uses the information to modify the parameters
of the TTS. The authors further carried out stud-
ies by proposing various discourse relations (Del-
monte, 2008; Delmonte et al., 2007).

In storytelling style speech (Theune et al.,
2006), a storyteller uses his/her skill by putting
variation in the speech for the better understand-
ing of the listeners (especially children). The vari-
ation in speech is produced by mimicking vari-
ous character’s voices present in the story, making
various sound effects, and using prosody to con-
vey emotions. It creates a pleasant listening ex-
perience for the listeners. In Indian Languages,
development of TTS systems for Hindi, Bengali
and Telugu are carried out in (Verma et al., 2015;
Sarkar et al., 2014). In most of the earlier works,
discourse information of sentence is obtained by
manual annotation. This information is annotated
by the text experts of the particular language. In
this work, we are developing a method to auto-

3th Intl. Conference on Natural Language Processing, pages 4654,
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matically classify the sentence based on discourse
modes. This information will be processed fur-
ther to improve the prediction performance of the
prosody models that are developed for Story TTS
systems. In Hindi Story TTS system, discourse in-
formation plays a vital role in capturing the story
semantic information. The prosody modeling for
duration, intonation, intensity and pause using dis-
course information are carried out in (Sarkar and
Rao, 2015). In view of this, we have explored var-
ious machine learning techniques to automatically
predict the discourse of the sentence in a story.

In NLP, sentence classification has been car-
ried out using machine learning techniques such
as SVM, KNN and K-fold cross-validation. There
have various types of deep learning architectures
like recurrent neural network (RNN), deep neural
network (DNN) etc. In this work we have used
a convolutional neural network (CNN) which is
motivated from (Yoon, 2006). For the first time
(Yoon, 2006) proposed a framework for using con-
volutional neural network (CNN) for text classifi-
cation (i.e. emotion and question classification)
at sentence level. The fundamental property of
CNN (shared weight and local connectivity) make
it different and suitable for sentence classification.
Rather than learning single global weight matrix
between layers, they expect to find an arrangement
of locally connected neurons. Similarly, In the
case of sentence classification, we need to find out
the relationship between words in a sentence. Ex-
periments were carried out using CNN and DNN,
among these CNN gave better performance.

In this work, our aim is to create a model which
can recognize the discourse of sentences. We
have implemented Convolutional neural network
(CNN) for automated sentence (from Hindi story
corpus) level discourse classification that has not
been addressed yet. We have considered three dis-
course modes- a Descriptive mode which enables
the audience to develop a mental picture of what is
being discussed, Narrative mode, it relies on sto-
ries and Dialogue mode, which includes the ex-
change of conversation in a group or between two
persons directed towards a particular subject. The
performance of these models is evaluated by using
confusion matrix.

The work flow of this paper is as follows; the
story-speech corpus is discussed in section II. Sec-
tion III describes the proposed architecture for dis-
course classification. This section also explaiﬁlg

about the vector representation of words, convo-
lutional neural network (CNN), multiclass SVM
and combined CNN-SVM model. The Section IV,
discuss the experiments and results of the systems.
The conclusion and future work of this paper have
been included in section V.

2 Story Speech Corpus

The story speech corpus in Hindi consists of both
story text and its corresponding story wave files.
The children story texts are collected from story
books like Panchatantra' and Akbar Birbal®>. The
speech corpus comprises of 105 stories with a total
of 1960 sentences and 25340 words. These sto-
ries were recorded by a professional female sto-
ryteller in a noise free studio environment. For
maintaining the high recording quality of the sto-
ries, continuous feedback is given to the narrator
for improving the quality of the recordings. The
speech signal was sampled at 16 kHz and repre-
sented as 16-bit numbers. The total duration of
the story corpus is about 3 hours.

In this study, we considered only three differ-
ent kinds of discourse modes (i.e. narrative, de-
scriptive and dialogue). In literature, there are dis-
course modes such as narrative, descriptive, argu-
mentative, explanatory and dialogue (Adell et al.,
2005). It is been observed in the children stories
that the different parts of story are narrated in dif-
ferent styles based on the semantics present at that
part of story. In general, most of the children sto-
ries in Hindi, begins with introducing the charac-
ters present in story, followed by various events
related to the story and finally story will conclude
with a moral. In the narration of the story, as it
progresses one event after another, narrative mode
is used to depict the listener/reader about the ac-
tions taking place in story. The descriptive mode
shows the various activities that the main charac-
ter is experiencing. Dialogue mode is used for any
type of conversation taking place between any two
characters. Generally, a greater amount of the text
comprises of narrative mode. A storyteller uses
his/her skills to add various expressive registers at
sentence-level while narrating a story.

For Hindi children stories text classifications
are shown in (Harikrishna and Rao, 2015) and
(Harikrishna et al., 2015). Similar approached is
followed for manually annotating the story-corpus

"https://en.wikipedia.org/wiki/Panchatantra
*https://en.wikipedia.org/wiki/Akbar_Birbal



Data C N A% L Test
Hindi Storyteller | 3 1960 3512 44 CV
Speech

Table 1: Dataset information. C: Number of Out-
put classes. N: Number of sentences in storyteller
speech corpus. |V|: Size of vocabulary. L: Maxi-
mum length of a sentence. Test: Size of test data
(CV: train/test data partition is done by using 6-
fold crossvalidation (CV)).

based on the three discourse modes. At sentence-
level, text of the story was entrusted by four native
Hindi speakers on text classification. They have
been trained separately and work independently in
order to avoid any labeling bias. In order to make
the task of the annotation more focused, various
discourse modes are annotated from the point of
view of the text. Each annotator’s task is to la-
bel the sentence with one of the modes of dis-
course (i.e. descriptive, dialogue and narrative).
In the story corpus, there are 1960 sentences in
which narrative, descriptive, and dialogue mode
have 1127, 549, and 294 sentences, respectively.
The inter-annotator agreement is given by Fleiss
Kappa (k). The x values above 0.65 or so can
be considered to be substantial. The « value is
0.73 for the annotating the discourse mode to each
sentence. Following are the example sentences of
given discourse mode:
Descriptive mode

e ck taalaab men do machchha rahate the

e yah kah kar mendhak vahaan se chala gaya

e tabhi dono ne hi samajha ki ab to jaan bachi
Narrative mode

e tab tak birbal bhi darbar men aa pahunche
e baadshah ne vahi prashna unse bhi puchha

e rakhvala sevak ghabra gaya
Dialogue mode

e aisa mat karo isase to ham donon hi maare
jaenge

e soch lo na dikha sakhe to saja milegi

e tumne yah chamatkar kaise kiya 48

3 Proposed Model

In the work, we have used three model for dis-
course classification. In the first and second
model, word2vec is used for feature extraction,
and CNN and SVM (Joachims, 1998) respectively
are used for classification. The third model is
the combination of CNN and SVM (Cao et al.,
2015), where CNN is used for feature extraction
and SVM is used for classification. All these mod-
els are described in details, further.

3.1 Word to Vector

In text processing problems, words act as an im-
portant (Turian et al., 2010) feature. The words are
considered as a distinct atomic (Collobert et al.,
2011) attribute, for example, a word ’car’ might
be expressed as ‘id/23’. This representation of a
word is not sufficient enough to highlight the rela-
tion that may exist between the words in a story.
In order to train the models successfully, there is a
need for better representation of words. The vec-
tor representation of the word allows capturing the
relevant information of the word for a task at hand.
The values for the vector of words either could
be generated randomly or by using some learning
model like word2vec. Traditionally TTS system
used uniform distribution for vector representation
of words. Uniform distribution provides random
values to word vector. Training using these vec-
tors require large training data. For less training
data, word vector cannot be learned properly, and
they may be overfitted.

Therefore, instead of randomly initialization
of word, we used word2vec model for vector
representation of words. In general, word2vec
model uses two types of algorithms (i)Continuous
Bag-of-word (CBOW) model and (ii) Skip-Gram
model (Mikolov and Dean, 2013). In this work,
CBOW model is used for obtaining the vector rep-
resentation of the word.

The architecture of the CBOW model can be
seen as a fully connected neural network with a
single hidden layer. The bag-of-word represents
the relationship between a word and its surround-
ing word. In this work, two successor and two pre-
decessor words are taken as input to recognize the
current word. We have evaluated the accuracy of
the CBOW by varying the dimension of the word
vector such as 10, 15, 20, 25, 30, 40, 50 and 100.
The 20-dimensional feature vector gave the opti-
mal performance for the training data. Table 2



M = max{m}. In this way CNN extract dom-
inant features for each feature map. CNN learns

shows that similar words (Mikolov et al., 2013) in
the vocabulary is extracted by measuring the co-
sine distance between the word vectors.

Table 2: Top five similar words (calculated using
cosine distance measure technique) from the vo-
cabulary size of 3512 words.

3.2 Convolution Neural Network (CNN)

In this work, CNN has been explored for sentence
based discourse classification problem. The rea-
son for using CNN is to have a model that can
easily manage the word sequence in a sentence
and finds the relationship between the surround-
ing words. The key concept in CNN is the con-
volution operation. The convolution is between
the input and filter matrices to find the relation
in a sequence. In this work, input matrix of the
CNN corresponds to a sentence. Figure 1 repre-
sents the complete process of training and test-
ing the CNN model with an example of train-
ing and testing sentence. A sentence in the CNN
model is represented by S; € R"*, where S de-
notes an input matrix to the CNN, n is the num-
ber of words in a sentence and v is the word vec-
tor dimension which is extracted from word2vec
model3. Zero-padding is done for the varying sen-
tence length. Let F' € R"*? corresponds to a fil-
ter for performing mathematical convolution oper-
ation which convolve with each possible pair of h
words in a sentence [S1.x, 524415 ---s Sn—h+1:n) tO
generate a feature map

m = [ml,mg, ...,mn_h_H]

The next task is to perform max-pooling opera-
tion on the feature maps generated using a con-
volution filter and calculates the maximum value

3https://code.google.com/p/word2vec/ 49
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Figure 1: CNN Achitecture for discourse classifi-
cation.

to convert a given sentence into a discourse label
by calculating discriminant features (Dosovitskiy
et al., 2014).

Model Hyperparameters Finding a set of hy-
perparameters (Hoos et al., 2014) is a neccessary
task for optimising convolutional networks. There
are various hyperparameters to tune in CNN such
as the number and the height of filters, learning
rate, dropout rate (Krizhevsky et al., 2012), L2
constraint, etc. Value of these hyperparameters de-
pends (Zhang and Wallace, 2015) on the task at
hand.

We observed that model performance is vary-
ing by using various hyperparameters. In the case
of discourse classification, the proposed model
achieves the best performance at the following val-
ues of the hyperparameters. It includes three filters
for convolution operation, and their corresponding
sizes are (3 x 100, 4 x 100 and 5 x 100) where 3,4,5
is the height of the filter with 100 feature map.
AdaGrad (Duchi et al., 2011) technique is used for
training the model where the parameter for learn-
ing rate is 0.05. The value for L2-constraint is 3
which is used for regularizing the model parame-
ters. The penultimate layer of the model is regu-
larized using dropout rate of 0.7. We observe that
model performance is varying as per the various
dropout rate. In the case of discourse classifica-
tion model performance is reduced if dropout rate
is more or less than 0.7.



Model Regularization CNN is more prone to
overfitting because of a large number of hyper-
parameter tuning while training. Overfitting is a
situation when the model is overtrained for train-
ing data, and it will be unable to predict the new
data correctly. This problem is resolved by using
regularization. For Regularization, dropout tech-
nique is implemented at the second last layer of
CNN. Dropout is a method to deactivate (Miao and
Metze, 2013) randomly selected hidden nodes.
The dropped out nodes does not contribute to
the training of the model. With the help of the
dropout, technique model will learn more gener-
alize feature. Also, the performance of the model
increases because the active nodes are now insen-
sitive to dropped-out nodes. In this work, we have
seen dropout rate of 0.7 gives good result compare
to values greater and less than this.

3.3 Multiclass Support Vector Machine

In this section, we discuss SVM (Rennie and
Rifkin, 2001) for the multiclass problem by uti-
lizing one-vs-rest method. The process involves L
binary SVM for L classes and data from that class
is taken as positive and remaining data is taken
as negative. In the Hindi story corpus, at sen-
tence level features are extracted to train the SVM.
The words w € R in the sentence is represented
by v dimensional vector extracted using word2vec
model. The input sentence is represented as:

Sy = [wy + wa + ... + wy,]

Here, the plus 4+ symbol denotes the concatena-
tion of the word vector. The Figure 2 shows the
framework of the procedure followed for training
and testing of SVM model.

3.4 CNN-SVM Model

In this section, we explored the combination of
CNN-SVM model for developing the automatic
discourse predictor. The CNN generates discrimi-
nant features, and SVM gives better generalization
on the new data. During learning SVM tries to
find out global hyperplane and CNN tries to min-
imize cross-entropy value. SVM provides better
classification results than the softmax function at
the fully-connected layer of the CNN. Here, the
architecture of the CNN model is same as we have
used before in this work 3.2. In this model, CNN is
used for extraction of the feature for the sentence
and then these features are used for training the
SVM. The softmax function used to generate Ny
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Figure 2: SVM Achitecture for discourse classifi-
cation.

probabilistic value for the input data. This value is
treated as a feature produced by CNN.

The Figure 3 shows that CNN takes a sentence
as an input matrix S; which is generated using
word2vec model. For feature extraction task CNN
uses its original model in which softmax function
is used at the output layer. After training of CNN,
the features are obtained. These features are used
for training the SVM model. The testing is carried
out by extracting the features from CNN and using
SVM classification.

4 Experimental Results

In this section, we discuss the experiments car-
ried out on Hindi story corpus to analyze the accu-
racy of the discourse prediction model. The eval-
uation is performed using a various parameter of
CNN (number of the filter (), filter-height (H),
cross-validation (CV) number, dropout rate (D),
and batch-size (B)). Effect of each value of the
parameters significantly alters the performance of
the model. During experiment value of CV varies
from 8 to 10, the value of N in between 1 to 3, the
value of H ranges in between 3 to 5, the value of
B varies from 50, 100 and 150 and D lies in the
range of 0.2 to 0.8. After several experiments, we
got optimal results at the number of filter 3, filter-
height [3,4,5], Cross-validation (CV) 8, batch-size
50 and dropout rate 0.7.

At the time of training and testing, input to the
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Figure 3: CNN-SVM Achitecture for discourse
classification.

model is a sentence. In training, each story is di-
vided into a set of sentences. Each of the sen-
tences are labeled with one of the discourse mode
(descriptive (DS), dialogue (DL), narrative (NR)).
1613 sentences are used in training and remaining,
347 sentences are used for testing the performance
of the model.

The performance of the proposed methods is
evaluated using confusion matrix, ROC curve, and
F-Score. A graphical plot of the performance is
shown by ROC curve. This curve considers only
true positive rate and false positive rate of the test-
ing data. F-Score tells about the sensitivity, speci-
ficity, precision, recall, f-measure, and g-mean.
Here sensitivity and recall show the true positive
rate, specificity shows the true negative rate, preci-
sion gives the positive predicted value, f-measure
(Espindola and Ebecken, 2005) is the harmonic
mean of precision and recall and g-mean is the
geometric mean of precision and recall (Powers,
2014).

Table 3 represents that each discourse is clas-
sified (using SVM which is trained on features
extracted from CNN) correctly by almost 72.6%.
Narrative mode classification is 76.3% because
of more training data for this mode, and dia-
logue mode classification is 65.5%, and descrip-
tive mode classification is 65% because for this
class we have fewer data to train our model.

Figure 4 represents the receiver operating charl

DS (in %) NR (in %) DL (in %)
DS 70 .1 224 7.5
NR 19.4 78.3 23
DL 10.6 20 69.4

Table 3: Discourse classification results for the
Hindi story corpus using CNN-SVM.

acteristic (ROC) for CNN-SVM model where
class 1, class 2 and class 3 accounts for the de-
scriptive, narrative, and dialogue mode respec-
tively. Class 2 (narrative mode) has larger true
positive rate than other two classes.

ROC

True Positive Rate

. L L . . . L L . )
0 01 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
False Positive Rate

Figure 4: ROC curve for CNN-SVM model.

Table 4 shows that each discourse is classi-
fied (using CNN with softmax function which
is trained on features extracted from word2vec
model) correctly by almost 62.66%. Dialogue
mode classification is 39.58% which is lesser than
descriptive and narrative mode classification be-
cause for dialogue mode we have fewer data to
train our model. CNN learns better feature if a
particular mode has sufficiently large amount of
training data.

Figure 5 represents the ROC curve for CNN
model. Class 1 (Descriptive mode) has larger true
positive rate than other two classes.

Table 5 shows that each discourse is classified
(using SVM which is trained on features extracted
from word2vec model) correctly by almost 54.3%.
Dialogue mode classification is 18.75% which is



DS (in %) NR (in %) DL (in %)
DS 77.08 8.33 14.58
NR 10.86 71.73 17.39
DL 25 3541 39.58

Table 4: Discourse classification results for the
Hindi story corpus using CNN.
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Figure 5: ROC curve for CNN model.

lesser than descriptive and narrative mode classi-
fication because for dialogue mode we have fewer
data to train our model. SVM give worse results if
a class does not have sufficient amount of training
data.

DS (in %) NR (in %) DL (in %)
DS 67.39 17.39 15.29
NR 10.41 77.08 12.5
DL 37.5 43.75 18.75

Table 5: Discourse classification results for the
Hindi story corpus using SVM.

Figure 6 represents the ROC curve for SVM
model. Class 2 (Narrative mode) has larger true
positive rate than other two classes. In class 3 (Di-
alogue mode) false positive rate is greater than true
positive rate.

Table 6 represents f-score for all the proposed
model. F-score gives almost complete knowledge
about the methods. It can be observed that the best
performance for discourse classification is 72.6%
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Figure 6: ROC curve for SVM model.

using CNN-SVM model. SVM model gives worst
performance against all given model.

F-Score CNN SVM CNN-SVM
(in %) (in %) (in %)

Accuracy 62.66 54.3 72.6
Sensitivity | 77.08  77.08 58.86
Specificity | 55.32  42.55 71.97
Precision 46.84  40.66 52.06
Recall 77.08  77.08 58.86
F-measure | 58.27 53.24 59.55
G-mean 65.30 57.27 70.88

Table 6: F-Score for discourse classification mod-
els.

5 Summary and Conclusion

In this work, we have developed automatic dis-
course classification model which determine the
discourse information of the sentence. We ex-
plored SVM and CNN for developing the auto-
matic discourse classification model. In view of
this, we collected short children stories to develop
story corpus. This corpus is used for developing
the automatic discourse predictor. Three modes
of discourse are considered, narrative, descriptive
and dialogue. The features are used for train-
ing the SVM and CNN model are obtained using
word2vec method. Our current model achieves its
best accuracy (72.6%) when the feature is obtained



using CNN (which is trained on word2vec feature)
and classification is done by using SVM.

Future scope of this work is to increase the cor-
pus size to improve the accuracy of the model.
Apart from word2vec, we can explore Latent Se-
mantic Analysis (LSA) for obtaining the features.
We can also compare the current work by using
recurrent neural network (RNN).
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Abstract

In this paper we propose a stacked gener-
alization (or stacking) model for event ex-
traction in bio-medical text. Event extrac-
tion deals with the process of extracting
detailed biological phenomenon, which is
more challenging compared to the tradi-
tional binary relation extraction such as
protein-protein interaction. The overall
process consists of mainly three steps:
event trigger detection, argument extrac-
tion by edge detection and finding cor-
rect combination of arguments. In stack-
ing, we use Linear Support Vector Clas-
sification (Linear SVC), Logistic Regres-
sion (LR) and Stochastic Gradient Descent
(SGD) as base-level learning algorithms.
As meta-level learner we use Linear SVC.
In edge detection step, we find out the ar-
guments of triggers detected in trigger de-
tection step using a SVM classifier. To
find correct combination of arguments, we
use rules generated by studying the prop-
erties of bio-molecular event expressions,
and form an event expression consisting of
event trigger, its class and arguments. The
output of trigger detection is fed to edge
detection for argument extraction. Experi-
ments on benchmark datasets of BioNLP-
2011 show the recall, precision and F-
score of 48.96%, 66.46% and 56.38%, re-
spectively. Comparisons with the existing
systems show that our proposed model at-
tains state-of-the-art performance.

1 Introduction

Huge amount of electronic bio-medical docu-
ments, such as molecular biology reports, ge-
nomic papers or patient records are generat

asif@iitp.ac.in

sudip.naskar@gmail.com

daily. These contents need to be organized in
a more principled way so as to enable advanced
search and efficient information retrieval and in-
formation extraction methods. This can be ben-
eficial to the practitioners and researchers in bi-
ology, medicine and the other allied disciplines.
Success of text mining (TM) is evident from
the organization of different shared-task evalu-
ation campaigns. The bulk of research in the
field of biomedical natural language processing
(BioNLP) have mainly focused on the extraction
of simple binary relations. Some of the very
popular bio-text mining evaluation challenges in-
clude TREC Genomics track (Voorhees, 2007),
JNLPBA!, LLL (Nedellec, 2005) and BioCreative
(Lynette Hirschman, 2007). While the first two
evaluation challenges were concerned with the
issues of information retrieval and named-entity
recognition (NER), the last two addressed the is-
sues of information extraction and seeking rela-
tions between bio-molecules. Relations among
biomedical entities (i.e. proteins and genes) must
be extracted automatically from a large collec-
tion of biomedical datasets since they are very im-
portant in understanding biomedical phenomena.
Simple binary relations are not itself sufficient for
capturing the detailed phenomenon, and there is a
growing demand for capturing more detailed and
complex relations. Two large corpora, Biolnfer
(Pyysalo S, 2007) and GENIA (Tomoko Ohta and
Tsujii, 2009), have been proposed for this purpose.

In recent times there has been a trend for fine-
grained information extraction from text (Kim J-
D, 2009). This was addressed in three consecutive
text mining challenges, BioNLP-2009 (Hyoung-
Gyu Lee, 2009), BioNLP-2011 (Jin-Dong Kim,
2011) and BioNLP-2013 (Lishuang Li, 2013). In
this paper we propose an effective technique for

'"http://www.geniaproject.org/

shared-tasks/bionlp-jnlpba-shared-task-2004
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information extraction (more specifically, event
extraction) at more finer level. This is known
as event extraction where the focus is to extract
events and their different properties that denote
detailed biological phenomenon. This can be
thought of as a three-steps process, viz. event trig-
ger detection, classification of triggers into pre-
defined categories and argument extraction. The
events are classified into 9 potential events, out of
which 5 are simple which corresponds to gene ex-
pression, transcription, protein catabolism, phos-
phorylation and localization. Among the rest four
events, one binding event and three regulatory or
complex events namely regulation, positive regu-
lation and negative regulation. For simple events
we have a single primary theme, which is usually a
protein. But a complex event can include a theme
as well as a cause argument. These themes and
causes can be either proteins or events. Moreover,
number of themes could also vary. In order to ex-
plain this, we consider the following sentence as
an example, where TRAF2 and CD40 denote pro-
teins.

Sentence: In this study we hypothesized that
the phosphorylation of TRAF?2 inhibits binding to
the CD40 cytoplasmic domain.

This sentence contains simple, binding and
complex events. Each bio-molecular event expres-
sion contains a trigger word and one or more ar-
guments. The identified events from the sentence
are:

Simple event: The word phosphorylation is a
trigger of type Phosphorylation. Argument of this
trigger is TRAF?2 as theme.

Binding event: The word binding is a trigger
word of Binding type. Arguments of this trigger
are TRAF2 and CDA40.

Complex event: The word inhibits is a trigger
word of Negative_regulation type. The previously
mentioned two events(i.e. Phosphorylation and
Binding ) are theme type arguments of this trigger
word.

Here, we propose a stack model for event
extraction. In stacking, Linear Support Vector
Classification (Linear SVC)?, Logistic Regression
(LR)® and Stochastic Gradient Descent (SGD)*

http://scikit-learn.org/stable/
modules/generated/sklearn.svm.LinearSvC.
html

*http://scikit-learn.org/stable/
modules/generated/sklearn.linear_model.
LogisticRegression.html

*nttp://scikit-learn.org/stable/ 56

from Scikit-learn (sklearn)® have been used as
base-level learning algorithms. Linear SVC is an
implementation of Support Vector Machine using
liblinear library®. For meta learning we use Linear
Support Vector Classification. The system is eval-
uated based on the framework of BioNLP 2011
shared task’.

Event extraction systems find both triggers and
their associated arguments. These could pose a
number of challenges. Exact interpretation of trig-
gers depend upon the context, e.g. expression of
[gene] is an event of type Gene Expression, but ex-
pression of [mMRNA] is of type Transcription. So
there is ambiguity in sense of trigger words. It is
a challenge to fix these ambiguities. Event argu-
ments can be difficult to detect in case of binding
and regulatory type of arguments, because in these
cases, number of arguments is not fixed. Number
of arguments in binding events can be one or more.
Finding correct combination of arguments is very
challenging. More precisely, we use the annotated
data collected for these tasks and report the results
returned by the evaluation servers on the test sets
of the 2011 GE task. From the experiment it has
been seen that evaluation on test data shows 2-3%
less in performance than the performance on de-
velopment data. So it is challenge to increase the
performance on test data. Coreference resolution
is required for the correct interpretation of certain
event arguments. For example, in the sentence M-
CSF treatment was also associated with a rapid
induction of the jun-B gene, although expression
of this gene was prolonged compared to that of c-
jun. In this example, the word this gene refers jun-
B and the word that refers expression. There are
two gene expression events in the sentence. Ar-
guments of these events can be identified correctly
if coreference resolution method is applied on the
dataset and it is a challenging issue.

2 Few Existing Methods for Combining
Classifiers

In our day to day life, when crucial decisions are
made in a meeting, a voting among the mem-
bers present in the meeting is conducted when the
opinions of the members conflict with each other.

modules/generated/sklearn.linear_model.
SGDClassifier.html
Shttp://scikit-learn.org/stable/
*https://www.csie.ntu.edu.tw/~cjlin/
liblinear/
"nttp://2011.bionlp-st.org/



This principle of “voting is very popular in data
mining and machine learning. In voting, when
classifiers are combined, the class assigned to a
test instance will be the one suggested by most
of the base level classifiers involved in the en-
semble process. Bagging (Breiman, 1996) and
boosting (SCHAPIRE, 1990) are the widely used
variants of voting schemes. Bagging is a voting
scheme in which n models, usually of same type,
are constructed. For an unknown instance, each
models predictions are recorded. Finally, that par-
ticular class is assigned which has the maximum
votes among the predictions from models. Boost-
ing is very similar to bagging in which only the
model construction phase differs. Here the in-
stances which are often misclassified are allowed
to participate in training more number of times.
There will be n classifiers which themselves will
have individual weights for their accuracies. Fi-
nally, the class is assigned which is having the
maximum weight.

The classifiers can be combined using two
popular approaches, viz. majority voting and
weighted voting. In majority voting, we se-
lect the class that receives maximum votes. In
weighted voting, classifiers are combined based on
the strengths and weaknesses of classifiers.

Stacked generalization or stacking is a method
for combining multiple classifiers. The idea
of stacked generalization (Wolpert, 1992; Geor-
gios Sigletos, 2005) is to learn a meta-level (or
level-1) classifier based on the output of base-level
(or level-0) classifiers, estimated as follows:
Define D as a training data set consisting of fea-
ture vectors, also referred to as level-0 data, and
L'...L" as aset of N different learning algorithms.
During the K-fold cross-validation process, D is
randomly split into K disjoint parts D'...D¥ of
almost equal sizes. At each j-th fold, j =1.K ,
the L'...L"V learning algorithms are applied to the
training part D-D7 (i.e. part of training data ex-
cluding D7, where D is the whole training data and
D7 is the current test part for cross-validation) and
the induced classifiers C'(j)...C™ (j) are applied to
the test part D7, The concatenated predictions of
the induced classifiers on each feature vector x; in
Di, together with the original class value y;(x;),
form a new set M D7 of meta-level vectors.

At the end of the entire cross-validation process,

K ,
MD= |J M D’ constitutes the full meta-level dagy
j=1

set, also referred to as level-1 data, which is used
for applying a learning algorithm L* and induc-
ing the meta-level classifier C . The learning al-
gorithm L that is employed at meta-level could
be one of the L' ...L" or a different one. Finally,
the L'...L." learning algorithms are applied to the
entire data set D inducing the final base-level clas-
sifiers C' ...C'N to be used at runtime. In order to
classify a new instance, the concatenated predic-
tions of all base-level classifiers C'...C" form a
meta-level vector that is assigned a class value by
the meta-level classifier C .

3 Proposed Approach

In this section we describe our proposed approach
for event extraction. The steps to extract event ex-
pression are sentence splitting, tokenization, trig-
ger detection, argument extraction by edge detec-
tion and finding correct combination of arguments
as shown in figure 1. In sentence splitting and tok-
enization steps we use sentence split and tokenised
data which was made available as the supportive
resources in BioNLP-2011 shared task®. We use
SVM to extract arguments and its correct combi-
nations.

Input Data (Raw data)

|

Sentence splitting and
Tokenization

|

Trigger Detection using
stacking

|

Argument extraction by
Edge Detection using
multiclass SVM

l

Find correct combination
of arguments by ——
multiclass SVM

Output (Event
expression)

Figure 1: Steps to extract event expression

Our method is based on the principle of stack-
ing. We generate 10 classifiers for each of the al-
gorithms (i.e. Linear SVC, SGD and LR) men-
tioned above. We describe the algorithms in the
subsequent sections.

$http://weaver.nlplab.org/~bionlp-st/
BioNLP-ST/downloads/support-downloads.
html#parse-formats



3.1 Linear Support Vector Classification
(Linear SVC)

Linear SVC is learning algorithm for classifica-
tion. Using Linear SVC algorithm, we generate
10 classifiers by varying C parameter of the algo-
rithm. The C parameter is a parameter for opti-
mization that specifies the learning algorithm how
much it wantS to avoid misclassifying each train-
ing example. Starting C value (here, 0.001) is cho-
sen by running the algorithm using C values as
1000, 100, 1, 0.1, 0.001, 0.00001, and choose final
value based on the highest accuracy obtained.

CPVC =0.001 +1i x 0.05 (1)

where CVC represents C parameter for SV C;
classifier.

3.2 Stochastic Gradient Descent (SGD)

We generate 10 classifiers by varying the alpha
parameters of SGD algorithm. The parameter al-
pha is Constant that multiplies the regularization
term used in the implementation of the algorithm.
These 10 classifiers are SGD;, for i=0 to 9. The
value of alpha is set to 0.000029 based on the dif-
ferent experiments executed.

alpha?9P = 0.000029 + i x 0.000015  (2)

where alpha?¢P

SGD; classifier.

represents alpha parameter for

3.3 Logistic Regression (LR)

We generate 10 classifiers by varying the C param-
eter of LR algorithm. These classifiers are LR;,
for i=0 to 9. The value of C is set to 7.2101 which
is chosen by running the algorithm with different
C values.

CH = 72101 44 x 0.05 3)

where CZLR represents C parameter for L R; clas-
sifier.

The architecture of our proposed stacked
method is shown in Fig 2 where SVC, SGD and
LR have been used as base level classifiers. Here,
SVC is used as meta-level classifier.
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Figure 2: Model ensemble using stacking

4 Features

In this section we describe the features that we use
for developing the models. To explain the fea-
tures, let us consider the following example sen-
tence: “BMP-6 inhibits growth of mature human
B cells; induction of Smad phosphorylation and
upregulation of Id1”. The sentence is tokenised
and features are extracted for every token. We use
token “upregulation” in the above example to ex-
plain the features.

4.1 Features for trigger detection and
classification

Here, we describe the set of features that we use
for event trigger detection and classification.

1. Surface Word, Stem, PoS, Chunk and
Named Entity: We use surface forms,
lemma, Part-of-Speech (PoS), chunk and
named entity (NE) as features for trigger de-
tection and classification. These information
were extracted from the GENIA tagger®. For
the token “upregulation”, the feature values
extracted are upregulation, upregulate, NN, I-
NP and O for the surface form, lemma, PoS,
Chunk and NE features, respectively. All
these information are very critical to identify
the trigger and its class.

2. Bag-of-Words: The bag-of-word (BoW)
feature plays a crucial role in many text min-
ing tasks. This particular feature is defined
in different ways. At first we extract BoWs
within the context of sizes 3 and 5 (i.e., £1
and +2). We also extract NEs from this con-
text, and use their counts as features. Entire
sentence is then considered as a context and
BoWs and NE features are extracted. For

‘http://www.nactem.ac.uk/GENIA/tagger/
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example, BoW feature for the token “up-
regulation” are “and upregulation of” and
“phosphorylation and upregulation of Id1”
for window sizes 3 and 35, respectively.

. Linear Features: Linear features are gen-
erated by marking token with a tag that de-
notes their relative positions in the linear or-
der. This feature is defined with respect to a
context window. If i is a position (i.e. index)
of the token under consideration, then the lin-
ear features are calculated from the words
with indices i-3 to i+3. In our experiment we
use the word along with its PoS tag to gener-
ate linear features.

. upper_case_start, upper_case_middle,
has_digits, has_hyphen: These features
are defined based on the orthographic con-
structions: whether the token starts with an
uppercase character, or it has any uppercase
character in the middle, or has any digit(s)
or hyphen inside it.. These features are
important from the observations that there
are some trigger words in the dataset which
start with uppercase character or hyphen
inside it. For example, in the sentence
TGF-beta mediates RUNX induction and
FOXP3 is efficiently up-regulated by RUNX1
and RUNX3 in human CD4+ T cells., the
word up-regulated is Positive_regulation
type rvent trigger which has hyphen inside it.

. Bi-gram and Tri-gram Features: We use
the character bi-gram and tri-gram sequences
extracted from a token as features. For ex-
ample, for the token “upregulation”, the bi-
gram features will be up pr re eg gu ul la at
ti io on and tri-gram features will be upr pre
reg egu gul ula lat ati tio ion .

. Dependency Path Features: There are are
some trigger words which ca not be detected
using context features or b-gram or tri-gram
features. So we depend on dependency rela-
tions inside sentence. Dependency features
are extracted from dependency graph gener-
ated by dependency parser(David McClosky
and Manning, 2011; David McClosky and
Johnson, 2006) . Figure 3 shows the de-
pendency graph for the sentence “BMP-6 in-
hibits growth of mature human B cells; in-
duction of Smad phosphorylation and upre§-9

ulation of 1d1”, generated by the Charniak-
McCloskey parser (David McClosky and
Johnson, 2006). In the graph, an edge label
represents the dependency relation between
two nodes. Each node in the graph is labelled
by a number which represents a word appear-
ing in that position (0-based index) of the sen-
tence. For example, node labelled with num-
ber 0O indicates the word BMP-6 and node la-
belled with number 1 indicates the word in-
hibits.

Figure 3: Dependency graph for the example sen-
tence “BMP-6 inhibits growth of mature human B
cells; induction of Smad phosphorylation and up-
regulation of Id1”

In the graph, node O and 16 represent pro-
teins (i.e. NE) as specified in the training
dataset. In the feature value NE is denoted
by NAMED ENT.

Edges in a dependency graph are directed
arcs. Each edge connects two nodes. Nodes
represent words along with other information
like PoS tags of the words. A node can be
connected to two types of edges: one is in-
type (or incoming) edges which are incident
on the node and the other type is out-type
(or outgoing) edges which emanate from the
node.

Features for in-type edges:

For the in-type edges we consider the features
as defined below. For illustration purpose, we
consider node numbered 14 (upregulation) as
the target node and we present below the fea-
ture values generated for the in-type edge em-
anating from node 1 (inhibits) and incident on



node numbered 14.

(a) Edge type (i.e. dependency relation) —
dep

(b) PoS of source node — VBZ

(c) Edge type combined with PoS -
dep_VBZ

(d) Text of the source node — inhibits

(e) Edge type merged with PoS and token
of source node — dep_VBZ_inhibits

(f) Stem of the source node — inhibit

(g) Edge type combined with stem of the
source node — dep_inhibit

(h) Stem of the current word combined with
edge-type and stem of the source node —
upregul_dep_inhibit

Features for out-type edges:

For out-type edges emanating from the target
word, in addition to the target word feature
we also take into consideration the features
belonging to the edge (i.e. the dependency
relation) and the destination node on which
the edge is incident.

The list of features considered for out-type
edges are listed below. For illustration, we
consider node 14 (upregulation) as the target
node and the corresponding feature values are
shown next to the out-type edge features for
the out-type edge emanating from node 14
(upregulation) and incident on node 16 (Id1).

(a) Edge type — prep_of

(b) PoS of destination node — NN

(c) Edge-type combined with PoS of desti-
nation node — prep-of_NN

(d) Text of the destination node -
NAMED_ENT

(e) Edge-type combined with the to-
ken text of the destination node —
prep_of NAMED_ENT

(f) Stem of the current word com-
bined with the edge-type and
stem of the destination node — up-
regul_prep_of NAMED_ENT

. Dependency chain: These features are syn-
tactic dependencies up to a certain depth
limit, starting from a token of interest. In
our case we consider the depth of limit three.
They are used to define the immediate con-
text of these words. 60

4.2 Features for argument extraction by edge
detection

To find out features for argument extraction, for
every sentence, we form a dependency graph con-
sisting of the triggers detected in trigger detection
step and proteins mentioned in the data set for that
sentence. Following features are extracted for ar-
gument extraction.

1. Token features: These are features of two
tokens connected by an edge. A token can
potentially be a protein (i.e NE) or a trig-
ger word detected during the trigger detection
phase. The token features are surface word,
stem, PoS, chunk and NE, BoW, prefix and
suffix, linear features, bi-gram and tri-gram
features. These have been discussed in de-
tails in Section 4.1.

2. Dependency Features: Dependency fea-
tures play important role to extract arguments
of triggers. The following dependency fea-
tures are extracted from dependency graph.

Single element feature: A path in depen-
dency graph has a starting token, ending to-
ken and some intermediate tokens. Token can
be considered as a node in the graph. A path
consists of a sequence of edges starting from
the initial node, followed by a set of interme-
diate nodes, and ending in a terminal node.

(a) For each pair of adjacent tokens, all the
dependency relations are considered.

(b) Lexical features of all the internal tokens
in the path are also considered. These
are surface word, stems, PoS, chunk,
NE, BoW, prefix, suffix, linear features,
bi-gram and tri-gram features.

(c) Dependency features that we use are
mentioned in Section 4.1.

N-gram feature: We compute the shortest
path from starting to the end token in the de-
pendency graph in figure-3. From this walk
we compute bi-grams from all the combina-
tions of two consecutive edges. In the same
way, we compute n-grams (n=3,4) by con-
sidering three and four consecutive edges, re-
spectively.

Path edge feature: For each edge in the
path, we use the edge features. Edge feature

is defined as consisting of all the lexical-level
features of the nodes connected by an edge.



S Experimental Results and Analysis

We perform experiments on BioNLP-11 Genia
event dataset'®. Statistics of BioNLP-11 dataset
for genia event extraction has been mentioned in
table 1.

Attributes Training | Development | Test
Abstracts+Full articles | 908 (5) 259 (5) 347 (5)
Sentences 8,759 2,954 3,437
Proteins 11,625 4,690 5,301
Total events 10,287 3,243 4,457

Table 1: Statistics of BioNLP-ST 2011 Genia
Event dataset (training, development and test).
Value inside parentheses indicates the number of
full articles

The overall algorithm comprises of three basic
steps: trigger detection, edge detection and argu-
ment extraction. Trigger detection is performed
using the stacked generalization method. Experi-
mental results are shown in Table 2. From the ex-

Base/Meta classifier | Classifiers | Recall | Precision | F-score
SVCOo 48.22 | 84.81 61.48
SVCl1 7442 | 67.58 70.84
svC2 65.82 | 76.61 70.81
SvVC3 71.46 | 70.42 70.94
SvCc4 66.07 | 75.49 70.46
SVC5 70.25 | 71.20 70.72
SvVC6 66.13 | 74.92 70.25
SvC7 69.57 | 71.81 70.67
SVC8 66.04 | 74.54 70.03
SVC9 68.89 | 72.08 70.45
LRO 64.69 | 76.08 69.92
LR1 64.95 | 76.28 70.16
LR2 65.22 | 76.37 70.36
LR3 65.91 | 76.46 70.80

Base level classifiers LR4 6572 | 77.33 71.05
LRS 6591 | 77.43 71.21
LR6 65.16 | 78.67 71.28
LR7 66.13 | 78.10 71.62
LR8 65.47 | 78.57 71.43
LR9 64.97 | 79.66 71.57
SGDO 7143 | 71.35 71.39
SGD1 71.38 | 71.34 71.36
SGD2 71.43 | 71.33 71.38
SGD3 71.34 | 71.36 71.35
SGD4 71.39 | 71.38 71.38
SGD5 7142 | 71.39 7141
SGD6 71.38 | 71.38 71.38
SGD7 7141 | 71.36 71.38
SGD8 71.38 | 71.42 71.40
SGD9 71.38 | 71.37 71.37

Meta level classifier | SVC 69.13 | 74.96 71.93

Table 2: Stacked generalization result in trigger
detection

perimental results of stacking mentioned in table
2, it is evident that performances of LR and SGD

Ohttp://2011.bionlp-st.org/ 61

algorithms are better than Linear SVC. SGD clas-
sifier is an implementation of SVM with stochastic
gradient descent (SGD) learning, whereas Linear
SVC is an implementation of SVM using liblinear
library. Linear SVC shows low performance, but
it is very fast. We recorded the results for each
class label (though, not shown in table) and we
see that linear SVC generates best result for Tran-
scription and Regulation type triggers. LR classi-
fier shows best result, but it takes more time than
the other two algorithms. This happens due to the
fact that each of these classifiers have their own
default parameter settings in sklearn tool. We have
tuned C parameter in SGD and Linear SVC. In
SGD classifier, we tune alpha parameter. Among
all the base-level classifiers, classifier LR7 using
Logistic Regression algorithm provides best re-
sult (F-score=71.62). Results show that stacked
model achieves better performance compared to
the best base-level classifier. Output of trigger de-
tection is fed to the input of edge detection step.
In this step we use multi-class SVM!! as a classi-
fication algorithm to find out theme and/or cause
relationships between triggers and proteins. Af-
ter finding the relationships we generate the event
expression. In Table 3 and Table 4, we show
the results of experiments on BioNLP-11 shared
task dataset on development and test set, respec-
tively. We achieve satisfactory F-score of 80.04%
on development dataset and 78.15% on test dataset
for Gene_expression type event. System also per-
forms well for protein_catebolism event with an F-
score of 91.30% on the development set. Results
of phosphorylation event is also satisfactory for
the test and development datasets (around 84% F-
score). The system suffers most for the relatively
complex regulatory events where it shows around
42% to 51% F-score.

Event Class gold (match) answer (match) recall precision fscore

Gene_expression 749 (582) 704 (581) 77.70 8253 80.04
Transcription 158 (79) 93(79) 50.00 84.95 62.95
Protein_catabolism 23(21) 23(21) 91.30 91.30 91.30
Phosphorylation 111 (94) 111(94) 84.68 84.68 84.68
Localization 67 (49) 58(49) 73.13 8448 78.40
=[SVT-TOTAL]= 1108 (825) 989 (824) 7446 83.32 78.64
Binding 373 (171) 311(171) 45.84 5498 50.00
==[EVT-TOTAL]== 1481 (996) 1300 (995 ) 67.25 76.54 71.60
Regulation 292 (104) 182 (104) 35.62 57.14 43.88
Positive_regulation 999 (376) 667 (376) 37.64 56.37 45.14
Negative_regulation 471 (168 ) 264 (168) 35.67 63.64 45.71
==[REG-TOTAL]== 1762 (648 ) 1113 (648) 36.78 5822 45.08
==[ALL-TOTAL]== 3243 (1644) 2413(1643) 50.69 68.09 58.12

Table 3: Result on development data [Approxi-
mate Span/Approximate Recursive]

Uhttps://www.cs.cornell.edu/people/tj/
svm_light/svm_multiclass.html



Event Class gold (match) answer (match) recall precision fscore

Gene_expression 1002 (728) 861 (728 ) 72.65 84.55 78.15
Transcription 174 (87) 123 (87) 50.00 70.73 58.59
Protein_catabolism 15(7) 9(7) 46.67 77.78 58.33
Phosphorylation 185 (154) 184 (154) 83.24 83.70 83.47
Localization 191 (99) 116 (99) 51.83 8534 64.50
=[SVT-TOTAL]= 1567 (1075) 1293 (1075) 68.60 83.14 75.17
Binding 491 (234) 408 (234) 47.66 57.35 52.06
==[EVT-TOTAL]== 2058 (1309) 1701 ( 1309) 63.61 76.95 69.65
Regulation 385(120) 221(120) 31.17  54.30 39.60
Positive_regulation 1443 (549) 980(549) 38.05 56.02 45.32
Negative_regulation 571 (204 ) 381(204) 3573 53.54 42.86
==[REG-TOTAL]== 2399 (873) 1582(873) 36.39 55.18 43.86
==[ALL-TOTAL]== 4457 (2182) 3283(2182) 48.96  66.46 56.38

Table 4: Results on test data [Approximate
Span/Approximate Recursive]

5.1 Effectiveness of features

Finding importance of individual feature (e.g. root
words, n-gram features, linear features etc.) used
in our experiment is not an easy task. Transfor-
mation of textual features into numeric features
generates a lot of features. For example, in trig-
ger detection step we use 38 features, but when
these are converted to numerical data for machine
learning purpose, number of features increases to
5 lakhs. Finding the most relevant set of features
from this collection is a complex problem. We
keep a record of how the original 38 features (rep-
resented in text format) are mapped in higher di-
mensional space containing more than 5 lakh of
features. For example, if we use 0-based index
for feature, then in trigger detection O-th feature
(from the 38 original features) is mapped to fea-
ture indices in the range of 0 to 11,036 and 1-st
feature (from 38 original features) is mapped to
feature indices in the range of 11,037 to 20,080
in higher dimensional space and so on. Using
Linear SVC classifier we select some of the top
features which are mapped to the original fea-
tures. We observe that the features for outgoing
edges from the dependency graph are most impor-
tant for Gene_expression, Transcription, Localiza-
tion, Phosphorylation and Binding type event trig-
gers. For Positive_regulation,Negative _regulation
and Regulation type event triggers, the most im-
portant feature is the dependency chain features.

5.2 Comparison with existing systems

For bio-molecular event extraction, the state-of-
the-art system is TEES (Bjorne, 2014), which
ranked first place in BioNLP-ST-2009'2. Along
with this we also compare our proposed system
with the other existing systems, which participated

12http://www.nactem.ac.uk/tsujii/GENIAé2
SharedTask/

in BioNLP-2011 shared task (Jin-Dong Kim,
2011) . Our experimental results show recall,
precision and F-score values of 50.69%, 68.09%
and 58.12%, respectively on development dataset,
whereas official result attained by TEES (Bjorne,
2014) is 52.45%, 60.05% and 55.99% respec-
tively. As compared to the official scores of TEES
on the test set (recall: 49.56%, precision: 57.65%
and F-score: 53.30%), our system achieves recall,
precision and F-score values of 48.96%, 66.46%
and 56.38%, respectively. Hence, our system per-
forms better with more than 3 points. While we
compare our proposed model with the systems
presented in BioNLP-2011 (Jin-Dong Kim, 2011),
it shows that we achieve performance very close
to the best performing system, FAUST (Sebas-
tian Riedela and Manning, 2011)(recall:49.41%,
precision: 64.75% and F-score:56.04%) and better
than the second ranked system, UMass, (McCal-
lum, 2011) (recall:48.49%, precision:64.08% and
F-score:55.20% ). A recently developed system
named as EventMine (Makoto Miwa and Anani-
adou, 2013), which made use of coreference res-
olution obtains significant improvement with re-
call, precision and F-score of 51.25%, 64.92%
and 57.28%, respectively. The performance in
our model is very close to system, EventMine
(Makoto Miwa and Ananiadou, 2013).

5.3 Error Analysis

In order to gain more insights we analyse the out-
puts to find the errors and their possible causes.
We perform quantitative analysis in terms of con-
fusion matrix, and qualitative analysis by look-
ing at the outputs produced by the systems. For
trigger detection and classification we observe
that the system performs satisfactorily well for
gene_expression and phosphorylation types. How-
ever, the classifier does not show convincing re-
sults for regulation type events which are, in gen-
eral, difficult to identify and classify. One of the
reasons may be the less number of training in-
stances of regulatory events. Classifier finds it
difficult to disambiguate the cases when any par-
ticular instance belongs to more than one type.
For example, token transfection originally be-
longs to both the types, Gene_expression and Pos-
itive_regulation, but our system is unable to detect
it even as a trigger word. On the other hand, the
word Overexpression is originally a non-trigger
word, but our system detects Overexpression as



trigger word of types Gene_expression and Posi-
tive_regulation both.

In argument extraction step, arguments of the
triggers detected in trigger detection and classifi-
cation step are identified. Relation between a trig-
ger word and its argument is also found out in
this step. Possible arguments are proteins and/or
event trigger words. Possible relations are theme
and cause. From a closer analysis we see that our
system performs satisfactorily in detecting theme
argument, but for detecting cause argument clas-
sifier is not very robust. This may be due to the
fact that a cause expression could be both a pro-
tein (or, NE) or an event trigger expression. The
system suffers most for the regulatory events as
the errors might have propagated from the earlier
step, i.e. trigger detection and classification step.
For example trigger word phosphorylation in one
example sentence is originally a theme argument
of a regulatory event, but our system is unable to
detect the trigger word phosphorylation as an ar-
gument of that regulatory event.

6 Conclusion and Future Works

In this paper we propose a stacking approach for
event extraction. The idea of stacking is to per-
form cross-validation on the training data set using
some learning algorithms in order to create a meta-
level data set. Meta-level dataset is formed using
predictions generated by the learning algorithms
along with the actual output class. In edge detec-
tion step, we find out arguments of the triggers de-
tected in trigger detection step using SVM algo-
rithm. To find correct combination of arguments
we use rules of bio-molecular events and form an
event expression consisting of event trigger, its
class and arguments. Experiments on BioNLP-
2011 datasets show the efficacy of our proposed
model with significant performance improvement
over the state-of-the-art systems. This improve-
ment is due to application of stacking aproach
along with efficient features. In future we would
like to study whether coreference resolution could
improve the performance of the system.
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Abstract

Conversation is often considered as the most
problematic area in the field of formal lin-
guistics, primarily because of its dynamic
emerging nature. The degree of complexity
is also high in comparison to traditional sen-
tential analysis. The challenge for develop-
ing a formal account for conversational anal-
ysis is bipartite: Since the smallest structural
unit at the level of conversational analysis is
utterance, existing theoretical framework has
to be developed in such a manner so that it
can take an account of the utterance. In addi-
tion to this, a system should be developed to
explain the interconnections of the utterances
in a conversation. This paper tries to address
these two tasks within the transformational
and generative framework of Minimalism,
proposed by Chomsky, with an emphasis on
the Bengali particle to — traditionally classi-
fied as indeclinable.

1 Introduction

Formal modeling of conversation is still consid-
ered as daunting task in the fields of both compu-
tational and cognitive linguistics. In spite of the
emphasis by Chomsky (1986) on the questions of
(a) what constitutes the knowledge of language,
(b) how is knowledge of language acquired, and
(c) how is knowledge of language put to use, a
few approaches has really dealt with the last
questions of the above mentioned series. Though
formal theories are proposed to deal with the
very nature of knowledge of language in linguis-
tics, very less has been done to understand how

tHis KNONYIGAGSE 5 PUE AR S56AADIN,Fae, 987
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framework of Transformational and Generative
Grammar (henceforth, T-G Grammar). Under
this situation, the paper seeks to investigate how
knowledge of language is put to use. More spe-
cifically, the paper intends to explore how effi-
ciently the semantics and pragmatics of conver-
sation can be explained within the existing theo-
retical framework of T-G Grammar. Consider the
following example:

1.  Speaker_1 susil-¢ as-¢-b-e to
Sushil-Nom come-¢-fut-3.fut prt
Will Sushil come?
Speaker 2 hyd  susil-¢ as-¢-h-e

yes Sushil-Nom
Yes, Sushil will come.

come-¢-fut-3.fut

In this piece of communication, Speaker_1 asks a
question about the arrival of Sushil. In response
to Speaker 1°s query Speaker_2 confirms
Sushil’s arrival. The current status of linguistic
enquiry in the field of syntax and semantics does
not deal with this type of connected speech
which we encounter often in our daily life. In
most of the cases, idealized sentential representa-
tion is discussed to unveil the grammatical intri-
cacies. Interestingly, what falls outside of the
scope of these sorts of investigation is a system-
atic exploration into what we would call the
grammar of conversation. The importance of
studying the grammar of conversation also lies
with the fact that conversation embodies many
principles of complex dynamic system. Under
this situation, this paper attempts to address those
problems involved in the formal modeling of the
conversational discourse with in framework of
Minimalist Program (Chomsky, 1995) with a
specific emphasis on the behavior to Bengali par-
ticle to — traditionally classified as indeclinable.
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Unlike the major lexical expressions, to as a dis-
course particle hardly contributes in the content
of the sentence; rather, it is used to induce some
effect of emotional coloring on the content itself.
By emotional coloring we do mean various states
of minds involved in the act of questioning,
doubting, confirming, requesting etc. From the
perspective of conversation analysis, the expres-
sions like to are extremely crucial primarily be-
cause of their role in ongoing epistemic negotia-
tions happening between the interlocutors, i.e.
the negotiation holding between Speaker_1 and
Speaker_2. In virtue of contributing in the epis-
temic negotiation in terms of various emotional
colors as is mentioned above, it expects other
sentential discourses. As a consequence, it be-
comes quite essential to investigate how this ca-
pacity of meaning making can be talked about in
terms of the pragmatic, semantic and syntactic
behaviors of to.

To attain the above stated goal, the paper will
explore the sentential level semantics and prag-
matics of to in Bengali in Section 2. In Section 3,
this discussion will be further augmented with a
discussion of some pragmatic observations re-
garding the linguistic behavior of to to elucidate
how current understanding of Pragmatics can
provide some important clues about the formali-
zation of the problem stated above. Finally in
Section 4, we have proposed a theoretical
framework which is crucial in providing a sys-
temic formal account of conversation.

2 Indeclinable to in Bengali

Traditionally, to is classified as indeclinable for
the reason of not being affected by the inflec-
tions. It is not being expected by the major lexi-
cal categories of a sentence. Its significance lies
with its capacity to change the overall sense of a
sentence. In addition to this it is also noticed that
the incorporation of to has its direct bearing on
the pitch contour of the sentence itself. Compare
the sentences cited in (2) and (3):

2. susil-¢ kal-¢ bajar-e
Sushil-Nom  yesterday-L0Cemp market-LOoCgpatial
giy-ech-il-o

go-perf-past-3.past
Sushil had gone to the market yesterday

3. susil-¢ to kal-¢ bajar-e
Sushil-Nom  prt yesterday-LOCemp ~ Market-LOCspatial
giy-ech-il-o

go-perf-past-3.past
Sushil had gone to the market yesterday
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As per the traditional practice, articulations of
declarative sentences seem to be the objective
rendition of the real world phenomena. For the
interpretation of a declarative sentence like (2),
one has no need to invoke the knowledge of pre-
ceding and following sentences, as if (2) is self-
sufficient. In contrast, the sentences like the one
cited in (3) is considered as unreal in virtue of
being stated in a mood other than declarative.
What distinguishes (3) as unreal is the presence
of to in it. Incorporation of to in (2) results into
an articulation stated in irrealis mood. Irrealis
mood covers a wide range of emotional in-
volvements like questioning, affirming etc. In
other words, (3) is not an objective rendition
about any worldly phenomena but involves a
wide range of subjective necessities to satiate its
meaning construing capacity. At least in case of
to, it is also possible to show that change of its
position in (3) confirms different types of re-
quirements raised by the context of communica-
tion within which the sentence is embedded in.
Consider the following sentences:

4. susil-¢ kal-¢ to
Sushil-Nom yesterday-L0Cemp prt
bajar-e giy-ech-il-o

market-LOCspaial go-perf-past-3.past
Sushil had gone to the market yesterday

5. susil-¢ kal-¢ bajar-e
Sushil-Nom yesterday-LoCemp market-LOCspaial
to giy-ech-il-o

prt go-perf-past-3.past
Sushil had gone to the market yesterday

6. susil-¢ kal-¢ bajar-e
Sushil-Nom yesterday-L0OCtemp market-LOCspatial
giy-ech-il-o to

go-perf-past-3.past prt
Sushil had gone to the market yesterday

The other point which needs to be brought into
the notice is the capacity of to of putting empha-
sis on the different constituents of a sentence. To
represent emphasis, bold letters are used. Change
in position changes the pattern of emphasizing
while keeping the emotional content intact.
Change in emotional content can only be in-
itiated by ensuring the change in the pitch con-
tour: From Fig. 1, it is visible that in case of af-
firming the stress is put on the syllables quite
differently than it is put in case of questioning.
Moreover the point we want to make here is that
emotional conditioning has the power to super-
sede the lexical conditioning while emphasizing
the communicative intention.



affirming
2.51428571

Pitch (Hz)

Pitch (Hz)

Fig. 1. susil kal bajare giyechilo to

It is not hard to show that the ambiguity in the
emotional content is always relative to pitch con-
tour carried by an utterance. For example the
ambiguity between affirming and question-
ing/doubting in case of (7) can be solved by tak-
ing an account of the associated pitch contour.

7. susil-¢ as-¢-b-e to
Sushil-Nom come-¢-fut-3.fut prt
Will Sushil come?

However, when the sense of request is prevail-
ing, no such ambiguity in terms of emotional
content is noticed:

8.  ekbar es-¢-¢-0 to
once come-¢-pres-2.pres  prt
Come once.

Beside this, to can also appear with ¢ai and hay.
The resultant forms taito and hay-to, can mean
several things depending on the context:

9. i to bal-ch-¢-i
because prt  tell-cont-pres-1pres
That is why, | am telling (this).

10 ha-¢-¢-y to ta-i
be-¢-¢-3pres.imp  prt  that-emph
Probably, I have said so.

bal-ech-g-i
tell-perf-pres-1pres

Though taito and hayto are composed of two
different morphemes, they are often treated as
single forms. Because of the anaphoric nature of
tai, taito establishes a relation between the cur-
rent articulation and the previous articulations.

In a conditional construction like (11), inclusion
of to as in (12) brings different shades of inter-
pretation which is equivalent to adau jadi balte
dao “if at all you allow me to speak”. 67

11.  bal-te di-le bal-¢-¢-i
tell-prt give-prt tell-¢-pres-1.pres
If you allow then only | speak.

12.  bal-te di-le to bal-¢-¢-i
tell-prt give-prt prt  tell-¢-pres-1.pres

If you at all allow me to speak.

to can also be used in a negative sense:

13 bal-te di-le to
tell-prt give-prt prt
We are not allowed to speak

When to is used in conjunction with the fu-
ture tense, it results into the sense of doubt
and/or questioning. Consider (14):

14.  bal-te de- ¢-b-e to
tell-prt  give-¢-fut-3.fut  prt
Will they allow us to speak?

On the basis of this discussion, what we can ar-
gue that to is primarily an expression not con-
taining anything which is propositional in nature.
As a consequence, the meaning construing ca-
pacity of it cannot be discussed in terms of the
truth conditions. Under this situation what will
be of interest is the way we understand the mean-
ing construing capacity of to: to as an emphatic
indeclinable has the power to change the mean-
ing of the propositional content of the sentence
within which it is embedded. The appearance of
to in a sentence has distinct phonological bearing
which is directly connected with the emotional
coloring effect. Therefore, a theoretical account
of the meaning construing capacity of to should
have some component to deal with the phonolog-
ical aspect involved with it.

3 Bengali particle to in the light of
Pragmatics

On the basis of discussion of Section 2, at least
two different aspects of to can be talked about:
Firstly, during conversation, the indeclinable to
plays a crucial role in imposing the illocutionary
force on the propositional content of the articula-
tion. As a consequence the syntax and semantics
of to is not interpreted within the scope of IP (=
Inflectional Phrase); rather we do feel IP is dom-
inated by the dis-course particles like to. A simi-
lar observation is also made by Searle (1969)
while explaining the interrelation holding be-
tween illocutionary force (= F) and the proposi-
tional content (= p). To represent the interaction,
Searle proposes the following scheme: F(p).



Vanderveken (1990) has also supported this pro-
posal.

Secondly, a point to be noted here regarding the
linguistic behavior of discourse particles like to:
The meaning construing behavior of discourse
particle to is not restricted within the scope of the
utterance where it is embedded. Its meaning con-
struing behavior often invokes the context for
other utterances. This has already been noticed in
the discussions of Section 1 and 2. Therefore, to
exhaust its meaning construing capacity, an ana-
Iytical framework should have some provisions.

Under this situation, then, what we want to look
for in this paper is an unified theoretical account
which can take care of aforementioned bilayered
meaning construction: In one layer, to as an em-
phatic particle will determine the illocutionary
aspect of the utterance; and, in other layer it will
motivate a move to satisfy the requirements
possed by the perlocutionary act of the following
utterance. Note the concepts of locution, illocu-
tion and perlocution are first proposed by Austin
(1975).

4 Discussion

While dealing with the problem of to, Bayer et
al. (2014) considers Rizzi’s model, proposed in
the year of 1997, where the syntactic representa-
tion of force is proposed as the highest functional
projection: Rizzi argues CP (= Complimentizer
Phrase) is composed of ForceP (= Force Phrase),
FocP (= Focus Phrase) and TopP (= Topic
Phrase) just like the way IP contains information
about TP (= Tense Phrase) and AgrP (= Agree-
ment Phrase). Rizzi’s proposal in this regard can
be summarized in the following figure:

ForceP
__J_.-—""\-\.__H_-
- Py

Pc;c*e poP“

. -

h
'3."'

Té;p

Foc  TopP*

T

.
FinP
e,
- -

Tcrp

Fin “Ip*
Fig. 2. Rizz’s proposal: Pragmatization of Syntax
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Rizzi’s proposal provides some solution to the
incorporation of pragmatic content in the existing
framework of syntax. In other words, syntax is
now capable enough in taking an account of the
utterance.

4.1 Incorporating lllocution

To incorporate the illocutionary aspect of an ut-
terance, the existing theoretical framework has to
undergo certain types of modifications. These
modifications will be elaborated now in this sec-
tion. Consider the following examples:

15, susil-¢ to
Sushil-Nom prt
Sushil will come.
[Confirming: keu na eleo, susil to asbe
“even if nobody comes, (I do believe),
Sushil will come™]

16.  susil-¢ as-¢-b-e to
Sushil-Nom come-¢-fut-3fut prt
Will Sushil come?

as-¢-b-e
come-¢-fut-3fut

Following Rizzi’s proposal, for (15) we get the
syntactic representation of Figure 3. As per this
representation, to originates at the Head-FocP
position. As an emphatic particle to contains
[+emph] feature which belongs to the [+F] class.
The DP moves from Spec-AgrSP (= Specifier
position of Subject-Agreement-Phrase) to Spec-
FocP (= Specifier position of Focus Phrase) in
order to get the focus feature checked:

FocP

Fig. 3. Syntactic representation of 15



In other words, [+emph] feature belonging to
[+F] class feature is attributed to phrase migrated
from Spec-AgrSP position to Spec-FocP. The
syntactic representation for (16) is can also be
provided following the same line of reasoning:

FocP

AgrSP Foc

N

Foc o
to 7 AgrsP

“.susil asbe~

Fig. 4. Syntactic representation of 16

As per these representations, to originates in the
Head-FocP (= Head position of the Focus
Phrase) position with head feature +F. Solution
to this specific problem can be generalized over a
class of linguistic constructions involving the
phenomenon of focusing. The generalization,
then, would provide an interpretation (Fig. 5)
that Head-FocP attracts the emphasized XP to-
wards itself in order to get the +F feature
checked; and this in turn remains the sole moti-
vation for the movement of emphasized XP to
the Spec-FocP position.

FocP
Spec Foc’
A
5 Foc ;
[+F] AgrsP
[XPl¢

Fig. 5. Motivation for the movement of the em-
phasized phrase in the Spec-FocP position

In other words, the proposal creates a motivation
for the phrase marked with +F to move out from
its original position to a higher node to satisfy
the need of interpretation: What remains un-
interpreted in its original position becomes com-
pletely interpretable due to its movement to thgy

Spec-ForceP position. Till now, the first layer of
the bilayered representation discussed in Section
3 is outlined. Rest of this article will now deal
with the second layer of the bilayered representa-
tion.

To address the problem of capturing illocution-
ary aspect of an utterance, we will adopt a way
similar to the one we have discussed above fol-
lowing the proposal developed in Karmakar et al.
(2016). As per this proposal the FocP moved to
Spec-ForceP position to check the head feature
of the ForceP. Note that in (15) the head feature
is [+R]; and, in (16) it is [+Dr].

ForceP K
Spec Force’ Spec Force’
/\ "
Force Force
[+R] FocP [+Dr] FocP
e [XPlag--- [ XPlipye--
(15) (16)

Fig. 6. Capturing illocution

To propose an effective way to capture illocution
we would like to accommodate the taxonomy of
speech acts as is proposed by Searle (1976): As
per this proposal, speech acts can be reduced into
five main types namely (a) representatives (=
[+R] = asserting, concluding etc.), (b) directives
(= [+Dr] = requesting, questioning etc.), (c) com-
missives (= [+C] = promising, threatening, offer-
ing etc.), (d) expressive (= [+E] = thanking,
apologizing, welcoming, congratulating etc.),
and (e) declarations ( = [+DI] = excommuni-
cating, declaring, christening etc.)

4.2 Conversation in terms of illocution and
perlocution

Conversation differs from the isolated utterances
in several respects: In conversation, utterances
often stand in some relation to the other utteranc-
es in order to satisfy different degrees of expec-
tancies. Conversation is not something static ra-
ther it is a dynamic network of different inten-
tions. Following Austin, these intentions can be
best talked about in terms of different acts —
namely locutionary act, illocutionary act and per-



locutionary act. Locutionary act is primarily con-
cerned about those facts which are central in
making sense in language; lllocutionary act is
performed by the speaker to express that inten-
tion which is not directly associated with the dis-
crete lexicalized content of the articulation; And,
perlocutionary act is all about what follows an
utterance in a conversation.

Following Karmakar et al. (2016), we propose a
further split of ForceP into perlocutionary phrase
(= PerlocP) and illocutionary phrase (= IllocP) to
capture the way different types of speech acts
interacts with each other during conversation. In
our earlier discussion, we have shown how illo-
cutionary act can be handled within the syntactic
framework of minimalist program; and, now we
are proposing the following scheme of represen-
tation for (1) as an exemplar to show how syntax
of conversation can be modeled to take an ac-
count of the emerging network of intentions dur-
ing different turns:

PerlocP
Perloc’
Perloc lllocP
N
IllocP
/\ | Spec Iloc’
' ! Iy
Spec llloc 3
A : llloc
Illoc hya FocP
L By S S S
A (XPlioi

Fig. 7. A Minimalist representation of (1) in
terms of perlocution and illocution

As per this representation IllocP dominating
...[XP]+pr... connected with the IllocP dominat-
ing ...[XP].p... not under any influence of the
illocutionary acts (marked with subscripts +Dr
and +DlI respectively) but definitely due to the
act of perlocution expected by the utterance of
Speaker_1. Also note that, hya appears in the
Head-IllocP position and moves to the Head-
PerlocP position to satisfy the expectancy of the
speech act performed by Speaker_1. This posi-
tion is a bit different from what Karmakar et al.
(2016) has claimed in their paper. 70

5 Conclusion

Since conversation is the most prevalent
form of human communication, a formal
study of conversation as an embodiment of
complex adaptive system may reveal various in-
tricacies involved in the process of conversing.
We have attempted one such intricacy to explore
which principles and parameters are in work to
make a communication meaningful. A little at-
tention will reveal the fact that the approach we
have argued for encompasses the questions of
both “what constitutes the knowledge of lan-
guage” as well as “how this knowledge is put to
use”. Future research along this line demands a
more rigorous characterization of various con-
cepts which remain crucial in defining their role
in construing the structure of conversation in
general.
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Abstract

In the paper we try to show that a lazy
functional language such as Haskell is a
convenient framework not only for imple-
menting dependency parsers but also for
expressing dependency grammars directly
in the programming language in a com-
pact, readable and mathematically clean
way. The parser core, supplying neces-
sary types and functions, is presented to-
gether with two examples of grammars:
one trivial and one more elaborate, allow-
ing to express a range of complex gram-
matical constraints such as long distance
agreement. The complete Haskell code of
the parser core as well the grammar exam-
ples is included.

1 Introduction

Functional programming is nowadays probably
the most rapidly developing subfield in the domain
of theory and implementation of programming
languages. Functional languages, with Haskell as
their flagship, are continuously evolving, mostly
by absorbing more and more mathematics (ab-
stract algebra, category theory). This translates
into their increasing expressiveness, which is di-
rectly usable by programmers.

The combination of keywords functional pro-
gramming and parsing usually brings to mind the
monadic parsing technique (Hutton and Meijer,
1998) developed as an attractive functional of-
fer for parser builders. This technology is ded-
icated mostly to artificial languages. Much less
work has been done in functional programming
paradigm regarding natural language parsing tech-
nologies. The outstanding exception is the Gram-
matical Framework environment (Ranta, 2011).
Written in Haskell with extensive use of higher-

order abstraction and laziness property, it offefd
D S Sharma, R Sangal and A K Singh.

impressive capabilities of making generalizations
in all conceivable dimensions in a large and highly
multilingual language model including morpho-
logical, syntactic and semantic layers. Some other
works, which may be mentioned here, are due to
Ljunglof (2004), de Kok and Brouwer (2009), Ei-
jeck (2005).

As far as dependency-based parsing and lan-
guage description is concerned (Kubler et al.,
2009), the author is not aware of any attempts to
apply functional programming techniques.

Below we try to show that a lazy functional lan-
guage such as Haskell is a convenient framework
not only for implementing dependency parsers but
also for expressing dependency grammars directly
as Haskell code in a compact, readable, and math-
ematically clean way.

A question may arise: why the ability to write
a grammar directly in a programming language
should be considered desirable. There are already
plenty of grammatical formalisms to choose from.
And what makes Haskell more interesting target
language then others, e.g. Python. The answer
to the first questions is: (1) the grammar writer is
free in choosing the way the lexical and grammat-
ical description is formulated; (2) full strength of
the language may be used according to the needs.
DCG grammars (Pereira and Warren, 1980) are a
good example here. The answer to the second one
is: (1) the grammar may be expressed in declar-
ative way in the language very close to that of
mathematics, in terms of basic mathematical no-
tions such as sets, functions, and relations; (2)
functional character of Haskell allows for mak-
ing generalizations wherever the grammar writer
finds it advantageous; (3) Haskell syntax allows
for formulating grammatical statements in a com-
pact, clean, mathematical manner; (4) Haskell li-
braries supply support for mathematical objects
frequently used in language description, e.g. lat-
tices (cf. Koster, 1992; Levy and Pollard, 2001),
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semirings (cf. Goodman, 1999), to mention just
two.

2 The Haskell toolbox

Haskell is a purely functional programming lan-
guage, applying lazy evaluation strategy, see
(Jones, 2002) for language specification, (Lipo-
vaca, 2011) for introductory course, and (Yorgey,
2009) for information on advanced Haskell alge-
braic type classes. We will take a closer look at
two Haskell types on which the parser and gram-
mar implementation is based:

[a] — list of elements of type a

a—[al —a function taking an argument
of type a and returning a list of el-
ements of type a.

Below, we are going inspect the properties of
those types as well as functional tools which will
allow us to operate on them conveniently.

Lists are used to store collections of values.
Their interpretation depends on the context. We
use lists for representing sequences, sets, alterna-
tives of values as well as possible lack of a value
(singleton list - value exists, empty list - no value).
The other important type is the type of functions
that take an argument of some type a and return
a list of values of type a, i.e. the type a —[al.
These are functions which return sequences, sets,
alternatives, or a possibly lacking value, all repre-
sented by lists. Here are some examples:

o the function which extends the parse with a
new node produces several alternative results
for the word "fly" (type Parse —[Parse]);

e the function returning the preceding node
has no value for the first node (type
Node — [Node]);

o the function computing transitive heads
of a node returns a set of nodes (type
Node — [Node]).

A list type [a] is obtained by applying the list
functor [] to some type a, with no constraints on
what a is. Two properties are particularly useful:
(1) the list functor [] is an instance of Monad; (2)
a list of elements of any type is an instance of
Monoid.

Functions and operators from both classes
(Monoid and Monad) may be intermixed for list¢

because they share the value-combining operation:
both the join' operation in the list monad and the
operation in the monoid [a] is concatenation. An
important consequence of the fact that [a] is an
instance of Monoid is that all functions which re-
turn [a] are also instances of Monoid. Below we
summarize the list of operators on values of type
[a] and a -> [a], supplied by classes Monad and
Monoid, which we will make use of.

e ©:[a] —[a] —[a]
(instance Monoid [a])

xs @ ys combines values contained in xs with
those in ys producing one list with both xs
and ys;

e O:(a—[al)—(a—[a]l)— (a—[al)
(instance Monoid (a -> [a]))

f @ g combines functions f and g, which both
return a list of values of type a, into a single
function returning one list that contains the
return values of both f and g;

e >=>: (a—[a])— (a—[a]l)— (a—[al)
(instance Monad [])

f >=> g composes functions f and g in one
function (of the same type). The resulting
function applies g to each value from the list
returned by f and returns the results com-
bined in one list;

e >>=:[a]l = (a—[a]) — [a]
(instance Monad [1)

[a] >>= f applies f to all values from [a]
and combines the results.

In addition to the operators listed above, we will
use the function:

e pure:a—[a]
(instance Applicative [])

which returns a singleton list containing its
argument. It is equivalent to the monadic
return function, but it reads much better in
our contexts.

Having a function of type a— [a], we will be
frequently also interested in its transitive closure
or reflexive transitive closure (strictly speaking -
the term transitive closure refers to the underlying

!'The operation which transforms a list of lists into a flat
list.



relation). We will introduce the family of closure
functions. They are used for example to obtain the
function which computes transitive heads from the
function that returns the head.

clo,mclo,rclo,mrclo: (a—[a]l) wa—[a]

clo f =f >=> ( pure®clo f )

rclo f = pure®clo f

mclo f = f >=> mrclo f

mrclo f x = let fx = f x in if null fx

then pure x
else fx >>= mrclo f

The function clo computes the closure of its
argument function f. The function f is (Kleisli)
composed with the function which combines ()
its arguments (pure values of f) with the values of
recursive application of clo f on each of those ar-
guments. The function rclo computes the reflex-
ive transitive closure of its argument function f.
The argument itself (pure) is combined () with
the values returned by clo f applied to this argu-
ment. The mx versions of clo and rclo return only
maximal elements of closures, i.e. those for which
the argument function f returns no value.

The operators and functions presented above
will be expecially useful for working with rela-
tions. This is undoubtedly the most frequently
used mathematical notion when talking about de-
pendency structures. We use relations to express
relative position of a word (node) with respect to
another word (predecessor, neighbor, dependent,
head). We also frequently make use of such oper-
ations on relations as transitive closure transitive
head, reflexive transitive dependent) or composi-
tion (transitive head of left neighbour).

Haskell is a functional language. We will thus
have to capture operations on relations by means
of functions. The nearest functional relatives of a
relation are image functions.

Given a relation R C A x B, the image func-
tions R[] are defined as follows (1 — image of an
element, 2 — image of a set):

(1) Rlz]
@ RI[X]

{y | xRy} where z € A
{y|z€ X ANzRy} where X C A

Haskell expressions corresponding to image
functions and their use are summarized below (x
has type a, xs has type [a], r and s have type
a —[al): 73

Rz rx (or pure x >>= r)

R[X] Xs >>= r
(RoS)| s 5> r
(RUS)[[] r®s
R[] clo r
R*[] rclo r

3 Data structures

The overall design of the parser is traditional.
Words are read from left to right and a set of alter-
native parses is built incrementally. We start with
describing data types on which the parser core is
based. They are designed to fit well into the func-
tional environment?,

3.1 The Parse type

A (partial) parse is represented as a sequence of
parse steps. Each step consumes one word and in-
troduces a new node to the parse. It also adds all
the arcs between the new node and the nodes al-
ready present in the parse. All the data added in
a parse step — the index of the new node, its cat-
egory and the information on its connections with
the former nodes — will be encapsulated in a value
of type Step:

type Parse = [Step]

data Step Step Ind Cat [Arc] [Arc]
deriving (Eq,0rd)

A value of type Step is built of the type con-
structor of the same name and four arguments:

(1) the word’s index of type Ind. It reflects the
position of the word in the sentence. It is also
used as the node identifier within a parse;

(2) the syntactic category of the node represented
by a value of type Cat;

(3) the arc linking the node to its left head. This
value will be present only if the node is pre-
ceded by its head in the surface ordering. List
is used to represent a possibly missing value.

(4) the list of arcs which connect the node with
its left dependents.

We also make Step an instance of the classes
Eq and Ord. This will allow us to use comparison
operators (based on node index order) with values
of type Node introduced below.

The value of type Arc is a pair:

The functional programming friendly representation of a
parse was inspired by (Erwig, 2001).



type Arc = (Role,Ind)

where Ind is the integer type.

type Ind = Int

For the sentence John saw Mary. we obtain the
following sequence of the parse steps:

[ Step 3 N [(Cmpl,2)] [1,
Step 2 V [] [(Subj,1)],
Step 1 N [] [1] |

We introduce three operators for constructing
a parse:

infixl 4 <<, +->, +<-
(<<) :: Parse -> (Ind,Cat) -> Parse
p << (i,c) =Stepic ] I] :p

(+->), (+<-) :: Parse -> (Role,Ind) -> Parse
(Stepic[]d:p) +-> (r,j) = Stepic [(r,j)]d :p
(Stepi ch d:p) +<- (r,j) = Stepich ((r,j):d):p

The operator << adds an unconnected node with
index i and category c to the parse p. The oper-
ator +-> links the node i as the head of the cur-
rent (last) node with depencency of type r. The
operator +<- links the node i as the dependent of
the current node with depencency of type r. All
the operators are left associative and can therefore
be sequenced without parentheses. The expression
constructing the parse for the sentence John saw
Mary. is presented in Figure 1.

3.2 The Node type

In ¢-th step, the parser adds the node ¢ to the parse
and tries to establish its connections with nodes
1 — 1,7 — 2, .., 1. In order to make a decision
whether the dependency of type r between nodes
¢ and j, j < 14, is allowed, various properties of
the node j has to be examined. They depend on
the characteristics of the grammar. Some of them
are easily accessible, such as the node’s category.
Other ones are not accessible directly, such as e.g.
the set of roles on outgoing arcs, categories of de-
pendent nodes.

When the parser has already performed n steps,
full information on each node 7,7 < n, including
its connections with all nodes 7,5 < n, is avail-
able. In order to make this information accessible
for the node 7, we use the structure of the follow-
ing type for representing a node:

74

data Node = Node [Step] [Step] deriving (Eq,0rd)

The first list of steps is the parse history up to
the step ¢. The second list contains the steps which
follow ¢, arranged from the one directly succeed-
ing 7 up to the last one in the partial parse.

The node representation contains the whole
parse, as seen from the node’s perspective. The
redundancy in the node representation, resulting
from the fact that the whole parse is stored in
all nodes during a computation, is apparent only.
Lazy evaluation guarantees that those parts of
the structure, which will not be used during the
computation, will never be built. Thus, we can
see a value of type Node, as representing a node
equipped with the potential capability to inspect
its context. In the last node of a parse, the history
list will contain the whole parse and the future list
will be empty.

lastNode :: Parse — Node
lastNode p = Node p []

The following functions will simplify extracting
information from a Node value.

ind :: Node — Ind
ind (Node (Step i _ _ _ : _) _)
cat :: Node — Cat
cat (Node (Step _ ¢ _ _ : _) _)

1}
-

1}
(g}

hArc, dArcs :: Node — [Arc]
hArc (Node (Step - _ h _ : _) _) =h
dArcs (Node (Step - _ _d : _) ) =d

The most essential property of a Node value is
probably that all the other nodes from the partial
parse it belongs to may be accessed from it.

lng, rng :: Node — [Node]

1ng (Node (s:s’:p) q) = [Node (s’:p) (s:q)]
lng _ =[]

rng (Node p (s:q)) = [Node (s:p) ql

rng _ = [

preds, succs :: Node — [Node]
preds = clo lng
succs = clo rng

The function lng (left neighbour) returns the
preceding node. The last step in the history list is
moved to the beginning of the future list, provided
that the history list contains at least two nodes.
The function rng (right neighbour) does the op-
posite and returns the node’s successor. The clo
function was used to compute the list of predeces-
sors and successors of a node.

The next group of functions allows for access-
ing the head and dependents of a node. List com-
prehensions allow for their compact implementa-
tion:



[1 << (1,N) << (2,V) +<- (Subj,1) << (3,N) +-> (Cmpl,2)
.V .V .V

e}

N N v N N N N N

Figure 1: The expression for the parse: [ Step3N [(Cmpl,2)]1 [1, Step2V [] [(Subj,1)], StepIN[][]]
ldp’,rdp’,dp’,1lhd’,rhd’,hd’ :: Node — [ (Role, Node)] lhdBy rv=1[vVv" | (r,v')«1lhd’ v ]
ldp’ v=[(r,v")|v'«+predsv, (r,i)«dArcsv,indv’'=1i] rhdBy rv=1[v' | (r,v')«rhd" v ]
rdp’ v=1[(r,v")|v'«succs v, (r,i)<hArcv’,indv=i] hdBy r = lhdBy r @ rhdBy r

dp’ = 1ldp’ & rdp’

lhd’ v=[(r,v")|v'«predsv, (r,i)«<hArcv,indv’'=i]
rhd’ v=1[(r,v")|v'«succsv,(r,i)«<dArcsv’,indv=i]
hd’ = lhd’ & rhd’

The function ldp’ (left dependent) returns the
list of left dependents of the node v together with
corresponding roles: these are such elements v’
from the list of predecessors of v, for which there
exists an arc in dArcs v with index equal to the
index of v’. To get the list of right dependents
(rdp’) of v, we select those nodes from the list
succs v, whose left head’s index is equal to that of
v. The functions rhd’ (right head) and 1hd’ (left
head) are implemented analogously. The function
dp’ which computes all dependents is defined by
combining the functions ldp’ and rdp’ with the
operator @ (similarly hd’).

These primed functions are not intended to be
used directly by grammar writers (hence their
primed names)}. They will serve as the basis
for defining the basic parser interface functions:
group of functions for computing related nodes
(ldp, rdp, ...), group of functions for computing
roles on in- and outgoing arcs (ldpr, rdpr, ...), and
finally the group of function for accessing nodes
linked with dependency of a specific type (LdpBy,
rdpBy, ...).
ldp, rdp, dp, lhd, rhd, hd :: Node — [Node]
ldp = fmap snd . ldp’

( similarly rdp, dp, lhd, rhd, hd)

1dpBy, rdpBy, dpBy :: Role — Node — [Node]

ldpBy rv=1[ v' | (r,v')«1ldp’ v ]

rdpBy rv=1[ v’ | (r,v')<«rdp’ v ]

dpBy r = 1dpBy r @ rdpBy r

ldpr, rdpr, dpr, lhdr, rhdr, hdr :: Node — [Role]

ldpr = fmap fst . ldp’
( similarly rdpr, dpr, lhdr, rhdr, hdr)

1hdBy, rhdBy,hdBy :: Role — Node — [Node]

3They are not of type a — [a] and are far less usefull then
e.g. functions of type Node —[Node] defined below (ldy5
rdp, ...).

The functions for navigating among nodes* are
summarized in Figure 2.

lng preds = clo lng
..... Qe - - . 000000 e - - - - - -
rng succs = clo rng
...... o Y 0]0]00]0]0)
1dp rdp
dp = ldp @ rdp Imodp
lhd rhd
hd = 1hd @& rhd root = mrclo hd

YOS

Figure 2: Node functions (black dot - the argu-
ment, circles - values)

We will end with defining three more use-
ful functions: 1m and rm for choosing the left-
most/rightmost node from a list of nodes, and
hdless for checking whether the argument node
has no head.

1m, rm :: [Node] -> [Nodel]
im [1 =[]

im xs = [minimum xs]

rm [1 =[]

rm xs = [maximum xs]
hdless :: Node — Bool

hdless = null o hd

*Many other useful functions for navigating among
parse nodes may be defined using the ones introduced
above, for example: subtree = rclo dp, root = mrclo hd
tree = root >=> subtree, siblings = hd >=> dp, etc.



4 The parser core

We will begin by defining the step function.
Given a parse and a word, it computes the next
Step. This computation may be decomposed into
two independent operations: shift — add a new
Step with only word’s category and the index,
with no connections; and connect — create de-
pendency connections for the last node in the
parse. The operations shift and connect will re-
sort to two different information sources external
to the parser: the lexicon and the grammar, re-
spectively. In the impelementation of shift we
assume the existence of an external lexicon (see
Section 5), which provides a function dic of type
Word -> [Cat]. This function, given a word w as
argument, returns a list of its syntactic categories.

type Word = String

shift :: Word — Parse — [Parse]
shift w p = [ p << (nextId p, c) | c«+dic w]
where nextId [] =1
nextId (Step i _ _ _ : ) =1+ 1

The shift function adds to the parse p a new
unconnected node with w’s syntactic category and
the appropriately set index. As the word w may be
assigned many alternative syntactic categories due
to its lexical ambiguity, a list of parses is produced
— one parse for each alternative reading of w.

In the impelementation of connect we assume
the existence of an external grammar (see Section
5), which is required to offer the functions heads,
deps of type Node -> [(Role,Node)] and pass
of type Node -> Bool. The functions heads and
deps take a node as argument and return the list of
all candidate connections to heads or dependents,
respectively. The pass function allows the gram-
mar to perform the final verification of the com-
plete parse (the last node is passed as the argu-
ment).

We first define two functions addHead and
addDep. They add connections proposed by the
grammar for the last node in the parse. The func-
tions also check whether the candidate for the de-
pendent node has no head attached so far.

addHead, addDep :: Parse — [Parse]

addHead p = [ p +-> (r,ind v') | let v = lastNode p,
hdless v,
(r,v’) < heads v 1]

= [ p+<- (r,ind v") | let v = lastNode p,
(r,v") «<deps v,
hdless v’ ]

addDep p

With these functions we can define connect as
follows: 76

connect ::
connect =

Parse — [Parse]
(addDep >=> connect) @ addHead @ pure

Parses returned by addDep, addHead, are com-
bined together with the unchanged parse (pure).
Parses returned by addDep are recursively passed
to connect, because there are may be more than
one dependent to connect. The connect function
produces parses with all possible combinations of
valid connections.

Now, the step computation may be implemented
by combining shift wand connect.

step :: Word — Parse — [Parse]
step w = shift w >=> connect

The whole parse will be computed (function
steps) by applying left fold on a word list using
the step function inside the list monad — we just
have to flip the first two arguments of step to get
the type needed by foldM.

steps :: [Word] — [Parse]
steps = foldM (flip step) []

Finally, the parser function selects com-
plete parses (containing one tree, thus satisfying
(=1) osize) and asks the grammar for final verifi-
cation (passclastNode).

parser :: [Word] — [Parse]
parser = filter ((=1)osize A passclastNode) o steps

5 Lexicons and grammars

In order to turn the bare parser engine defined
above into a working syntactic analysis tool we
has to provide it with a lexicon and a grammar.
We are short of exactly six elements: the types Cat
and Role, and the functions dic, heads, deps, and
pass.

Definition of a lexicon and a grammar accounts
to defining these six elements making use of the
set of 30 interface functions, namely: cat, lng,
rng, preds, succs, ldp, rdp, dp, lhd, rhd, hd,
ldpr, rdpr, dpr, lhdr, rhdr, hdr, 1dpBy, rdpBy,
dpBy, lhdBy, rhdBy, hdBy, 1m, rm, hdless, clo,
rclo, mclo, mrclo supplemented with ... the whole
Haskell environment. Two examples are given be-
low. It should be stressed that the examples are by
no means meant to be understood as proposals of
grammatical systems or descriptive solutions, they
unique role is the illustration of using Haskell lan-
guage for the purpose of formulating grammatical
description.



5.1 Example 1

The first example is minimalistic. We will imple-
ment a free word order grammar which is able
to analyze Latin sentences composed of words
Joannes, Mariam, amat. The six elements re-
quired by the parser are presented below. The part
of speech affixes 'n’ and ’a’ stand for *'nominative’
and ’accusative’.

data Cat = Nn | Na | V deriving (Eq,0rd)
data Role = Subj | Cmpl deriving (Eq,0rd)
dic "Joannes" = [Nn]
dic "Mariam" = [Na]
dic "amat" = [V]
heads d = [ (r,h) | h+ preds d,
r<+ link (cat h) (cat d) ]
deps h =1 (r,d) | d« preds h,
r« link (cat h) (cat d) 1]
pass = const True
link V Nn = [Subj]
link V Na = [Cmpl]
link _ _ =[]

There is one little problem with the above gram-
mar: duplicate parses are created as a result of
attaching the same dependents in different order.
we can solve this problem by slightly complicat-
ing the definition of deps function and substitut-
ing the expression lmo (ldp & pure) >=>preds
in the place of preds. This expression defines a
function which returns predecessors (preds) of the
leftmost (1m) left dependent (1dp) of the argument
node or of the node itself (pure) if no dependents
are present yet.

Examples of the parser’s output:

> parse "Joannes amat Mariam"

[ [ Step 3 Nacc [(Cmpl,2)] [],
Step 2 V [1 [(Subj,1)1,
Step 1 Nnom [] []1 1 ]

> parse "Joannes Mariam amat"

[ [ Step 3V [1 [(Subj,1),(Cmpl,2)],
Step 2 Nacc [] [1,
Step 1 Nnom [] []1 1 ]

The parsing algorithm which results from com-
bining the parser from Section 4 with the above
grammar is basically equivalent to the ESDU vari-
ant from (Covington, 2001).

5.2 Example 2

The second example shows a more expressive
grammar architecture which allows for handlir?g7

some complex linguistic phenomena such as: con-
straints on cardinality of roles in dependent con-
nections; local® agreement; non-local agreement
between coordinated nouns; non-local require-
ment of a relative pronoun to be present inside a
verb phrase in order to consider it as a relative
clause; long distance agreement between a noun
and a relative pronoun nested arbitrarily deep in
the relative clause.

These phenomena are present for example in
Slavonic languages such as Polish. In this exam-
ple the projectivity requirement will be addition-
ally imposed on the tree structures.

In the set of categories, the case and gender
markers are taken into account: n=nominative,
a=accusative, m=masculine, f=feminine;
REL=relative pronoun. The lexicon is imple-

mented as before®:
data Cat = Nmn | Nfn | Nma | Nfa | Vm | Vf

| ADJmn | ADJfn | ADJma | ADJfa

| RELmn | RELfn | RELma | RELfa | CONJ
deriving (Eq,0rd)

data Role = Subj | Cmpl | Coord | CCmpl | Rel | Mod
deriving (Eq,0rd)

dic "Jan" = [Nmn] dic "widziat" = [Vm]
dic "Jana" = [Nma] dic "widziata"= [Vf]
dic "Maria" = [Nfn] dic "czyta" = [Vm,Vf]
dic "Marie" = [Nfal dic "czytat" = [Vm]
dic "ksigzka" = [Nfn] dic "czytata" = [Vf]
dic "ksiagzke" = [Nfa] dic "ktoéry" = [RELmn]
dic "dobra" = [ADJfn] dic "ktérego" = [RELma]
dic "dobrag" = [ADJfa] dic "ktéra" = [RELfn]
dic "ktéra" = [RELfa]
dic "i" = [CONJ]

We introduce word classes, which are tech-
nically predicates on nodes. Functions of type
a —Bool are instances of Lattice class and may
be combined with operators V (join) and A (meet),
e.g. nominal class:

v,n,adj,rel,conj :: Node — Bool

v = (€ [Vm,Vf]) o cat

n = (€ [Nmn,Nma,Nfn,Nfa]) o cat

adj = (€ [ADJmn,ADJma,ADJfn,ADJfal]) o cat
rel = (€ [RELmn,RELma,RELfn,RELfal]) o cat
conj = (= CONJ) o cat

nominal :: Node — Bool
nominal = n V rel

nom,acc,masc, fem :: Node — Bool

By the term local we mean: limited to the context of a
single dependency connection.

SJan(a) = John, Mari(ale) = Mary, ksiqzk(a/e) =
book, dobr(a/q) = good, widziat(a) = to seepasrt,
czyta=toreadprEgs, czytal(a) = to readp s, ktor(y/ego/a/q)
= which/who/that, i = and



nom (€ [Nmn,Nfn,ADJmn,ADJfn,RELmn,RELfN]) o cat
acc (€ [Nma,Nfa,ADJIma,ADJfa,RELma,RELfa]) o cat
masc = (€ [Vm,Nmn,Nma,ADJImn,ADJma,RELmn,RELma]) o cat
fem = (€ [Vf,Nfn,Nfa,ADJIfn,ADIfa,RELfn,RELfal) o cat

The grammar has the form of a list of rules. The
type Rule is defined as follows:

data Rule =Rule Role (Node—Bool) (Node—Bool) [Constr]

A value of type Rule is built of the type con-
structor of the same name and four arguments: the
first is the dependency type (role), the next two
specify categories allowed for the head and the de-
pendent, given in the form of predicates on nodes.
The fourth argument of is the list of constraints im-
posing additional conditions. The type of a con-
straint in a function from a pair of nodes (head,
dependent) to Bool.

type Constr = (Node,Node) — Bool

The functions heads, deps, and pass take the
following form:

heads d = [ (r,h) | h«visible d, r<+ roles h d ]
deps h =1 (r,d) | d«visible h, r<«roles h d ]
pass = const True

visible = mrclo (lm o dp) >=> lng >=> rclo lhd

roles hd=1[r | Rule r p q cs« rules,
ph, qd,
all ($ (h,d)) cs ]

The function visible (see Figure 3) returns the
list of nodes connectable without violating the pro-
jectivity requirement. These are reflexive transi-
tive left heads (rclo lhd) of the left neighbour
(Ing) of the maximal transitive leftmost dependent
(mrclo (lmodp)). The function roles, given two
nodes as arguments, selects roles which may label
dependency connection between them. For each
rule Rule r p q cs in the list of rules, it checks
whether the head and dependent nodes satisfy the
predicates imposed on their categories (p and q,
respectively), then verifies whether all constrains
cs apply to the head-dependent pair (($ (h,d)).

visible =mrclo (lmodp) >=> lng >=> rclo lhd

VA WAN

sub = clo dp

KRR

Figure 3: Node functions visible and sub 78

The set of constraints for our example include
order constraints (left, right), agreement in gen-
der (agrG), case (agrC), both case and gender
(agrCG), agreement between coordinated nouns
(agrCoord), and the constraint related to relative
close attachment (agrRel, see below).

right (h,d)=h < d

left (h,d)=d < h

agrG (h,d) = (all masc V all fem) [h,d]
agrC (h,d) = (all nom V all acc) [h,d]
agrCG =agrC A agrG

agrCoord (h,d) =or [agrC (h’,d) | h’<—hdBy Coord h ]
agrRel (h,d) =or [ agrCG (h,d") | d’+—sub d, rel d’]
where sub = clo dp

The constraint agrCoord’ checks whether the
node h has the head h’ linked by dependency of
type Coord and the agrC constraint for h’ and d
evaluates to True; agrRel checks whether the node
d has a transitive dependent d’ (i.e. subordinate
node, function sub — see Figure 3) belonging to
the category rel which agrees with the node h in
case and gender. Finally, the list of grammar rules
may be stated as:

rules = [ Rule Subj v (nominal A nom) [agrG],
Rule Cmpl v (nominal A acc) [],
Rule Coord n conj [right],
Rule CCmpl conj n [right,agrCoordl,
Rule Rel n \Y [agrRell],
Rule Mod n adj [agrCG] ]

Now, we will extend our grammar with con-
straints on the cardinality of roles. Let’s intro-
duce two more componenents to the grammar: the
set of roles, which may appear at most once for
each head (sgl) and the statements indicating roles
which are obligatory for word categories (obl).

sgl :: [ Role ]
sgl = [ Subj, Cmpl, CCmpl, Rel ]

obl :: [ ((Node — Bool),
obl = [ (conj,[CCmpl]) 1

[Role]) 1

Singleness constraint will be defined as an in-
stance of a more general mechanism: universal
constraints — similar to constraints in rules but with
global scope.

type UConstr = (Role,Node,Node) — Bool

singleness :: UConstr
singleness (r,h,d) =- (r € sgl. A r € dpr h)

uc :: [UConstr]
uc = [singleness]

"We used the standard Haskell function or here, despite
its name is not intuitively fitting the context, because it does
exactly what we need: it checks both whether the constraint
agrC returns True and whether there esists h’ for which the
agrC is evaluated.



Universal constraints will be checked before
each dependency is added and will block the ad-
dition in case any of them is violated. In order to
incorporate them into our grammar we have to re-
place the function roles used in the definition of
heads and deps functions with roles’ defined as
follows:

roles’ hd=[r]|r«roleshd, all ($ (r,h,d)) uc]

The function roles’ extends roles by addition-
ally checking if all universal constraints (the list
uc) apply to the connection being under consider-
ation.

The obligatoriness constraint will be checked
after completing the parse, in the pass function.
The sat function looks for all roles which are
obligatory for the argument node, as defined in the
statements in the ob1 list, and verifies if all of them

are present.
satn = all (€ dprn) [r] (p,rs)<«obl, pn, r<rs]

pass = all sat o (pure @ preds) (redefinition)

Here are some examples of the parser’s output:

> parse "widziat Marie i Jana"8
[ [ Step 4 Nma [(CCmpl,3)] [1,
Step 3 CONJ [(Conj,2)]1 I[1,
Step 2 Nfa [(Cmpl,1)] [1,
Step 1 vm  [] [1 1
1
9

> parse "widziat Marie i Jan"

> parse "Jan widziat ksigzke ktdéra czyta Maria"]O
[ [ Step 6 Nfn [(Subj,5)1 [1,

Step 5 Vf [(Rel,3)] [(Cmpl,4)1,

Step 4 RELfa [] [1,

Step 3 Nfa [(Cmpl,2)] [1,

Step 2 Vm [1] [(Subj,1)1,

Step 1 Nmn  [] [ ]

> parse "Jan widziat ksigzke ktdérego czyta Maria"ll

[1]

8he-saw Marysace and Johnsace

*he-saw Mary+ace and John+nom (agrCoord constraint vio-
lated)

10 John saw the-bookstemsace which+temsace Mary is-reading

Y John saw the-book+temsace Which+masc+ace Mary is-readi%z’9
(agrRel constraint violated)

6 Efficiency issues

As far as the efficiency issues are concerned, the
most important problem appears to be the the
number of alternative partial parses built, because
partial parses with all possible combinations of le-
gal connections (as well subsets thereof) are pro-
duced during the analysis. This may result in un-
acceptable analysis times for longer and highly
ambiguous sentences.

This problem may be overcome by rejecting un-
promising partial parses as soon as possible. One
of the most obvious selection criteria is the for-
est size (number of trees in a parse). The relevant
parser modification accounts to introducing the se-
lection function (for simplicity we use the fixed
value of 4 for the forest size to avoid introducing
extra parameters) and redefining the step function
appropriately:

select :: Parse — [Parse]
select p = if size p < 4 then [p] else []

step w = shift w >=> connect >=> select

The function size which used to compute the
number of trees in a parse may be defined as fol-
lows:

size :: Parse -> Int
size = foldr acc 0
where acc (Step _ _ hds) n =n+1-1length (h++ds)

7 All/ffirst/best parse variants

The parser is designed to compute all possible
parses. If, however, only the first n parses are re-
quested, then only these ones will be computed.
Moreover, thanks to the lazy evaluation strategy,
only those computations which are necessary to
produce the first n parses will be performed. Thus,
no modifications are needed to turn the parser into
a variant that searches only for the first or first
n parses. It is enough to request only the first n
parses in the parser invocation. For example, the
parsel function defined below will compute only
the first parse.

parsel = take 1 o parse

In order to modify the algorithm to al-
ways select the best alternatives according to
someScoringFunction, instead of the first ones,
the parser may by further modified as follows:

someScoringFunction :: (Ord a) = Parse — a
someScoringFunction = ...



sort :: [Parse] — [Parsel]
sort = sortWith someScoringFunction

step w = shift w >=> connect >=> (sort o select)
8 Conclusion

In the paper we have tried to show that a lazy func-
tional language such as Haskell is a convenient
framework not only for implementing dependency
parsers but also for expressing dependency gram-
mars directly as Haskell code. Even without intro-
ducing any special notation, language constructs,
or additional operators, Haskell itself allows to ex-
press the grammar in compact, readable and math-
ematically clean manner.

The borderline between the parser and the
grammar is shifted compared to the traditional
view, e.g. CFG/Earley. In the part, which we
called the parser core, minimal assumptions are
made about structural properties of the syntactic
trees allowed (e.g. projective, nonprojective) and
the nature of grammatical constraints which are
formulated. In fact the only hard-coded require-
ments are that the syntactic structure is represented
in the form of a dependency tree and that the parse
is built incrementally.

In order to turn the ideas presented above into a
useful NLP tool for building grammars it would
be obviously necessary to rewrite the code in
more general, parametrizable form, abstracting
over word category type (e.g. to allow structural
tags), role type, parse filtering and ranking func-
tions, the monad used to represent alternatives, al-
lowing for representing some kinds of weights or
ranks etc.

In fact, the work in exactly this direction is al-
ready in advanced stage of development. In this
paper it was reduced to the essential part (without
parameterized data types, multi-parameter classes,
monad transformers, and so on), which size allows
to present it in full detail and with the complete
source code in a conference paper.
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Abstract

A large amount of user-generated translit-
erated contents in Roman scripts are avail-
able in the Web for the languages that
use non-Roman based indigenous scripts.
This creates a mixed script space which is
mono-lingual or multilingual having more
than one script. Information retrieval (IR)
in the mixed-script space is challenging as
both query and documents can be writ-
ten in either native or Roman script, or
may be in both the scripts. Moreover, due
to lack of any standard ways of spelling
a word in a non-native script, translit-
erated contents can be written with dif-
ferent spelling variations. In this paper,
we propose the effective techniques for
query expansion and query classification
for mixed-script IR. The proposed tech-
niques are based on deep learning, word
embedding and traditional TF-IDF. We
generate our own resources for creating
the test-bed for our experiments. Exten-
sive empirical analyses show that our pro-
posed methods achieve significantly better
performance (20.44% increase in MRR,
22.43% increase in NDCG@1 & 15.61%
increase in MAP) over a state-of-the-art
baseline model.

1 Introduction

Information Retrieval (Manning et al., 2008)
refers to finding material (usually, in the form of
documents) of a semi-structured nature (usually,
in text) that satisfies an information need within a
large document collections. Nowadays, due to var-
ious socio-cultural and technological reasons, of-
ten the websites and the user-generated contents in
lDa%guages such as Arabic, Russian, Indic etc., aft!
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written using Roman scripts. Such contents create
a mono-lingual or multi-lingual space with more
than one script which we refer to as the Mixed-
Script space. Information retrieval in the mixed-
script space, known as Mixed-Script IR (MSIR),
is more challenging because queries can be writ-
ten in both the native as well as Roman scripts,
and these should also be matched to the documents
written in both the scripts.

Transliteration (Lopez, 2008) is the process of
phonetically describing the words of a given lan-
guage using a non-native script. For both the web
documents and intended search queries to retrieve
those documents, transliteration, especially into
Roman script, is generally used. Since no stan-
dard ways of spelling any word into a non-native
script exist, transliterated contents offer extensive
spelling variations; typically, we can transliterate
a native term into Roman script in many ways
(Gupta et al., 2012). For example, the word khus-
boo ("fragrance”) can be written in Roman script
using different variations such as kushboo, khusbu,
khushbu and so on. This type of problem is termed
as a non-trivial term matching problem for search
engines with the aim to match the native-script
or Roman-transliterated query with the documents
in multiple scripts after considering the spelling
variations. Many single (native) script queries
and documents with spelling variations have been
studied (French et al., 1997; Zobel and Dart, 1996)
as well as transliteration of named entities (NE) in
IR (Collier et al., 1998; Wang et al., 2009).

It is important for every IR engine to present
users with information that are most relevant to
the users’ needs. While searching, user has an
idea of what s/he wants, but in many instances,
due to the variations in query formulations, re-
trieved results could greatly vary. As a result, un-
derstanding the nature of information need behind
the queries issued by Web users has become an im-
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portant research problem. Classifying queries into
predefined target categories, also known as query
classification, is important to improve search rel-
evance. Successfully classifying incoming gen-
eral user queries to topical categories can bring
improvements in both the efficiency and the ef-
fectiveness of general web search. Query classi-
fication encounters two important challenges: (1)
many queries are very short and contain noise.
(ii) a query can often have multiple meanings. In
our work we propose a query classification tech-
nique for improving document ranking in mixed-
script IR scenario. The query can be in multiple
scripts, and the dataset is of mixed-domain !. At
first we develop a baseline model for query ex-
pansion in line with (Gupta et al., 2014) using a
deep learning architecture. We develop the query
classification technique based on distributed word
representation and traditional TF-IDF weighting
scheme. The proposed method is proven to be ef-
fective in improving the ranking of relevant doc-
uments.We present an extensive empirical analy-
sis of the proposed technique that achieves sig-
nificantly better performance (20.44% increase in
MRR, 22.43% increase in NDCG@1 & 15.61%
increase in MAP) over the baseline model. We
summarize the contributions of our current work
as follows:

(i) proposal of an effective query classification
(traditional tf-idf along with word-embedding)
technique that improves the performance in a
mixed-script IR scenario.

(i1) development of a model of query expansion
based on deep learning architecture.

(iii) creation of resources for mixed-script IR.

The remaining of the paper is organized as fol-
lows. In Section 2, we introduce the concept of
MSIR in correspondence to our task and show
the possible application scenarios and challenges.
Section 3 presents different approaches that we de-
veloped to improve the document ranking in an
ad-hoc retrieval setting of mixed-script IR over the
baseline. In Section 4, we present the details of re-
sources that we created for our experiments. Sec-
tion 5 reports the experimental setup and the re-
sults of evaluation with some empirical analysis.
Finally, we conclude in Section 6.

Refers to the dataset that contains texts written in moge2
than one domain

2 MSIR: Definition and Challenges

In this section, we present the definition of mixed-
script information retrieval (MSIR) with respect to
our work.

2.1 Mixed Script IR

The task of IR engine is to rank the documents
retrieved from a document pool D, such that doc-
uments which are relevant to query q appear at the
top of the ranked list. For a Mixed Script IR setup,
the queries and the documents are all in the same
language, i.e., Hindi in our case, but those are writ-
ten in more than one different scripts, i.e., Roman
and Devanagari scripts in our case. The task of IR
engine is to search across the scripts.

More specifically, we define our problem state-
ment as: Given a query in Roman or Devanagari
script, the system has to retrieve the top-k doc-
uments from a corpus that contain mixed scripts
(i.e., either Roman or Devanagari or both).

Input: a query written in Roman (transliterated) or
Devanagari script

Output: aranked list of ten (k=10 here) documents
both in Devanagari and Roman scripts generated
from some given document collections.

As part of our contribution to FIRE 2015 shared
task (Sequiera et al., 2015), we had access to the
queries which cover three different genres, i.e.,
Hindi songs lyrics, movie reviews, and astrology.
In line with this we prepare 25 queries as a test
collection for various information needs. Queries
related to lyrical documents express the need to re-
trieve relevant song lyrics while queries related to
movie reviews and astrology are informational in
nature (Sequiera et al., 2015).

2.2 Challenges in MSIR

There are mainly two challenges exist in mixed-
script information retrieval (MSIR) which are: (a)
problems in handling extensive spelling variations
in transliterated queries and documents during
term matching phase? and (b) problems in iden-
tifying, representing and processing a mixed type
query, mixed and transliterated documents? The
solution for the first problem could be the follow-
ing: the given text can be transliterated and con-
verted into a common space and finally some stan-
dard matching techniques in single-script space
can be applied. Otherwise as shown in (Gupta et
al., 2014) an abstract orthographic space can be
created to represent the words of different scripts.



Here the words can be matched to obtain variants
of a query word across scripts.

In mixed query processing, language identifica-
tion of query words adds another interesting chal-
lenge. Query words should be assigned appropri-
ate semantic classes, which denote either native or
transliterated scripts. This is challenging as de-
pending upon the context of the query a same word
may have different meanings. For example a word
man can be a representative of the English word
man, or the transliterated Hindi word of man hav-
ing meaning mind, or another transliterated Hindi
word maan meaning reputation. Hence, language
identification seems to be an extremely important
problem in MSIR setting, especially when mul-
tiple languages are involved. Our algorithm for
language identification is based on supervised ma-
chine learning, which is in line with the system as
described in (Gupta et al., 2015).

There are some other problems apart from these
basic challenges like how to present information
etc. This requires some additional information to
be known in advance like whether the user can
read all the scripts, or prefer some scripts over the
other.

3 Methodology

Having defined the basic MSIR setting, and es-
tablishing its prevalence in Web search through
availability of several mixed-script contents in the
web, i.e., Indian Astrology, Bollywood movie re-
views, Hindi song lyrics etc., we now present the
approaches that we develop along with the base-
line system. An overall architecture of the system
showing the basic components is depicted in Fig-
ure 1.

3.1 Baseline System

We develop a baseline model based on deep-
learning architecture in line with the prior work
as proposed in (Gupta et al., 2014). This is
based on restricted Boltzmann machine(RBMs)
(Hinton, 2010) model. Our baseline, though uses
the concept proposed in (Gupta et al., 2014), is
developed to handle a bigger dataset comprising
of multiple domains instead of only Hindi song
lyrics dataset of FIRE 2014, thus extending the
research challenges in a MSIR setup. The base-
line proposes a principled solution to handle the
mixed-script term matching and spelling variation.
The mixed-script features are modeled jointly £
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Figure 1: Block Diagram of the system

a deep-learning architecture in such a way that
these can be compared in a low-dimensional ab-
stract space where term equivalents are close to
each other. The principle behind the formation
of common abstract space for mixed-script mod-
eling is that original words and the correspond-
ing transliterated words into a non-native script
share the same sound/pronunciation. This process
can help in determining possible equivalents of the
query term across the script. Finally the expansion
of the original query can be done using the thus
found equivalents.

3.1.1 Formulation

The phonemes are considered as character-level
topics in the terms. Terms are the representatives
of mixtures of topics, with each topic representing
a probability distribution over character n-grams.
Let us assume that the feature set F = { f1, ..., fx'}
contain character grams of scripts s; for all i €
{1,.,7} and |F| = K.

ty = U (G
i=1...r



represents a data-point from training data T of
language /1 where w1 ; denotes word w written in
language /1 and script s;. Here r counts the num-
ber of jointly modeled scripts. Each data-point is
assumed to be a K-dimensional feature vector x
where z, is a measurement of k" feature fr €F
in data-point ¢;. The count for character grams
within terms can be measured using Dirichlet
multi-nomial distribution?. We have considered
total N independent draws from a categorical
distribution with K different output classes. In the
current context, the value of N can be computed
as follows:

N = Zlexi and {fi,..., fx} denote K cate-
gories. Here zj, indicates the number of times a
particular feature f; appears in the data-point ¢;.
Here x = {z1,...,2x} satisfies a multinomial
distribution with two parameters N and p. Here p
= (p1, .- - . , Pr) and py denotes the probability
that k™ feature obtains the value of z;. The
parameter p can not be directly computed in our
case rather it is computed using a conjugate prior
distribution.

In the current paper we have proposed a model
based on non-linear dimensionality reduction
procedures like deep auto-encoder. A deep learn-
ing based architecture is proposed after stacking
several RBMs together. The bottom-most RBM
in our framework is used for modeling the input
terms. This can be viewed as a character-level
variant of the replicated softmax (RSM) model
presented in for documents. In general character
n-grams follow Dirichlet multi-nomial distribu-
tion. But in the current work RSM has been used
to model these as at the time of applying the
inference, methods like Gibbs sampling, Dirichlet
prior distributions are often marginalized out. We
assume that v € {0,1,, N} X denotes the visible
multinomial units and h € {0,1}™ denotes a
stochastic binary hidden latent unit. Also assume
that v is a K-dimensional input vector such as
feature vector x for data-point ¢;. h denotes
the m-dimensional latent feature vector and N
= Zle x;. The energy of the state {v,h} is
calculated as follows:

E(v,h) = — Z aiUi_Z bjhj_z Zviwi,jhj
i J i

Zhttp://en.wikipedia.org/wiki/Dirichlet-multinomial
_distribution
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Here the following terms are used: v; denotes the
measurement of x;, w; ; is the weight matrix en-
try between i visible node and ;™ hidden node,
while a; and b; are bias terms of visible and hidden
layers, respectively. A large number of layers are
inserted to develop a deep auto-encoder. A cas-
caded structure of binary RBMs is created in such
a way that output of a lower RBM is passed as an
input to the immediate next RBM.

3.1.2 Training

In our proposed model, the visible layer of the
bottom-most RBM is the character-level replicated
soft-max layer. The feature space F'is a combina-
tion of character uni- and bi-grams of training data
(r =2). The terms are represented as low dimen-
sional embedding in the abstract space. The hid-
den layer of the top-most RBM is kept linear for
this purpose. A two-phased training procedure is
carried out for the developed auto-encoder i) pre-
training the layers in a greedy manner and; ii) up-
dation of the weights using backpropagation pro-
cess.

3.1.3 Finding Equivalents

After the training of the model is finished, the pro-
cess of equivalent- discovery has started. This is
composed of two steps: i) the index of mining
lexicon in abstract space is produced and; ii) the
equivalents for the query term are generated. The
mining-lexicon is a lexicon of reference collection
(ideally, mixed-script) . This is later on utilized
to extract term equivalents. This is executed after
projecting each term in the mining lexicon into an
abstract space. For each term, one index entry is
stored which contains the corresponding projected
term. Finally the query term x is also projected
into the abstract space h, and the corresponding
cosine similarity with respect to all terms in the
index is calculated. For a given query word, x4,
the terms with cosine similarity > 6 are consid-
ered as equivalents. Here 6 is used as the similar-
ity threshold.

For developing the baseline system, similarity
thresholds of 0.95 and 0.98 are considered.

3.2 Query Classification

Query classification helps identifying intents be-
hind each query, which, in turn, provides better
retrieval search results.We divide our dataset into
3 broad domains, namely Music Lyrics, Movie Re-
views and Astrology.



3.2.1 TF-IDF based Technique

Term frequency (TF)-inverse document frequency
(IDF) is a technique to show the importance of
a word in a document given a large collection of
documents or corpus. TF-IDF technique is widely
used in information retrieval or text mining as a
weighting factor. In general if a word appears
multiple times in a document then TF value would
be more. But this is offset by the frequency
of the word appearing in the other documents
of the corpus. This way the TF-IDF scores of
words which appear frequently in general can be
reduced.

We create the minion lexicon for each domain
through indexing along with the normalized
TF-IDF scores of each term in that respective
domain.

For each domain d, we obtain normalized term
frequency of the term t as follows:

tf(t,d)

T d) =t D)

Here, tf(t, d): term frequency of the ¢th term in
document d; maxtf(t,d): frequency of the most
frequent term.

For each domain d, we obtain normalized in-
verse document frequency of the term t

idf (t,d)

IDE(d) = . d)

Here, idf(t,d): inverse document frequency of
term ¢ in document d; maxidf (t,d): maximum
inverse document frequency obtained throughout
the corpus.

The corresponding normalized TF-IDF score of
a term t is obtained by

TF — IDF(t,d) = TF(t,d).IDF(t,d)

After obtaining the above TF-IDF score for each
minion lexicon of each domain, the TF-IDF score
of a query for a domain is obtained by summing up
the TF-IDF score of every expanded query term
obtained from that domain. If a expanded query
term is not found in that domain, its TF-IDF score
is set to 0. Once the score for a query is obtained
for each domain, the query is classified to the do-
main for which it has the highest score. 85

3.2.2 Word Embedding based Technique

We use word2vec tool (Mikolov et al., 2013)
which efficiently captures the semantic properties
of words in the corpus. Word2vec is a group
of related models (i.e., CBOW: continuous bag-
of-words model and Skip-grams) which can be
utilized to generate different word embeddings.
The linguistic contexts of words can be gener-
ated using some models based on shallow-ed,
two-layered neural networks. A word is given as
an input to the network and the task is to predict
the words which can appear in adjacent positions
given an input text. Order of the remaining words
is not important.

For each domain d, we merge the contents of all
the documents belonging to that domain to obtain
its respective document collection. We train
Word2Vec using CBOW model for each domain
dataset by setting window size to 5, and dimen-
sion of the final vectors to 100. For each domain,
we create a normalized vector norm_vec(d) by
summing up all the vectors of all the tokens t of
that domain, and dividing resultant vector by the
total number of documents N(d) in that domain.
For the expanded query vectorization, we obtain
the vectors vec(t,d) of each query term t from the
trained model of the domains in which that term
is present, sum up the vectors, and divide the final
vector by the number of domains in which it has
occurred (denoted by N(t,d): number of domains
d in which the term appears). The final vector of a
query Q is obtained by summing up the individual
word vectors of each query term. The processes
are described mathematically as follows: N (t,d)
= No. of domains where the term t has occurred;
N(d) = No. of documents in the domain d;

vec(t, d)= Vector of term t in domain d;
norm_vec(d) = Normalized vector for domain d;
norm_vec(Q) = Query vector of a query Q;

norm_vec(d) = W

norm_vec(Q) =

For classifying the queries into one of the 3 do-
mains, we use two similarity measures (i.e., co-
sine similarity and Euclidean distance) between
the query vector norm_vec(Q) and the domain vec-
tor norm_vec(d).



4 Dataset

4.1 Resource Creation

We create our own resources for experiments.
We develop a web crawler using Python mod-
ules - BeautifulSoup, mechanize to crawl the doc-
uments from different web sources. For data cre-
ation we had to deal with the following issues:
(1) very few web-sites having good amount of
transliterated contents of Devanagari documents;
(ii) no standard html tag containing actual con-
tents of documents, and so manual intervention
was necessary. We crawl total 1,503 documents
covering all the 3 domains- Astrology, Bolly-
wood Movie Reviews and Bollywood Movie Di-
alogues. Following sources were used: Bol-
lywood movie reviews: http://www.jagran.com/,
Astrology: http://astrology.raftaar.in/ and Bolly-
wood movie dialogues: http:/filmyquotes.com/.
We contributed to the FIRE-2015 Shared Task on
MSIR in Subtask 2 problem?, which is related to
the mixed-script Ad-hoc retrieval. In Table 1, we
present some statistics for the datasets.

4.3 Dataset Statistics

We use the FIRE 2013 shared task collection
on Transliterated Search (Roy et al., 2007) for
training the deep auto-encoder (stacked RBMs).
The dataset comprises of document collection (D),
queryset (Q) and relevance judgments. The collec-
tion contains 63,334 documents containing song
titles and lyrics in Roman, Devanagari and mixed
scripts; Hindu astrology and Bollywood movie re-
views in Devanagari. Statistics are shown in Ta-
ble 3. The query set (Q) contains 25 lyrics search
queries covering Bollywood songs; Movie reviews
and Hindu astrology in Roman and Devanagari
scripts with mean query length of 4.04 words.
Queries related to lyrics documents express the
need to retrieve relevant song lyrics, while queries
related to movie reviews and astrology are infor-
mational in nature. The queries are of different
difficulty levels: word level joining and splitting,
ambiguous short queries, different script queries
and mixing of different language keywords. On an
average, there are 47.52 grels per query with aver-
age relevant documents per query is set to 5.00.
Some example queries are shown in Table 4.

Domain No. of documents | Script
— | No. of documents 63,334
Astrology 343 Devanagari
- - - No. of tokens 1,40,39,002
Movie Reviews 97 Devanagari No. of bul ds [ 145478
Movie Dialogues | 1,063 Mixed 0. ol vocabuary words | L%,

Table 1: Statistics of Crawled Datasets

4.2 Pre-processing

The dataset has to be pre-processed for removing
inconsistencies and other typical errors. Some of
the examples are shown in Table 2. The errors
were manually corrected. Some typical examples
are shown in Table 2.

Errors Example Correct Word
Unicode Characters | &nbsp; -

Punctuation Marks | hai.n, maine; hain, maine
XML Tags (text) -

Hash Tags HHH -

Underscore ko_ii koii

Website Name MusicMaza.Com | -

Backslash be\-sadaa be sadaa

Table 2: Typical Examples of the Dataset

Shitp://fire.irsi.res.in/fire/2015/home 86

Table 3: Corpus Statistics

Sample Queries

tujho nahi lyrics

vicky donor movie reviews
ill effects of rahu kaal

Table 4: Example of Queries

5 Experiments and Results

In this section we describe the experimental results
along with necessary analysis for evaluating the
effectiveness of the proposed method for retrieval
in mixed-script space.

5.1 Baseline System

The experimental setup for baseline model is
based on a standard ad-hoc retrieval setting. The
document collection of three domains is first in-
dexed to create an inverted index. We set the
following experimental setups for each domain:



(1) for lyrical retrieval, the sequential information
among the terms is crucial for effectiveness evalu-
ation (Gupta et al., 2014), e.g., love me baby and
baby love me are completely different songs. In or-
der to capture the word-ordering we consider word
bi-grams as a unit for indexing and retrieval; and
(i1) for bollywood movie reviews and astrology,
we consider word uni-gram as a unit for indexing
and retrieval* Every query is enriched with equiv-
alents of the query terms using the deep-learning
based query expansion technique (c.f. Section
3.1.3).Suppose a query has n terms in it, and has
m equivalents, then the query gets expanded into
m™ queries. After the queries are expanded, they
are first pre-processed, i.e., converted to word bi-
grams for song lyrics and word uni-grams for as-
trology and movie reviews, and then fed to the re-
trieval engine to get the top 10 relevant documents.

5.2 Results using Query Classification

Here we present the results using different query
classification techniques.

e Query Classification using TF-IDF: After
expanding the queries with term equivalents
(0.98 as the similarity threshold), the docu-
ment collection is divided into 3 pre-defined
domains, and are indexed separately. We
consider the same indexing schemes as that
of the baseline model (i.e., word bi-gram for
song lyrics and word uni-gram for astrology
and movie reviews).Every query is classified
into one of the 3 domains in which the corre-
sponding TF-IDF score is the highest, and the
documents are retrieved from their respective
classified domain.

¢ Rule-based Query Classification using TF-
IDF and Word Embedding: We compute
word embeddings using the process as de-
scribed in Section 3.2.2. Once the similarity
scores of each query for all the three domains
are obtained using the word embedding tech-
nique as described in Section 3, we propose
a rule-based system to classify the queries.
We first classify using the traditional TF-IDF
based approach. If the score is below a cer-
tain threshold level (in this case, it is 0.85),
we use the word embedding based approach
for query classification. Vector representa-
tion of each word in the query is obtained by

87

*Since the queries are informational in nature.

following the process as mentioned in Sec-
tion 3.2.2. For Euclidean distance based clas-
sification, we classify the queries to the do-
main for which the distance is minimum and
for cosine similarity based classification, we
classify the queries to the domain for which
the score is the highest.

5.3 Results and Analysis

We evaluate the effectiveness of the proposed
methods, referred to as Deep-TF-IDF and Deep-
Rule-based and compare with the baseline sys-
tem which we refer to as Deep-baseline. For
a fair comparison between the baseline and our
proposed methods, we develop the baseline from
scratch, and evaluate using the cleaned dataset
keeping the parameter 6 to be 0.98. The re-
trieval performance of the proposed systems are
computed using three evaluation measures, mean
average precision (MAP), mean reciprocal rank
(MRR) and normalized discounted cumulative
gain (NDCG@1). The optimal value @ is set by
conducting experiments for a range of 6 values
starting from 0.90 to 0.99 with a step size of 0.01
and finding the value of § which yields the high-
est MAP, MRR and NDCG@1 values. For a par-
ticular query, the ranked-list which is a collection
of top 10 documents is first created. The rank-
ing model used in the current work is a param-
eter free divergence from randomness (unsuper-
vised DFR) as described in (Amati, 2006). This
model is suitable for short-queries. The obtained
average results over Q measured in terms of MAP,
MRR and NDCG @1 are illustrated in Table 5. We
choose 0 for Deep-baseline following the process
as described in (Gupta et al., 2014). The proposed
Deep-Rule-based technique attains the high MRR
score. This shows its utility in fetching the first
relevant document at very high ranks which is re-
quired in case of web search. Moreover Deep-
Rule-based technique also attains the highest value
of MAP compared to all other techniques. High
NDCG@]1 describes its ability to fetch useful and
the most relevant documents at the first position.
Results of query classification using TF-IDF
technique are presented in Table 6. This shows
the TF-IDF scores of each query for each domain.

The actual music queries are from 51 to 60, ac-
tual movie queries are from 61 to 67 and astrology
queries are from 68 to 75. From the above ex-
periments, we come to the conclusion that out of



Method NDCG@1 | MRR | MAP | § Query No. | Music | Movie | Astrology
Deep 0.6633 0.5613 | 0.3338 | 0.95 31 267.89 1393.75 | 540.52
Dee 0.7133 0.6144 | 0.3587 | 0.98
Deep TFIDF [ 07633 | 0.6600 | 0347 | 098 52 414.86 | 1412.81 | 593.60
Deep-Rule-Based | 0.8733 0.7400 | 0.4147 | 0.98 53 272.40 | 1398.45 | 542.50
54 597.42 1390.06 | 702.43
Table 5: Results of Retrieval Performance Mea- 55 30854 | 141033 | 66543
sured by MAP, MRR & NDCG@1 56 260.86 | 1397.78 | 542.05
i i 57 279.56 1394.62 | 559.91
Query No. | Music_| Movie | Astrology 58 2491.55 | 2771.60 | 2556.23
o1 158.93 | 0.0 4.21 59 4112.95 | 4249.52 | 4245.69
52 461.02 | 397 | 00 60 33128 | 1399.07 | 613.57
53 33.53 0.0 0.0
54 473.83 | 0.0 846.14 Table 7: Euclidean Distance Measures between
55 389.19 | 0.0 175.04 Queries and Domains: Music, Movie and Astrol-
56 306.56 | 31.14 | 21.60 ogy
57 101.15 | 61.44 | 74.01
58 525.55 | 81.94 | 273.98 Query No. | Music | Movie | Astrology
59 981.11 | 84.30 | 138.07 61 0.22 0.30 0.27
60 188.33 | 3.97 4.21 62 0.07 0.19 0.12
61 1.58 3373 | 0.0 63 0.11 0.135 | 0.132
62 13.52 | 7.95 21.33 64 0.10 -0.17 -0.18
63 2.88 0.0 4.21 65 0.27 0.13 0.03
64 0.30 3.97 0.0 66 0.18 0.25 0.09
65 1.37 29.75 | 0.0 67 0.14 0.34 0.21
66 1.29 2577 | 0.0 68 0.08 0.23 0.44
67 12.71 23.85 | 14.85 69 0.35 0.24 0.36
68 34.53 3.97 366.12 70 0.171 | 0.178 | 0.24
69 146.84 | 25.06 | 1054.97 71 0.09 0.11 0.06
70 33.07 12.79 | 125.16 72 0.15 0.28 0.31
71 6.11 0.0 140.84 73 0.15 0.17 0.33
72 208.50 | 15.02 | 209.04 74 0.07 0.30 0.29
73 441 13.45 | 645.70 75 0.16 0.44 0.50
74 411|672 | 14976 - '
75 24927 | 10.09 | 343.47 Table 8: Cosine Similarity between Queries Do-

Table 6: TF-IDF Score of Queries(X10™%)

25 queries, there are three queries (i.e., 54,62,63)
that are incorrectly classified into astrology do-
main.Results of query classification using word
embedding technique are presented in Table 7 and
Table 8 for music queries, and movie and astrol-
ogy queries, respectively. We use Euclidean dis-
tance to classify music queries as this metric gives
weight-age to long documents. In our case, out of
total 63,334 documents, Hindi song lyrics domain
has 62,894 documents. For movie and astrology
queries, we use cosine similarity which penalizes
long documents by normalizing the vector length.

From the above results, it is evident that {8

mains: Music, Movie and Astrology

queries which are incorrectly classified by simple
TF-IDF based technique (i.e., 54,62,63) are now
correctly classified using word embedding based
technique.

6 Conclusion

Although Mixed-Script IR (MSIR) is a very im-
portant and prevalent problem, it has attained very
little attention. In this work we have shown how
query classification aids in document retrieval.
Our baseline is developed using a deep learning
architecture. We develop query classification us-
ing TF-IDF and word embedding based models
that improve the document ranking of the base-
line. We have presented extensive empirical analy-



ses of the proposed techniques for ad-hoc retrieval
settings of Hindi songs lyrics, Astrology and Bol-
lywood Movie reviews, where the proposed meth-
ods achieve significantly better results (20.44% in-
crease in MRR, 22.43% increase in NDCG@1 &
15.61% increase in MAP) over the baseline.

In future we would like to investigate a more gen-
eral setup of MSIR such as Mixed-Script Multilin-
gual IR (MS-MLIR).
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Abstract

With the increase of unstructured social
media data, sentiment analysis can be ap-
plied to infer useful information to assist
organizations and their customers. We
propose a model for feature-based senti-
ment analysis using ontology to address
queries like"which car is more comfort-
able?, which car has better performance
and interior?”. Feature based sentiment
analysis is done using SentiWordNet with
word sense disambiguation and an ontol-
ogy that is developed by us. Data Ta-
bles are prepared from the RDF triples of
parsed ontology and the sentiment ranks of
car attributes. To relate the RDBM data
to the built ontology of car, mapping ax-
ioms are proposed to connect them using
OBDA model. Using SPARQL query, the
results of the proposed model are com-
pared with a dictionary-based method with
respect to different car attributes. The per-
formance of our model is better than dic-
tionary based method.

Introduction

Varanasi, India 221005
rchowdary. cse@itbhu.ac.in

sification also called feature-based opinion min-
ing which covers both entities and aspects. In our
approach, there are two major tasks: feature ex-
traction and feature sentiment classification to de-
termine sentiments on targets, for examgiehe
speed of bmw 3.0 is great but the navigation is
not good.”. Here there are two attributes of car
(bmw3.Q; speedandnavigation

According to Liu (2012), there are four prin-
ciple approaches to recognize every assessment
expression and its objective from the opinion:
“extraction based on frequent nouns and noun
phrases, extraction by exploiting opinion and tar-
get relations, extraction using supervised learn-
ing and topic modeling” We used the second
approach using nliklexical resources. Feature-
based sentiment analysis (FBSA) is done on car
customers’ reviews in which features are extracted
using our ontology on car domain. According to
Gruber (1993), an ontology is dexplicit and for-
mal specification of a conceptualizationtVe pro-
posed FBSA on car reviews using SentiWordNet
with word sense disambiguation (WSD) and an
ontology associated with mappings.

2 Redated Work

Guzman and Maalej, (2014) suggested an auto-

With the development of Web 2.0, the measuréyaeq technique in three phases to analyze rel-

of individual feeling (reviews, ratings, recommen-

evant features: 1) collocation finding algorithm

dations, feedbacks, comments) in online socialy eyiract fine-grained (two keywords) features,
networking has been seriously studied by manyy gentistrength for SA on sentence level 3)

groups. The challenge i§ to dec_ipher eNnormous tent Dirichlet Allocation (LDA) topic model-
amount of data for analyzing sentiments, feellngsmg technique to group into high-level or coarse-

or emotions from the web. There are two typeSyained features and used weighted average sen-
of approaches for sentiment analysis (SA): COrPUSgment score to each topic. The coherence of ten

based and, dict_ionary-b'c_lsed. The classification of, ¢ popular features in app reviews are measured
customers' reviews at either sentence or completg, 4 five-point scale, which represents a logical
document level is not adequate for many applicay g consistent level of shared theme. The authors

tions as these do not recognize right conclusion Ofompared the results with the manually created
sentiment targets. In this work, we emphasize on

word-phrase and word-level-based sentimert®las- http:/iwww.nltk.org/
D § Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 90-98,
Varanasi, India. December 2016. (©2016 NLP Association of India (NLPAI)



truth sets by content analysis and reported 91%letermining weights for the nodes of camera do-
precision and 73% recall. main ontology from sentiment lexicons and used

Virmani et al., (2014) proposed an algorithm for Polarity reversal in opinion on different parts of
aspect-level sentiment analysis on reviews used iRroduct. Their ML based approach (SVM) out-
Letter of recommendation (LOR) system. The ausPerforms rule based approach.
thors made an aspect-tree of different aspect lev- The topic modeling technique used in Guz-
els and sentiment weightage is assigned to eadhan and Maalej, (2014) does not involve detec-
branch. Their idea is based on Sentiment Ontoltion of infrequent features, lexical SA on sarcasm
ogy Tree (SOT) and hierarchical classification al-evel, negation and conditionals. By measuring
gorithm (Wei and Gulla, 2010). After extracting coherency of extracted features or using aspect
aspects’ each aspect value is Computed by mu‘[ee, more Significant features in the Opinion can
tiplying score of branches from the aspect |Ocabe obtained. BUIIdlng unsupervised sentiment lex-
tion to root while traversing the aspect tree. Theicon with SentiWordNet resulted in better accu-
sentiment values of aspects are calculated using/@cy. The ontology provides hierarchical seman-
dictionary-based method. tic data to identify and extract features in an ef-
ficient way. Ramanathan and Ramnath, (2010)

Thakor and Sasi, (2015) proposed partially au-
tomated ontology-based SA method (OSAPS) orPot the best accuracy at 80% for software dataset

social media data. Their aim is to identify the using ontology-domain mapping sentences on the
objects contained in the ontology. Recupero et

problem area on the customers’ feedback on deliv-I 2014 4 SA : lorith build
ery issues of postal services and to generate aut8—"( ) suggeste scoring algorithm to bui

mated online reply for those issues. They build on2 framework called Sentilo for extraction of sen-

tology model from extracted data and use it to deliment relations in a sentence. Their framework

termine issues from the negative sentiments WitﬁdemIerOI topics in different context and target

SentiStrength. Their process includes data clearr'-OIderS which are stored in RDF (Resource De-

ing, extract only combination of nouns and verpsScription Framework) representation using Linked

tags for query building and retrieves information dzact)"’l‘ and an opihnion _gnto_logy. Th_akor a”‘?' Sasi,
from SPARQL Query from ontology model. Their ]E 5) apgroac_ EO |ﬁ_er_\t|fy negatlve dsentl;ne_nts
ontology model with SPARQL query extract com- 10" query data isn't efficient and needs updating

binations of various nouns and verbs from negativ@nd extraction of more logical data to optlmlz_e
tweets. SPARQL query. Tran and Phan, (2015) work did

not identify features in phrases.
Tran and Phan, (2015) suggested a model for

construction of sentiment ontology based Viet-3 FBSA using Dictionaries

namese reviews. This model comprised three

phases: conceptual relation identification to deterCustomer car reviews are extracted fredmund
mine the relationship among newly extracted feasSite.

tures, feature extraction using word relationship L _ _

in dependency tree and sentiment polarity assigns'l Dictionary-based sentiment analysis
ment using corpus. Extraction of new features and\ccording to Liu (2012), a sentiment is defined as
sentiments is done by double propagation algoS-tuple (quintuple) in a given document d as fol-
rithm which proposed rules of syntactic relation- lows:

ship of sentiment words with feature, feature with S = (ei, asj, Sijkiy his, tr) D)
feature and among sentiment words. They pro- i th . i
posed six conceptual rules based on Vietnamesfgher,tehei is the¢™ target under c_on3|derat|on,-j
grammar to identify the semantic relationship of S &J feature of _th_e ta_rgezI, hk_ Is the user who
sentiment words with features present in opinionexIoresses the opinios is the time at which the

o ) . Sh
and reported an accuracy of 58.15% in terms ofc" €W 1S conveyeds;;y; is the sentiment of’
F-measure featurea;; of ith targete; by hy, at timet;.

. For example,“Last Sunday, David found out
Ankit Ramteke et al., (2013) proposed rule

that the bmw 3.0 navigation is very poorin this

based and machine learning (ML) approach forde'sentence,ei = bmw 3.0 a;; = navigation fy, =

tection of thwarting and sarcasm using ontology in
camera domain. They find document polarﬁy} by Zhitp://www.edmunds.com/car-reviews/



David, ¢; = last Sundays; ;x; = poor, which should  pol is 1 and ifw is in negative dictionaryol is -1.
be negative on sentiment analysis.

For dictionary-based SA, two dictionaries of Breaking into segments: The sentence segments
text files containing positive and negative senti-3re formed by finding positions of the conjunction
ment word list is taken from the Opinion Lexicon \yords (‘but’, ‘and’,‘or’, ‘; and ‘because’). For
3 (English) (Hu and Liu, 2004) for sentiment anal-e_g, sentence;: “The mileage is not good but

ysis. engine is smooth, sound system is goodThe
segments of this example aréThe mileage is
not good”,“engine is smooth; "sound system is
This is a naive method for SAtSum is the over- good” which are formed by breaking sentence at
all sentiment score for the review and is the  positions of conjunction words. Within each seg-
sentiment score of a feature. Table 1 and 2 giV?nentSSi, each word ircarD (having car attributes
labels to the ranges oftSum, sc (second and zg keys) is tagged with tuples sfList of words

third column respectively) of the four functions of 5 except the tuples having words as keys.
rR1(stSum), rR2(stSum), rF1(sc), rF2(sc). '

These ranges are decided on the basis of selec-
tion of better distribution of scores of reviews. The
rR1(stSum), rR2(stSum) functions give labels
to sentiment polaritydt.Sum) for each review and
rF1(sc), rF2(sc) functions add labels to senti-
ment polarity éc) for each key incarD.

3.2 Algorithm for FBSA using dictionaries

Algorithm 1 FBSA using dictionaries
1. Input: reviews,carJ, sentiment dictionaries
2: Output : files of FB sentiment ranks of cars.
3: for each reviewR in review-list off do:

labels rR1(stSum) | rF1(sc) 4 BreakR into sentences;
VERY_BAD <5 < _9 5: stSumk— 0; > total review polarity
BAD (-5,-2] 2,1 6: stList<« [|;
NOT_GOOD (-2,0) (-1,0) 7. carD —{};
NEUTRAL {0} {0} 8: make car attrlbutes_ afarJ ascarD keys;
GOOD (0,8] (0,5] 9: for each senten_cg in R do: . _
VERY_.GOOD (8,14] 5.7] 10: gene_ratestLlst of s; as explained in
EXCELLENT | > 14 >7 Section 3.2;
11: stSum «+ stSum + ) pol of eachw
Table 1: sentiment labels of reviews and features in stList,
for Algorithm 1 12: make segments of; as explained in
Section 3.2;
In Algorithm 1 and 3carD is a dictionary hav-  13: for each segmerfi;, € s; do:
ing car attributes or features as keys and their val14: add tuples ofS;, to carD keys as
ues are relevant sentiment words in the user re- explained in Section 3.2;
view, sentiment score and labels (ranks) of the feas. > add ranks and score of eactvD key;
tures. The words (attributes) warJ is ajargon or 4. for each keyk; € carD do:
list of features extracted from the RDF triples ob- ;7. sc = Y pol of tuples ofcarD[k;];
tained from built ontology of cat{ar_Ontology)  1g: carD[k;].append(rF1(sc));

as described in Section 5.

Generating st List of sentences; : stListis alist

of tuples of form (word, part-of-speech tag, po-
larity, position) denoted a&w, pos, pol, p). First,
sentences; is tokenized into words. Each word is
represented as a tuple, pos, pol, p), wherep is
position ofw in sentence;, pos are pos-tag using
nltk.postag and pol (default value is 0) is com-
puted by checking, ifv is in positive dictionary,

> ranks to sentiment of each review;
rR1{stSun};
: > overall polarity of each review;
22 stType <+ “NEUTRAL”;
if stSum > 0 then:
stType <— “POSITIV E”,

if stSum < 0 then:
stType <+ “NEGATIV E”;

3https://www.cs.uic.edu/"liub/FBS/sentiment-anaIyaii
html



4 FBSA using lexical resources

4.1 SentiWordNet

SentiWordNet 3.6 is an explicit lexical resource
document for assignment of sentiment weightage
for opinion mining. It contains English words, de-
rived from WordNet which carry semantic word
relations, attached with a score. The POS in Sen-
tiwordNet contains sentiment subjectivity of ad-
verb (), noun @), verb @), adjective ) synsets

i.e. according to the meaning of each word used in
a sentence. Its output contains five elements: pos
tag, offset-id (identify synset), positive score, neg-
ative score and list of synsets. The sentiment score
of each synset in SentiWordNet varies from 0 to 1.

4.2 Word Sense Disambiguation

Word Sense Disambiguation (WSD) (Navigli,
2009) recognizes which feeling of a word (which

means) is utilized as a part of a sentence, when o

there are polysemy words or phrases. WSD
needs dictionary for word reference to determine
the possible meanings or glossary and a corpus
database for disambiguated words identification.
The WSD based on corpus method is not much
practical because for word target labeling, a user
has to refer to the word-phrase glossary repeat-
edly for the same word. The proposed method

“The mileage is not good’has senti-
ment word “good” but it is negative
subject.

HdNg Words: the words (‘absence’,
‘deals’, ‘needs’, ‘presence’ etf;.which
remain undetected by common senti-
ment words, have hidden sentiment in
statement. In the sentencélhe car
needs a better wheel"word “needs”
have a negative sense.

(d) Conjunctive Words: the words which
connect sub-statements like commas,
conjunctions like ‘and’ etc. The
sentence is segmented for feature ex-
traction. For e.g.;Speed is good but the
mileage is bad"contains two fragments
“Speed is good"and“mileage is bad”.

(©

Feature-based Lexicon:

For an entity: cars, the entity names are car
brands e.g. bmw3.0and aspects/attributes
like performance mileageetc. This lexicon
type includes: entity or product list which
identifies users’ target entities, a list of car
properties for features, entity-based word-list
of sentiments related to subjectivity.

used fine-grained computational lexicon of Word-4.3.2 Sentiment Calculation:
Net (Fellbaum and Christiane, 1998) dictionaryWe apply sentiment analysis based on sentence-
for WSD by finding semantic word relations to level and entity-level. FBSA is done by feature

find the sentiment polarity furthermore.

4.3 Feature based Sentiment Analysis
4.3.1 Building Lexicon:

extraction using ontology. The sentiment labels
are also assigned based on the overall review and
feature-based sentiment polarity value mentioned
in rR2(), rF2() respectively. After pre-processing,

Following types of sentiment lexicons are createdhe sentiment is calculated as given in Algorithm

manually (Palanisamy et al., 2013) for FBSA:  3:

1. Regular Lexicons:
This sort of lexicon comprises of sentiment
information having consistent semantics or

connotation crosswise over various classes 2.

and the opinion words.

(a) Default Sentiment Words: Common
list of words (adjective, adverbs) hav- 3
ing consistent sentiment semantic value
(positive or negative weightage) across
different fields.

(b) TNgList words: These reverse the sen-
timent subjectivity {) sign. For e.g.,

“http://sentiwordnet.isti.cnr.it/

Shttp://wordnet.princeton.edu 93

1.

WSD on the tokenized word list is performed
to identify correct word sense in a review.

Compute sentiment list s{List) having
(w, pos,pol,p) tuples. stList contains
nouns, verbs, adjectives and adverbs.

. To calculate polarity, we check (Algorithm 2)

if the word is not present in SentiWordNet
but present inNgList or HdNg list, then
the word tuple is added to the List along
with the corresponding sentiment polarity.
For e.g., in review,"The car needs a bet-
ter wheel”, word“needs” has negative aspect
for “speed” feature.



labels rR2(stSum) | rF2(sc)
VERY_BAD < -2 <-1

BAD (21 | (-1,-0.5]
NOT_GOOD (-1,0) (-0.5,0)

NEUTRAL 10 10}

GOOD 0.1] ©0.1]
VERY_GOOD (1,2] (1,1.5]
EXCELLENT > 2 > 1.5

Table 2: sentiment labels of reviews and features
for Algorithm 3

4. In Algorithm 2, if the word is inT'NgList,
then the polarity of all the words present
within word length of 2 in both the directions
(4 units proximity by checking distance) will
be reversed.

5. The sentiment of an entity is given by
which is computed by summing the senti-
ment scores i.epol’s of the entity in the re-
view. The overall sentiment of the review is
given bystSum.

4.3.3 Feature Extraction:
1. Only those features that are present in both
the reviews andCarJ are the candidate for
features in this phase.

e Expansion of abbreviated wordsAfter re-

moving stopwords, we expand abbreviated
words ins; manually. We identify words,
having some repetition of letters, and con-
vert them to proper form like “wooowwww”
to “wow”.

e Slang words or spelling correctioriWe cor-
rect spellings and convert slang words to
standard English by replacing the words with
their expansion or correct form.

e Appending sentiments of emoticoige add
sentiments of the emoticons by replacing the
smileys with appropriate words : happy, very
happy, winky, sad, crying, angry.

e Word Sense DisambiguationWe generate
wsdList which is a list of word-synsets (hav-
ing correct word sense, i.epos tag, in the
sentence) after applying WSD. In this step,
we apply WSD using maximum path similar-
ity method, which is based on the idea that
path length of more similar word sense of the
wordw is lesser than other less similar words,
i.e. computes the shortest word sense edge
from all edges ofv.

Generating st List of sentence s;:

2. These candidate features and their sentiment

word list is appended t@'arD dictionary.

4.4 Algorithm for FBSA Using Lexical
Resources

In Algorithm 2, HdNgListis the list of sentiment
words (not present in SentiWordNet): ‘needs’,
‘absence’, ‘deficient’, ‘lack’, ‘incomplete’, ‘par-
tial’, ‘fragmental’. TNgListis the list of words to
reverse polarity.

Data preprocessing of sentence s;:

This aims at normalizing the text into an appro-
priate form for sentiments extraction. Data pre-
processing includes:

e Tokenizing We break each review into sen-
tences and each sentengds tokenized into
words with part-of-speech tagging (identify-
ing n, v, a, r) by nltk postokenizer

e Reduction to root words/NVe reduce words to
derived form or stem, which helps in building
lexicons. For e.g., words: ‘hates’, ‘hating’

e stlList is a list of tuples of form
(w,pos,pol,p) as mentioned in Sec-
tion 3.2. Butpol value is computed using
SentiwWordNet method which is the differ-
ence of positive and negative SentiWordNet
score considering WSD

e capitalization weightageAdd extra+« sen-
timent weightage for capital emotion words

e exclamation mark weightageidd extra sen-
timent scoret3/(#('"" )) to the words with
attached exclamation mark

e start sentence weightagef s; is start sen-
tence and has more positive or negative score,
then addt~ to stSum

¢ last sentence weightagé: s; is last sentence
and has more positive or negative score, then
add+d to stSum

reduced to ‘hate’. It is done hyitk stemm&  The values ofy, 3, v ands are fixed empirically.



Algorithm 2 reverse polarity of negation words
1: function RVP(stList, stNgList)
2: if stList # () andstNgList # () then:

Algorithm 3 FBSA using Lexical Resources
1: Input: HdNgList, TNgList, reviews,carJ;
2: Output: files of FB sentiment ranks of cars

3: for each wordw; € stListdo: 3: for each revievR in review-list off do:
4: for each wordw, € stNgListdo: 4: BreakR into sentences;
5: if proximity distancdw; — ws| 5: stSum «+ 0; > total review polarity;
< 2 then: > both side 6: stList < [[;
6: Reverse polarity ofvq; 7: carD « {};
7: dse 8: make car attributes afarJ ascarD keys;
8: if stNgList # () then: o: for each sentence in Rdo:
o: for each wordw; € stNgList do: 10 wsdList < [];
10: if w; & stList then: 11: data preprocessing of; and make
11: st List.append((w;, pos;, wsdList as explained in Section 4.4;
poli, pi)); 12: generatestList of s; as explained
12: HdNg <« tuples ofstList having words in Section 4.4; .
from HdNgList; 13; >‘reverse.pol of TNgList worqls;
13: for each wordw; € HdNg do: 14: stNngst + list of tuples of§thst
14: if w; ¢ SentiwordNethen: havllng words pres‘ent Iﬁ’NgL?st;
15: st List.append((w;, posi, pols, pi)); 15; stList < RVP(stList, stN gList);
, 16: stSum < stSum + ) pol of eachw
16: return stList; ; C
in stList;
17: make segments of; as explained in
5 Building ontology in car domain Section 3.2;
18: for each segmerfi;, € s; do:

The car ontologyar_Ontology) about car prop-  1g.

erties shown in Figure 1 is built using Protégé

(protege-5.0.0-beta-15).

add tuples ofS;, to carD keys as
explained in Section 3.2;

20; > add ranks and score of eactvD key;
YD oy 21:  for each keyk; € carD do:
¥ mhasCarAttributes 22: sc =Y pol of tuples ofcarD|k;];
¥- 8 Thing * mhasCarAppearance . 7
v 0cer » mhasCarBodyParts 23: carDIk;].append(rF1(sc));
il »- mhasCarElectricalParts . .
L5 E:Ir'_ait;::*- » mhasCarFuel 24: > rankS to sentiment Of eaCh I’EVIeW,
Y 8C _T » mhasCarMarketing . .
ar,fn:,?:nibh_mrs # mhasCarPerformaneQuality 25: FRZ{SISUTT), . —
Conpecars » mhasCarQualities 26: > overall polarity of each review;
= » mhasCarReliabilty i .
Cmveccirs | 4y 27:  stType  “NEUTRAL";
) Electric_cars : I:as:atr!i:;\ificu =0 28: if stSum > 0 then:
w hasEntertainmentFeature
:‘;;;"r:“';:;;*“ ahasAudio 20: stType < “POSITIVE”;
= hasEntertainment .
;‘:‘j‘“““ﬁ” :h:;:;,er;"me" 30: if stSum < 0 then:
an_cars
) SUV_cars whasSpeakers 31 stType < “NEGATIV E”;
Tk s ® hasStereos
= ® hasVolume
Wagon: cars » mhasNavigation
Carlb m hasCarName

Figure

data properties of Car attributes.

6 DataParsing

RDF syntax of builtCar_Ontology. RDF triples

Shttp://protege.stanford.edu/

mhasTSAscore
m haslserID

1: Car_Ontology: classes, subclasses,

(subject-predicate-object) between tags are stored

by a graph (tree form) method which is used by
previous Algorithms 1 and 3 for FBSA in col-

lecting sentiment words related to defined cate-

. ) . _gory. We made a car database with thirteen data
The list of features of car is collected from parsing;pies using the parsed and extracted data from Al-

gorithm 1 and 3 which represents the customers’
95 opinion about different car attributes.



7 Modeingin OBDA :hasCarAttriubtes “appearance”
7.1 Experimentation using ontop The source query takes the mapping axioms and
An OBDA model (obdaModel, 2009) includes Car_Ontology as input and associate RDF triples
only single data source which is the database thadet for each resultant target row. By substituting
constitutes information about the system and fronthe placeholders in targefifl} and{name) with
which the queries would be executed in the framedifferent values from the row, more triples can be
work. This model contains a set of mapping ax-generated. For e.g., if the answer to the source
ioms in the ontology. query is shown in Table 3, then the given map-
ping would generate the following six RDF triples:

<http://www.semanticweb.org/ont25#Car{22} >
A mapping axiom in this model consists of the rdf:type :Car;

following three elements: mappingld (name: ‘name "bmw3.0”"
any string which recognizes the axiom), source -hasCarAttriubtes "appearance”.

(randomly selected SQL query processed over the hitp://www.semanticweb.org/ont25#Carl{23} >
car database) and target (RDF triple template thatf:type :Car;

7.1.1 Mapping axioms

contains placeholders to refer the column names ‘name "acuramdx”
described in source query). For e.g., a valid ontop ‘hasCarAttriubtes "appearance”.
mapping inC'ar_Ontology is given below: Here, each target row generates three
triples, since the target in the map-
mappingld: CarAttrbiutes ping had three triple templates. Here,
source : SELECT userid, appearance FROMy replacing {id} in the URI template
carAppearanceTable <http://www.semanticweb.org/ont25#Carl{22} >
target : <http://www.semanticweb.org/ont25# by the value 22, we get an actual URI

CarlD_{id}> rdf:type :Car; :title {appearancg  http://www.semanticweb.org/ont25#Carl{23} >
, and by replacingname in the literal template

In target mapping, following placeholders {fnamg: string by the valuebmw3.Q we obtain
are present in this model: a literal tem- gn actual literal valugbmw3.0".

plate, i.e., appearance describing one of

the car attributes, and a URI template, i.e.8 Comparison of FBSA for cars

http://www.semanticweb.org/ont25#Carl{id }.

The literal template placeholder is used to generThe numbers of sentiment ranks of car attributes

ate literal values, while URI template is used toare obtained by querying in SPARQL. Here, five-

create object URIs from the data in car database.star rating is calculated based on weighted mean
or average using the following formula:

id name

22| bmw3.0 S0 wti X 7y )

23 | acuramdx R @
Table 3: query example wherewt; is the weight of the'"-star rating; is

the number of reviews at that weight;, R is the
Meaning of a mapping axiom: The main ob- total number of reviews. In Table 4, 5, 6, 7, 5-star
jective of the mapping axioms in this model is to rating is available at edmund site. The FBSA using
convert data in the specified data sources into dictionary-based (DbFBSA) method is compared
set of ABox assertions/RDF triples. Consider thewith the FBSA using lexical resources and ontol-
following mapping about Appearance attribute: 0ogy (LoFBSA) on the error-rate basis. Error (%)

is computed by the absolute difference of experi-

mappingld: Appearance mental five-star rating from the observed five-star
source : SELECT id, name FROM carAppearanc{ating available at edmund site.

eTable As we observe here that error (%) of FBSA us-
target: <http://www.semanticweb.org/ont25# ing lexical resources and ontology is less than the

CarlD_{id}> rdf:itype :Car; :name {nam%6 dictionary-based method.
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Abstract

While statistical methods have been very
effective in developing NLP tools, the
use of linguistic tools and understand-
ing of language structure can make these
tools better. Cross-lingual parser con-
struction has been used to develop parsers
for languages with no annotated treebank.
Delexicalized parsers that use only POS
tags can be transferred to a new target lan-
guage. But the success of a delexical-
ized transfer parser depends on the syntac-
tic closeness between the source and tar-
get languages. The understanding of the
linguistic similarities and differences be-
tween the languages can be used to im-
prove the parser. In this paper, we use
a method based on cross-lingual model
transfer to transfer a Hindi parser to Ben-
gali. The technique does not need any
parallel corpora but makes use of chun-
kers of these languages. We observe that
while the two languages share broad sim-
ilarities, Bengali and Hindi phrases do not
have identical construction. We can im-
prove the transfer based parser if the parser
is transferred at the chunk level. Based on
this we present a method to use chunkers
to develop a cross-lingual parser for Ben-
gali which results in an improvement of
unlabelled attachment score (UAS) from
65.1 (baseline parser) to 78.2.

1 Introduction

Parsers have a very important role in various nat-
ural language processing tasks. Machine learning
based methods are most commonly used for learn-
ing parsers for a language given annotated parse
trees which are called treebanks. But treebanks af®

D S Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natura

not available for all languages, or only small tree-
banks may be available. In recent years, consider-
able efforts have been put to develop dependency
parsers for low-resource languages. In the absence
of treebank for a language, there has been research
in using cross-lingual parsing methods (McDon-
ald et al., 2011) where a treebank from a related
source language (SL), is used to develop a parser
for a target language (TL). In such work, an an-
notated treebank in SL and other resources in are
used to develop a parser model for TL. Most of
the existing work assume that although annotated
treebanks are not available for the target language
TL, there are other resources available such as par-
allel corpus between the source and the target lan-
guages (Xiao and Guo, 2015; Rasooli and Collins,
2015; Tiedemann, 2015). However, developing a
parallel corpus is also expensive if such parallel
corpus is not available.

In this work, our goal is to look at methods for
developing a cross-lingual transfer parser for re-
source poor Indian language for which we have
access to a small or no treebank. We assume the
availability of a monolingual corpus in target lan-
guage and a small bilingual (source-target) dictio-
nary.

Given our familiarity with Bengali and Hindi,
and availability of a small treebank we aim to
test our approach in Hindi-Bengali transfer pars-
ing. We choose Hindi as the source language as
it is syntactically related to Bengali and a Hindi
treebank (Nivre et al., 2016) is freely available
which can be used to train a reasonably accu-
rate parser (Saha and Sarkar, 2016). We wish
to use this Hindi treebank to develop a Bengali
parser. Although our current work aims to develop
a parser in Bengali from Hindi, this may be taken
up as a general method for other resource poor lan-
guages. We also have access to a monolingual

corpus in Benlgali and a small bilingual (Hindi-
Language Processing, pages 99-108,

Varanasi, India. December 2016. (©2016 NLP Association of India (NLPAI)



Bengali) dictionary.

Since the vocabulary of two languages are dif-
ferent, some of the work in the literature at-
tempted to address this problem by delexicalizing
the dependency parsers by replacing the language-
specific word-level features by more general part-
of-speech or POS-level features. Such methods
have yielded moderate quality parsers in the target
language (McDonald et al., 2011). However the
number of POS features is small and may not con-
tain enough information. In order to alleviate this
problem some work have been proposed to incor-
porate word-level features in the form of bi-lingual
word clusters (Tdckstrom et al., 2012) and other
bilingual word features (Durrett et al., 2012; Xiao
and Guo, 2014).

Both Hindi and Bengali use the SOV (Subject-
Object-Verb) sentence structure. However, there
exist differences in the morphological structure of
words and phrases between these two languages
(Chatterji et al., 2014). Since the overall syntactic
structure of the languages are similar, we hypoth-
esize that chunk level transfer of a Hindi parser
to Bengali may be more helpful than word-level
transfer.

The rest of the paper is organized as follows.
Section 2 discusses some of the existing related
work. In Section 3 we state the objective of this
work. In Section 4 we present in details the the
dataset used, and in 5 we state in details our ap-
proach for cross-lingual parsing. In Section 6 we
analyze the errors. Section 7 concludes the paper.

2 Related work

A variety of methods for developing transfer
parsers for resource poor languages without any
treebank have been proposed in the literature. In
this section, we provide a brief survey of some of
the methods relevant to our work.

2.1 Delexicalized parsing

Delexicalized parsing proposed by Zeman and
Resnik (2008) involves training a parser model on
a treebank of a resource-rich language in a super-
vised manner without using any lexical features
and applying the model directly to parse sentences
in target language. They built a Swedish depen-
dency parser using Danish, a syntactically similar
language. Se¢gaard (2011) used a similar method
for several different language pairs. Their sys-
tem performance varied widely (F1-score : 5090

75%) depending upon the similarity of the lan-
guage pairs.

Téckstrom et al. (2012) used cross-lingual word
clusters obtained from a large unlabelled corpora
as additional features in their delexicalized parser.
Naseem et al. (2012) proposed a method for mul-
tilingual learning to languages that exhibit signif-
icant differences from existing resource-rich lan-
guages which selectively learns the features rele-
vant for a target language and ties the model pa-
rameters accordingly. Téackstrom et al. (2013) im-
proved performance of delexicalized parser by in-
corporating selective sharing of model parameters
based on typological information into a discrimi-
native graph-based parser model.

Distributed representation of words (Mikolov et
al., 2013b) as vector can be used to capture cross-
lingual lexical information and can be augmented
with delexicalized parsers. Xiao and Guo (2014)
learnt language-independent word representations
to address cross-lingual dependency parsing. They
combined all sentences from both languages to
induce real-valued distributed representation of
words under a deep neural network architecture,
and then use the induced interlingual word repre-
sentation as augmenting features to train a delex-
icalized dependency parser. Duong et al. (2015a)
followed a similar approach where the vectors for
both the languages are learnt using a skipgram-like
method in which the system was trained to predict
the POS tags of the context words instead of the
words themselves.

2.2 Cross-lingual projection

Cross-lingual projection based approaches use
parallel data or some other lexical resource such
as dictionary to project source language depen-
dency relations to target language (Hwa et al.,
2005). Ganchev et al. (2009) used generative and
discriminative models for dependency grammar
induction that use word-level alignments and a
source language parser.

McDonald et al. (2011) learnt a delexicalized
parser in English language and then used the En-
glish parser to seed a constraint learning algorithm
to learn a parser in the target language. Ma and Xia
(2014) used word alignments obtained from paral-
lel data to transfer source language constraints to
the target side.

Rasooli and Collins (2015) proposed a method
to induce dependency parser in the target language



using a dependency parser in the source language
and a parallel corpus. Guo et al. (2015) proposed
a CCA based projection method and a projection
method based on word alignments obtained from
parallel corpus.

2.3 Parsing in Hindi and Bengali

Hindi and Bengali are morphologically rich and
relaively free word order languages. Some of the
notable works on Indian languages are by Bharati
and Sangal (1993) and Bharati et al. (2002).
Also the works of Nivre (2005) and Nivre (2009)
have been successfully applied for parsing In-
dian languages such as Hindi and Bengali. Sev-
eral works on Hindi parsing (Ambati et al., 2010;
Kosaraju et al., 2010) used data-driven parsers
such as the Malt parser (Nivre, 2005) and the
MST parser (Mcdonald et al., 2005). Bharati et al.
(2009b) used a demand-frame based approach for
Hindi parsing. Chatterji et al. (2009) have shown
that proper feature selection (Begum et al., 2011)
can immensely improve the performance of the
data-driven and frame-based parsers.

Chunking (shallow parsing) has been used suc-
cessfully to develop good quality parsers in Hindi
language (Bharati et al., 2009b; Chatterji et al.,
2012). Bharati et al. (2009b) have proposed a two-
stage constraint-based approach where they first
tried to extract the intra-chunk dependencies and
resolve the inter-chunk dependencies in the second
stage. Ambati et al. (2010) used disjoint sets de-
pendency relation and performed the intra-chunk
parsing and inter-chunk parsing separately. Chat-
terji et al. (2012) proposed a three stage approach
where a rule-based inter-chunk parsing followed a
data-driven inter-chunk parsing.

A project for building multi-representational
and multi-layered treebanks for Hindi and
Urdu (Bhatt et al., 2009)" was carried out as a joint
effort by IIIT Hyderabad, University of Colorado
and University of Washington. Besides the syn-
tactic version of the treebank being developed by
IIIT Hyderabad (Ambati et al., 2011), University
of Colorado has built the Hindi-Urdu proposition
bank (Vaidya et al., 2014) and a phrase-structure
form of the treebank (Bhatt and Xia, 2012) is be-
ing developed at University of Washington. A part
of the Hindi dependency treebank” has been re-
leased in which the inter-chunk dependency re-

Uhttp://verbs.colorado.edu/hindiurdu/index.html

2http://ltrc.iiit.ac.in/treebank_H2014/ 101

lations (dependency links between chunk heads)
have been manually tagged and the chunks were
expanded automatically using an arc-eager algo-
rithm.

Some of the major works on parsing in
Bengali language appeared in ICON 2009
(http://www.icon2009.in/). Ghosh et al. (2009)
used a CRF based hybrid method, Chatterji et al.
(2009) used variations of the transition based de-
pendency parsing. Mannem (2009) came up with
a bi-directional incremental parsing and percep-
tron learning approach and De et al. (2009) used
a constraint-based method. Das et al. (2012) com-
pares performance of a grammar driven parser and
a modified MALT parser.

3 Objective

We want to build a good dependency parser using
cross-lingual transfer method for some Indian lan-
guages for which no treebanks are available. We
try to make use of the Hindi treebank to build the
dependency parser. We explore the use of the other
resources that we have.

Due to our familiarity with Bengali language
and availability of a small treebank in Bengali we
aim to perform our initial experiments in Bengali
to test our proposed method. We have a small
Hindi-Bengali bilingual dictionary and POS tag-
gers, morphological analyzers and chunkers for
both these languages.

In such a scenario delexicalization methods can
be used for cross-lingual parser construction. We
wish to get some understanding of what additional
resources can be used for general cross-lingual
transfer parsing in this framework depending on
the similarity and differences between the lan-
guage pairs.

4 Resources used

For our experiments, we used the Hindi Uni-
versal Dependency treebank to train the Hindi
parser (Saha and Sarkar, 2016; Chen and Man-
ning, 2014). The Hindi universal treebank con-
sists of 16648 parse trees annotated using Univer-
sal Dependency (UD) tagset divided into training,
development and test sets. For testing in Bengali
we used the test set of 150 parse trees annotated
using Anncorra (Sharma et al., 2007) tagset. This
small Bengali treebank was used in ICON2010?

3http://www.icon2010.in/



contest to train parsers for various Indian lan-
gauges. The parse trees in the test data were par-
tially tagged with only inter-chunk dependencies
and chunk information. We completed the trees by
manually annotating the intra-chunk dependencies
using the intra-chunk tags proposed by Kosaraju et
al. (2012). We used the complete trees for our ex-
periments.
Table 1 gives the details of the datasets used.

Table 1: Universal Dependency Hindi treebank.

Universal ICON
Dependency Bengali
treebank treebank
Data (Number of trees) | (Number of trees)
Training 13304 979
Development 1659 150
Test 1685 150

The initial Hindi and Bengali word embeddings
were obtained by running word2vec (Mikolov et
al., 2013b) on Hindi Wikipedia dump corpus and
FIRE 2011* corpus respectively.

For Hindi-Bengali word pairs we used a small
bilingual dictionary developed at our institute as a
part of ILMT project’. It consists of about 12500
entries. For chunking we used the chunkers and
chunk-head computation tool developed at our in-
stitute. The sentences in the Hindi treebank were
chunked using an automatic chunker to obtain the
chunk-level features. In case of disagreement be-
tween the output of automatic chunker and the
gold standard parse trees we adhered to the chunk
structure of the gold standard parse tree.

Before parsing the Hindi trees we relabeled the
Hindi treebank sentences by Anncorra (Sharma et
al., 2007) POS and morphological tags using the
POS tagger (Dandapat et al., 2004) and morpho-
logical analyzer (Bhattacharya et al., 2005) as the
automatic chunker requires the POS and morpho-
logical information in Anncorra format. More-
over, due to relabeling both the training and the
test data will have the POS and morphological fea-
tures in Anncorra format.

5 Our proposed Hindi to Bengali
cross-lingual dependency parser

5.1 Baseline delexicalization based method

For the delexicalized baseline we trained the Hindi
parser using only POS features. We used this

*http://www.isical.ac.in/ clia/2011/
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model directly to parse the Bengali test sentences.
It gives an UAS (Unlabelled Attachment Score) of
65.1% (Table 2).

We report only the UAS because the Bengali
arc labels uses AnnCorra tagset which is differ-
ent from Universal Dependency tagset. The de-
pendency lables in the UD and ICON treebanks
are different, with ICON providing a more fine-
grained and Indian language specific tags. How-
ever, it was observed that the unlabelled depen-
dencies were sufficiently similar.

5.2 Transferred parser enhanced with lexical
features

When the parser trained using the lexical features
of one language is used to parse sentences in an-
other language the performance depends on the
lexical similarity between the two languages.

We wish to investigate whether it is possible to
use the syntactic similarities of the words to trans-
fer some information to the Bengali parser along
with the non-lexical information. We have used
word embeddings (Mikolov et al., 2013b) for the
lexical features in the hope that the word vectors
capture sufficient lexical information.

Our work is different from that of (Xiao and
Guo, 2014) and (Duong et al., 2015b) where the
word vectors for both the languages are jointly
trained. We observed that the work of (Xiao and
Guo, 2014) is dependent on the quality and size of
the dictionary and the training may not be uniform
due to the difference in frequency of the words
occurring in the corpus on which the vectors are
trained. It also misses out the words that have mul-
tiple meanings in the other language.

Our method has the following steps;

Step 1 - Learning monolingual word em-
beddings : The monolingual word embeddings
for Hindi and Bengali are learnt by training
word2vec (Mikolov et al., 2013b) on monolingual
Hindi and Bengali corpus respectively. The di-
mension of the learnt word embeddings are set to
50.

Step 2 - Training the Hindi monolingual depen-
dency parser : To train the Hindi parser model
using the Hindi treebank data we used the parser
proposed by Chen and Manning (2014). The word
embeddings were initialized by the ones learnt
from monolingual corpus. Apart from the word
embeddings, the other features are randomly ini-
tialized.



Step 3 - Learning interlingual word representa-
tions using linear regression based projection:
For learning interlingual word representations we
used all the cross-lingual word pairs from a Hindi-
Bengali dictionary and dropped the Hindi words
whose corresponding entry in Bengali is of mul-
tiple words. We used only those word pairs for
which both the words are in the vocabulary of the
corresponding monolingual corpora on which the
word embeddings were trained. The linear regres-
sion method (Mikolov et al., 2013a) was used to
project the Bengali word embeddings into the vec-
tor space of the Hindi embeddings obtained after
training the parser on Hindi treebank data. The re-
gressor was trained using the embeddings of the
3758 word-pairs obtained from the dictionary.

Subsequently, we attempted to compare the
method proposed by Xiao and Guo (2014). In both
the cases the parser performances were very sim-
ilar and hence we report only the results obtained
using linear regression.

Step 4 - Transfer of parser model from Hindi
to Bengali : In the delexicalized version, the
parsers are used directly to test on Bengali data. In
the lexicalized versions, we obtained the Bengali
parser models by replacing the Hindi word embed-
dings by the projected Bengali word vectors ob-
tained in Step 3. The transformation is shown in
figure 1.

Table 2: Comparison of 1) delexicalized parser
model and 2) parser using projected Bengali vec-
tors.

Delexi- Projected
calized Bengali
(Baseline) vectors
(Chen and Manning, 2014)
parser 65.1 67.2

Table 2 compares the UAS of word-level trans-
fer for the 1) delexicalized parser model (Delex-
icalized) and 2) the lexicalized Bengali parser
model in which the Hindi word embeddings are re-
placed by Bengali word vectors projected onto the
vector space of the Hindi word embeddings (Pro-
Jjected Bengali vectors). We observe that projected
lexical features improves UAS over the delexical-
ized baseline from 65.1 to 67.2. 103

5.3 Chunk-level transfer for cross-lingual
parsing

There exist differences in the morphological struc-
ture of words and phrases between Hindi and Ben-
gali. For example, the English phrase "took bath"
is written in Hindi as "nahayA" using a single
word and the same phrase in Bengali is written as
"snan korlo" "(bath did)" using two words. Sim-
ilarly, the English phrase "is going" is written in
Hindi as "ja raha hai" "(go doing is)" using three
words and the same phrase in Bengali is written as
"jachhe" using a single word.

This makes us believe that chunking can help to
improve cross-lingual parsing between Hindi and
Bengali languages by using the similarities in the
arrangement of phrases in a sentence. Chunking
(shallow parsing) reduces the complexity of full
parsing by identifying non-recursive cores of dif-
ferent types of phrases in the text (Peh and Ann,
1996). Chunking is easier than parsing and both
rule-based chunker or statistical chunker can be
developed quite easily.

In figure 2 we present a Bengali sentence and
the corresponding Hindi sentence. They are
transliterated to Roman. The English gloss of the
sentences are given. We indicate by parentheses
the chunks of the sentences. We indicate by line
the correspondence between the chunks. We see
that the correspondence is at the chunk level and
not at the word level.

The sentences are quite similar as far as the
inter-chunk orientation is concerned as is evident
from the Figure 3 and 4.

We have used Hindi and Bengali chunkers
which identify the chunks and assign each chunk
to its chunk type, chunk-level morphological fea-
tures and the head words. For chunk level transfer
we performed the following steps:

Step 1: We chunked the Hindi treebank sen-
tences and extracted the chunk heads.

Step 2: We converted the full trees to chunk
head trees by removing the non-head words and
their links such that only the chunk head words
and their links with the other head words are left.

Step 3: We trained the Hindi dependency
parsers using the Hindi chunk head trees by the
delexicalization method and the method described
in section 5.2.
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Figure 1: The neural network shares parameters like weights and POS, arc-label embeddings in source
and target language parser models. Only the source language word embeddings replaced by projected
target language word vectors. E30urce, ﬁgfj ' Epog, Eare are the embedding matrices from which the
mapping layer gets the vectors by indexing.

B. Bengali (Patnay) (bhumikamper phale) (99 jon lok) (mara jay)
sentence:
BE. Bengali Sen- (Patna-at) (earthquake-of result-in) (99 number person) (death happened)
tence in English 1 2 3 2
gloss:

2 3 2 1
HE.Hindi Sen- (Patna at)  (earthquake of result) (99 persons) (died)
tence in English
gloss:
H.Hindi Sentence: (Patna mein) (bhukamp ke dwara) (99 admi) (mare)

Figure 2: Chunk mapping between a Bengali and Hindi sentence that conveys the same meaning : "99
people died due to earthquake in Patna".

mara mare

Patnay bhumikamrm\ay ; atna 71 kﬁ adr\i
fale jon \ 99 mein ke dwara 99
(a) (b)

Figure 3: Word-level parse trees of the example Bengali and Hindi sentences (a) Bengali word-level
parse tree (b) Hindi word-level parse tree

(iv)mara jay

(iv)mare
(i)Patnay (ii)bhumikamper (iii)99 jon lok (i)Patna  (ii)bhumkamp (iii) 99 admi
fale mein ke dwara
(@) (b)

Figure 4: Chunk-level parse trees of the example Bengali and Hindi sentences (a) Bengali chunk-level
parse tree (b) Hindi chunk-level parse tree

Step 4: This parser was transferred using t]ilS 4 calized parser for Bengali head trees.
methods described in section 5.2 to get the delexi-
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Figure 5: Chunk-level parse tree of the example Bengali sentence before and after expansion (a) Bengali
chunk head parse tree (b) Bengali chunk head parse tree after expansion

Step 5: For testing, we parsed the Bengali
test sentences consisting of only the chunk head
words. The UAS score for head trees obtained by
delexicalized method is 68.6.

Step 6: For intra-chunk expansion we simply at-
tached the non-head words to their corresponding
chunk heads to get the full trees (This introduces
a lot of errors. In future we plan to use rules for
chunk expansion to make the intra-chunk expan-
sion more accurate.) The UAS score for trees after
intra-chunk expansion is 78.2.

We observed that our simple heuristic for inter-
chunk expansion increases accuracy of the parser.
There are some rule-based methods and statistical
approach for inter-chunk expansion (Kosaraju et
al.,, 2012; Bharati et al., 2009a; Chatterji et al.,
2012) in Hindi which may be adopted for Bengali.

Table 3: Comparison of word-level and chunk-
level transfer of parse trees

Projected
Delexical- | Bengali
ized vectors
Trees
after word-level
transfer 65.1 67.2
Expanded chunk
head trees after
chunk-level transfer 78.2 75.8

Table 3 compares the UAS of baseline parsers
for word-level transfer with chunk-level transfer
followed by expansion. We found a significant in-
crease of UAS score from 65.1 to 78.2 after pars-
ing and subsequent intra-chunk expansion. How-
ever, while using common vector-based word rep-
resentation had shown slight improvement when
applied to the word level transfer it did not help
when applied to chunk level transfer. This may
be because we used only the vector embeddings
of chunk heads for the chunk-level parsing. We
wish to work further on vector representation W

chunks which might capture more chunk-level in-
formation and help improve the results.

While chunking has been used with other
parsers, we did not find any work that uses chunk-
ing in a transfer parser. The source (Hindi) delex-
icalized word-level parser gave an accuracy of
77.7% and the source (Hindi) delexicalized chunk-
level parser followed by expansion gave an accu-
racy of 79.1% on the UD Hindi test data.

There is no reported work on cross-lingual
transfer between Bengali and Hindi. But as a ref-
erence we will like to mention the type of UAS
accuracy values reported for other transfer parsers
based on delexicalization in the literature for other
language pairs. Zeman and Resnik (2008)’s delex-
icalized parser gave a F-score of 66.4 on Danish
language. Tackstrom et al. (2012) achieved an av-
erage UAS of 63.0 by using word clusters on ten
target languages and English as the source lan-
guage. They achieved UAS of 57.1 without us-
ing any word cluster feature. In their works, (Xiao
and Guo, 2014) tried out cross-lingual parsing
on a set of eight target languages with English
as the source language and achieved a UAS of
58.9 on average while their baseline delexicalized
MSTParser parser using universal POS tag fea-
tures gave an UAS of 55.14 on average. Duong et
al. (2015b) also applied their method on nine tar-
get languages and English as the source language.
They achieved UAS of 58.8 on average.

6 Error analysis

We analyzed the errors in dependency relations of
the parse trees obtained by parsing the test sen-
tences. We analyze the results based on the num-
ber of dependency relations in the gold data that
actually appear in the trees parsed by our parser.
We report results of the ten most frequent depen-
dency tags in table 4.

From table 4 we find that chunk-level transfer
increases the accuracy of tree root identification.
Chunk-level transfer significantly increases the ac-



Table 4: Comparison of errors for 12 dependency tags. The entries of column 3 to 6 indicates the number
of dependencies bearing the corresponding tags in the gold data that actually appear in the parsed trees

and the accuracy (in %).

Word-Tevel Chunk-Ievel
Actual transfer transfer
Count using using
of Delexicalized projected Delexicalized projected
dependency word-level Bengali chunk-level Bengali
relations transfer vectors transfer vectors
k1 (doer/agent/subject) 166 111 (66.9) | 104 (62.7) | 133 (80.1) | 118 (71.1)
vmod (Verb modifier) 111 71 (64.0) 78 (70.3) 85 (76.6) 71 (64.0)
main (root) 150 96 (64.4) 108 (72.5) | 105 (70.5) | 103 (69.1)
k2 (object) 131 100 (76.3) 92 (70.2) 104 (79.4) 88 (67.2)
6 (possessive) 82 21 (25.6) 49 (59.8) 13 (15.9) 52 (63.4)
pof (Part of relation) 59 55 (93.2) 58 (98.3) 56  (94.9) 56 (94.9)
k7p (Location in space) 50 31 (62.0) 30 (60.0) 38 (76.0) 33 (66.0)
ccof (co-ordinate conjunction of) 47 1 .1 4 (8.5 1 (2.12) 2 4.3)
k7t (Location in time) 40 25 (62.5) 20 (50.0) 31 (77.5) 15 (37.5)
k7 (Location elsewhere) 22 15 (68.2) 14  (63.6) 16 (72.7) 17  (77.3)
kls (noun complement) 18 13 (72.2) 14 (77.8) 14 (77.8) 14 (77.8)
relc (relative clause) 12 1 (8.4 1 (84 0 (0.0 0 (0.0

curacy of identifying the relations with k/, vmod,
k2 and k7 tags also.

Although delexicalized chunk-level parser gives
the overall best result, the accuracy is lowest for
the relation of type r6 (possessive/genitive). We
observed that in most of the erroneous cases, both
the words that are expected to be connected by
the r6 dependency, are actually being predicted as
modifiers of a common parent. We find that the ac-
curacy of r6 tag improves in case of delexicalized
word-level transfer and the best accuracy on 76 is
achieved with the use of lexical features. Hence,
the drop in performance may be due to the lack of
sufficient information in the case of chunk-level
transfer or the chunk expansion heuristic that we
have used this work.

However, for all the methods discussed above
the parser performs poorly in identifying the “con-
juction of" (ccof) relations and relative clause
(relc) relations. we observed that the poor result
on ccof tag is due to the difference in annotation
scheme of ICON and UD. In case of ICON data,
the conjunctions are the roots of the trees and the
corresponding verbs or nouns are the modifiers,
while in UD scheme the conjunctions are the mod-
ifiers of the corresponding verbs of nouns. We
need to investigate further into the poor identifi-
cation of relc dependencies.

7 Conclusion

We show that knowledge of shallow syntactic
structures of the languages helps in improviﬁg6

the quality of cross-lingual parsers. We observe
that chunking significantly improves cross-lingual
parsing from Hindi to Bengali due to their syntac-
tic similarity at the phrase level. The experimen-
tal results clearly shows that chunk-level transfer
of parser model from Hindi to Bengali is better
than direct word-level transfer. This also goes to
establish that one can improve the performance
of pure statistical systems if one additionally uses
some linguistic knowledge and tools. The initial
experiments were done in Bengali. In future we
plan to broaden the results to include other Indian
languages for which open source chunkers can be
found.
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Abstract

This paper presents a new method for the
conversion of one style of dependency
treebanks into another, using contextual,
Constraint Grammar-based transformation
rules for both structural changes
(attachment) and changes in syntactic-
functional tags (edge labels). In particular,
we address the conversion of traditional
syntactic dependency annotation into the
semantically ~ motivated dependency
annotation used in the Universal
Dependencies (UD) Framework, evaluating
this task for the Portuguese Floresta
Sinta(c)tica treebank. Finally, we examine
the effect of the UD converter on a rule-
based dependency parser for English
(EngGram). Exploiting the ensuing
comparability and using the existing UD
Web treebank as a gold standard, we
discuss the parser's performance and the
validity of UD-mediated evaluation.

1 Introduction

Dependency parsers have become a standard
module in language technology program pipelines,
providing structural information for higher-level
tasks such as Information Extraction (Gamallo &
Garcia 2012) and Machine Translation (Xu et al.
2009). Dependency links are computationally easy
to process because they are token-based, but they
also provide a syntactic bridge for the assignment
or approximation of semantic relations. In order to
facilitate such a semantic interpretation of
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dependency trees, some descriptive conventions
within dependency grammar have moved from
syntactically motivated attachment to direct links
between content words, regarding function words
(prepositions, auxiliaries, subordinating
conjunctions) as dependents - and never heads - of
content words (nouns, verbs, adjectives). Such
semantic dependencies are used, for instance, to
link semantic roles in the tecto-grammatical layer
of the Prague Dependency treebank (Bohmova
2013), and they are also an important design
feature in Universal Dependencies (McDonald et
al. 2013), a new standard for dependency
annotation designed to facilitate the exchange of
tools and data across languages.

In addition, being a descriptive rather than a
procedural standard, the Universal Dependencies
(UD) framework not only makes it easier to use a
given tool with input from different languages, but
also to use different tools for the same language in
a comparable fashion, making the output
interpretable across paradigms, and allowing
higher-level applications to work independently of
the dependency technology used. In order for this
setup to work, however, interoperability is
important, and the output from existing parsers (or,
in machine learning, their input from training
treebanks) has to be converted into the new
formalism. Syntactic conversion tasks are not a
new issue: For instance, many dependency
treebanks are  converted versions of constituent
treebanks, usually employing hand-written rules
(e.g. tregex patterns, Marneffe et al. 2006). In
this paper, we describe a method for the conversion
of syntactic Constraint Grammar (CG)
dependencies, using the same type of rules (i.e.

D S Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 109-114,
Varanasi, India. December 2016. (©2016 NLP Association of India (NLPAI)



CG) for the conversion as are used in the parser
itself. This way, all contextual information can be
integrated seamlessly, and unlike simple regular
expressions, a CG conversion rule can make use of
complex contextual constraints and relational
information, such as propagated dependency links.
Also, topological constraints (n-gram context or
unbounded left- or right-searches) and non-
topological constraints (dependencies) can be
addressed at the same time, or even in the same
rule. Since CG rules are run in modular batches
and allow the use of environment variables or
input-driven flags, language-specific conversion
needs can be addressed in a flexible way within the
same grammar..

2 CG Dependency rules

Constraint ~Grammar-rules are linguistically
designed rules expressing linguistic truths in a
contextual and procedural fashion. The open
source CG3 formalism (Bick & Didriksen 2015),
for instance, allows the grammarian to assign
dependency relations based on POS context,
syntactic function etc., and will even allow
reference to other, already-assigned dependencies.

rule (a) SETPARENT (DET)
TO (*1 N BARRIER NON-AD))

rule (b) SETPARENT (<mv>)
TO (p <aux> + VFIN LINK p (*))

Thus, rule (a) is meant for "virgin" input without
dependencies, and will attach a determiner (DET)
to a noun (N) to the right (*1) with nothing but
adjectives (NON-ADJ) in between. Rule (b), on
the other hand, is an example of a format
conversion rule, raising main verb attachment from
the syntactic, finite verb auxiliary head (p=parent)
to the latter's own head, whatever its type (*). With
regard to punctuation, "virgin" rules were needed
rather than conversion, because many parsers
simply attach punctuation to either the top node or
the preceding token. UD-style coordination, on the
other hand, was achieved in a straight-forward
fashion, since input treebank data followed the
"Melczuk" tradition of sequential coordination,
with a "Melczuk" flag' for live parses.

! Coordination annotation following Melczuk attaches the
second and all furhter conjuncts onto the first, e.g. attaching
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All in all, our conversion grammar contains 79
attachment rules in its general section. Rule order
is important, and sometimes several steps are
needed for one change, as in "he wondered if
David would be at the meeting" (Fig. 1 and 2),
where an object clause function has to be raised
from an auxiliary to its main verb, then - if the
latter is a copula - to the subject complement, and
if this is a pp, yet another level to the pp's semantic
head.

He [he] <masc> PERS 3S NOM @SUBJ> #1->2
wondered [wonder] <mv> V IMPF @FS-STA #2->0

if [if] <clb> KS @SUB #3->5

David [David] <hum> PROP S NOM @SUBJ> #4->5
would [will] <aux> V IMPF @FS-<ACC #5->2

be [be] <mv> V INF @ICL-AUX< #6->5

at [at] PRP @<SA #7->6

the [the] <def> ART S/P @>N #8->9

meeting [meeting] <occ> <def> N S NOM @P< #9->7

Fig. 1: CG dependency annotation’

1 He he PRON 2 nsubj
2 wondered wonder VERB 0 root
3 if if SCONJ 9 mark
4 David David PROPN 9 nsubj
5 would will AUX 9 aux
6 be be VERB 9 cop
7 at at ADP 9 case
8 the the DET 9 det
9 meeting meeting NOUN 2 ccomp
10 . . PU 2 punct

Fig. 2: UD annotation®

only the first of several coordinated direct objects to the verb,
and treating the first object as the head of the others.

?In CG, a token has space-separated tag fields, such as word
form, [lemma], <secondary tags>, POS & MORPHOLOGY,
@SYNTACTIC_FUNCTION, #self-id->daughter-id. Tags
used in Fig. 1 are: PERS=personal pronoun, MASC=male,
3S=third person singular, NOM=nominative, @ SUBJ=subject,
V=verb, IMPF=past tense, <mv>=main verb,
KS=subordinating conjunction, @SUB=subordinator,
PROP=proper noun, S=singular, <hum>=human,
<aux>=auxiliary, @FS-<ACC=accusative [direct object]
subclause, INF=infinitive, @ICL-AUX<=complement of
auxiliary, PRP=preposition, @<SA=left-attached valency-
bound adverbial, ART=article, <def>=definite,
S/P=singular/plural, N=noun, @P<=argument of preposition

® Fig. 2 shows UD in CoNLL notation, here with the following
TAB-separated fields: ID-nr., token, lemma, POS, head-id,
edge label. There is also a field for fine-grained POS which in
UD is filled with feature-attribute pairs. These are generated



Fig. 1 and 2 illustrate the substantial differences
between a traditional dependency scheme, like
EngGram's, and the UD convention. Thus, while
the daughter of "wondered" (id 2) in Fig. 1 is an
internally structured object subclause represented
by its finite verb (id 5), it is a c-complement noun
(9 meeting) in Fig. 2, with a shallow row of
daughters, where the distinction between
subordinator, subject, auxiliary, copula and
preposition only resides in the so-called edge
labels (mark, nsubj, aux, cop and - for prepositions
- case), without any internal structure.

3 Function tag normalisation

Apart form the dependency structure itself, format
conversion into the UD standard also involves the
adaptation of syntactic function tags (or edge
labels). In our scenario, this amounts to the
conversion of one cross-language tag set (in our
test scenario, the VISL* tag set) into another (UD),
with a potential of being largely language-
independent. Correspondences are not 1-to-1,
however, with differences in granularity.
Therefore, contextual rules are needed for this task,
too. Rule (c), for instance, substitutes the existing
edge label of an argument-of-preposition (@P<)
with another label ($1 variable), harvested from the
copula head of that preposition, implementing the
UD principle "semantically" transparent.

rule (c) SUBSTITUTE (/¥.*/r) (VSTR:$°1)
TARGET @P<
(*-1 PRP LINK 0 @<SC OR @<SA)
(p COPULA LINK 0 (A(£.*¥?)$/r)) ;

In addition, some edge labels in the UD scheme are
not purely syntactic, with conversion rules having
to draw on morphological or semantic features
from the input annotation, as for modifier edge
labels that are named after the modifying POS,
rather than its syntactic function with relation to
the head. Thus, the VISL scheme distinguishes
between free adverbials (ADVL), bound adverbials
(SA), prepositional arguments (PIV) adnominal
(>N, N<) and adject (>A, A<) modifiers, all of
which will either be nmod, amod or advmod in the

by our converter, but left out in the illustration for clarity.
* http://beta.visl.sdu.dk/tagset_cg_general.pdf
*http://beta.visl.sdu.dk/treebanks.html
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UD scheme, depending on whether the dependent
is a noun, adjective or adverb®. Our general UD-
converter contains about 90 edge label rules, with
optional additions for the normalization of POS
and morphological features (mostly local rules)
and English treebank-specific rules. Because our
method performs tag conversion not by means of a
simple replacement table, but through the use of
context-dependent rule of (almost) arbitrary
complexity, it is not limited to VISL-style tags and
can handle complicated many-to-many tag
conversion where the necessary category
information is implicit only, and distributed over
different constituents or across various levels of
annotation.

4 Alignment-driven changes

Attachment and label conversion are enough to
make an existing parser produce output compatible
with UD guidelines, but for the sake of
interoperability and evaluation, tokenization can be
very important, too, as well as treebank-specific
handling of the internal dependencies and edge
labels of complex names and multi-word
expressions (MWE). Thus, in order to make
converted EngGram output compatible with the
UD English Web Treebank (Silveira et al. 2014),
we had to add another grammar module, handling
MWESs such as names, compounds and complex
function words. Among other adaptations, we
introduced a new rule type designed to assign
separate tags and attachments to input MWEs.
Thus, (d) addresses 3-part proper nouns (with '=' as
separation marker), creating 3 separate tokens,
<NER1-3>, with word and lemma forms taken
from regular expression variables in the target
MWE. In the example, * indicates the part that
inherits the original POS and function, while 1->3,
2->3 indicate rightward internal attachment” and c-
>p means that the last part inherits incoming (c,
child) and outgoing (p, parent) dependencies from
the MWE.

®This reflects different parser designs of function-first (CG) vs.
form-first (statistical parsing), where attachments are based on
either syntactic function or POS, respectively

"This head-last name part attachment is treebank-specific and
in conflict with UD guidelines that ask for head-first
attachment:
http://universaldependencies.github.io/docs/u/dep/name.html



rule (d) SPLITCOHORT:threepart

("<$1>"v "$1"v <NER1> PROP @>N
¥compound 1->3 "<$2>"v "$2"v <NER2> PROP
@>N ¥compound 2->3 "<$3>"v "$3"v <NER3> *
c->p) TARGET ("<(["=[+?)=(["=]+?)=(["=]+?)>"T
PROP) (NOT 0 (<e-word>)) ;

5 Evaluation

Though our method allows the formulation of
conversion rules for any kind of dependency
treebank, we chose UD conversion of two specific
treebanks for testing - the Danish Arboretum
treebank® (423.000 tokens) and the Portuguese
Floresta treebank® (210.000 tokens, Afonso et al.
2002), both using the afore-mentioned VISL
annotation style'. In this setting, conversion speed
was about 25.000 tokens/sec on a single 4-core
machine with a Linux OS. In a live parsing
pipeline using rule-based parsers' this amounts to
only a slight increase in CPU time.

5.1

In the treebank conversion task, dependency arcs
were changed for 52% of tokens for Danish, and
51% for Portuguese, reflecting the essential
difference between "traditional" syntactic heads
and UD's semantic heads. Especially affected were
pp's, verb chains and predicatives. Specific UD
edge labels could be assigned with a very high
coverage (99.7%) for both treebanks.

Qualitative evaluaion: Floresta treebank

In order to validate our claim that a format
converter based on CG rules can be very accurately
tailored to a given target annotation convention
such as Universal Dependencies, we compared our
own conversion of the Portuguese Floresta
treebank (FlorestaUD) with the one published at
the UD website for the CoNLL version of Floresta
(HamleDT"), also based on automatic conversion
(using Treex"™ and Interset'). Since Portuguese
was added to the UD website after we developed

8 Available through the ELRA Catalogue of Language
Resources (catalog.elra.info)

% Available through the Linguateca project website
(http://www.linguateca.pt/floresta/)

' The annotation style is described at
http://visl.sdu.dk/treebanks.html#VISL_dependency_trees
" such as the ones listed on visl.sdu.dk/
constraint_grammar_languages.html

2 http://ufal.mff.cuni.cz/hamledt

'3 http://ufal.mff.cuni.cz/treex

' http://ufal.mff.cuni.cz/interset
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our converter, our rules reflect the general
annotation guidelines of the UD project, and are
not based on Portuguese examples from the UD
website, and any differences can thus be used to
illustrate how well - or not - the two versions
match the UD target guidelines™  at
http://universaldependencies.org/u/overview/synta
x.html and http://universaldependencies.org/u/dep/.

For the inspected sentences (914 tokens), our CG
conversion and the HamleDT conversion differed
in 13.6% of dependency arcs and 9.8% of edge
labels:

UD guidelines dependency edge labels
conflicts arcs

differences 13.6 % 9.8 %
CG/Hamle

Hamle UD conflicts 12.1 % 6.2 %
CG UD conflicts 0.2 % 0.5 %
both in conflict 0.7 % 0.3%
(treebank errors)

both compatible 0.5% 1.2%

(unclear/undecided)

Table 1: Conflicts with UD guidelines

As can be seen from Table 1, our CG-based
conversion achieved a satisfactory match with UD
guidelines, with almost no conflicts for
dependency arcs, and 10-times fewer conflicts for
edge labels than in the HamleDT version. A
breakdown of conflict types revealed that the
discrepancy was largest for punctuation,
accounting for 47% of HamleDT"s dependency arc
conflicts. Since the original Floresta treebank
attaches all punctuation to the root node (0), while
UD guidelines ask for true syntactic attachments
(e.g. highest node in a subordinated unit for paired
punctuation), this is an area where conversion
actually adds information, and using complex
contextual rules - such as CG rules - becomes an
obvious advantage.

1 Using the same annotation convention and thus making
treebanks comparable across languages is the very core idea of
UD, and while language-specific additions are possible, they
only make sense for features not shared with the majority of
languages, and none such additions are documented in the
Portuguese section of the UD website.



Another systematic area of conflict were verb
phrases (vp's): The UD scheme, in accordance with
its  semantics-over-syntax  approach, sees
auxiliaries as dependents of main verbs, but unlike
our CG rules, HamleDT conversion seems to have
no such effect on the Floresta treebank (which has
syntactic dependency and auxiliaries as heads),
causing on average two edge label discrepancies
and two attachment discrepancies for each wvp.
Also, as a consequence of this conversion failure,
HamleDT does not seem to be able to "see
through" auxiliaries in connection with  the
otherwise UD-mandated copula switch'®, where
both subject and copula verb become dependents
of subject complements.

Edge label conflicts are fewer, but the HamleDT
conversion appears to have more problems than the
CG-based conversion, in particular where the
change is not local/POS-based, but contextually
motivated, as in the distinction between name
relations and appositions, or the distinction
between quantifying numerals (nummod) and
others (e.g. year names or dates).

As a final topic of notorious difficulty in
dependency annotations, we checked coordination
ellipsis (e.g. 'he bought a hat for his wife, and a
book for his daughter'), where UD suggests a
'remnant' edge label for the coordinated small
clause, with dependency arcs between equivalent
functions. This structure, while difficult for a live
CG parse, could be correctly produced by our rules
on the basis of Floresta treebank labels' and
shallow verb attachment.

5.2 Quantitative evaluation: CG Parsing

Obviously, comparability of tools and data is a
major motivation for UD conversion, so we tried to
put this hypothesis to the test by going beyond an

16 Other, minor copula differences, albeit possibly intended
ones, were that HamleDT extended the copula switch to
clausal predicatives and that it seemed to derive copula status
from the existence of a predicative argument, ending up with
at least one extra copula (‘ficar' - 'become'), while our own
conversion implemented the general UD guidelines, with only
one copula foreseen ('be"), and no switch for clausal
predicatives..

7 The Floresta treebank uses ordinary function labels for the
constituents in coordination ellipsis - the same ones that would
have been used in the presence of a - repeated - verb.
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evaluation of just the conversion  method,
comparing live, UD-converted EngGram output
against the English test section of the UD Web
Treebank'®. While UD-conversion did make a
direct comparison possible, we also encountered a
long list of unexpected problems even in the face
of converted labels and attachments, caused in
particular by conflicts between the publically
available UD Web Treebank and official UD
guidelines (e.g. name heads, punctuation
attachment). Any such difference will look like a
performance error in the evaluated system, while
in reality it is a consistency error in the treebank.
These problems were furhter aggravated by some
lexicon-based "idiosyncratic" tokenization in both
the UD treebank (e.g. some hyphenated words are
split, some aren't) and the input parsers (that used
closed-class MWESs). Forcing the latter to accept
the tokenization of the former with the help of an
additional preprocessor improved alignment, but at
the price of potentially detrimental changes in rule
performance, for instance where a contextual
reference to a given MWE cannot be instantiated,
because it has been split. Performance figures
naturally reflect all of these issues on top of
EngGram and conversion accuracy as such. In
addition, the "as-is" run on force-tokenized raw
test also includes errors from the morphosyntactic
stage of EngGram, propagating into the
dependency stage. Thus, providing the dependency
stage with hand-corrected morphosyntactic input
improved performance, providing a cleaner
picture of structural and categorial conversion
efficiency.

UD English Web label UAS LS LAS

Treebank test failure' (dep) (label) (both)
data

as is 0.3% 80.9 [86.6 |75.7
hand-corrected 0.2%  86.2 90.6 81.9
morphosyntactic

input

Table 2: Performance of Conversion Grammar

'8This treebank uses the CoNLL format (Buchholz et al. 2006),
for which EngGram has an export option.

“Cases where no rule could assign a specific UD edge label,
resulting in the underspecified 'dep'.



The labelled attachment score (LAS) for
dependency (81.9) matches the average in-domain
system performance for English in the CoNLL
2007 shared task (80.95, Nivre et al. 2007), where
the tagged input to the dependency parsers also had
been hand-corrected®. In other words, our UD-
conversion makes it possible to compare the output
of a rule-based system (EngGram) to machine-
learning (ML) parsers that also use the UD
scheme. The converted EngGram output does fall
short of CoNLL top-performance in-domain
(89.61), but on the other hand LAS is similar to the
best cross-domain CoNLL result (81.06), which
arguably is a fairer comparison, because we are
using an existing rule-based system without
domain specificity as input for our UD conversion
grammar. For such a system, everything is - so to
say - cross-domain.

6 Perspectives

Although our method was employed and evaluated
as a conversion extension for CG parsers and CG
treebanks, the same type of conversion rules
should in principle work for non-CG input, too, as
long as dependencies and tags are expressed in a
compatible fashion. Thus, similar rules could be
used for linguistically transparent genre tuning of
existing dependency parsers, or for adding depth
and additional annotation layers to existing
treebanks. Examples of the latter are missing
punctuation attachment (as in the Floresta
Treebank), secondary dependencies for relative
pronouns and small clauses, or discourse-spanning
long-distance dependencies.
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Abstract

Getting labeled data in each domain is al-
ways an expensive and a time consuming
task. Hence, cross-domain sentiment anal-
ysis has emerged as a demanding research
area where a labeled source domain facil-
itates classifier in an unlabeled target do-
main. However, cross-domain sentiment
analysis is still a challenging task because
of the differences across domains. A word
which is used with positive polarity in the
source domain may bear negative polarity
in the target domain or vice versa. In addi-
tion, a word which is used very scarcely in
the source domain may have high impact
in the target domain for sentiment classi-
fication. Due to these differences across
domains, cross-domain sentiment analysis
suffers from negative transfer. In this pa-
per, we propose that senses of words in
place of words help to overcome the differ-
ences across domains. Results show that
senses of words provide a better sentiment
classifier in the unlabeled target domain in
comparison to words for 12 pairs of source
and target domains.

1 Introduction

Generally users do not explicitly indicate senti-
ment orientation (positive or negative) of the re-
views posted by them on the Web, it needs to be
predicted from the text, which has led to plethora
of work in the field of Sentiment Analysis (SA)
(Esuli and Sebastiani, 2005; Breck et al., 2007; Li
et al., 2009; Prabowo and Thelwall, 2009; Taboada
et al.,, 2011; Cambria et al., 2013; Rosenthal et
al., 2014). Most of the proposed techniques for
sentiment analysis are based on the availability of
labeled train data considering that train data and

test data belong to the same domain. Eas accekbd

of internet has made the users to post their experi-
ences with any product, service or application very
frequently. Consequently, there is a high increase
in number of domains in which sentimental data
is available. Getting sentiment (positive or neg-
ative) annotated data manually in each domain is
not feasible due to the cost incurred in annotation
process.

Cross-domain SA provides a solution to build
a classifier in the unlabeled target domain from a
labeled source domain. But, due to the differences
across domains, cross-domain SA suffers from
negative transfer. A word which is used with
positive polarity in the source domain may bear
negative polarity in the target domain or vice
versa. We call such words as changing polarity
words. In most of the cases, the difference in
polarity occurs due to the use of the word with
different senses. Example of such changing
polarity word is as follows:

la. His behavior is very cheap. (Negative)

1b. Jet airways provides very cheap flight
tickets. (Positive)

In the first case, the word cheap is used with
the sense of very poor quality, while in second
case the sense is relatively low in price. Use of
cheap with different senses is making it to have
opposite sentiment polarity. On the other hand, a
word which is used very scarcely (low impact) in
the source domain might be used very frequently
(high impact) in the target domain for sentiment
classification. We call such words as missing
words. In most of the cases, this difference occurs
due to the use of different synonymous words
having the same sense. Example of such missing
word is as follows:

2a. This mobile phone has a decent battery.

D S Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 115-119,
Varanasi, India. December 2016. (©2016 NLP Association of India (NLPAI)



(Positive)

2b. This place has satisfactory food options.
(Positive)

The words decent and satisfactory are syn-
onyms of each other as per Princeton WordNet-
3.1.1 But, the domains of the sentences in 2a and
2b are different, in the first case it is the mobile do-
main, while in the second case it is the restaurant
domain. The words decent and satisfactory can be
used interchangeably to express positive opinion
in different domains.

In this paper, we propose that use of senses in
place of words helps to overcome the differences
across domains for cross domain SA. A word like
cheap which is negative for human behavior and
positive for tickets can be identified with the cor-
rect polarity orientation in the domain if we use the
respective sense of the cheap in place of the word
cheap. On the other hand, if a word is missing in
the source domain, but its synonym is present in
the target domain then the weight learned by a su-
pervised classifier for the synonym in the source
domain can be transferred (reused) to the target
domain. In this way, use of senses of words in
place of words is overcoming the data sparsity
problem. The exemplified words satisfactory and
decent are holding the same polarity orientation,
that is, positive. They can be represented by the
same sense as they belong to the same synset in
WordNet. Draught et al., 2012 gave the formal
characterization of WordNet as follows.

WordNet: The WordNet is a network (N) of
synsets. A synset is a group of words having the
same sense. In other words, it groups synonymous
words as they bear the same sense. The network
N can be represented as a quadruple (W, S, E, 1),
where W is a finite set of words, S is a finite set
of synsets, E is a set of undirected edges between
elements in W and S, i.e., EC W x Sandfis a
function assigning a positive integer to each ele-
ment in E. For an edge (w,s), f(w,s) is called the
frequency of use of w in the sense given by s.

In WordNet each synset (sense) is assigned a
unique synset-ID. Hence, two words which be-
long to the same sense will share the same synset-
ID. On the other hand, if a word has two differ-
ent senses, then their synset-IDs will be differ-

"Princeton WordNet is available at: htt
//wordnetweb.princeton.edu/perl/webwn.
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ent. In this way, by use of synset-ID of a sense
to which the word belongs, we can overcome the
differences across domains for cross-domain SA.

In summary, use of senses (synset-IDs) of
words in place of words reduces the amount of
negative transfer from labeled source domain to
unlabeled target domain to an extent, which in turn
results into a more accurate classifier in the target
domain. In this paper, we show the effectiveness
of senses over words across four domains, viz.,
DVD (D), Electronics (E), Kitchen (K), and Books
(B). Results show that the sense-based classifier
in the target domain is more accurate than word-
based classifier for 12 pairs of the source and tar-
get domains.

2 Related Work

Sentiment analysis within a domain has been
widely studied in literature, where the train and
test datasets are assumed to be from the same do-
main (Pang et al., 2002; Turney, 2002; Ng et al.,
2006; Kanayama and Nasukawa, 2006; Breck et
al., 2007; Pang and Lee, 2008; Li et al., 2009;
Taboada et al., 2011). This kind of sentiment anal-
ysis where the train and test data are from the
same domain is known as in-domain SA. Balamu-
rali et al., (2011) have shown that use of senses in
places of words improves the performance of in-
domain SA significantly. Though they did not ex-
plore senses as features for cross-domain SA. Per-
formance of the sentiment analysis systems drops
severely when the test data is from some other
domain than the train domain. This drop in per-
formance occurs due to the differences across do-
mains. Hence, getting a high accuracy classifier in
the unlabeled target domain from a labeled source
domain is a challenging task.

Domain adaptation for cross-domain sentiment
classification has been explored by many re-
searchers (Jiang and Zhai, 2007; Ji et al., 2011;
Saha et al., 2011; Xia et al., 2013; Bhatt et al.,
2015; Zhou et al., 2014; Glorot et al., 2011). Most
of the works have focused on learning a shared low
dimensional representation of features that can be
generalized across different domains. Glorot et al.,
(2011) proposed a deep learning approach which
learns to extract a meaningful representation for
each review in an unsupervised fashion. Zhou et
al., (2014) also proposed a deep learning approach
to learn a feature mapping between cross-domain
heterogeneous features as well as a better fea-



ture representation for mapped data to reduce the
bias issue caused by the cross-domain correspon-
dences. Although, our approach also focuses on
shared representation of the source and target, but
it observes the senses of words instead of words
to reduce the differences created by words across
domains. Our approach can handle the use of a
word with opposite polarity orientation between
source and target domains. In addition, it can deal
with words which are missing in the source do-
main, but significant for target domain. Identifica-
tion of changing polarity words and missing words
by the use of senses across domains makes our
approach more robust. Our approach do not de-
termine a low dimensional representation of fea-
tures (words) mathematically, hence it is less com-
putationally expensive. However, it uses a manu-
ally complied resource, that is, WordNet to obtain
senses of words.

3 Dataset

In this paper, we have shown impact of word’s
sense in cross-domain SA for four domains, viz.,
DVD (D), Electronics (E), Kitchen (K), and Books
(B). Data for all four domains is taken from the
amazon archive (Blitzer et al., 2007).2 Each do-
main has 1000 positive and 1000 negative reviews.
Table 1 shows the total number of reviews per do-
main and an average number of words per review
in each domain.

Domain No. of Reviews Avg. Length
Electronics (E) 2000 110
DVD (D) 2000 197
Kitchen (K) 2000 93
Books (B) 2000 173

Table 1: Dataset Statistics

4 Experimental Setup

In all four domains, dataset is divided into two
parts, train (80%) and test (20%). Classifier is
trained on the train data from source domain and
results are reported on the test data from the tar-
get domain. We use SVM algorithm (Tong and
Koller, 2001) to train a classifier with all the source
and target pairs reported in the paper.> We have

>The dataset is available at: http://www.cs. jhu.
edu/mdredze/datasets/sentiment/index2.
html

We use SVM package libsvm, which is avai

able in java-based WEKA toolkit for machine le 17

presented comparison between word-based cross-
domain SA and sense-based cross-domain SA. In
case of word-based SA, a set of unique words (un-
igrams) in the training corpus make a feature set.
In case of sense-based cross-domain SA, a set of
unique synset-IDs (senses) form a set of features.
In order to annotate the corpus with senses, we
have used IMS (It Makes Sense), which is a pub-
licly available supervised English all-words word
sense disambiguation (WSD) system.* There were
a few instances of words which IMS failed to an-
notate with sense, for these instances we consid-
ered the word as feature.

5 Results

Total 12 pairs of source and target domains are
possible with 4 domains. We have extensively val-
idated our hypothesis that use of senses in place
of words provides a more accurate sentiment clas-
sification system in an unlabeled target domain.
We have shown results using 12 pairs of source
and target domains. Figure 1 shows the classi-
fication accuracy obtained with word-based and
sense-based systems in the target domain. The
classification algorithm (SVM) and the training
corpus are the same in both cases, though the dif-
ference lies in the representation of data. In case of
word-based system, corpus is seen as a sequence
of words, while in case of sense-based system,
corpus is seen as a sequence of senses. In other
words, in sense-based system words are replaced
with their respective senses.

For all 12 pairs of source and target domains
sense-based system performs better than word-
based system. Though in case of D — E and
F — D, difference in accuracy is low. DVD
and electronics are two very different domains un-
like electronics and Kitchen, or DVD and books.
DVD dataset contains reviews about music al-
bums, while electronics dataset contains reviews
about electronic products. This difference in types
of reviews make them to share less number of
words. Table 2 shows the percent (%) of common
words among the 4 domains. The percent of com-
mon unique words are common unique words di-
vided by the summation of unique words in the do-
mains individually. However, consistent improve-
ment in accuracy for all 12 pairs validates our hy-
ing: http://www.cs.waikato.ac.nz/ml/weka/
downloading.html

4Available at: http://www.comp.nus.edu.sqg/
~nlp/software.html
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Figure 1: Accuracy obtained with word-based and sense-based systems in the target domain.
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Table 2: Common unique words between the domains in percent (%).

Domain Word-based Sense-based

E 79 81.25
D 76.25 79
K 85 86
B 75.75 79

Table 3: In-domain sentiment classification accu-
racy in %.

pothesis that use of senses in place of words re-
duces the amount of negative transfer from source
domain to the target domain, which in turn leads
to a more accurate cross-domain sentiment analy-
sis system.

Table 3 shows the in-domain sentiment classi-
fication accuracy obtained with words and senses
as features. Here, the classification algorithm is
the same for all four domains, but the train and
test data are from the same domain. For exam-
ple, if the classifier is trained in the electronics do-
main, the results are reported on the test data from
the electronics domain only. Balamurali et al.,
(2011) have shown that senses are better features
than words for in-domain SA. They have reported
results in the tourism and health domains.’ The
results reported in Table 3 for electronics, DVD,
kitchen and book domains also validate the hy-

3Since the dataset in tourism (600 documents) and health
(1000 documents) domains is very small in size, we have 1101t8
reported results with these domains for cross-domain SA.

pothesis proposed by Balamurali et al., (2011). We
can consider the accuracies reported in the Table 3
as the upper bound for cross-domain SA. Though
the gap in accuracy obtained under cross-domain
(cf. Figure 1) settings and in-domain (cf. Table 3)
settings is very high, yet use of senses tries to fill
the gap to an extent.

6 Conclusion

Cross-domain sentiment analysis is a challenging
task due to the differences across domains. Direct
application of a classifier on a domain other than
the domain of the training data degrades the clas-
sification accuracy. In this paper, we propose that
use of senses of words in place of words helps to
overcome the differences across domain to an ex-
tent, which in turn leads to a more accurate classi-
fier in the target domain from a labeled source do-
main. Senses are able to assign correct weights to
changing polarity words and missing words across
domains under supervised classification settings.
Results have shown that sense-based cross-domain
system outperforms the word-based system by 3%
on an average. We have shown impact of senses
of words in comparison to words for 12 pairs of
source and target domains using 4 domains. In fu-
ture, senses of words can be combined with other
features and techniques to reduce the gap between
upper bound and the reported accuracy for cross-
domain SA.
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Abstract

Part of speech taggers generally per-
form well on homogeneous data sets, but
their performance often varies consider-
ably across different genres. In this pa-
per we investigate the adaptation of POS
taggers to individual genres by creating
POS tagging experts. We use topic model-
ing to determine genres automatically and
then build a tagging expert for each genre.
We use Latent Dirichlet Allocation to clus-
ter sentences into related topics, based on
which we create the training experts for
the POS tagger. Likewise, we cluster the
test sentences into the same topics and an-
notate each sentence with the correspond-
ing POS tagging expert. We show that
using topic model experts enhances the
accuracy of POS tagging by around half
a percent point on average over the ran-
dom baseline, and the 2-topic hard cluster-
ing model and the 10-topic soft clustering
model improve over the full training set.

1 Introduction

Part-of-speech (POS) tagging is the task of assign-
ing word classes to lexical items and is often con-
sidered a solved problem. However, even though
we can reach high accuracies on the Penn Tree-
bank, POS taggers are sensitive to differences in
genre (cf. e.g. (Khan et al., 2013; Miller et al.,
2007; Sggaard, 2013)). In the current research, we
investigate a novel way of adapting POS taggers
to different genres, but also to specific lexical and
syntactic characteristics of texts. We propose to
use topic modeling, an unsupervised soft cluster-
ing method that clusters documents, or sentences
in our case, into a distribution of individual top-

ics. We interpret the topics as specialized trainiﬁgo
D S Sharma, R Sangal and A’ K Singh.

sets, which are used to train a POS tagging ex-
pert for each topic. Test sentences are also clus-
tered into the same topics, and each test sentence
is annotated by the corresponding POS tagging ex-
pert. We investigate different methods of convert-
ing topics into expert training sets.

Thus, our method is related to domain adap-
tation approaches (Khan et al., 2013; Miller et
al., 2007) in that it focuses on adapting to spe-
cific characteristics of texts, but it is more gener-
ally applicable because it determines the domains
and the experts automatically. It is also related
to approaches of mitigating domain effects (e.g.,
(Sggaard, 2013)), but in contrast to those methods,
we obtain individual experts that can be used and
investigated separately.

Our results show that the topic modeling experts
are sensitive to different genres (financial news vs.
medical text) as well as to smaller differences be-
tween the Wall Street sentences. On average, the
improvement over randomly selected subsets is
around 0.5-1 percent point. Our results also show
that one major difference between the POS tag-
ging experts based on topics models concerns the
treatment of unknown words. In the financial ex-
pert, such words have a much higher tendency to
be assigned to the noun class. And even though
names are one of the most difficult classes, the
error rate for them is reduced in the POS experts
based on topic models.

The remainder of the paper is structured as fol-
lows: Section 2 discusses our research questions
in more detail. Section 3 discusses related work,
and in section 4, we provide details about the data
sets, the topic modeler, and the POS tagger. In
section 5, we show the results, and in section 6,
we draw our conclusions and discuss future exten-
sions of our work.
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2 Research Questions

Our investigation into creating POS tagging ex-
perts is based on the assumption that the data that
we need to analyze is not homogeneous but rather
a collection of different text types or even syntac-
tic constructions. In one setting, we may have a
mixed set of newspaper articles, research papers,
financial reports, and weblogs to analyze. In a
different setting, we may have texts that use spe-
cialized vocabulary, such as in the biomedical do-
main or in law texts, or we could have headlines
with an elliptical sentence structure. For this rea-
son, we assume that the POS tagger can reach a
higher accuracy if we can split the data sets into
more homogeneous subsets and then train individ-
ual expert POS taggers, specialized for individual
subsets. We determine these homogeneous sub-
sets by using topic modeling. Since topic model-
ing is unsupervised, the sentences will be divided
into sets based on similarity. This similarity may
be based on similarity of content, but it can also
be based on similarity on the structural level. For
example, if we use the Penn Treebank (Marcus et
al., 1994), we could assume that one topic consists
of sentences reporting changes of the stock market
while another topic consists of sentences about the
earthquake in San Francisco. Yet, another topic
may consist of mostly questions.

Our current research concentrates on answering
the four questions described below. In this investi-
gation, we use a setting in which we perform topic
modeling jointly on the training and test data. This
is a simplification of the problem since this means
that we would have to create new experts every
time a new sentence needs to be tagged. We as-
sume that we can rerun the topic modeling includ-
ing test sentences and then match the new topics
to the ones we obtained on the training set alone.
Another approach would be to use the similarity
metrics by Plank and van Noord (2011). We will
test these hypotheses in the future.

2.1 Question 1: Do Topic Models Provide
Information from which POS Tagging
Experts can Profit?

The first question is concerned with determin-
ing whether the data splits we obtain from topic
modeling are meaningful for creating POS tag-
ging experts. In other words, do the topics that
we can generate in an unsupervised manner pro-
vide a specialization that has an effect on Pds!

tagging? In order to investigate this question, we
manually generate a two-topic corpus by combin-
ing data from the Wall Street Journal (WSJ) sec-
tion of the Penn Treebank (Marcus et al., 1994)
and from the GENIA corpus (Tateisi and Tsujii,
2004). The WSJ covers financial news while GE-
NIA uses Medline abstracts as its textual basis. As
a consequence, we have sentences from two dif-
ferent genres, but also slight variations in the POS
tagsets. The tagset used in GENIA is based on
the Penn Treebank tagset, but it uses the tags for
proper names and symbols only in very restricted
contexts. This setup allows us to test whether the
topic modeler is able to distinguish the two genres,
and whether POS tagging experts can profit from
this separation.

2.2 Question 2: Can we use Soft Clusters of
the Topic Models?

The first set of experiments uses the topics as hard
clusters, i.e., every sentence belongs to the topic
with the highest probability. This is a simplifica-
tion since a sentence can represent different top-
ics to different degrees. Thus, we now investigate
whether we can utilize the soft clustering informa-
tion directly and add every sentence to every POS
tagging expert, weighted based on the degree to
which it represents the topic of this expert. This
not only allows us to model topics in more de-
tail, it can also help combating data sparsity since
every sentence contributes to every POS expert.
The risk is that we “diffuse” the expert knowledge
too much by adding all sentences even if they are
weighted.

2.3 Question 3: Can Topic Modeling Detect
Micro-Genres?

While the previous sets of experiments used two
very different genres, the current question focuses
on data from within one genre. Can we use topic
modeling within one genre, and do the resulting
topics allow us to create POS tagging experts for
“micro”-genres? To investigate this question, we
exclusively use the WSJ data set. Our hypothesis
is that the WSJ corpus contains different newspa-
per sections, which may use different styles. Since
there is no information available from the Penn
Treebank about those section, we cannot evalu-
ate how well the topic modeler splits the sentences
into topics, but we can evaluate whether the POS
tagging experts are successful in adapting to those
micro-genres.



2.4 Question 4: Which Specialization do the
POS Tagging Experts Learn?

Here, we will take a closer look at the results from
the first question to investigate where the improve-
ments by the POS tagging experts come from.
Are all the improvements based on lower rates of
out-of-vocabulary words? For example, suppose
we have two experimental settings, both using the
same size of the training set, but in one setting, the
majority of the training set is from GENIA while
in the second setting, the training set is a mix of
GENIA and WSIJ. It is more likely that the former
will contain a wider range of biomedical vocab-
ulary than the latter. However, it is also possible
that the experts will learn different regularities, for
example with regard to how the proper name tags
are used in the two corpora. Thus, we will look at
the ratio of unknown words in the different experi-
ments and at the error rates of known and unknown
words. We will additionally look at the confusion
matrices.

3 Related Work

We are not aware of any research that directly
compares to the research presented here. The clos-
est area is domain adaptation. For this reason,
we will cover work on domain adaptation for POS
tagging here. However, more work has been done
on domain adaptation for parsing. The work in
that area seems to fall into two categories: “frus-
tratingly easy” when some annotated data from the
target domain is available (Daumé I1I, 2007) and
“frustratingly hard” if no such target data is avail-
able (Dredze et al., 2007).

For POS tagging, Clark et al. (2003) used the
results of one POS tagger on unannotated data to
inform the training of another tagger in a semi-
supervised setting using a co-training routine with
a Markov model tagger and a maximum entropy
tagger. The authors tested both agreement-based
co-training, where the sentences are added to
training only if the taggers both agree, and naive
co-training, where all sentences from one tagger
are added to the training of the other, with no
filter. Kiibler and Baucom (2011) expanded on
this method and used three different taggers to an-
notate additional data and then select those sen-
tences for which the taggers agree. They found
that adding not only complete sentences but also
sequences of words where the taggers agree re-
sults in the highest gains. Khan et al. (2013) ih22

vestigated the situation where some annotated tar-
get data is available. They focused on optimizing
the balance between source and target sentences.
They found that selecting sentences that are the
most similar to the target data results in the high-
est gains. Blitzer et al. (2006) developed structural
correspondence learning, which learns correspon-
dences between two domains in settings where a
small set of target sentences is available as well
as in an unsupervised setting. They show an im-
proved performance for POS tagging and for pars-
ing when using the adapted POS tagger.

4 Experimental Setup
4.1 Data Sets

For our experiments, we use the Wall Street Jour-
nal (WSJ) section of the Penn Treebank (Marcus
etal., 1994) and the GENIA Corpus (version 3.02)
(Tateisi and Tsujii, 2004). Both corpora use the
Penn Treebank POS tagset (Santorini, 1990) with
minor differences, as described in section 2.1.

For the WSJ corpus, we extract the POS annota-
tion from the syntactically annotated corpus. The
GENIA Corpus comprises biomedical abstracts
from Medline, and it is annotated on different lin-
guistic levels, including POS tags, syntax, corefer-
ence, and events, among others. We use the POS
tagged version. For WSJ, we use the standard data
split for parsing: using sections 02-21 as training
data and section 22 as our test set. We reserve sec-
tion 23 for future parsing expert experiments.

For questions 1, 2, and 4, we need a balanced
data set, both for the training and the test set. Since
GENIA is smaller than WSJ and has no predefined
data split, we have decided to use the same test set
size (1 700 sentences), but now taking half of the
sentences from WSJ and half from GENIA. The
remaining GENIA sentences serve as half of the
training set, and we extract the same number of
sentences from WSJ. For GENIA, we consider the
first 19 696 sentences as training set and the re-
maining 850 sentences as test set. For WSJ, the
sentences are selected randomly out of the prede-
fined training and test sets.

For question 3, we use the full WSJ training
and test set, as described above. Table 1 gives an
overview of the settings.

4.2 Topic Modeling

Probabilistic topic modeling is a class of algo-
rithms which detects the thematic structure in a



Setting Corpus | Training  Test
question 1, 2,4 | WSJ 19 696 850

GENIA | 19696 850
question 3 WSJ 39832 1700

Table 1: Overview of the data sets.

large volume of documents. Topic modeling is un-
supervised, i.e., it does not require annotated doc-
uments (Blei, 2012) but rather discovers similarity
between documents. Latent Dirichlet Allocation
(LDA) is one of the topic modeling algorithms. It
is a generative probabilistic model that approxi-
mates the underlying hidden topical structure of
a collection of texts based on the distribution of
words in the documents (Blei et al., 2003).

We use the topic modeling toolkit MAL-
LET (McCallum, 2002). The topic modeler in
MALLET implements Latent Dirichlet Allocation
(LDA), clustering documents into a predefined
number of topics. As a result, it provides differ-
ent types of information such as:

e Topic keys: The highest ranked words per
topic with their probabilities;

e Document topics: The topic distribution for
each document (i.e., the probability that a
document belongs to a given topic); and

o Topic state: This correlates all words and top-
ics.

For our experiments, we use sentences as docu-
ments. Based on the document topic information,
we then group the sentences into genre topics. We
collect all sentences from the training and test set,
cluster them via the MALLET topic modeler, and
determine for which expert(s) the sentence is rel-
evant. There are several ways of determining the
best expert, see below. Then, we separate the sen-
tences for each expert into training and test sen-
tences, based on the previously determined data
splits (see above).

We can determine experts based on hard or soft
clustering decisions: For question 1 and 3, the sen-
tences are assigned to hard topics, based on the
topic that has the highest probability in that sen-
tence. l.e., if for sentence s,, MALLET lists the
topic ¢; as the topic with the highest probability,
then s, is added to the data set of topic ¢;. In
other words, the data set of topic ¢; consists of all
sentences for which MALLET showed topic ¢; 1g3

the most likely topic. This means that the data set
sizes vary between topics.

For questions 2 and 3, we utilize the entire topic
distribution of a sentence by weighting sentences
in the training data based on their topic distribu-
tion. Since the POS tagger does not support the
weighting of training examples and since we do
not have access to the code of the POS tagger, we
simulate weighting training sentences by adding
multiple copies to the training files of the experts.
Thus, for the 2-topic experiments, a sentence with
80% probability for topic 1 will be included 80
times in the expert for topic 1 and 20 times in the
expert for topic 2. We repeat these experiments,
adding a sentence per every 10%, but rounding up
small percentages so that every sentence will be
added to every expert at least once. Thus, we use
a more fine grained topic model to mitigate data
sparseness, but we risk adding non-typical or ir-
relevant sentences to experts.

4.3 POS Tagging

For part of speech tagging, we use the TnT (Tri-
grams’n’Tags) tagger (Brants, 2000). TnT is based
on a second order Markov Model and has an elab-
orate model for guessing the POS tags for un-
known words. We use TnT mainly because of its
speed and because it allows the manual inspection
of the trained models (emission and transition fre-
quencies).

4.4 Baselines

We use two baselines. As the first baseline, we
take the complete training set when no topic mod-
eling is performed. Note that this is a very com-
petitive baseline since the topic modeling experts
have access to considerably smaller amounts of
training data. In order to avoid differences in accu-
racy resulting from different training set sizes, we
create a second baseline by splitting the sentences
randomly into the same number of groups as the
number of topics, while maintaining the equal dis-
tribution of WSJ and GENIA sentences where ap-
plicable. L.e., we assume the same number of ran-
dom “topics”, all of the same size. Thus, in the
2-topic setting with the the genres, we create two
separate training sets, each containing half of the
WSJ training set and half of the GENIA one. In
this setting, we test all experts on the whole test
set and average over the results.



2 topics 5 topics 10 topics
T. | % intrain %in test | % in train  %in test | % in train % in test
1 91.06 99.61 99.33 99.64 93.04 100
2 8.74 9.70 17.71 21.00 94.17 98.64
3 99.44 98.78 94.49 98.72
4 93.84 98.75 4.24 2.92
5 0.20 0.19 5.15 541
6 95.42 99.16
7 4.40 5.24
8 96.26 100
9 3.59 5.43
10 63.10 80.85

Table 2: Distribution of sentences from the WSJ+GENIA data set given 2, 5, and 10 topics (showing the

percentage of GENIA sentences per topic).

1 | cells cell expression il nf activation human
binding gene transcription protein kappa ab
cd ti factor alpha activity induced

2 | mr million ui year company market stock
billion share corp years shares trading presi-
dent time quarter sales government business

Table 3: Examples of words in topics for the 2-
topic experiments on the WSJ+Genia corpus.

S Experimental Results

5.1 WSJ+GENIA Experiments

In this set of experiments, we use the manually
created corpus that contains WSJ and GENIA sen-
tences in equal parts. A logical first setting is to
have the topic modeler distinguish between two
different topics, to see if these two topics corre-
spond to the two gold topics, WSJ and GENIA.
We repeat the experiment using 5 and 10 topics to
see if a finer granularity improves results. We then
use the trained POS tagging experts to annotate the
test sentences based on their assigned topic.

Investigating the topic modeler splits. The dis-
tributions of sentences in the training set and test
set resulting from topic modeling are shown in Ta-
ble 2. In the case of the 2 clusters, we see a clear
split. A vast majority of GENIA sentences are
clustered into the first topic, and less than 10% are
clustered into the second topic. In the case of 5
and 10 topics, the split is even clearer. For exam-
ple. for the 10-topic setting, topics 4, 5, 7, and
9 represent WSJ topics while the others are GE-
NIA topics. Here, the error rate is between 3%
and 6%. Both sets have one outlier, topic 2 a4

Accuracy
Setting 2 topics 5 topics 10 topics
Full training set 96.64 96.64 96.64
Random split 96.48 9592 95.49
Topic model 96.84 96.54 96.34

Table 4: Comparing the topic model experts to the
baselines on the WSJ+GENIA data set.

the 5-topic setting, and topic 10 for the 10 top-
ics, which are most likely the topics for difficult
to classify sentences. Thus, in all cases, we have
good splits, which should allow the POS tagging
experts to learn specifics of the two corpora. Ta-
ble 3 shows example words from the 2-topic ex-
periment, which show a clear separation of topics
into biomedical and financial terms.

POS tagging experiments. The results of the
POS tagging experiments for the 2-topic, 5-topic,
and the 10-topic settings are shown in Table 4.
The results show that the experts created by the
topic models outperform the randomly split mod-
els in all cases: For the 2-topic setting, we see the
smallest increase from 96.48% to 96.84%, while
the 10-topic setting reaches the largest increase,
from 95.49% to 96.34%. However, note that the
results in the 5- and 10-topic settings are slightly
lower than the ones in the 2-topic setting. This is
due to the reduced training set size.

When we compare the topic modeling experts
to the full training set, the 2-topic model reaches
an improvement over the full training set. The ac-
curacy of the 5-topic setting almost reaches that
of the full training set. Thus, even with a fifth of
the training set compared to the full set, the per-



Top. | Train. size Test size | Accuracy
1 53436 2504 96.74
2 113 033 5902 97.51
3 79 133 3974 97.48
4 89 761 7814 95.29
5 84 467 3327 92.41
6 151 562 6 363 98.02
7 141 415 4612 95.67
8 68 518 2071 96.77
9 145 224 4 425 96.70
10 25444 604 94.21

Table 5: Results for the individual topic model ex-
perts for the WSJ+GENIA data.

formance of topic models is almost at par with the
results on the full training set.

The results lead us to the conclusion that a
higher number of topics results in better experts,
as shown by the gains over the random baseline.
However, the gain of a high number of experts is
offset by the reduction of the training set.

Next, we investigate the results of the 10-topic
setting more closely: Table 5 shows the results of
this setting per topic. These results show that the
individual topics vary considerably in size, from
around 25 000 words (topic 10) to 150 000 words
(topic 6). However, contrary to expectation, there
is no direct correlation between training set size
and accuracy: Topic 10 has the lowest number
of sentences, but its expert performs better than
the topic 5 expert, which had access to more than
3 times the amount of training sentences. There
is also no clear correlation between accuracy and
WSJ or GENIA topics. While the WSJ topics 4, 5,
and 7 are at the lower end of the accuracy range,
topic 9 has a higher accuracy than GENIA topics
1 and 10 and a similar performance to topic 8.

5.2 Using Soft Clustering Information

Now we investigate soft clustering information by
adding 10 or 100 copies of the sentence to ex-
perts based on its topic distribution, in compari-
son to a hard clustering setting. Table 6 shows the
results of these experiments. For the 2-topic ex-
periments, the results indicate that the POS tagger
does not benefit from utilizing the topic distribu-
tion as there is a slight drop in the accuracy. The
reason is that for 2 topics, the separation between
WSJ and GENIA into separate topics is very clear.
Le., a sentence generally has a very high prob]a25

Accuracy
Copies | 2 topics 5 topics 10 topics
1 96.84 96.54 96.34
10 96.73 96.67 96.84
100 96.04 96.54 96.73

Table 6: Results for soft clustering on 2, 5, and 10
topics experiments

Setting Accuracy
Full training set 96.23
Random split 95.16
Topic model 95.53
Soft Clustering 96.32

Table 7: Comparing topic model experts to the
baselines on WSJ data (10 topics).

bility for its corresponding topic and thus should
only be added to that topic. Consequently, the
advantage of using experts is largely outweighed
by misclassified sentences that are added to the
wrong expert. However, soft clustering with 5 or
10 topics shows improvements over the full train-
ing baseline since the topic distribution is more
fine grained. Here, a sentence is more likely to
be included in more than one topic. Using a sen-
tence 10 times rather than 100 times seems to be a
better fit. The 10-topics, 10 copies setting reaches
the same accuracy as the hard clustering 2-topic
setting, thus showing that expert knowledge is ca-
pable of combating data sparseness.

5.3 WSJ Experiments: Creating
Micro-Topics

Here, we investigate whether we can also success-
fully use topic modeling to create POS tagging ex-
perts in cases where there is only one genre. That
is, is topic modeling only sensitive towards genre
differences or can it also detect smaller types of
variation, and can those variations be translated
into specialized POS tagging experts? We use the
WSJ corpus for this set of experiments, and we
compare an experiment with 10 topics to the two
baselines. The results of these experiments are
shown in Table 7. We see a positive effect of using
experts based on the hard clustering topic models
over the random split: Accuracy increases from
95.16% to 95.53%. Similar to the GENIA+WSJ
10-topic experiment, we also do not reach the
baseline using all training data. Per topic, there are
similar trends to the ones for the WSJ+GENIA set-



Data Set  Setting Accuracy
standard random split 95.16
standard  topic model 95.53
5-fold topic model 95.70

Table 8: Comparing the standard data split to a
random data split for WSJ data (10 topics).

ting, a large variation of topic sizes and no direct
correlation of training set size and accuracy. How-
ever, the soft clustering results show that there is
a 0.8 percent improvement over the topic models
and a small improvement over the full training set.
This reinforces the hypothesis that soft clustering
can indeed handle the data sparseness issue even
when the genres are not as clearly distinguishable
as WSJ vs. GENIA.

The differences between topic models and a
random split are less pronounced than in the case
of the combined WSJ+GENIA corpus. One expla-
nation for this may be that the topics are less dif-
ferent from each other than in the WSJ+GENIA
setting so that the POS tagging expert are not very
different from each other. Another possible expla-
nation is that this is a consequence of the way we
split the WSJ corpus into training and test sets: As
described in section 4, we use the standard split
with section 02-21 as training set and section 22
as our current test set. This means that the test set
may contain different topics from the training set,
which may generate problems in topic modeling.
To test this hypothesis, we repeat the experiment
with 10 topics, but this time, we perform a five-
fold cross-validation for POS tagging on sections
02-22. Le., we vary the test set across all sections,
to create a more homogeneous data split. The re-
sults of this experiment, in comparison to previous
results, are shown in Table 8. We reach slightly
higher results in the 5-fold cross-validation; ac-
curacy increases from 95.53% to 95.70%. This
means that the training and test set in the standard
setting are not optimally homogeneous. However,
since the difference in accuracy is rather small, the
differences between training and test set do not
seem to impact the performance of our system.

5.4 What do the Experts Learn?

In this section, we investigate the differences be-
tween the models learned based on a random split
as opposed to the models learned based on the
topic models. We concentrate on the 2 topic moti26

Random split Topic model

split 1 split 2 topic 1 topic 2

NN 335 NN 300 | NN 387 CD 227
JJ 219 1 187 | 1J 217 NNP 226
CD 151 CD 162 | CD 70 NN 132
NNP 132 NNP 162 | NNS 51 1] 104
NNS 67 NNS 69 | NNP 28 NNS 57
VBN 31 VBG 30 | FW 13 VBN 32

Table 10: The 6 most frequent POS tags assigned
to unknown words (2 topics).

els based on the WSJ+GENIA data set from sec-
tion 5.1.

First, we take a closer look at the distribution of
unknown words, and the POS taggers’ accuracy
on known and unknown words. Unknown words
are defined as those words from the test set that do
not occur in the training set. This means that the
POS tagger needs to guess the word’s possible tags
without having access to its ambiguity class. The
results for this investigation are listed in Table 9.
These results show that the percentage of unknown
words is higher by 0.76 percent points in the ran-
dom split setting. This means that the two topic
models acquire more specialized lexicons that al-
low the taggers to cover more words. A look at
the accuracies shows that, as expected, the accu-
racy for known words is higher in the topic model
setting. However, the results also show that the ac-
curacy on unknown words is significantly higher
in this setting, 85.22% for the topic model experts
vs. 83.11% for the random splits. This means that
the POS tagging models learned from the topic
model data split has acquired better models of un-
known words based on the word distribution from
the training corpora.

We then investigate which POS labels are as-
signed to unknown words in the two settings. The
6 most frequent POS tags per setting and topic are
shown in table 10. A comparison shows that for
the random split, both subsets have a very simi-
lar distribution: Unknown words are assigned one
of the following labels: noun (NN), adjective (JJ),
cardinal number (CD), proper name (NNP), plural
noun (NNS), past participle (VBN) or present par-
ticiple (VBG). The distributions for the topic mod-
els show a visibly different picture: In the second
topic (which is the WSIJ topic, see table 2), car-
dinal numbers are the most frequent class for un-
known words, followed closely by names. These
two labels are three times and ten times more fre-
quent than in topic 1. In contrast, topic 1 (GENIA)



Random split Topic model
Topic | % Unknown Known Acc. Unknown Acc. | % Unknown Known Acc. Unknown Acc.
1 4.86 97.25 83.38 3.85 98.35 85.12
2 4.79 97.06 82.84 4.29 96.29 85.31
avg. 4.83 97.16 83.11 4.07 97.33 85.22

Table 9: Unknown word rates and accuracies for known and unknown words in the WSJ+GENIA exper-

iment using 2 topics.

Random split Topic model
Gold TnT No. Gold TnT No.
NN I 141 NN I 122
1 NN 111 1 NN 104
NNP NN 93 VBD VBN 82
VBD VBN 88 NNP NNPS 70
NN NNP 66 RB IN 64
IN RB 65 IN RB 61
RB IN 62 NN NNP 53
NNP NNPS 53 VBG NN 50

Table 11: The 8 most frequent confusion sets (2
topics).

is closer to the distribution of the models based on
random sampling, but it has a higher number of
foreign words (FW), which is an indication that
some biomedical terms are not recognized as such
and are then marked as foreign words. Exam-
ples of such cases are the words “aeruginosa” and
“Leishmania”. Overall, these results corroborate
our hypothesis that the topic models learn individ-
ual characteristics of unknown words.

Finally, we consider the types of errors that the
POS taggers make by looking at confusion sets.
The 8 most frequent confusion sets under both
conditions are shown in table 11. A closer look at
the confusion sets of the two experiments shows
that the categories in the random split setting are
consistent with standard errors that POS taggers
make: These POS taggers mostly confuse nouns
(NN) with adjectives (JJ) and with names (NNP),
past tense verbs (VBD) with participles (VBN),
prepositions (IN) with adverbs (RB). One notable
difference in the topic modeling setting is that the
number of confusions between nouns (NN) and
names (NNP) (in both directions) is almost re-
duced by half in comparison to the random split
setting: 88 vs. 159 cases (note that the condition
NN NNP is not among the 8 most frequent cases
for the topic model as shown in table 11, it is thé”

12th most frequent confusion set). Names are gen-
erally difficult because they constitute an open set,
and thus not all of them will be found in the train-
ing set. For example, names that were misclas-
sified as nouns in the random split data set in-
cluded “BART”, “Jefferies”, and “Tulsa”. Thus,
a reduction of these errors means that the topic
model experts are learning characteristics that al-
low them to handle domain specific names better,
even though the respective learned model files of
the topic model setting contain considerably fewer
lexical entries.

6 Conclusion and Future Work

In our research, we have investigated whether we
can use topic modeling in order to create special-
ized subsets of POS annotated data, which can
then be used to train POS tagging experts for the
topic. Our results show that the POS tagging ex-
perts achieve higher accuracies both for a manu-
ally created mixed data set with financial news and
medical texts and for a more homogeneous data set
consisting only of financial news. The latter shows
that our system is capable of adapting to nuances
in the micro-genres within the Wall Street Journal
texts. Our analysis also shows that a significant
improvement is achieved, particularly, for proper
names. The topic model experts are almost three
times more likely to tag a name correctly than the
random split models.

We have created a flexible and fully automatic
methodology of POS tagging experts for different
genres. These experts can be extracted from a het-
erogeneous text source, without the need of having
to separate the genres manually. Additionally, we
obtain individual experts, which can be used sep-
arately. Further applications for this kind of tech-
nology can be found in adapting POS taggers to
characteristics of different speech or cognitive im-
pediments but also to the characteristics of non-
native speakers.

Our current experiments have used 2, 5, and 10



topic models. In theory, the number of topics can
be set to a higher number, thus creating more sub-
tle topics. However, as we have also shown, the
higher the number of topics, the more severe data
sparseness becomes. This can be mitigated by us-
ing training sentences for more than one topic,
based on the distribution provided by the topic
modeler. We plan on extending our work to syn-
tactic parsing, for which the differences between
genres will be more noticeable.

References

David M. Blei, Andrew Y. Ng, and Michael 1. Jordan.
2003. Latent dirichlet allocation. Journal of Ma-
chine Learning Research, 3:993-1022.

David M. Blei. 2012. Probabilistic topic models.
Communications of the ACM, 55(4):77-84.

John Blitzer, Ryan McDonald, and Fernando Pereira.
2006. Domain adaptation with structural correspon-
dence learning. In Proceedings of the Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 120-128, Sydney, Australia.

Thorsten Brants. 2000. TnT-a statistical part-of-
speech tagger. In Proceedings of the 1st Confer-
ence of the North American Chapter of the Asso-
ciation for Computational Linguistics and the 6th
Conference on Applied Natural Language Process-
ing (ANLP/NAACL), pages 224-231, Seattle, WA.

Stephen Clark, James Curran, and Miles Osborne.
2003. Bootstrapping POS-taggers using unlabelled
data. In Proceedings of the Seventh Conference on
Natural Language Learning (CoNLL), Edmonton,
Canada.

Hal Daumé III. 2007. Frustratingly easy domain adap-
tation. In Proceedings of the 45th Annual Meeting of
the Association of Computational Linguistics, pages
256-263, Prague, Czech Republic.

Mark Dredze, John Blitzer, Partha Pratim Taluk-
dar, Kuzman Ganchev, Jodo Graca, and Fernando
Pereira. 2007. Frustratingly hard domain adap-
tation for dependency parsing. In Proceedings of
the CoNLL Shared Task Session of EMNLP-CoNLL
2007, pages 1051-1055, Prague, Czech Republic.

Mohammad Khan, Markus Dickinson, and Sandra
Kiibler. 2013. Towards domain adaptation for pars-
ing web data. In Proceedings of the International
Conference on Recent Advances in Natural Lan-
guage Processing (RANLP), Hissar, Bulgaria.

Sandra Kiibler and Eric Baucom. 2011. Fast domain
adaptation for part of speech tagging for dialogues.
In Proceedings of the International Conference on
Recent Advances in NLP (RANLP), Hissar, Bulgarfa’)'.8

Mitchell Marcus, Grace Kim, Mary Ann
Marcinkiewicz, Robert Maclntyre, Ann Bies,
Mark Ferguson, Karen Katz, and Britta Schas-
berger. 1994. The Penn Treebank: Annotating
predicate argument structure. In Proceedings of
the ARPA Human Language Technology Workshop,
HLT 94, pages 114119, Plainsboro, NJ.

Andrew Kachites McCallum. 2002. Mal-
let: A machine learning for language toolkit.
http://mallet.cs.umass.edu.

John Miller, Manabu Torii, and K. Vijay-Shanker.
2007. Adaptation of POS tagging for multiple
biomedical domains. In Proceedings of the Work-
shop on Biological, Translational, and Clinical Lan-
guage Processing, pages 179-180, Prague, Czech
Republic.

Barbara Plank and Gertjan van Noord. 2011. Effective
measures of domain similarity for parsing. In Pro-
ceedings of the 49th Annual Meeting of the Associ-
ation for Computational Linguistics: Human Lan-
guage Technologies, pages 1566—1576, Portland,
OR.

Beatrice Santorini. 1990. Part-of-speech tagging
guidelines for the Penn Treebank Project. Depart-
ment of Computer and Information Science, Univer-
sity of Pennsylvania, 3rd Revision, 2nd Printing.

Anders Sggaard. 2013. Zipfian corruptions for robust
POS tagging. In Proceedings of the 2013 Confer-
ence of the North American Chapter of the Associ-
ation for Computational Linguistics: Human Lan-
guage Technologies, pages 668—672, Atlanta, GA.

Yuka Tateisi and Jun’ichi Tsujii. 2004. Part-of-speech
annotation of biology research abstracts. In Pro-
ceedings of 4th International Conference on Lan-
guage Resource and Evaluation (LREC), Lisbon,
Portugal.



School of Languages and Linguistics

samirkrmkr@yahoo.co.in

Graph theoretic interpretation of Bangla traditional grammar

Samir Karmakar

Jadavpur University

Abstract

The paper is an investigation into the
graph theoretic interpretation of the
Bangla traditional grammar to under-
stand the way grammatical information is
structurally encoded in language. The hi-
erarchical and the linear structural princi-
ples of grammatical compositionality is
discussed in terms of certain graph theo-
retic concepts like tree, subtree, inverse
tree etc.

Translating linguistic structure into the
tree structure is not new. In fact, the
Transformational-Generative  grammar,
Tree adjoining grammar etc. have shown
quite successfully how syntacto-semantic
principles can be talked about in terms of
tree structures. The present work differs
in certain respects from the assumptions
of TG grammarians, primarily because of
the type of grammar and language it is
dealing with.

1 Introduction

This paper seeks to investigate how substantially
the structure of a language can be dealt with the
aid of graph theory. Because of being qualified
with the discrete structure, natural language can
be represented and processed with graph-
theoretic methods. Compositional nature of lan-
guage makes it more viable to the concept of
constituent hierarchies within the scope of which
syntactic and semantic principles are operating.
Under this situation, the graph theoretic interpre-
tation provides excellent opportunities to explore
the issues pertinent in structural composition.
Certain contemporary models like head-driven
phrase structure grammar, semantic networks
etc. make good use of graph theoretic methods.
WordNet, VerbNet etc. have also their deep coh29
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nections with this branch of discrete mathemat-
ics. Under the influence of these approaches, the
current paper seeks to investigate how grammati-
cal regulations are crucial in imposing constraint
on the structure with a special reference to the
traditional Bangla grammar within the frame-
work of graph theoretic enquiry.

Translating linguistic structure into the tree struc-
ture is not new. In fact, the Transformational-
Generative (hereafter, TG) grammar has shown
quite successfully how syntacto-semantic princi-
ples can be talked about in terms of tree struc-
tures. The present work differs in certain respects
from the assumptions of TG grammarians, pri-
marily because of the type of grammar and lan-
guage it is dealing with. Not only the TG gram-
mar, tree adjoining (hereafter, TA) grammar has
also made a good use of the graph theory.
Though both TG and TA have made use of the
graph theory but definitely from the two different
perspectives.

The current proposal resembles TA grammar
more closely than the TG grammar; and as a re-
sult, the proposed model of language representa-
tion and processing can probably be classified in
terms of weak generative capacity, a position
between context free grammars and indexed
grammars.

2 Research Objectives

Within the broader theoretical background as is
discussed in Section (1), this paper will investi-
gate the way grammatical structures of Bangla as
is described in traditional Bangla grammar
(Chatterji 1939) can be talked about in terms of
graph theoretic assumptions. This is possibly the
most salient point where the paper does differ
even from its nearest kin TA grammar. Under
this situation, following two questions will be
investigated in this paper: (a) how the structural

D S Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 129-136,
Varanasi, India. December 2016. (©2016 NLP Association of India (NLPAI)
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complexity of the Bangla sentence can be talked
about with respect to graph theoretic assump-
tions; and, (b) if it is possible to develop a theo-
retical scheme to capture the syntacto-semantic
peculiarities of the individual constituents of a
sentence.

3 Theoretical Background

Approaching the above mentioned research ob-
jectives seeks the setting of the theoretical
framework which presumes some fundamental
understanding of the graph theory and the
knowledge of traditional Bangla grammar.

3.1

Graphs are not used for some sheer illustrative
purposes; In fact, they reveal hidden intricacies
involved in complex structures. As a conse-
guence, it is quite essential to concentrate on
some basic concepts which are crucial in ex-
plaining the construal of graph in general: Math-
ematically, graph is defined as a set of sets — one
of which contains the nodes and other, a set of
ordered pairs or edges. For the purpose of this
paper, a particular type of graph will be dis-
cussed, namely ‘tree’. A tree is defined as a
graph in which each pair of vertices is connected
with a unique path. Tree is characterized as acy-
clic and directed (Liu, 2001). An example of tree
is given in the figure below:

An alternative way to represent the graph of a
tree is to follow the technique of embedded
bracketing as is shown in (2). In this framework,
the notion of hierarchical depth of a particular
node can be interpreted in terms of its interiority
in the bracketed representation. Furthermore, the

concept of edge here in this case is inferred from
an understanding of ‘who embeds whom’.

2. [ABIDIEIICIFIIGH]ITN

Tree as a Graph

1.

130

According to (1) and also (2), then, a graph of
tree (= Gy) could be represented as {V+, Et},
where V1 is the set of vertices/nodes {A, B, C,
D, E, F, G, H, I} and E7 is a set of edges {AB,
AC, BD, BE, CF, CG, GH, GI}. Each of the
members of E; can be defined as a relation de-
fined over the set of vertices. As per this defini-
tion, then, an edge is an ordered pair. In other
words, an edge could be conceived as a relation
from one vertex to another non-identical vertex.
A tree (= G'7) will be called as the subtree of Gy,
iff and only if V't < V¢ and E'; < E+. For exam-
ple, the trees drawn in (3) are the subtrees of (1):

AA
\/ /

Two subtrees of a tree will be considered as in-
verse to each other if and only if their union can
result into a tree of which they are the subtrees.
Therefore, the following two subtrees are the
inverse of each other because their union will
produce the graph shown in (1):

4. A c

Just like the graph theory, traditional grammar of
Bangla can also generate the trees. Therefore, it
becomes quintessential to explore how and to
what extent trees generated by the grammar of a
language (here, Bangla) resemble the structural
aspect of tree as the mathematical object.

3.2

Likewise the western tradition, Bangla sentence
(bakya) also has two distinct parts namely sub-
ject (uddesya) and predicate (bidheya). Both sub-
ject and predicate can be modified; and, modifi-
ers will be classified as elaborator (sam-
prasaraka). As a result of elaboration, whatever
is produced is classified again either as subject or
as predicate. Elaborators are optional and they
can appear in any numbers for finer grain speci-

Traditional Bangla Grammar



fications of the communicative intent. Unlike
elaborators, predicate could have complement
(piraka). Complements are not optional; rather,
they are the obligatory components of the predi-
cates, and their numbers are often fixed by the
semantic expectancy of the verbs. To capture the
structural peculiarities of a sentence the notion of
subject, predicate, elaborator and complement
are extremely useful. In addition to this, the no-
tion of maximality is proposed to incorporate the
idea of the scope of complete interpretation for a
particular structure. Within the maximal scope of
a structure, syntactic and semantic necessities of
a particular constituent are satisfied and beyond
that scope these necessities have no role to play.
Accordingly, the addition of complement to the
verb in (5) makes their immediate dominator
maximal in case of transitive Bangla verbs. Note
this understanding of maximality is quite differ-
ent than the one talked about by Chomsky. This
issue will be picked up again in our successive
discussions to exemplify the way maximality is
instrumental in graph theoretic framework of
language interpretation.

5. sentence
(bakya)

A

subject
(uddesya) predicate
(bidheya)

elaborator subject
(samprasaraka) (uddesya)
elaborator predicate
(samprasaraka) (bidheya)

/N

complement predicate
(plraka) (bidheya)

Note: A = sentence; B = subject; C = predicate; D =
elaborator; E = subject; F = elaborator; G = predicate;
H = complement; | = predicate

In addition to what is discussed earlier, we would
like to incorporate the word-internal composition
to understand the reach of the graph theoretic
methods of language description. More im-
portantly, studies solely depended on the mor-
phology of English often fails to appreciate the
linguistic intricacies involved in other vernacu-
lars. Word internal morphological complexity is
one such intricacy which demands our attention.

Morphological complexities of words in Bangla
are more in case of nominal and verbal constltr
ents of a sentence. Nominal and verbal — boﬁ

types of constituents can be decomposed in two
major parts: (a) a part constitutive of core mean-
ing, traditionally termed as pratipadika; (b) an-
other part constitutive of relational meaning, tra-
ditionally classified as bibhakti. In case of nomi-
nal, relational meaning denotes case relations
and has direct relevance with the core meaning
of the verbal constituents; in case of verbal, the
relational meaning denotes agreement with the
nominal and also contain information about the
time. The core meaning is constitutive of base
form and the satellite. Depending on how the
constituent is classified, base could be of two
types: namely, (a) nominal base (sajiia) and (b)
verbal base (dhatu). Both of these two bases are
further decomposed into (a) root (prakriti) and
(b) formative (avayava). According to the nature
of the base, the formative could be of two types
namely gender signifying and causative. In case
of verbal constituent, satellite is constitutive of
grammatical aspect and tense, whereas classifier
has the status of formative in case of nominal.

6. nominal constituent
(n@mapada)

/\

core relational
(pratipadika) (bibhakti)

T

nominal base satellite
(sajna) (pratyaya)

/N

root formative
(prakriti) (avayava)

classifier
(nirdesaka)

The terminal vertices of (5) — excepting one
marked as predicate (= I) — will be further aug-
mented by (6); whereas, terminal position ‘I’ will
be augmented with (7):

7. verbal constituent
(kriyapada)

A

core relational
(pratipadika) (bibhakti)

TN

verbal base satellite
(dhatu) (pratyaya)

NN

root formative  aspect tense
(prakriti) (avayava) (prakara) (kala)

This will then lead us to a fully specified tree
capable of representing sentences; however,
without postposition (anusarga). Sentences con-



taining postposition are kept aside keeping the
scope of the paper in mind.

4 Discussion

After having the brief introductions of different
theoretical tools, we will now investigate how
graph theory and the traditional Bangla grammar
interact with each other. In continuation to the
above discussion, one can now suggest that in-
stead of having a set of distinct vertices/nodes
one can simply distinguish the non-identical ver-
tices of (5) in terms of their respective ‘maximal-
ity” — discussed earlier. Developing such mecha-
nism can be done in two distinct stages: Firstly,
to substitute the identical vertices with a single
alphabet to indicate the similarities among them;
and secondly, to capture the dissimilarities in
terms of their respective syntactic and semantic
properties certain conceptual measures have to
be thought of. With the initiation of the first, (5)
is simply transformed into (8):

Similar vertices/nodes are reflecting their endo-
centric nature. In virtue of being endocentric,
they are category preserving. Though the similar-
ities of certain vertices are well-represented in
(8), the dissimilarities are hardly traceable from
this representation until the seemingly similar
vertices are interpreted in terms of maximality.
To understand this problem, consider the case of
C: Are the three instances of C in (8) same? Are
they similar type of ‘predicate’? — A little atten-
tion will reveal the fact that they are not. Non-
branching C can license the verbal constituent
only, when the intermediating one has the provi-
sions for the complement(s) (i.e. the terminal
vertex H) and the verbal constituents (i.e. the
terminal vertex C). Finally, the topmost C is pro-
jected due to the addition of elaborator with the
complement(s) and the verbal constituent. This
simply compels us to import one another con-
cept, namely hierarchical depth or relative inte-
riority. Hierarchical depth can be translated in
terms of certain constitutional scopes. Within a
scope different types of syntactic and semantic
expectancies are satiated. Under this situatidd2

then it becomes essential to distinguish these
three instances of Cs in terms of their respective
scopes. This leads us to the following proposal:
In (8), C of the non-branching vertex is the head.
Being non-branching, the hierarchical depth or
relative interiority of head C is more than the
other Cs above it. Due to the successive projec-
tions, this head results into the appearances of
Cwmax as maximal projection (hence, subscripted
with ‘MAX’) and Cg as elaborated projection
(hence, subscripted with ‘E”). While getting pro-
jected maximally, complements are accommo-
dated; whereas to get elaborated projection,
elaborators are accommodated. The distinction
between these two types of projections namely
maximal and elaborated is instrumental in distin-
guishing complements from the adjunct. This
solution is restricted not only to any specific sub-
tree — rather it has some general appeal: Consider
the case of multiple appearances of B. Following
the general strategy, outlined above, non-
branching B will be labeled as head. This is pro-
jected into a higher non-branching vertex B
which has the status of elaborator (= D) and
therefore must be represented as Bg. Since the
elaborators are not the essential part of a lexeme,
they are kept out side of the maximal projection
in this proposal which is contrary to the basic
claim of the X-bar theory where adjuncts are
kept within the scope of the maximal projection
(Chomsky, 1970). Therefore, (8) is further modi-
fied into (9):

9. [A[Be[D][B]][CelF] [Cuax [HTICIII

What is of worth mentioning is that the identifi-
cation of a vertex either as maximal or as elabo-
rator has to do nothing with their relative hierar-
chies in a tree. Also, it does not mean that the
maximal projection will be always embedded
within the elaborated projection. Relative salien-
cies in terms of hierarchical depth or interiority
of maximal and elaborated projections may vary
in a language like Bangla on the basis of how
they do appear in the body of a sentence: (9) can
simply be rewritten as (10) if F and H changes
their respective positions:

10. [A[Be[D][BI] [Cmax[H][Ce [F][C1II]
The specification of maximal will only serve the
purpose of stating the fact that beyond it appear-
ance of further complement is simply impossible.
That means the verb — whose maximal projection
it is — is completely saturated once it is maximal-



ly projected. This would simply exclude the pro-
vision for any intermediating projection to attain
the status of maximal in virtue of not getting
completely saturated.

Let us consider the case of (6) and (7) now. For
the sake of brevity and abstraction, the technical
terms of these two trees are replaced with the
alphabets in (11) and (12). For the vertices of the
tree representing nominal constituent, J-Q alpha-
bets are used. Alphabets from R-Z are allotted to
the vertices of the tree representing the verbal
constituencies.

11. I
/\
K L
/\
M N
/N
0 P Q
12. R
/\
5 T
/\
u v

/N

Unlike the structure of the sentence as is repre-
sented in (5), the structures of nominal and ver-
bal constituents are well-demarcated in the sense
that recurring use of same term is not noticeable.
That does not mean that the intermediate projec-
tions are not there. Rather, it confirms the inter-
mediating projections by adopting a strict demar-
cating policy.

Notion of subtree can be exploited in favor of
syntactically and semantically independent ex-
pressions that the native speakers of Bangla en-
counter often in their linguistic world. Consider
the following example: brddh-a-fi-ke means ‘to
the old lady’, where brddh- = O, -@- = P, -fi- = Q,
and —ke = L of (11). In case of (11), following
expressions will be syntactically and semantical-
ly well-formed: (i) brddh-a (= M), (ii) brddh—d}g3
(= K), and finally (iii) byddh-a-ti-ke (= J). This

leads to the classification of M, K and J as max-
imal however with reference to different types of
grammatical compulsions: M is maximal because
no formative can be added outside its scope; K
would not permit the addition of any classifier
beyond it; and, no more relational markers are
licensed beyond the scope of J. This understand-
ing then in turn justifies why certain trees with
the roots M, K, and J are in the subtree relations
with (11). Other subtrees of graph (11) other than
the ones mentioned above are mathematically
possible subtrees but linguistically are not plau-
sible. Grammatically significant trees are repre-
sented in (13) with the marking of the concentric
circles:

L STM T N ‘
‘,‘l J" '\\ :
% /\ ,

Contrariwise, in case of (12), except the entire
tree (which is an improper subtree of itself), no
proper (stand-alone) subtree can be identified in
spite of the presence of different maximal nodes
in different layers of structural hierarchies or in-
teriorities as is evidenced in (14):

14.

5 T
i /\
! U %
W X Y 7

Therefore, in the context of linguistic structures,
those subtrees are of immense significance which
consist of maximally projected nodes as their
roots — with the statutory precaution that all max-
imally projected nodes are not capable to per-
form the task of the root of a (sub)tree. It is also



worthwhile to note that subtree without a root
marked as maximal are optional in nature. Ex-
tending this discussion beyond the level of the
words will also unveil similar type of findings.
For example (9) contains subtrees with the root
CMAXa CE, Bk, and A.

Having discussed this, time now is to look into
the issues of the semantic import of the nodes
constituting the tree. In other words, the ques-
tion which will be delved into is ‘what consti-
tutes a node?” — As per the principle of composi-
tionality, “the meaning of a complex expression
is a function of the meanings of its parts and of
the syntactic rules by which they are combined”
(Partee, Meulen, and Wall 1990). Under the im-
mediate influence of the compositionality princi-
ple then the task will be to explain what governs
the combinatorial behavior of neighboring nodes
of same hierarchy. Answer to this question must
have some provisions for what we will call selec-
tional restrictions. Selectional restriction which is
a semantic function associated with each of the
nodes remains instrumental in determining ‘who
can go with whom’.

As per the standard practices of lexical semantics
like the one proposed by Jackendoff (1990), con-
stitutive nodes should contain information about
itself with a special reference to the structure
which it is a part of. Since the constituent node
has its connotations both at the levels of local
and global structures the semantics of a node
must contain information about (a) the subtree
reflecting its immediate scope and (b) the subtree
with a root node marked as maximal where the
immediate scope is embedded. As per this pro-
posal then the meaning of an expression, say for
example O, will be the following:

s P
K L

”
Jo.
a
~
o

A subtree — like the one circled with dashed line

in (15) marked with the presence of maximhf4

root — i.e. M, and is in inverse relation with the
following tree:

16. J
K L

M N

Q

The traditional grammar of Bangla, then, can be
conceptualized in terms of the following con-
cepts:

i) a set of terminal symbols (= St); Here, termi-
nal symbols are the representatives of different
word classes;

ii) a set of non-terminal symbols (= Syt); such
that, St N Syt = @;

iii) Non-terminal symbols has a set of distin-
guished members (= D) capable of being marked
either with MAX or with E resulting into two
distinct partitions, namely Dyax and Dg. Point to
be noted (DMAX N Dg = D) C SNT;

iv) a highly distinguished member A which be-
longs to D;

v) A set of initial trees (T,) whose interior nodes
are labeled by nonterminal symbols. Non-
terminal nodes of a particular tree at the bottom
can be replaced by the distinguished members of
it for further derivation. However, if the bottom
consists of terminal symbols, no more replace-
ment as well as further derivation is permitted;
vi) the appearance of lexical element in a tree
will indicate the end of a particular path;

The graph theoretic approach to the traditional
grammar of Bangla will be classified as lexical
because each lexical item, in virtue of being the
member of word classes belonging to the set of
terminal symbols is associated with structural
description which is functional is nature. In other
words, the lexical constituents of a language
must contain the functional descriptions for their
respective distribution in a structure. In order to
meet this structural goal, then, one needs to iden-
tify the information in two broad categories: (a)
the information which is locally relevant and
constitutes the core of the lexical properties, and
(b) the information which is globally relevant
and indicates the relation of the lexical core to its



global sentential context within which it is
grounded. This in one way address the classical
problem of symbol grounding which is addressed
by Harnard (1990).

As per the theoretical framework described
above the structural meaning of classifier (CLS)
with respect to (13) will be as follows:

17. | CLS

Q
[N[QI]
[KIM][NI]

The first line of this representation is the gram-
matical classification of the node Q as classifier.
Third line of the representation is a non-maximal
subtree which is in inverse relation with the sub-
tree mentioned in the fourth line. Subtree men-
tioned in the fourth line contains an intervening
maximal projection K — which is already dis-
cussed in the context of (11) and (13), previous-
ly. Following the similar graph theoretic ap-
proach, a lexical grammar of simple Bangla sen-
tence can be written with the help of graph-
theoretic assumptions discussed earlier. In fact
the graphical representations that we have illus-
trated in (5), (6), and (7) can produce the sen-
tences which can be interpreted following the
techniques of lexical grammar discussed above.
One such sentence is represented in the Appen-
dix of this article to show how rich the structural
aspect of Bangla is. This paper will be concluded
with an observation which we are interested of:
Since CLS is a word class, the function men-
tioned in (17) will be finitely ambiguous in virtue
of containing expressions like -fi, -ta, -khani, -
khana etc. In order to exclude this type of prob-
lem, further investigation has to be initiated to-
wards the finer grain analysis of different catego-
ries.
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Appendix 1

sentence
(bakya)
predicate
(bidheya)
subject predica
(uddesya) (bidhey
elaborator subject elaborator complement
(samprasaraka) (uddesya) (samprasaraka) (pOraka)
L[[[altu]-[$]-]]-[F]] [[[[babal-{]]-[$]]-¢]] [[[[kolkata]-[d]]-[$]]-[ay]] [[[[bai]-[$]}HEi]-]]
[[[[Lattu]-[]HIHGEN]] [[[[father]-[]]-[]]-[NOM]] [[[[Kolkata]-[]]-[1]-[LOC]] [[[[book]-[]]-[CLS]]-[ACC]]

father of Laltu had bought the book in Kolkata
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Abstract

In the era of information overload, text sum-
marization can be defined as the process of
extracting useful information from a large
space of available content using traditional fil-
tering methods. One of the major challenges
in the domain of extraction based summariza-
tion is that a single statistical measure is not
sufficient to produce efficient summaries
which would be close to human-made ‘gold
standard’, since each measure suffers from in-
dividual weaknesses. We deal with this prob-
lem by proposing a text summarization model
that combines various statistical measures so
that the pitfalls of an individual technique
could be compensated by the strengths of oth-
ers. Experimental results are presented to
demonstrate the effectiveness of the proposed
method using the TAC 2011 Multiling pilot
dataset for English language and ROUGE
summary evaluation tool.

1 Introduction

What is the need of text summarization? One of
the major reasons is Information explosion. A
study (Cho et al., 2015) by IBM in 2013 estimated
that everyday 2.5 Quintillion bytes of new infor-
mation were born on the internet. The velocity
with which this is increasing can be estimated from
the fact that 90 percent of total data on web at that
time was created in the previous two years alone.
Thus there is a progressing need to effectively ex-
tract useful content from big data and use stream-
lined filtering methods to make it comprehensible
and non- redundant.

In this paper, we have introduced a novel tech-
nique for automatic single-document extraction-
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based text summarization. The proposed approach
uses a number of statistical models such as Pearson
Correlation Coefficient, Cosine Similarity and Jac-
card Similarity (Huang and Anna, 2008) that com-
pute multiple summaries of a text and combine
them, using configurable consensus methods.
Finally, we stretch a step further and use machine-
learning to make the summary domain-specific or
personalized. Our basic focus is on designing a
technique to improve the weighing constants in the
consensus step by using a genre-specific training
set.

2 Related Work

Most common methods of automatic text summa-
rization are either based on abstraction or extrac-
tion. Abstraction based methods focus on creating
an internal semantic representation of source text
using Natural Language Processing and generating
new sentences as the summary (Dragomir and
Radev, 2004; Hahn and Romacker, 2001). In con-
trast, extraction-based summarization is based on
extracting a subset of the original text as a sum-
mary (Gupta et al., 2010). The most common way
to achieve this is through sentence ranking by as-
sociating a score with each sentence and greedily
choosing the highest weighting sentences for the
final summary up to the required compression ratio
(Nenkova et al., 2012). In this way, locally optimal
solutions enable global optimization which is pre-
sented as the final summary. Another approach is
based on clustering of similar sentences and suc-
cessively extracting those sentences which do not
represent the redundant information (Huang, 2008;
Aggarwal et al., 2012).

In both of these approaches, data regarding similar-
ity of all pairs of sentences is essential for produc-
ing the rankings. Many useful measures have been

D S Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 137-143,
Varanasi, India. December 2016. (©2016 NLP Association of India (NLPAI)



proposed like Cosine similarity, IR f-measure (Al-
guliev & Aliguliyev, 2007), Jaccard similarity
(Mittal et. al, 2014) etc. But it has been experimen-
tally (Alguliev & Aliguliyev, 2007) discovered that
due to imperfections of any particular similarity
measure, there could be significant prejudices in
the scores which make the summarizer misjudge
the importance of sentences. We have tried to
overcome this problem by combining multiple al-
gorithms so that erroneous rankings can be normal-
ized.

3 Proposed Approach

Consider a document D containing a set of sen-
tences S = {51, Sz ..., S} and a set of unique terms
T= {1, t, ..., t,}. The proposed framework for
summarization of D consists of four phases as de-
picted in Figure 1.

]
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Figure 1. Framework for summarization process

PHASE-4
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3.1 Phase 1: Frequency Matrix Formation

Raw text contains noise in the form of stop words,
punctuation marks, digits, special characters etc.
which is not useful for our statistical analysis and
increases the probability of exponential work in
our process. Thus, we eliminated such terms using
close-class word list (Buckley and Salton, 2013)
and converted the remaining terms to lower-case.
Next, we performed stemming using the Porter
stemming algorithm (1980). It has been shown that
this kind of preprocessing does not degrade the
performance of extractive summarization (Ledene-
va, 2008).

Finally, we created a frequency matrix F™ for m
sentences and ¢ distinct terms (g<p since some
terms have been eliminated) where element fj; is
the frequency of the term ¢ in sentence s;.

3.2 Phase 2: Getting Correlation and Similar-

ity Matrices using Statistical Models

Application of text mining algorithms on matrix
F™* with very high value of dimension ¢ could be
computationally costly. Hence, Zipf’s law, based
on Luhn’s model (Luhn, 1958), could be used to
eliminate terms with very high or very low cumu-
lative frequency as shown in Figure 2. Formally,
the cumulative frequency (Cf) for a term ¢ in F™
can be represented as-

Cf(t) =2, 1

)]

Upper
Curt-off

Lower
Cut-off

*-1__Resolving power of
Significant Words

Frequency of Words

——Significant Words

r

Words by rank

Figure 2. Zipf’s Law dictates that words having rank
(based on frequency) between the upper and lower cut-
offs are most significant



Let n terms remain after application of Zipf’s Law.
We define sentence vector S; on matrix F™"
(where n<g<p) such that

Si = [ﬁb ﬁb ﬁ3, eeey ﬁn] (2)
Finally, we generated three Correlation or Similari-
ty matrices C;"™ , C,™™ and C;™™ by using the
following statistical measures (Huang, 2008) re-
spectively-

1. Pearson Correlation Coefficient

2. Cosine Similarity

3. Jaccard Similarity

Let ¢ (i, j) be an element in the matrix Cy

Formally,
cx (i,j) = Simlarity (S;,S;) V k €{1,2,3}
3)

Figures 3, 4 and 5 show sample matrices C;"™ ,

C,"™™ and C;™™ (with m=6) respectively.

s, S, S5 S, S5 Se

S, |1 0.224]0.125 [ 0.404[0.127 [ 0.224
S,| 02241 0.317 | 0.328]0.012 [0.116
;| 012503171 0.297 | -0.092 | -0.050
S.|0.404]0.328[0.297 1 0.079 | 0.349
Ss| 0.127]0.012]-0.092 [ 0.079| 1 -0.079
Se| 0.224]0.116]-0.050 | 0.349 | -0.079 | 1

Figure 3. C;*° using Pearson Correlation Coefficient

5 S; S3 S, 55 S¢

S (1 0.452 | 0.029 | 0.172 | 0.035 | 0.221
$,(10452 |1 0.167 | 0.278 | 0.032 | 0.196
$;(0.029]|0.167 | 1 0.284 | 0.002 | 0.010
S,(0.172)|0.278|0.284 | 1 0.079 | 0.169
S5 [0.035]0.032 | 0.002 | 0.079 |1 0.093
S¢(0.221]0.196 | 0.010 | 0.169 | 0.093 | 1

Figure 4. C,"° using Cosine similarity

S, S, S, S, S5 Se

S, |1 0.341|0.017 | 0.167 | 0.044 | 0.177
s, 03411 0.174 [ 0.332]0.024 [ 0.214
s;[0.017]0.174 | 1 0.265 | 0.013 | 0.023
S, ]0.167]0.332[0.265 [ 1 0.021 | 0.147
Ss [0.044 | 0.024 [0.013]0.021]1 0.113
S¢ | 0.177]0.214 [ 0.023]0.147 [0.113 |1

Figure 5. C;™ using Jaccard similarity
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3.3 Phase 3: Ranking Sentences using Rele-

vance Score and Clustering Methods

The fundamental goal of this phase is to devise
methods for ranking sentences using matrices
c/™" , C,™™ and C3™™ so that the summaries can
be obtained using a subset of top ranked sentences.
The size of the summaries would depend on user-
given compression ratio.

3.3.1 Ranking through Relevance Score

We define Relevance Score or RScore of sentence
s; as the sum of its correlation magnitudes with all
other sentences, except itself i.e.

RScore(s;)=2i_1cx (b)), i=12,.. ,n. i#]

Vk €(1,23}

In this method, we ranked sentences from highest
to lowest based on decreasing order of their
RScores. The sentences which have the highest
RScores form a subset of S having high infor-
mation content and low redundancy (Gong et al.,
2001). We performed this process for all three ma-
trices C;"™, C,;"™ and C3™™ obtained in phase 2
and generated three ranking orders of sentences -
R;, R, and R;. Finally, we obtained summaries
Smj, Sm, and Sm; by extracting the top ranking
sentences from R;, R, and R; respectively, until
they satisfy the compression ratio.

3.3.2 Ranking through Hierarchical Cluster-
ing

Clustering is a form of unsupervised learning in
which categorization is done based on highest sim-
ilarity. The goal is to organize data into natural
collections such that we obtain high intra-
collection similarity and low inter-collection simi-
larity (Huang, 2008). We have used pair wise hier-
archical clustering of sentence vectors in matrices
C,/"™™, C;™™ and C;™™ to group together sentences
which represent similar information. Detailed pro-
cedure is described as follows-

Let S; and S; be two sentence vectors clustered to-
gether in the matrix C;"™. We define normaliza-
tion of row vector S; as replacing S; with the mean

of corresponding elements of S; and S;.



Formally,

Cia+C1 Cpz 63 Cint Cin
> , 5 - >
5
Similarly, we can define normalization of column
vector S;as-

N TOM—(S)_[

Gt € Cpi T 0 Cni t+

C?’L.j]
2 ’ 2 T 2

Mlco! (Sl) = [
(6)

Let R(S;) denotes removing sentence vector S;
from the matrix C™™ and thus reducing its dimen-
sions to (m-1) x (m-1).

Also, define c,(x, y) as the maximum non-diagonal
element in the matrix C;"™" i.e.

c,(x,y) = max( i, (i,j)) ¥ (i,j) suchthat i #j
(N

We extract ranking orders from correlation matri-
ces as described in Algorithm 1.

INPUT: Matrices C;,""™ VvV k €{1,2,3}

OUTPUT:Ranking orders of sentences -

R.Vkc{1,2,3)}

1. | F(5,): Returns the
position of 5, in source text
2. |Dofort=1tok
3. Doforl=mto 1
4. Iif (m = 1) Then
5. R..append(F(51))
6. Else
7. Find ¢, (x, ) [feq. 7
8. Do Ny (S;) and N ,;(5.) .
where z = max (x, y)
9. DoR(S,,) where w = min(x, v)
10. R,.append(F(5,,))
11. Endif
12. EndDo
13| EndDo

Algorithm 1. Pseudo-code for getting ranking orders
from Correlation matrices
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Summaries Sm,, Sms and Smg are derived by ex-
tracting the top ranking sentences from R;, R, and
R;until they satisfy the compression ratio.

@. @@@@

Figure 6. One of the possible clustering patterns by
application of the ranking algorithm on seven sentences.

By forming clusters, we are essentially grouping
together two sentences with similar information
and using the sentence which occurs first, as its
representation in the ranking order. We call the
sentence vector which is removed from the cluster
as ‘representative sentence vector’ of the cluster.
The other sentence vector is normalized using eq.5
and eq.6. This is performed to improve the accura-
cy of similarity measure magnitudes for non-
representative sentence vector by averaging its co-
efficients with those of the representative sentence
vector, since they are found out to be the most sim-
ilar among the sentence vectors that are present in
the Correlation matrix.

3.4 Phase 4: Consensus Methods to get the

final summary

At the end of Phase 3, we have six ranking orders ,
namely- R;, R, , R; R, Rs and R4 .Given a com-
pression ratio r, we can obtain six summaries from
these rankings, namely-Sm;, Sm; , Sm; ,Sm,, Sm;
and Smg ,by extracting the top ranked sentences till
r is satisfied and then sort in the order they ap-
peared in the original text.



3.4.1 Generic Summaries

In this section, we will describe a method for get-
ting a generic summary by giving equal im-
portance to all the summaries obtained. Let us
generalize the number of summaries we obtained
from phase 3 as k.

Let weight W; where i € {1,2,.., k} represents the
importance given to the i" summary in deriving
the final summary.

For generic summary,

W, = i‘v’i €{12,...k}
@)

For all sentences S; for which 3 at least one sum-
mary Sm; (j € {1, 2, ..., k}) such that S; € Sm,,
we define the Final-Score as-

k
FScore(S;) = Z W;B;
= (®)

where, B; =1 if the sentence S; is present in the

Summary j and B; =0, otherwise. To get the final
summary, we arranged all sentences in summaries

Sm; ( je {1, 2, ..., k}) in decreasing order of
FScore and extracted from the top till the com-
pression ratio was satisfied. Then, the sentences
were sorted in the original order of source text and
finally presented as a generic-summary.

3.4.2 Query-based Summaries

Since we have k distinct summaries, their compati-
bility with user-given keywords or title of the text
can be measured by calculating a query score
based on the distribution of query terms and can be
added to its Final-Score. To simplify this process,
we propose using the ‘cumulative frequency of
keywords in a summary’ as the primary metric for
its relevance and calculate FScore using this hy-
pothesis. Moreover, sophisticated metrics giving
weight age to keyword distribution can also be
used in further research.

By defining F; as the cumulative frequency of all
keywords in summary j, we have-

W, «F; 9)
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Equation (8) in this case becomes,
k

FScore(S;) = ZFij
= (10)
where, F= total frequency of keywords in i

summary. As described in section 3.4.1, we ar-

ranged all sentences in Summaries Sm; (i € {1, 2,
..., k}) in decreasing order of Final-Score and ex-
tract from the top till the compression ratio is satis-
fied. Then the sentences were sorted in original
order of source text and presented as final sum-
mary.

3.4.3 Domain-specific and Personalized Summar-
ies

A Machine Learning based method for generating
summaries which improve themselves using a cer-
tain training set is described as follows.

The F-measure represents the accuracy of test
summary with respect to the ideal summary (Pow-
ers, 2011).

precision.recall
F=2

precision + recall

(1)
The fundamental idea is to utilize a domain-
specific training set with v documents to adjust the

weights- W; V i € {1, 2, ..., k} assigned to each
summary, based on its F-measure with respect to
the ideal summary. Then, the final summary is ob-
tained using FScores (Equation 8). Hence, the per-
formance of summarizer can be significantly
improved when another document of similar do-

main is given as input. Let f (s€ {1, 2, ..., k} be

the F-measure of summary Sm; j€ {1, 2, ..., k}
obtained from document s using proposed ap-
proach. Let A; be the algorithm used to derive Sm,;.
We define the mean-F-measure for all summaries
obtained using A;
as-
v
Fmeanj = S_vl fs
(12)
For summarizing a document after training the
summarizer, we followed the same approach till
phase 3 but modified Equation (8) in section 3.4.1
as follows-



k
FScore(S;) = Z Fean; B;
j=1

(13)

Rest of the approach is same as described in Sec-
tion 3.4.1. Thus, we are using supervised learning
to measure the mean performance of different al-
gorithms on a domain-specific training set and us-
ing this knowledge to assign weights to the
summaries derived by these algorithms. The final
summary of a new document of the same domain
will represent a consensus of these algorithms in
proportion to their performance on the testing data.

For personalized summaries, a user profile is re-
quired, containing the keywords which will repre-
sent the interest of user. These keywords may be
retrieved from online social media like LinkedIn or
facebook, blogs etc. or they could be explicitly
provided by the user. In this case, we will have m

summaries namely Sm; (V j € {1, 2, ..., k}) by
following the same approach till phase 3. We de-
fine Summary Score as follows-

SumScore;=M; Vje{l2 . k}

(14)
where, M; = metric to determine the amount of
relevance a particular summary has with respect to
the input keywords. To simplify this procedure, we
could take the frequency measure of the keywords
in the particular summary as a metric but much
better metrics which take into account the distribu-
tion of these keywords can also be applied. We
simply output the summary having the maximum
SumScore as the final summary.

Another approach requires the user to train the
summarizer by identifying ideal summaries with
respect to his requirement, using data sets and their
summaries which satisfy his specifications.

Hence, the summarizer is trained using personal-
ized supervised learning to adjust its weights and
adapt to the exposed configuration. This approach
essentially converts a particular user’s personalized
configuration as a new domain and then follows
the domain-specific approach discussed previously
in Section 3.4.3.
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4 Experiments

For testing our approach, we have used the follow-
ing two datasets: (1) TAC 2011 Multiling pilot
summarization task dataset (Giannakopoulos et al.,
2011) which is derived from publicly available
WikiNews (http://www.wikinews.org/). It is divid-
ed into ten collections with each collection con-
taining ten documents. A single collection has all
documents of the same topic. We have only tested
on the English version of the documents. The da-
taset contains at least one “golden-summary” for
comparison. (2) Six English News document col-
lections retrieved for Summarization-research pur-
pose in 2012 (http://dbdmg.polito.it/wordpress/
research/document-summarization/). Each collec-
tion is made up of ten news documents of the same
topic each. This data set was retrieved from
Google News for research related to TAC2011
MultiLing Pilot Overview (Giannakopoulos et al.,
2011).

We divided the ten documents in each collection
into a training set and a testing test randomly with
each set consisting of 5 documents. The upper lim-
it of the summary size was kept to be 250 words.
The widely wused summary evaluation tool
‘ROUGE’ (Lin, 2004) was used to compare the
results with several other summarizers. Our com-
petitors consist of summarization methods that
competed in the TAC 2011 conference (UBSum-
marizer and UoEssex), a widely used summarizer
which is integrated with Microsoft-Word (auto-
summarize) and the recently proposed Association
Mixture Text Summarization (AMTS) (Gross et
al., 2014). Test results the Recall, Precision and F-
measure using ROUGE-2 and ROUGE-SU4 sum-
mary evaluation techniques that is shown in Tablel
and Table 2 respectively.

Summarizer ROUGE-2
Recall Precision | F1

Our Summa- 0.0740 0.1616 | 0.1015
rizer

UBSummarizer | 0.0466 0.0952 | 0.0625
AMTS 0.0705 0.1633 | 0.0984
autosummarize | 0.0425 0.0824 | 0.0560
U Essex 0.0712 0.1617 | 0.0988

Table 1: Test Results using ROUGE-2




Summarizer ROUGE-SU4
Recall Precision | F1

Our Summa- 0.0838 0.2080 | 0.1194
rizer

UBSummarizer | 0.0711 0.1652 | 0.0994
AMTS 0.0843 0.1994 | 0.1185
autosummarize 0.0684 0.1567 | 0.0952
U Essex 0.0839 0.1976 | 0.1177

Table 2: Test Results using ROUGE-SU4
5 Conclusion and Future Work

Based on different similarity measures and ranking
procedures, we presented a model for performing
consensus of multiple summarization algorithms
that perform extraction-based text summarization.
Experimental results reveal that our approach has
significantly outperformed some of the widely
used techniques. We have argued that this is due to
the strength of combining various similarity
measures to get rid of their individual weakness
and also due to the ‘domain-adaptive’ nature of our
summarizer.

For further research, we will add more similarity
measures and ranking techniques in the model to
make it more accurate.
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Abstract

This article presents the prototype for English
Text to Indian Sign Language conversion
system using synthetic animations in real
domain. The translation system consists of
parsing module which parses the input English
sentence to phrase structure grammar
representation on which Indian sign language
grammar rules are applied to reorder the words
of the English sentence (as the grammar of
English language and Indian sign language is
different). Elimination module eliminates the
unwanted words from the reordered sentence.
Lemmatization is applied to convert the words
into the root form as the Indian sign language
does not use the inflections of the words. All
the words of the sentence are then checked
into lexicon which contains the English word
with its HamNoSys notation and the words
that are not in the lexicon are replaced by their
synonym. The words of the sentence are
replaced by their counter HamNoSys code. In
case the word is not present in the lexicon,
HamNoSys code will be taken for each
alphabet of the word. The HamNoSys code is
converted into the SiGML tags and this
SiGML tags are sent to animation module
which converts the SiGML code into the
synthetic animation using avatar.

The proposed system is innovative as the
existing working systems uses videos rather
than synthetic animations. Even the existing
systems are limited to conversion of words and
predefined sentences into Indian sign language
whereas our proposed system converts the
English sentences into Indian sign language in
real domain.

1 Introduction

There are approximately 7105 known living
languages in the world divided in 136 different
language families. Sign language is one of
these 136 families which is used by hearing
impaired people to convey their message. This
family of the language contains 136 sign
languages all over the world depending upon
the region of the world. Out of nearly 7 billion
people on earth, nearly 72 million are deaf and
hard of hearing. Out of such a big number
approximately 4.3 million such people use
Sign language. Rest of nearly 67 million deaf
and hard of hearing people do not use any sign
language to communicate. Thus nearly 90%
deaf have a very limited or no access to
education and other information [1, 2].

Sign language is used by hearing impaired
people using hand shapes, fingers, face
expressions, gestures and other parts of the
body [1]. It is a visual-spatial language as the
signer often uses the 3D space around his body
to describe an event [5]. As sign languages do
not have well defined structure or grammar
therefore there is no or very less acceptability
of these signs outside their small world. Sign
languages until the 1960s were not viewed as
bona fide languages, but just collections of
gestures and mime. Dr. Stokoe’s research on
American Sign Language proved that it is a
full-fledged language with its own grammar,
syntax, and other linguistic attributes. To
prove the same for other sign languages, there
are some efforts including Indian Sign
Language [3].

In spoken language, a word is composed of
phonemes. Two words can be distinguished by
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at least one phoneme (while speaking a pause
and while writing a space). In SL, a sign is
composed of cheremes (equivalent to phoneme
in a spoken language) and similarly two signs
can differ by at least one chereme [6]. A sign
is a sequential or parallel construction of its
manual and non-manual cheremes. A manual
chereme can be defined by several parameters
like Hand shape, Hand location, Hand
Orientation, Hand Movements (straight,
circular or curved). Non-manual chereme are
defined by parameters like Facial expressions,
Eye gaze and Head/body posture [5].

However, there exist some signs which may
contain only manual or only non-manual
components. For example the sign “Yes” is
signed by vertical head nod and it has no
manual component. SL signs can be generally
classified into three classes: One handed, two
handed, and non-manual signs. Figure shows
the overall Indian sign hierarchy.

(Indian Signs)
— AL
‘\‘

b l ~
One Handed | Non-Manual ] Two Handed]
“\\
- ™~
| Static ] Movement Static Movement|
/ /N /
/ g \*. Manual|| Non-Manual /

/ ~
[ N

. * 3
|Manua\| Non-Manual | Typel || Typel

<

[Manua‘l] \ Non-.E-'IanuaI

Figure 1. ISL Type Hierarchy

One Handed Signs: The one handed signs are
represented by a single dominating hand. One
handed signs can be either static or dynamic
(having movements). Each of the static and
movement signs is further classified into
manual and non-manual signs. Figure shows
examples of one handed static signs with non-
manual and manual components.

Figure 2. One Handed Static Manual Sign
(Ear) and Non-Manual Sign (Headache)
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Two Handed Signs: The two handed signs are
represented by both the hands of the signer. As
in the case of one handed signs, similar
classification can be applied to two handed
signs. However, two handed signs with
movements can be further distinguished as:
Type0 and Typel signs.

Type0 signs are those where both hands are
active

Typel signs are those where one hand
(dominant) is more active compared to the
other hand (non-dominant) as shown below.

Figure 3. Two Handed Sign "long'" (both the
hands are moving) and “Flag” (only the
dominant right hand is moving)

Communication for the hearing impaired
people in common places like railway stations,
bus stands, banks, hospitals etc. is very
difficult because a hearing person may not
understand the sign language used by the
hearing impaired person to communicate.
Also, a hearing person cannot convey any
message to hearing impaired person as he/she
may not know the sign language.

To make the communication between hearing
impaired and hearing community, the
language translation is must that may include,

Sign Language wm  Text/Spoken

Text/Spoken w———————) Sicn Language

Figure 4: Communication between Hearing
and Hearing Impaired Community

This is worth mentioning here that Sign
languages are not “Natural languages
represented through signs” or not even
translated word to word in signs. For
example, the word light in English has
different meanings. Light means not heavy, or



we say light color i.e. not dark or switch on the
light. Here, we represent these different
meanings in English with same word 'light’
but in sign language, we will represent these
different meanings with different signs. So,
Sign language is not representation of word as
it is but rather the meanings are represented
using Sign language.

So we interpret that Sign language and Signed
Language are different. Signed Language is
any other natural language for which signs are
created for every word. Signed English has
word order of English only and every word of
English is represented using signs. The
problem with this approach is that it is very
slow because signing every word takes time
and if speech and the Signed English both are
being communicated at the same time, Signed
English will be much behind the actual words
spoken in English [3]. Another type of sign
mechanism exists, known as Sign Supported
English. Sign Supported English does not
display sign for each word and only signs are
displayed for some important words of the
speech and rest of the sentence is spoken only.

Yet another type is Finger Spelling where
instead of having the symbols for words,
fingers are used to show the letters, which
make the word. This form is merged with any
other form of Sign Language because of
limited dictionary of Sign Language.

An alternative to Sign Language is Cued
Speech. It uses hand shapes and placement
with mouth movements to show the sounds.
Considered to be visible counterpart of spoken
language, cued speech works by combining
visible hand and mouth movements to
represent sound just like phonemes are
combined in any other natural language. Cued
speech represents the individual sounds of
words via a system of visual phonetics where
as sign language is used to represent a whole
word. One advantage cued speech over sign
language systems is that the number of
different signs to remember is far less than in a
sign language because only a few phonemes
are to be represented using signs and rest all
the words are made up of these phonemes’
signs only [4].
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2 Facts about Indian Sign language

Sign language is natural language which has
some facts with which the people are not
aware off. Some of the facts of the sign
language are:

e NOT the same all over the world.

e NOT just gestures and pantomime, but do
have their own grammar.

e Have much smaller dictionary than the
other spoken natural languages.

o Finger-spelling for the unknown words.

e Words may be joined e.g. to represent
dinner, one might show the sign of Night
and then Food.

e Most of the sign languages put the
adjective after the noun e.g. Car Red.

e Never use am/is/are/was/were/ (linking
verbs).

e Never use word-endings/suffixes.

e Always sign in the Present Tense.

e Do not use articles. (a, an, some, the).
e Do not use I, but uses me.

e WH-questions are at the END e.g. “You
go where?”

e Have no gerunds. (-ing).

e Use non-manual expressions as well e.g.
use of eye brows, eye lids, facial
expressions, head and  shoulders
movement.

e NOT been invented by hearing people.

3 Overview of Overall System

The success of the translation system from
English text to Indian sign language required
lexical and syntactic knowledge of Indian sign
language. The lexicon has been created for
English word — ISL sign as discussed in the
next section. The overall architecture of the
system is shown in the figure below. The
system consists of 7 modules:

o FEnglish parser for parsing the English text
o Sentence reordering module based on ISL
grammar rules



e FEliminator for eliminating the unwanted
words

o Lemmatization for getting the root word of
each word and Synonym replacement
module to replace the unknown word with
its synonym counterpart

o Word to SiGML conversion using
HamNoSys

o Synthetic Animation module.

The input to the system is written English text
which is parsed to get the phrase structure
grammar representation of the sentence. The
parsed sentence is then sent to the conversion
module which reorders the words of the
English sentence according to the rules of ISL
grammar. Reordering is required as English
uses SVO order where as ISL uses the SOV
order along with some other variations for
interrogative and negative sentences. After
getting the sentence as per ISL grammar,
unwanted words from the sentence are
removed. This is because the ISL used only
the words which have some meaning and all

ISL Grammar

the helping words like linking verbs, articles
etc are not used. The output is sent to the
lemmatization module which converts the
words in their root form. This is again because
the sign language uses the root form of each
word irrespective of other languages which
uses suffixes, gerund, past and futures words
in their sentences. Because of limited
dictionary of ISL, the unknown words in the
sentence are replaced with their synonym
counterpart, in case the synonym is not
available, finger spelling of the word is
performed character by character. At this
stage, the sentence is ready to animate. Each
word of the sentence is replaced by its
equivalent HamNoSys (Writing notation of the
sign)[8] from the English Word-HamNoSys
dictionary and the HamNoSys string is
converted to SiGML (Signing gesture markup
language) code using SiGML rules. This
SiGML code is sent to SiIGML animation tool
which plays the synthetic animation.

o — Rules
English by Lemmatization
~— Text ’/,)-" l Rules
Parsing Input e Phrase

> — imi
Text Reordering ‘ Eliminatar

v
(%]
=

ing

w

SIGML SEating Word to
MNotation T HamNoSys

: "'---Synthetic- g
'\___kAnimat ion )__//

M

ISL word-

HamMoSys
Dictionary

Figure 5: Architecture of English Text to ISL Synthetic Animation System
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4 English-ISL Lexicon

Translating from a source language to target
language requires a bilingual dictionary.
Translating English text to ISL, bilingual
dictionary of English and Indian Sign
Language is created which contains the
English word and its equivalent Indian sign.
Here, the English word’s counterpart Indian

sign can be taken as the real human video, sign
picture, coded sign language text, or synthetic
animation. All the approaches have their own
pros and cons but the synthetic animations are
well suited for the translation of spoken
language to sign language. A comparison of
all the media has been given in the table as
shown:

Table 1: Comparison of Different Media for Representing the Sign

Kind of Media Pros

Cons

Video Signs .

Realistic
e Easy to create

e Time consuming to create
e High memory consumption
e Not supported by translation

system

Pictures e Very memory| ® Time consuming to create
consumption pictures

e Not realistic as compared to
videos

e Not supported by translation
system

Coded Sign Language Text e Minimal Memory| ® Very difficult to read and

consumption understand
e Supported by translation| ¢ Required to be learnt

system as it is the written
form and can be processed
very easily

Synthetic Animations

Very less
consumption
Can be easily reproduced
Supported by translation
system

Avatar can be made
different according to choice

memory

Not as realistic as human
videos.

Because synthetic animation is supported by
the translation system are much realistic as
compared to pictures and coded text so
synthetic animations have been produced for
corresponding English word in this translation
system.

To create the animation of each English word,
a written form of the sign is taken. Though a
3D sign cannot be written but researchers have
put their efforts to create the notation system
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with which a 3D sign can be expressed in
written form. Some of the written forms for
3D sign are  Stokoe  Notation[11],
SignWriting[12], Hamburg notation System[8]
etc. We have used HamNoSys (Hamburg
Notation System)[8] notation for creating the
dictionary. HamNoSys has an alphabet of
about 200 symbols (Unicode of this notation
system is available)[8] which covers almost all
the hand shapes, Hand location, Hand/palm
orientation, Hand movement, and non-Manual



part of the sign. The basic structure of the
HamNoSys is:

X g X

| Symrn_etr;_:i i
| operalor | NMF |

Initial Configuratian

Action/mavemen

Handshape |Hand position Location

Figure 6: Structure of HamNoSys Code

Later this HamNoSys can be converted into
SiGML code which can be animated by an
animation tool using an Avatar as shown in the
following architecture:

English Word
ﬂ HamMoSys Coding Rules

HamNoSys Notation

Figure 7: Architecture to produce the
animation from English word.

A list of 1818 most commonly used English
words[10] used by the differently abled people
is taken for creating the bilingual dictionary of
English word and HamNoSys notation. The
words are categorized in part of speech and a
count of 1510 words are coded into
HamNoSys as shown in the table[10]:

Table 2: Statistics of Words Implemented

Word Category No.of | No. of Words
Words | ymplemented

Adjectives 185 177

Adverb 54 54

Conjunction 3 3

Determiner 12 12

Noun 1136 855

Preposition 32 32

Pronoun 33 32

Verb 359 333
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5 Parsing of the Input English Sentence

For rule based conversion of one language to
another language, grammatical structure of the
source language is required so that the words
of the source sentence can be reordered as per
the grammar rules of the target language.
Parsing is the answer to know the grammatical
structure of the sentence. To get the
grammatical structure of the sentences of
English language, parsing is done using third
party software. We have used the Stanford
parser[7] for this purpose which uses
unlexicalized PCFG(probabilistic context free
grammar) with output accuracy of 86.36%.
Probabilistic parser is trained on the hand-
parsed sentences and the knowledge gained is
used to parse the new sentences. Stanford
parser is capable to produce three different
outputs, part-of-speech tagged text, context
free phrase structure grammar representation,
and type dependency representation. Stanford
parser uses Penn Tree tags for parsing the
English sentence. In this project, we have used
phrase structure grammar representation as in
rule based approach, the grammatical structure
of the English sentence was required to
convert it into the sentence as per the
grammatical structure of target language
(Indian sign language).

6 Grammar Rules for Conversion of
English Sentence to ISL Sentence

Translation of one spoken language to another
spoken language is complex task if both the
languages have different grammar rules. The
complexity is increased many folds when
source language is spoken language and the
target language is sign language. For
translating English text to Indian sign
language, a comparison of grammar of both
the languages is must:



Table 3: Comparison of Grammar of English and Indian Sign Language

English language grammar

Indian sign language grammar

English grammar is well structured and a lot of
research work has been carried out to define the
rules for it. English grammar follows the subject-
verb-object order.

ISL is invented by deaf and a little work has
been done to study the grammar of this language.
The structure of sentences of ISL follows the
subject-object-verb order[13].

English language uses various forms of verbs
and adjectives depending upon the type of the
sentence. Also, a lot of inflections of the words
are used in English sentences.

ISL does not use any inflections ( gerund,
suffixes, or other forms ), it uses the root form
of the word.

English language has much larger dictionary

Indian sign language has a very limited
dictionary, approximately 1800 words[10].

Question word in interrogative sentences is at the
start in English

In Indian sign language, the question word is
always sentence final[1].

A lot of helping verbs, articles, and conjunctions
are used in the sentences of English

In Indian sign language, no conjunctions, articles
or linking verbs are used

For conversion of English sentence to a
sentence as per ISL grammar rules, all the verb
patterns (20 patterns)[15] are studied and rules
are formed to convert English sentence into
ISL sentence. The parsed sentence is the input
to this module where the noun phrase and the
prepositional phrase are freezed but if there is

any verb phrase present in the sentence, it is
checked recursively because the verb phrase
may further be composed of noun phrase,
prepositional phrase, verb phrase or even the
sentence. Some of the rules of conversion are
given in the table:

Table 4: Examples of Grammatical Reordering of Words of English Sentence

Verb Pattern Rule Input Sentence Parsed Sentence Output Sentence
verb + object VP NP go school (VP (VB Go ) (NP school go

(NN school ) ))
subject + verb NPV birds fly (NP (NNS birds ) ) birds fly

(VP (VBP fly))
subject + verb + NP V NP his brother (NP (PRPS$ his ) (NN | his brother a
subject became a soldier | brother ) ) (VP (VBD | soldier became
complement became ) (NP (DT a

) (NN soldier ) ))
subject + verb + NP VNPNP |ilenthermypen | (NP ((FWi)) (VP 1 her my pen lent
indirect object + (VBD lent ) (NP
direct object (PRP her ) ) (NP

(PRP$ my ) (NN pen

)))
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subject + verb subject + verb | show me your (VP (VBP show ) me your hands
hands (NP (PRPme))) show

(NP (PRPS$ your )

(NNS hands ) )
subject + verb + NP VNP PP | she made coffee (NP (PRP She ) ) she coffee for all
direct object + for all of us (VP (VBD made ) of us made
preposition (NP (NN coffee ) )
+prepositional (PP (IN for ) (NP
object (NP (DT all ) ) (PP

(IN of ) (NP (PRP us

))))))
subject + verb + V NP PP show your hands | (VP (VB show ) (NP | your hands to me
indirect object + to me (PRP$ your ) (NNS | show
direct object hands ) ) (PP (TO to

) (NP (PRPme ))))
subject + verb + NP V PP we are waiting for | (NP (PRP we ) ) (VP | we for suresh are
preposition suresh (VBP are ) (VP waiting
prepositional (VBG waiting ) (PP
object (IN for ) (NP (NN

suresh)))))

7 Elimination of Unwanted Words

Indian sign language sentences are formed of
main words. All the words like linking verbs,
suffixes, articles are not used. After applying
the grammar rules, the ISL sentence is
generated of which all the unwanted words are
required to be removed. The part of speech
which are not the part of ISL sentence are
detected and eliminated from the sentence. Out
of 36 POS tags, the various part of speech
which do not form the part of ISL sentence are

TO, POS(possessive ending), MD(Modals),
FW(Foreign word), CC(coordinating
conjuction), some DT(determiners like a, an,
the), JIR, JJS(adjectives, comparative and
superlative), NNS, NNPS(nouns plural, proper
plural), RP(particles), SYM(symbols),
Interjections, non-root verbs. These above
mentioned unwanted words are removed from
the ISL sentence. Below is the table of
examples in which unwanted words are
removed.

Table 5: Elimination of unwanted words

Input English Sentence

Sentence after reordering

Output ISL Sentence(After
elimination)

go school

school go

go school

birds fly

birds fly

birds fly

his brother became a soldier

his brother a soldier became

his brother soldier become

i lent her my pen

1 her my pen lent

1 her my pen lent

show me your hands

me your hands show

me your hand show

she made coffee for all of us

she coffee for all of us made

she coffee all we made

show your hands to me

your hands to me show

your hand me show

we are waiting for suresh

we for suresh are waiting

we suresh waiting
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8 Lemmatization & Synonym Replacement

Indian sign language uses the root words in
their sentences. All the words used must not
contain suffixes, gerund or it should not be an
inflexion of a word. If a word in the ISL
sentence is not root word, it is converted into
the root word after passing it to the stemmer
and applying lemmatization rules. The porter
stemmer [16] is used for stemming.

After converting the inflections of the words to
their respective root words, the ISL sentence
contains only the root words. Now, each root
word is checked for availability in the English-
ISL  dictionary. Though this dictionary
contains only 1478 words, a list of synonyms
is created to make the system robust and
increase the hits in the dictionary. An indirect
approach is used rather than creating a list of
all the synonyms of English language. We
have collected the synonyms of only 1478
words (the words which are in our bilingual
dictionary) A total of approximately 4000
synonym words are included in our database.
It was taken care to remove the duplicacy of
the words as well the part of speech of each
word was taken care. For example, the word
inaugural is an adjective, its synonym is taken
as opening as adjective otherwise the word
opening 1is used as verb also. The word
anger(v) has the synonyms irate, insense,
enrage, infuriate which all are verbs. Also the
word angry(n) has the synonyms as
annoyance, irritation, fury, rage, resentment,
antagonism which all are noun. In case, no
word is found in the dictionary or synonym
list, the word is spelled. Here, spelling the
word means finger spelling i.e. each character
of the word is taken whose sign will be
produced. Signs of all the alphabets of English
have also been maintained in the database
increasing the dictionary size to approximately
6000 words. All the personal nouns(names of
persons, buildings etc) are finger spelled.

9 Sign Animation using Avatar

After all processing done on the English
sentence to convert to ISL sentence, it is ready
to be animated. As already discussed, the
synthetic  animation(using a  computer
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generated character known as Avatar) is best
suitable for producing the sign. To animate the
sentence, we have used an animation tool
SiGML Player[17]. To generate the animation
through this tool, the input must be the tags of
SiGML(Signing Gesture Markup Language)
and the output of this tool is animated
character.

To get the SIGML tags, each word of the ISL
sentence is replaced with its corresponding
HamNoSys code. For the words which are not
in the English-ISL dictionary database, each
character (alphabet) of the word is replaced
with the corresponding HamNosys code. Now,
we have the HamNosys code of the whole ISL
sentence. The HamNoSys code is now
converted to SiGML tags using HamNoSys-
SiGML conversion rules. As soon as we get
the SIGML tags for the whole sentence, it is
sent to the animation tool which plays it as the
animated character.

Wordto | SLSUINE | oy | SIGMLTaEs gigmy
HamNoSys Notation . Player

1SL word-
HamNoSys
Dictionary

Figure 8: Architecture to produce the
Animation from English word

10 Conclusion

In this paper, a translation system for English
text to Indian sign language has been
presented. The automatic system is the first
ever translation system for Indian sign
language in real domain. The major
components of the system are conversion
module(converts the English sentence to ISL
sentence based on the grammatical rules),
Elimination module(eliminates the unwanted
words from the ISL sentence), Synonym and
Lemmatization module(converts each word of
the ISL sentence to root word), and Animation
module(converts the ISL sentence to synthetic
animation). Currently, the system has been
created for context free conversion of English
text to synthetic animations. A lot of time is



consumed to create the dictionary of English
word to Indian sign in which non-manual
component of each sign is taken care as well
as the lips of avatar are animated so that it a
hard of hearing person can read the lips also.
Overall conversion accuracy has been checked
by demonstrating the system in various deaf
schools. The work has been very much
appreciated by the interpreters and students. In
future, the dictionary of sign language can be
enhanced adding more words in it. Also, the
context can be taken care while converting the
English sentence to ISL sentence.
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Abstract

In this paper we describe an end to end
Neural Model for Named Entity Recog-
nition (NER) which is based on Bi-
Directional RNN-LSTM. Almost all NER
systems for Hindi use Language Spe-
cific features and handcrafted rules with
gazetteers. Our model is language inde-
pendent and uses no domain specific fea-
tures or any handcrafted rules. Our models
rely on semantic information in the form
of word vectors which are learnt by an un-
supervised learning algorithm on an unan-
notated corpus. Our model attained state
of the art performance in both English and
Hindi without the use of any morphologi-
cal analysis or without using gazetteers of
any sort.

1 Introduction

Named entity recognition (NER) is a very im-
portant task in Natural Language Processing. In
the NER task, the objective is to find and clus-
ter named entities in text into any desired cat-
egories such as person names (PER), organiza-
tions (ORG), locations (LOC), time expressions,
etc. NER is an important precursor to tasks like
Machine Translation, Question Answering , Topic
Modelling and Information Extraction among oth-
ers. Various methods have been used in the
past for NER including Hidden Markov mod-
els, Conditional Random fields, Feature engineer-
ing approaches using Support Vector Machines,
Max Entropy classifiers for finally classifying out-
puts and more recently neural network based ap-
proaches.

Development of an NER system for Indian lan-
guages is a comparatively difficult task. Hindi and

* indicates these authors contributed equally to tliué 4

work.

many other Indian languages provide some inher-
ent difficulties in many NLP related tasks. The
structure of the languages contain many complex-
ities like free-word ordering (which affect n-gram
based approaches significantly), no capitalization
information and its inflectional nature (affecting
hand-engineered approaches significantly). Also,
in Indian languages there are many word con-
structions that can be classified as Named En-
tities (Derivational/Inflectional constructions) etc
and these constraints on these constructions vary
from language to language hence carefully crafted
rules need to be made for each language which is
a very time consuming and expensive task.

Another major problem in Indian languages is
the fact that we have scarce availability of an-
notated data for indian languages. The task is
hard for rule-based NLP tools, and the scarcity
of labelled data renders many of the statistical ap-
proaches like Deep Learning unusable. This com-
plexity in the task is a significant challenge to
solve. Can we develop tools which can generalize
to other languages(unlike rule based approaches)
but still can perform well on this task?

On the other hand, RNNs and its variants
have consistently performed better than other ap-
proaches on English NER and many other se-
quence labelling tasks. We believe RNN would
be a very effective method compared to fixed-
window approaches as the memory cell takes
much larger parts of the sentence into context thus
solving the problem of sentences being freely or-
dered to a large extent. We propose a method to
be able to model the NER task using RNN based
approaches using the unsupervised data available
and achieve good improvements in accuracies over
many other models without any hand-engineered
features or any rule-based approach. We would
learn word-vectors that capture a large number
of precise semantic and syntactic word relation-
ships from a large unlabelled corpus and use them

D S Sharma, R Sangal and A K Singh. Proc. of the 13th Intl. Conference on Natural Language Processing, pages 154-160,
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to initialize RNNs thus allowing us to leverage
the capabilities of RNNs on the currently avail-
able data. We believe to the best of our knowl-
edge, that this is the first approach capable of using
RNN for NER in Hindi data. We believe learn-
ing based approaches like these could generalize
to other Indian languages without having to hand-
craft features or develop dependence on other NLP
related tools. Our model uses no language spe-
cific features or gazetteers or dictionaries. We use
a small amount of supervised training data along
with some unannotated corpus for training word
embeddings yet we achieve accuracies on par with
the state of the art results on the CoNLL 2003
dataset for English and achieve 77.48% accuracy
on ICON 2013 NLP tools corpus for Hindi lan-
guage.

Our paper is mainly divided into the following
sections:

e In Section 1 we begin with an introduction
to the task of NER and briefly describe our
approach.

e In Section 2, we mention the issues with hindi
NER and provide an overview of the past ap-
proaches to NER.

e In Section 3, we descibe our proposed RNN
based approach to the task of NER and the
creation of word embeddings for NER which
are at the core of our model.

e In Section 4 We explain our experimental
setup, describe the dataset for both Hindi and
English and give results and observations of
testing on both the datasets.

e In Section 5 We give our conclusions from
the experiments and also describe methods to
extend our approach to other languages.

2 Related Work

NER task has been extensively studied in the liter-
ature. Previous approaches in NER can be roughly
classified into Rule based approaches and learning
based approaches. Rule based approaches include
the system developed by Ralph Grishman in 1995
which used a large dictionary of Named Entities
(R. Grishman et al., 1995). Another model was
built for NER using large lists of names of peo-
ple, location etc. in 1996(Wakao et al., 1996).
A huge disadvantage of these systems is that!

huge list needed to be made and the output for
any entity not seen before could not be deter-
mined. They lacked in discovering new named en-
tities, not present in the dictionary available and
also cases where the word appeared in the dic-
tionary but was not a named entity. This is an
even bigger problem for indian languages which
would frequently be agglutinative in nature hence
creation of dictionaries would be rendered impos-
sible. People either used feature learning based
approaches using Hand-crafted features like Cap-
italization etc. They gave these features to a Ma-
chine learning based classifier like Support Vec-
tor Machine (SVM)(Takeuchi et al., 2002), Naive
Bayes (NB) or Maximum Entropy (ME) classi-
fiers. Some posed this problem as a sequence la-
belling problem terming the context is very impor-
tant in determining the entities. Then, the hand-
crafted series were used in sequences using Ma-
chine learning methods such as Hidden Markov
Models (HMM)(Bikel et al., 1997), Conditional
Random Field (CRF) (Das et al., 2013) and De-
cision Trees (DT)(Isozaki et al., 2001).

Many attempts have been made to combine the
above two approaches to achieve better perfor-
mance. An example of this is (Srihari et al.,
2000) who use a combination of both handcrafted
rules along with HMM and ME. More recent ap-
proaches for Indian language and Hindi NER are
based on CRFs and include (Das et al., 2013) and
(Sharnagat et al., 2013).

The recent RNN based approaches for NER in-
clude ones by (Lample et al., 2016). Also, there
are many approaches which combine NER with
other tasks like (Collobert et al., 2011) (POS Tag-
ging and NER along with Chunking and SRL
tasks) and (Luo et al., 2015) (combining Entity
Linking and NER) which have produced state-of-
the-art results on English datasets.

3 Proposed Approach

Owing to the recent success in deep learning
frameworks, we sought to apply the techniques to
Indian language data like Hindi. But, the main
challenge in these approaches is to learn inspite of
the scarcity of labelled data, one of the core prob-
lems of adapting deep-learning approaches to this
domain.

We propose to leverage the vast amount of un-
labelled data available in this domain. The recur-
rent neural networks RNN trained generally have
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Figure 1: Our pipeline is illustrated above. Every word gets an embedding and a POS tag, which are
concatentated to form the word embeddings of the word. It is then passed to recurrent layers and softmax

over all classes is the predicted class.

to learn the recurrent layer as well as the embed-
ding layer for every word. The embedding layer
usually takes a large amount of data to create good
embeddings. We formulate a two stage methodol-
ogy to utilize the unlabelled data:

In the first stage we utilize unlabelled cor-
pora. We learn Skip-gram (Mikolov et al., 2013)
based embeddings and GloVe (Pennington et al.,
2014) embeddings on those corpora. We use the
Wikipedia corpus for Hindi as a source to train
these models. By that, we get wordvectors which
will be used in the second stage.

In the second stage, as illustrated in Figure 1,
we use the deep-learning based models. We ini-
tialize their embedding layers with the wordvec-
tors for every word. Then, we train the net-
work end-to-end on the labelled data. As vari-
ous approaches have proved, a good initialization
is crucial to learning good models and train faster
(Sutskever et al., 2013). We apply this approach
to use word-vectors to counter the scarcity of la-
belled data. The idea behind this is that the models
would require much lesser data for convergence
and would give much better results than when the
embeddings are randomly initialized.

To get both previous and subsequent context for
making predictions we use Bi-Directional RNN
(Schuster et al., 1997). We know that Vanilla RNN
suffers from not being able to model long term de-
pendencies (Bengio et al., 1994) Hence we use the
LSTM variant of the RNN (Hochreiter et al., 19917§6

which helps the RNN model long dependencies
better.

3.1 Generating Word Embeddings for Hindi

Word2Vec based approaches use the idea that
words which occur in similar context are similar.
Thus, they can be clustered together. There are
two models introduced by: (Mikolov et al., 2013)
CBOW and Skipgram. The latter is shown to per-
form better on English corpuses for a variety of
tasks, hence is more generalizable. Thus, we use
the skip-gram based approach.

Most recent method for generating wordvectors
was GloVe, which is similar in nature to that of
Skipgram based model. It trains embeddings with
local window context using co-occurrence matri-
ces. The GloVe model is trained on the non-
zero entries of a global co-occurrence matrix of all
words in the corpus. GloVe is shown to be a very
effective method, and is used widely thus is shown
to be generalizable to multiple tasks in English.

For English language, we use the pretrained
word embeddings using the aforementioned ap-
proaches, since they are widely used and pretty
effective. The links for downloading the vectors
are provided!. However, for Hindi language we
train using above mentioned methods(Word2Vec
and GloVe) and generate word vectors. We start
with One hot encoding for the words and random

'Links for download note:webpage not maintained by us
https://github.com/3Top/word2vec-api
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Figure 2: Architecture of the model

initializations for their wordvectors and then train
them to finally arrive at the word vectors. We use
the Hindi text from LTRC IIIT Hyderabad Corpus
for training. The data is 385 MB in size and the
encoding used is the UTF-8 format (The unsuper-
vised training corpus contains 27 million tokens
and 500,000 distinct tokens). The training Hindi
word embeddings were trained using a window of
context size of 5. The trained model is then used to
generate the embeddings for the words in the vo-
cabulary. The data would be released along with
the paper at our website along with the wordvec-
tors and their training code?. For a comparative
study of performance of these methods, we also
compare between the Skip-gram based wordvec-
tors and GloVe vectors as embeddings to evaluate
their performance on Hindi language.

3.2 Network Architecture

The architecture of the neural networks is de-
scribed in Figure 2. We trained deep neural net-
works consisting of either one or two recurrent
layers since the labelled dataset was small. In
the architecture, we have an embedding layer fol-
lowed by one or two recurrent layers as speci-
fied in the experiments followed by the softmax
layer. We experimented with three different kinds
of recurrent layers: Vanilla RNN, LSTM and Bi-
directional LSTM to test which one would be the
T 157
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most suitable for NER task. For the embedding
layer, it is initialized with the concatenation of the
wordvector and the one-hot vector indicating its
POS Tag. The POS Tagging task is generally con-
sidered as a very useful feature for entity recogni-
tion, so it was a reliable feature. This hypothesis
was validated when the inclusion of POS tags into
the embedding improved the accuracy by 3-4%.
This setup was trained end-to-end using Adam
optimizer (Kingma et al., 2015) and batch size of
128 using dropout layer with the dropout value
of 0.5 after each of the recurrent layers. We
have used dropout training (Srivastava et al., 2014)
to reduce overfitting in our models and help the
model generalise well to the data. The key idea in
dropouts is to randomly drop units with their con-
nections from the neural network during training.

4 Experiments

We perform extensive experimentation to validate
our methodology. We have described the datasets
we use and the experimental setup in detail in this
section. We then present our results and provide a
set of observations made for those results.

4.1 Datasets

We test the effectiveness of our approach on ICON
2013 NLP tools contest dataset for Hindi lan-
guage, along with cross-validating our method-
ology on the well-established CoNLL 2003 En-
glish named entity recognition dataset ( Sang et
al., 2003) .

4.1.1 ICON 2013 NLP Tools Contest Dataset

We used the ICON 2013 NLP tools contest dataset
to evaluate our models on Hindi. The dataset con-
tains words annotated with part-of-speech (POS)
tags and corresponding named entity labels in
Shakti Standard Form (SSF) format (Bharti et al.,
2009) . The dataset primarily contains 11 en-
tity types: Organization (ORG), Person (PER),
Location (LOC), Entertainment, Facilities, Arti-
fact, Living things, Locomotives, Plants, Materi-
als and Diseases. Rest of the corpus was tagged
as non-entities (O). The dataset was randomly di-
vided into three splits: Train, Development and
Test in the ratios 70%, 17% and 13%. The training
set consists of 3,199 sentences comprising 56,801
tokens, development set contains 707 sentences
comprising 12,882 tokens and test set contains
571 sentences comprising of 10,396 tokens. We



use the Fl-measure to evaluate our performance
against other approaches.

4.1.2 CoNLL 2003 Dataset

We perform extensive experiments on the CoNLL
2003 dataset for Named Entity Recognition.
The dataset is primarily a collection of Reuters
newswire articles annotated for NER with four en-
tity types: Person (PER), Location(LOC), Orga-
nization(ORG), Miscellaneous (MISC) along with
non entity elements tagged as (O). The data is pro-
vided with a training set contains 15,000 sentences
consisting of approximately 203,000 tokens, along
with a development set containing 3466 sentences
consisting of around 51,000 tokens and a test set
containing 3684 sentences comprising of approxi-
mately 46,435 tokens. We use the standard evalu-
ation scripts provided along with the dataset for
assessing the performance of our methodology.
The scripts use the Fl-score to evaluate the per-
formance of models.

4.2 Experimental Setup

We use this architecture for the network because
of the constraint on the dataset size caused by
scarcity of labelled data. We used a NVIDIA 970
GTX GPU and a 4.00 GHz Intel i7-4790 proces-
sor with 64GB RAM to train our models. As
the datasets in this domain expand, we would like
to scale up our approach to bigger architectures.
The results obtained on ICON 2013 NLP Tools
dataset are summarized in Table 2. We cross-
validated our approach with English language us-
ing the CoNLL 2003 dataset. The results are sum-
marized in Table 1, We are able to achieve state-
of-the-art accuracies without using additional in-
formation like Gazetteers, Chunks along with not
using any hand-crafted features which are consid-
ered essential for NER task as chunking provides
us data about the phrases and Gazetteers provide a
list of words which have high likelihood of being
a named entity.

4.3 Observations

The neural networks which did not have wordvec-
tor based initializations could not perform well on
the NER task as predicted. This can be attributed
to the scarcity of the data available in the NER
task. We also observe that networks consisting of
one recurrent layer perform equally good or even
better than networks having two recurrent layers.
We believe this would be a validation to our h&,S_S

Method Embed. Dev Test
Bi-LSTM Random 20.04% | 6.02%
Bi-RNN Skip-300 74.30% | 70.01%
Collobert - - 89.59%
Luo (Gaz.) - 89.9%
Ours: Bi-LSTM Skip-300 93.5% | 89.4%
Ours: Bi-LSTM GloVe-300 | 93.99% | 90.32%
Dyer - - 90.94 %
Luo (Gaz. & Link) 91.2%

Table 1: Results on the CoNLL 2003 dataset.
We achieve 90.32% accuracy without using any
Gazetter information (Gaz.)

Method Embed. Dev Test
RNN 11 Skip-300 61.88% | 55.52%
RNN 21 Skip-300 59.77% | 55.7%
LSTM 11 Skip-300 65.12% | 61.78%
LSTM 21 Skip-300 61.27% | 60.1%
Bi-RNN 11 Skip-300 70.52% | 68.64%
Bi-RNN 21 Skip-300 71.50% | 68.80%
Bi-LSTM 11 Skip-300 73.16% | 68.5%
Bi-LSTM 21 Skip-300 74.02% | 70.9%
Bi-LSTM 11 GloVe-50 | 74.75% | 71.97%
Devi et al CRF (Gaz.+Chu.)* | - 70.65% | 77.44%
Bi-LSTM 11 GloVe-300 | 78.60% | 77.48%
Das et al CRF (Gaz.)* - - 79.59 %

Table 2: Results on the ICON NLP Tools 2013
dataset. We achieve 77.48% accuracy without us-
ing any Gazetter information (Gaz.) or Chunking
Information (Chu.).

pothesis that increasing the number of parameters
can lead to overfitting. We could see Significant
improvement in performance after using LSTM-
RNN instead of Vanilla RNN which can be at-
tributed to the ability of LSTM to model long de-
pendencies. Also, the bidirectional RNN achieved
significant improvement of accuracy over the oth-
ers suggesting that incorporating context of words
around (of both ahead and back) of the word is
very useful. We provide only 1 layer in our best
model to be released along with the paper. 3

5 Conclusion

We show that the performance of Deep learning
based approaches on the task for entity recogni-
tion can significantly outperform many other ap-
proaches involving rule based systems or hand-
crafted features. The bidirectional LSTM in-
corporates features of varied distances providing
a bigger context relieving the problem of free-

3Code available at: https:/github.com/monikkinom/ner-
Istm



Entity Type Precision | Recall | F1
ARTIFACT: 86.04% 71.84% | 78.3%
DISEASE: 52.5% 80.76% | 63.63%
ENTERTAINMENT: | 87.23% 84.16% | 85.66%
FACILITIES: 56.47% 81.35% | 66.66%
LIVTHINGS: 55.55% 47.61% | 51.28%
LOCATION: 26.47% 42.85% | 32.72%
LOCOMOTIVE: 60.60% 71.42% | 65.57%
MATERIALS: 26.31% 71.42% | 38.46%
ORGANIZATION: 83.33% 62.50% | 71.42%
PERSON: 61.29% 61.29% | 61.29%
PLANTS: 50.00% 59.99% | 54.54%
Total: 75.86% 79.17% | 77.48%

Table 3: Entity wise Precision, Recall and F1
scores on the ICON NLP Tools 2013 Hindi dataset
(Test Set) for glove 300 size Embeddings and Bi-
LSTM 1 layer deep model.

word ordering too. Also, given the scarcity of
data, our proposed method effectively leverages
LSTM based approaches by incorporating pre-
trained word embeddings instead of learning it
from data since it could be learnt in an unsuper-
vised learning setting. We could extend this ap-
proach to many Indian Languages as we do not
need a very large annotated corpus. When larger
labelled datasets are developed, in the new system
we would like to explore more deep neural net-
work architectures and try learning the neural net-

works from scratch.
4
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Abstract

In this paper, we introduce Vaidya, a spo-
ken dialog system which is developed as
part of the ITRA! project. The system is
capable of providing an approximate di-
agnosis by accepting symptoms as free-
form speech in real-time on both laptop
and hand-held devices. The system fo-
cuses on challenges in speech recognition
specific to Indian languages and capturing
the intent of the user. Another challenge
is to create models which are memory and
CPU efficient for hand-held devices. We
describe our progress, experiences and ap-
proaches in building the system that can
handle English as the input speech. The
system is evaluated using subjective statis-
tical measure (Fleiss’ kappa) to assess the
usability of the system.

1 Introduction

Healthcare is a basic need of any sustainable so-
ciety and has advanced many folds since the ad-
vent of technology. But effective medical diag-
nosis still remains inaccessible to the rural pop-
ulation in developing nations. The main reasons
for this are scarcity of skilled healthcare staff in
countries like India®> and minimal Internet con-
nectivity. Dialectal variations in rural areas ren-
der remote diagnosis methods like telemedicine,
ineffective. Using spoken language technology,
we can fill this gap and bring the state-of-the-art
healthcare at the hand’s reach of almost everyone.
This paper presents a spoken dialog system which
targets problems like understanding low-resource
languages, inferring diagnosis from medical on-
tologies, capturing intent of the user and working
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with resources having limited memory and com-
putational power such as a handheld devices.

Spoken dialog systems (SDS) have been an ac-
tive area of research for the past few decades. But
a large body of work has gone in developing SDS
for English. There are several active systems cur-
rently in use for travel and healthcare in English.
Research projects in India focus on understand-
ing the linguistic structure of Indian languages
and to make them easily representable in digital
form. Structural analysis of languages coupled
with SDS can create viable solutions for health-
care. There is a huge necessity of SDS in Indian
healthcare systems since 1) medical knowledge is
readily available through well-crafted disease on-
tologies which can be easily queried and 2) the
mortality rate in rural areas is much higher due to
lack of advanced diagnosis®.

Most of the recent language technologies be-
ing developed currently are feasible on a standard
computer with a good internet connectivity. Lately
hand-held devices are gaining a lot of power both
in case of memory as well as computation and are
available at a reasonable cost. This has made these
devices very handy to a large extent of population.
