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Preface

Research in Natural Language Processing (NLP) has taken a noticeable leap in the recent years.
Tremendous growth of information on the web and its easy access has stimulated large interest in
the field. India with multiple languages and continuous growth of Indian language content on the web
makes a fertile ground for NLP research. Moreover, industry is keenly interested in obtaining NLP
technology for mass use. The internet search companies are increasingly aware of the large market for
processing languages other than English. For example, search capability is needed for content in Indian
and other languages. There is also a need for searching content in multiple languages, and making the
retrieved documents available in the language of the user. As a result, a strong need is being felt for
machine translation to handle this large instantaneous use. Information Extraction, Question Answering
Systems and Sentiment Analysis are also showing up as other business opportunities.

These needs have resulted in two welcome trends. First, there is much wider student interest in getting
into NLP at both postgraduate and undergraduate levels. Many students interested in computing
technology are getting interested in natural language technology, and those interested in pursuing
computing research are joining NLP research. Second, the research community in academic institutions
and the government funding agencies in India have joined hands to launch consortia projects to develop
NLP products. Each consortium project is a multi-institutional endeavour working with a common
software framework, common language standards, and common technology engines for all the different
languages covered in the consortium. As a result, it has already led to development of basic tools for
multiple languages which are inter-operable for machine translation, cross lingual search, hand writing
recognition and OCR.

In this backdrop of increased student interest, greater funding and most importantly, common standards
and interoperable tools, there has been a spurt in research in NLP on Indian languages whose effects we
have just begun to see. A great number of submissions reflecting good research is a heartening matter.
There is an increasing realization to take advantage of features common to Indian languages in machine
learning. It is a delight to see that such features are not just specific to Indian languages but to a large
number of languages of the world, hitherto ignored. The insights so gained are furthering our linguistic
understanding and will help in technology development for hopefully all languages of the world.

For machine learning and other purposes, linguistically annotated corpora using the common standards
have become available for multiple Indian languages. They have been used for the development of basic
technologies for several languages. Larger set of corpora are expected to be prepared in near future.

This volume contains papers selected for presentation in technical sessions of I[CON-2015 and short
communications selected for poster presentation. We are thankful to our excellent team of reviewers
from all over the globe who deserve full credit for the hard work of reviewing the high quality
submissions with rich technical content. From 134 submissions, 56 papers were selected, 31 for full
presentation and 25 for poster presentation, representing a variety of new and interesting developments,
covering a wide spectrum of NLP areas and core linguistics.

We are deeply grateful to Yuji Matsumoto, Nara Institute of Science and Technology (NAIST), Japan
for giving the keynote lecture at ICON. We would also like to thank the members of the Advisory
Committee and Programme Committee for their support and co-operation.
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We thank Sudip Kumar Naskar, Chair, Student Paper Competition and Manish Shrivastava and Amitav
Das, Chairs, NLP Tools Contest for taking the responsibilities of the events.

We convey our thanks to P V S Ram Babu, G Srinivas Rao, G Namratha and A Lakshmi Narayana,
International Institute of Information Technology (IIIT), Hyderabad for their dedicated efforts in
successfully handling the ICON Secretariat. We also thank IIIT Hyderabad team of Peri Bhaskararao,
Vasudeva Varma, Soma Paul, Radhika Mamidi, Manish Shrivastava, B Yegnanarayana, Suryakanth
V Gangashetty and Anil Kumar Vuppala. We heart-fully express our gratitude to Rajeev R R, Maya
Moneykumar, VRCLC team members, Research Scholars and student volunteers for their timely help
with sincere dedication to make this conference a success.

We also thank all those who came forward to help us in this task.

Finally, we thank all the researchers who responded to our call for papers and all the participants of
ICON-2015, without whose overwhelming response the conference would not have been a success.

December 2015 Dipti Misra Sharma
Trivandrum Rajeev Sangal
Elizabeth Sherly
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Keynote Lecture
on

Scientific Paper Analysis

Yuji Matsumoto
Nara Institute of Science and Technology (NAIST, Japan)
<matsu@is.naist.jp>

Rapid increase of scientific documents causes difficulty in acquiring up-to-date
information even by experts. Through deepening the text and document
analysis technologies and automatic construction of knowledge bases necessary
for document understanding, this project aims to develop foundations of
content understanding of large scale technical documents and structural
similarity analysis at various levels of contents and documents. In
collaboration with the experts in Bio-science, Material Science, Neuroscience,
Law, and Artificial Intelligence, we aim to develop an integrated environment for
content-based document retrieval, summarization and knowledge discovery by
aggregating the contents from large scale documents, and survey generation by

inter-document relation analysis.

1

D S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, page 1,
Trivandrum, India. December 2015. (©)2015 NLP Association of India (NLPAI)



Addressing Class Imbalance in Grammatical Error Detection with
Evaluation Metric Optimization

Anoop Kunchukuttan, Pushpak Bhattacharyya
Center for Indian Language Technology

Department of Computer Science and Engineering
Indian Institute of Technology Bombay
{anoopk,pb} @cse.iitb.ac.in

Abstract

We address the problem of class imbalance
in supervised grammatical error detection
(GED) for non-native speaker text, which
is the result of the low proportion of erro-
neous examples compared to a large num-
ber of error-free examples. Most learn-
ing algorithms maximize accuracy which
is not a suitable objective for such imbal-
anced data. For GED, most systems ad-
dress this issue by tuning hyperparame-
ters to maximize metrics like F3. Instead,
we show that learning classifiers that di-
rectly learn model parameters by optimiz-
ing evaluation metrics like F and F5 score
deliver better performance on these met-
rics as compared to traditional sampling
and cost-sensitive learning solutions for
addressing class imbalance. Optimizing
these metrics is useful in recall-oriented
grammar error detection scenarios. We
also show that there are inherent difficul-
ties in optimizing precision-oriented eval-
uation metrics like Fjy 5. We establish this
through a systematic evaluation on multi-
ple datasets and different GED tasks.

1 Introduction

The task of grammatical error detection (GED)
and grammatical error correction (GEC) refers
to the identification and repair of grammatical er-
rors in text generated by speakers of a language
(native/non-native). Many techniques, rule-based
as well as machine learning based, have been pro-
posed for addressing this task. A common and
successful method for building grammatical er-
ror detection (GED) systems is to apply super-
vised learning on annotated learner corpora. For
instance, the problem of noun number error detec-

tion can be formulated as a task of classifgin #
D S Sharma, R Sangal and E Sherly. Proc. of the 1

th Intl. Conference on Natura

Task Errors Tokens Error Rate
Article 6658 234,695 2.84%
Noun Number 3379 245,026 1.38%
Preposition* 1955 123,419 1.58%

Table 1: Error rates for GED tasks (NUCLE)

* statistics for 10 most frequent prepositions

the head noun of a noun phrase has the correct
or incorrect grammatical number. As opposed
to rule-based methods, classification methods can
easily incorporate complex and arbitrary evidence
as features. Some of the best performing sys-
tems for the most frequent grammatical errors, viz.
noun number, article and preposition errors, are
classification systems (Ng et al., 2013).

However, a major problem in learning classi-
fiers from an annotated learner corpus is the very
low error rate (number of errors per token) in the
corpus (Chodorow et al., 2012). For instance, the
error rates are less than 3% for noun-number, arti-
cle and preposition errors in the NUCLE annotated
learner corpus (Dahlmeier et al., 2013) as shown
in Table 1. Such low error rates (less than 5%)
have been observed across various learner corpora
(see Table 2) viz. the NUCLE corpus (Dahlmeier
et al., 2013), HOO12 corpus (Dale et al., 2012)
and NICT-JLE corpus (Izumi et al., 2004). Thus,
learning classifiers for GEC/GED from annotated
learner corpora is a case of learning a classifier
from an imbalanced dataset i.e. a dataset where
the class ratios are highly skewed (He and Garcia,
2009). In contrast to many imbalanced problems
studied in datamining literature, GED tasks are
characterized by large and sparse features spaces
and very high imbalance ratios.

Since it is easy to achieve high accuracy by
simply assigning all training examples to the ma-
jority class, accuracy as the optimization objec-

tive performs ?oorly for classification on imbal-
Language Processing, pages 2—-10,

Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



Corpus Tokens Errors %Error Rate
NUCLE 1,161,567 46,597 3.82
HOOI12 374,680 8,432} 2.25%
NICT-JLE 169,662 14,407 8.49

Table 2: Errors statistics for learner corpora

1 articles and prepositions errors only

anced datasets. Moreover, accuracy is not the right
evaluation metric for GED. Non-native language
learners require a GED system with a high preci-
sion so that they are not misguided by wrong er-
ror notifications. On the other hand, professional
copy-editors and language instructors will require
a high recall system that helps improve produc-
tivity and quality of service by identifying all po-
tential errors that need review, even at the cost of
flagging some spurious errors. Hence, a precision
oriented optimization objective like Fy 5 and a re-
call oriented objective like F> would be appropri-
ate for non-native speakers and copy-editors re-
spectively. In this paper, we explore the hypothesis
that by directly optimizing the desired evaluation
metric, we can satisfy the requirements of asym-
metric misclassification cost and customization of
the recall/precision trade-off.

The following are the contributions of our work:

e Sampling and example-weighting methods
have been traditionally applied to overcome
this limitation. We systematically investi-
gate different solutions to the class imbal-
ance problem for three GED tasks (noun
number, article and preposition) over mul-
tiple annotated learner corpora. We com-
pare the following sampling methods over
a range of sampling ratios: random under-
sampling, Synthetic Minority Over-sampling
Technique (SMOTE) and example weighting.
We analyze and present experimental results
to demonstrate the limitations of these tradi-
tional methods in addressing class imbalance.

e As an alternative to sampling methods, we
propose that a GED classifier be learnt by di-
rectly optimizing the evaluation metrics, typ-
ically Fy, F» or Fy5. For copy-editors, Fy
is a suitable evaluation measure which ad-
dresses the need for high recall in GED. We
use the performance measure optimization
framework proposed by Joachims (2005) for
optimizing these metrics. For the three GEB

tasks under consideration, we show that opti-
mizing the F metric of the incorrect class
gives better performance compared to sam-
pling methods.

e We also show that evaluation metric opti-
mization, as well as sampling methods, are
not suitable for improving precision. While
evaluation metric optimization helps improve
recall and obtain a reasonable precision-
recall trade-off, improving precision remains
a challenge.

The rest of the paper is organized as follows.
Section 2 describes the limitations of sampling
methods, motivates the use of evaluation metrics
optimization for imbalanced data problems, and
the use of F5 as an evaluation metric for GED.
Sections 3 and 4 discuss the related work and
the learning algorithm used for directly optimiz-
ing evaluation metrics. Section 5 explains classi-
fiers for the GED tasks under consideration, while
Section 6 describes our experimental setup. We
analyze results in Section 7. Section 8 summarizes
our contributions and describes possible future di-
rections.

2 Motivation

There are many GED applications where users do
not consider false positive and false negative er-
rors as equally damaging. To copy-editors, false
negative errors are costlier than false positive er-
rors. They would not mind evaluating a few
false alarms, but cannot afford to miss genuine er-
rors since that would affect the quality of service.
They would prefer the GED system to err on the
side of higher recall. Similarly, translators using
computer-aided translation systems would prefer
to have most errors pointed out. Even an auto-
matic post-editing system for MT would prefer to
have most errors identified since alternatives can
then be evaluated for these potential errors in a
post-editing stage.

We hypothesize that by directly optimizing the
desired evaluation metric, we can satisfy the re-
quirements of asymmetric loss and customization
of the recall/precision trade-off. For a GED sys-
tem designed to help copy-editors, F» would be
a reasonable choice as an optimization objective
since it is biased towards recall. Similarly, Fp 5
would be a reasonable choice for a GED system
designed for language learners. Our choice of



B = 0.5,2 follows the conventional choices men-
tioned in literature for evaluating precision and re-
call bias.

Traditionally, sampling and example-weighting
have been the most common methods to han-
dle class imbalance. Sampling involves either
undersampling the correct examples or over-
sampling the incorrect examples in the train-
ing set (Van Hulse et al., 2007; Domingos,
1999). In example-weighting, misclassification
costs are associated with the training examples,
with higher misclassification costs for wrongly
classifying incorrect examples (Zadrozny et al.,
2003). In theory, example-weighting and sam-
pling techniques can be shown to be equivalent
(Zadrozny et al., 2003), and in the rest of the paper
we use sampling to refer to both. However, sam-
pling methods have a few limitations which direct
optimization of the performance metrics does not
suffer from:

e Even the choice of sampling ratio is arbitrary
and its effect on the evaluation metrics is not
obvious. A validation set may be used to se-
lect the appropriate ratio which maximizes
the evaluation metric, at the cost of setting
aside some valuable training data for tuning.
On the other hand, while optimizing an eval-
uation metric, it naturally induces a loss func-
tion.

e A high degree of undersampling is required
to negate the effect of the very low error rate
in GED tasks. However, this results in a dras-
tic reduction in the examples available for
training. Random undersampling has been
reported to work reasonably on some datasets
with a dense feature space and a small num-
ber of features (Van Hulse et al., 2007). In
contrast, the classification problems for GED
results are characterized by large and sparse
feature spaces leading to a loss of many fea-
tures due to undersampling. Optimizing eval-
uation metrics directly does not incur this loss
since data is not sampled prior to learning.

e Oversampling with repetition of incorrect
class instances generally does not improve
classification performance and results in
overfitting. Informed oversampling through
introduction of synthetic instances belong-
ing to the minority class (SMOTE) by in-
terpolation of minority class instances in the

training set has shown good improvement in
many applications (Chawla et al., 2002). For
large feature spaces, the generation of syn-
thetic examples can be computationally ex-
pensive since it involves a k-nearest neigh-
bourhood search. Optimizing evaluation met-
rics directly does not incur this computational
overhead.

3 Related Work

The most common methods to handle imbal-
anced datasets in GED involve undersampling the
correct instances (Dahlmeier et al., 2012; Pu-
tra and Szabo, 2013; Kunchukuttan et al., 2013)
or oversampling the incorrect instances (Xing
et al., 2013). Rozovskaya et al. (2012) pro-
pose an error inflation method for preposition
error correction, where a fraction of the cor-
rect prepositions are marked as incorrect prepo-
sitions and these new “erroneous” instances are
distributed among different possible erroneous
prepositions. This method is similar to the Meta-
Cost (Domingos, 1999) approach of re-labelling
examples in the training set according to a cost
function. Some whole-sentence correction ap-
proaches (Kunchukuttan et al., 2014; Junczys-
Dowmunt and Grundkiewicz, 2014; Dahlmeier
and Ng, 2012) are tuned to maximize the Fjp
scores.

In all the work mentioned above, the sys-
tems maximize Fjg by tuning only the “hyper-
parameters” like sampling threshold, features
weights for scores of underlying components
—<classifier (Dahlmeier and Ng, 2012) or SMT
component scores (Kunchukuttan et al., 2014;
Junczys-Dowmunt and Grundkiewicz, 2014) —on
a tuning dataset using approximate methods like
MERT (Och, 2003), PRO (Hopkins and May,
2011) and grid search. In contrast, we optimize
all the model parameters exactly and efficiently to
maximize Fy.

4 Optimizing Performance Measures

A loss function like the induced Fjz loss is non-
decomposable i.e. it cannot be expressed as the
sum of losses over individual instances. We
use the max-margin formulation proposed by
Joachims (2005) for exactly optimizing such non-
decomposable loss functions which can be com-



puted from the contingency table!. It is applicable
only to binary classification problems.

The training loss is described in terms of a loss
function (A) which measures the discrepancy be-
tween the expected output vector () and observed
output vector (y') on training data of size m:

A (Y1 YieYm) X WY oyn) > R (1)

For a decomposable loss functions like 0-1 loss,
hinge loss, efc. we can express the loss as:

m
Ay, y) =Y Ay vl )
i=1
where, A’ is the loss function for a single in-
stance:

A:yxy =R 3)

In the max-margin framework, a decomposable
loss function (hinge loss in the example below)
can be minimized by solving the following objec-
tive function for support vector machines (SVM):

1 .
min EW.W +C ; & 4
stV ryiwexg) > 1= %)

Here, & = 1 — y;[w.x;] is an upper bound on
the loss (A) for the i*" training instance.

However, non-decomposable loss functions
cannot be modeled in this framework since the
constraint, and hence the loss, is defined per in-
stance. We need a framework to represent the
problem in terms of loss over the entire training set
(i.e. the observed and expected label vector) using
a custom loss function. The StructSVM framework
(Tsochantaridis et al., 2005) provides the ability to
define custom loss functions over arbitrary output
structures like vectors, trees, etc. Joachims (2005)
framed the binary classification problem with non-
decomposable loss functions as a structured pre-
diction problem, where the entire training set be-
comes a single instance. The input (X) is a tuple
of the original features vectors (x;) and output is
the label vector (¥) . The training objective can be
represented as:

1
min VW + C¢ (6)

"http://en.wikipedia.org/wiki/
Confusion_matrix

Noun Number
O: It was great to see the excitements on the child’s face.
C: It was great to see the excitement on the child’s face.

Article Preposition
O: I want to buy pen. Keep the pen in the table.
C: I want to buy a pen. Keep the pen on the table.

O: original, C: corrected

Table 3: Examples of grammatical errors

O: original, C: corrected

subject to the following constraints

vy e V\¥: (W, 0U(X,¥)) > Ay, ¥)—& (7)

where,
U(xy) = XY -IEY) 8
U(x¥) = > uxi )
=1

Thus any label vector of the training set (¥)
other than the expected label vector (§) would in-
cur a loss upper bounded by:

E=AF,Y)+¥(xY)-U(Xy) (10

where, A is a custom loss function between the
expected and observed label vectors.

The number of constraints is exponential in m,
since there are 2™ — 1 possible values of ¥’
However, the above optimization problem can be
solved efficiently in a polynomial number of itera-
tions using an iterative, cutting plane algorithm.
The efficiency of the overall algorithm depends
on the efficiency of finding the most violated con-
straint, i.e. finding the ¥’ which maximizes Equa-
tion 10. This loss-augmented inference problem
can be solved in polynomial time for binary clas-
sification problems involving loss functions which
can be computed from the contingency table e.g.
Fg, precision, recall loss.

5 Grammatical Error Detection
Classifiers

The GED tasks and the classifiers under study are
described in this section.
5.1 Tasks

We consider the following three GED tasks: Noun
Number (nn), Article (art) and Preposition (Prep)



ARTICLE and NOUN NUMBER features

Head Noun

Is the noun capitalized?

Is the noun an acronym?

Is the noun a named entity?

Is the noun a (i) mass noun, (ii)pluralia tantum?

Observed number of the noun

POS of the noun

Start letter of noun }

Suffixes of the noun (length 1-4)

Noun Phrase (NP)

Does the NP have: (i) article (ii) demonstrative (iii) quantifier?
What (i) article (ii) demonstrative (iii) quantifier does the NP have?
Number of tokens in the NP

Start letter of the word to the right of article §

Contextual

(i)Token (ii) POS (iii) Chunk tag in £2 word-window around head noun
(i)Token (ii) POS (iii) Chunk tags in £2 word-window around article §
Are there words indicating plurality in the context of the noun?

Is the noun a part of a list of nouns?

Grammatical Number of majority of nouns in noun list

Sentence

The first two words of the sentence and their POS tags

Has the noun been referenced earlier in the sentence?
PREPOSITION features

Contextual

(i) Token (ii) POS tag in 44 word-window around preposition

2-4 grams of (i) Token (ii) POS tag around preposition

§: features used only for articles

Table 4: Feature set for various GED tasks

error detection. A few examples of these errors are
shown in Table 3.

Each is a binary classification task which
labels an instance as grammatically correct
(negative) or incorrect (positive). The training
instances for each task are defined as follows.
For noun number, each noun phrase is an
instance. For articles, each noun phrase con-
taining the articles {a, an,the, ¢} is an instance.
For preposition, we consider only preposition
deletion and substitution errors. We consider only
the ten most frequent prepositions as instances:
{on, from, for,of,about, to, at,in, with, by}
(Rozovskaya and Roth, 2010). The top 10 prepo-
sitions account for 78% of all prepositions in the
NUCLE corpus and 81% of all the preposition
errors. The feature sets for the GED tasks are
shown in Table 4.

5.2 Directly optimizing evaluation metrics

We directly optimize Fz using the support vec-
tor method for optimizing performance measures
(SVM-Perf) proposed by Joachims (2005). We
chose this method since it can exactly and ef-
ficiently optimize non-decomposable evaluation
metrics which can be computed from the contin-
gency table e.g. F3. We train different classifiers
corresponding to 8 = 0.5, 1, 2. 6

5.3 Sampling Methods

Sampled datasets were created from the origi-
nal training set using three sampling methods.
In random undersampling (Van Hulse et al.,
2007), the correct instances are undersampled
at random and all incorrect instances are re-
tained in the training set. In SMOTE (Chawla
et al., 2002), incorrect class examples are over-
sampled by generating synthetic examples for ev-
ery incorrect instance using linear interpola-
tion with one of its five nearest incorrect neigh-
bours. In cost-sensitive learning (Zadrozny et
al., 2003), misclassifying incorrect instances in-
curs a higher cost as compared to misclassifying
correct instances.

For each sampling method, sampled datasets
were created using different representative sam-
pling ratios (p = 0.3, 0.5, 1.0) which span the en-
tire range. The sampling ratio (p) refers to the ratio
of incorrect to correct examples in the sam-
pled dataset. For cost-senstive learning, the cor-
responding misclassification cost ratio (/) can be
computed as J = pR, where R is the ratio of
correct 10 incorrect instances in training set.
An SVM is trained with hinge loss on each of
these sampled datasets.

6 Experimental Setup

We tested our GED systems on three annotated
learner corpora: NUCLE (Dahlmeier et al., 2013),
HOOI11 (Dale and Kilgarriff, 2011) and HOO12
(Dale et al., 2012) shared task corpora. For the
HOO12 dataset, noun number error detection was
not done since the dataset did not have these anno-
tations.

For hinge loss, the classifiers were trained using
the SVMLight package (Joachims, b). For other
loss functions, classifiers were trained using the
SVM-Perf package (Joachims, a) with extensions
to optimize recall, precision and Fjz. We used a
linear kernel for all our experiments.The evalua-
tion was done using Precision, Recall, Fy5, F
and F5 metrics. The average scores over a 5-fold
cross-validation are reported.

7 Results and Discussion

7.1 Limitations of sampling methods

Figure 1 shows the F5 scores of sampling meth-
ods for different GED tasks on the NUCLE dataset
as a function of the sampling ratio. We can see
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Figure 1: Comparison of sampling methods on NUCLE dataset (scores in %)

Noun Number Article Preposition
Dataset | Method Fs F FB| Fs F  F| Rs F B
Hinge Loss 7.80  3.42 2.19 6.92 3.07 1.98 | 15.37 7.85 5.27
Random Undersampling (p=0.3) | 11.0I 15.62 26.89 | 1457 20.01 31.94 6.75 9.53 16.23
Cost-Sensitive (p=0.3) 1046 13.43 1879 | 1858 22.15 2743 | 1353 8.14 5.82
NUCLE | SMOTE (p=1.0) 1891 1474 1227 | 1050 578  4.00 | 10.52 5.28 3.52
SVM-Pert Fy 5 1493 19.17 26.82 | 17.74 22.34 30.17 6.39 941 17.84
SVM-Perf Fy 1572 1992 2724 | 1795 22.65 30.72 6.60 9.70 18.28
SVM-Pert F5 13.72 1843 28.08 | 18.02 22.65 30.51 6.55 9.63 18.15
Hinge Loss 1848 14.15 11.64 | 35.55 29.87 2585 | 2890 1692 1222
Random Undersampling (p=0.3) 3.55 536 1098 | 14.64 1954 29.42 990 1196 15.20
Cost-Sensitive (p=0.3) 1848 14.15 11.64 | 33.88 29.49 2623 | 2890 1692 1222
HOO-11 | SMOTE (p=1.0) 18.48 14.15 11.64 | 3428 29.64 26.19 | 2890 1692 1222
SVM-Perf Fp 5 442 645 1198 | 25.86 27.89 3044 | 26.67 17.69 13.32
SVM-Perf Fy 442 6.45 1198 | 24.06 28.12 33.88 | 2484 17.19 1321
SVM-Pert F> 470 696 1342 | 1858 24.01 34.05 | 1269 1439 16.81
Hinge Loss 7.66 3.74 247 | 17.63 10.14 7.12
Random Undersampling (p=0.3) 10.11 1375 21.50 | 1226 1591 22.66
Cost-Sensitive (p=0.3) 14.66 16.79 19.65 | 17.58 1147 8.51
HOO-12 | SMOTE (p=1.0) 7.28 390 266 | 12.74 6.83 4.68
SVM-Perf Fp 5 11.37  15.05 2229 | 12.79 17.01 2542
SVM-Perf Fy 11.69 1522 21.83 | 10.84 15.11 2491
SVM-Perf F» 11.94 1548 22.02 948 13.80 2532

Table 5: Comparison of SVM-Perf with best sampling methods (scores in %)

that the scores vary sharply with sampling ra-
tio, making the choice of the right sampling ratio
extremely important. Undersampling techniques
show a sharp increase in recall with increasing
sample ratios (up to 20%), but a sharp drop in pre-
cision with increase in sampling ratio (halving the
precision in some cases). Thus, the methodology
does not offer much in terms of achieving a good
precision-recall trade-off. The drastic variation in-
dicates that the bias introduced by the sampling ra-
tio is driving the classifier’s decision and the train-
ing data’s role is made irrelevant due to sampling
loss.

In general, we can observe a trend that un-
dersampling and cost-sensitive techniques per-
form best at low sampling ratios (p=0.3), whereas
SMOTE performs best at higher sampling ratio$

(p=1.0). This is a consequence of the high im-
balance ratio for GED tasks. However, there is
no sampling method that is uniformly best across
tasks and evaluation metrics. Empirical cross-
validation is the only way to determine the best
sampling method and configuration for a particu-
lar task.

7.2 SVM-Perf vs. sampling methods

Table 5 shows Fj, F, and F{s evaluation
for various SVM-Perf classifiers (optimized for
F3=0.5,1,2) and compares them with the classic
hinge loss classifier and the best undersampling,
oversampling and cost-sensitive learning methods
on three datasets.

For the F5 evaluation metric, optimizing F5 is
clearly better than the sampling techniques in all



but one out of 8 cases (NUCLE, art). Even in
this case, the performance of Fjg optimization is
comparable to the best sampling method (96%
of the undersampling score). Improvements up
to 15% in Fy score over the best sampling tech-
niques have been observed. For instance, on the
HOOI11 dataset, the F5 scores improve by about
15%, 15% and 10% over the best sampling meth-
ods for the NN, art and prep tasks respectively.
Using F5 optimization, the precision is generally
higher than that of the best performing sampling
technique. Only in 3 cases, F5 optimization gives
slightly lower F5 scores than F7 or Fj 5 optimiza-
tions (=~ 1% lesser). A GED system designed to
achieve high recall can thus benefit from optimiz-
ing the F» metric.

F optimization gives the best F} score on the
NUCLE dataset for all tasks, and on some tasks on
other datasets. For instance, the F scores improve
by 27.52%, 2.26% and 1.78% over the best sam-
pling methods for the NN, Art and prep tasks re-
spectively on the NUCLE dataset. Only on the Ny
task for the HOO-11 dataset, the sampling meth-
ods vastly outperform F; optimization. On the re-
maining tasks, the performance is comparable to
the best performing sampling method. In most
cases, we can conclude that | optimization would
vield a good F score.

Finally, none of the I3 optimizers perform well
for Fp5 as the evaluation metric. The preci-
sion/recall analysis in the next section explains
this issue.

7.3 Precision, Recall and Accuracy Analysis

Table 6 shows the accuracy, precision and re-
call for the classic hinge loss classifier and the
best undersampling, oversampling, cost-sensitive
and SVM-Perf classifiers on the NUCLE dataset.
Other datasets also show similar trends.
Undersampling methods achieve higher recall
(more than 70% for all tasks with p = 1.0), which
can be attributed to the strong inductive bias that
alters the class prior in favour of the minority
class. But there is a substantial reduction in preci-
sion and accuracy. The classic SVM with no sam-
pling achieves the highest precision for all tasks
(more than 40% for all tasks), while SMOTE also
shows higher precision (between 25-32%). But
the recall is as low as 5%. The SVM-Perf classifier
maintains a comparatively high precision (~ 15%,
except preposition GED task) as well recall (be8—

tween 35-45%), while the accuracy drop com-
pared to the classic hinge is comparatively less.

We also investigated if SVM-Perf is effective
in obtaining high precision or recall by directly
optimizing precision and recall respectively (see
Table 7 for results). Optimizing recall signifi-
cantly increases the recall over Fj optimization,
with recall of more than 50% achieved on all
tasks. However, optimizing precision does not
show much improvement over the I3 optimiza-
tion and is clearly far worse than the precision ob-
tained with the baseline SVM. Precision loss can
be represented as F'P/(FP + TP). We can see
that F'P = 0 can easily be achieved by assigning
all examples to the correct class, since F'N does
not affect the precision. This loss function does
not provide a sufficient bias for increasing preci-
sion. This also explains why optimizing Fj, F»
are more effective than optimizing Fp s which is
precision oriented.

8 Conclusion and Future work

We have shown on multiple GED tasks and
datasets that optimizing Fy; and F5 outperforms
sampling for these evaluation metrics, while main-
taining accuracy and precision above what is
achieved through sampling methods. Directly op-
timizing evaluation metrics scores over sampling
since: (i) the optimization objective can incorpo-
rate precision requirements and needs no empiri-
cal determination of hyper-parameters, and (ii) no
data loss/corruption due to sampling.

It is beneficial to use F5 optimization to learn
GED classifiers designed for recall-oriented use-
cases like copyediting. The gains are largely due
to improvement in recall, and we show the inher-
ent difficulties in optimizing a precision-oriented
metric. Future directions of work include improv-
ing precision and direct optimization of evaluation
metrics for grammatical error correction.

A natural extension is to apply this method to
error detection in native speaker text and machine
translation output. Our method also has wider ap-
plicability to other problems in NLP which en-
counter the imbalanced dataset problem e.g. sar-
casm detection, sentiment thwarting detection,
WSD, NER, etc.
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Abstract

Despite the success of distributional se-
mantics, composing phrases from word
vectors remains an important challenge.
Several methods have been tried for
benchmark tasks such as sentiment clas-
sification, including word vector averag-
ing, matrix-vector approaches based on
parsing, and on-the-fly learning of para-
graph vectors. Most models usually omit
stop words from the composition. In-
stead of such an yes-no decision, we con-
sider several graded schemes where words
are weighted according to their discrimi-
natory relevance with respect to its use in
the document (e.g., idf). Some of these
methods (particularly tf-idf) are seen to re-
sult in a significant improvement in perfor-
mance over prior state of the art. Further,
combining such approaches into an en-
semble based on alternate classifiers such
as the RNN model, results in an 1.6%
performance improvement on the standard
IMDB movie review dataset, and a 7.01%
improvement on Amazon product reviews.
Since these are language free models and
can be obtained in an unsupervised man-
ner, they are of interest also for under-
resourced languages such as Hindi as well
and many more languages. We demon-
strate the language free aspects by show-
ing a gain of 12% for two review datasets
over earlier results, and also release a new
larger dataset for future testing (Singh,
2015). 11
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1 Introduction

Language representation is a very crucial aspect
to perform various NLP tasks and has been looked
into great detail in recent times. Language rep-
resentation models have fallen into broadly two
categories: ones which require hand-trained lan-
guage databases such as treebanks (e.g., (Socher et
al., 2013)) and ones which are language agnostic
and work on raw corpora (e.g., LDA, BOW, Skip-
Gram, NLM, etc.). Liu (2015) compare various
language agnostic models for topic modeling.
Language independent models such as LDA and
BOW have been quite effective since long time.
Variants of BOW such as tf-idf had changed the
perception of researchers towards these models
when they were proved effective in various NLP
tasks. LDA was able to model inter and intra doc-
umental statistical and relational structure quite
well overcoming the drawbacks of BOW. But the
semantic and syntactical dependencies were still
ignored. After the introduction of neural language
vector models, NLP saw a huge diversion in rep-

resentation of words and documents. For indi-
Method IMDB| Amazon| Hindi
RNNLM (Baseline) 86.45 | 90.03 78.84
Paragraph Vector (Le and | 92.58 | 91.30 74.57
Mikolov, 2014)
Averaged Vector 88.42 | 88.52 79.62
Weighted Average Vector 89.56 | 88.63 85.90
Composite Document Vector | 93.91 | 92.17 90.30

Table 1: Comparison of accuracies on 3 Datasets
(IMDB, Amazon Electronics Review and Hindi
Movie Reviews (II'TB)) for various types of docu-
ment composition models. The state of the art for
these tasks are: IMDB: 92.58% (Le and Mikolov,
2014); Amazon:85.90% (Dredze et al., 2008),
Hindi:79.0% (Bakliwal et al., 2012).

D § Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 11-19,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



vidual words, vectors are obtained via distribu-
tional learning, the mechanisms for which varies
from document-term matrix factorization (Lan-
dauer and Dumais, 1997), various forms of deep
learning (Collobert et al., 2011; Turian et al.,
2010; Socher et al., 2013), optimizing models to
explain co-occurrence constraints (Mikolov et al.,
2013b; Pennington et al., 2014), etc. Once the
word vectors have been assigned, similarity be-
tween words can be captured via cosine distances.
The same models have been extended ((Le and
Mikolov, 2014)) with new variables to build vec-
tor models for sentences and documents. These
models include the essence of individual words as
well as their relative order in terms of sentence
vector which was earlier absent in word vectors.
The advantage of these approaches is that they can
capture both the syntactic and the semantic simi-
larity between words/documents in terms of their
projections onto a high-dimensional vector space;
further, it seems that one can tune the privileging
of syntax over semantics by using local as opposed
to large contexts (Huang et al., 2012).

Some grammarians have been trying to find
whether sentence meaning accrues by combining
word meanings, or whether words gain their mean-
ings based on the context they appear in (Mati-
lal, 2001). (Turney et al., 2010) give a detailed
overview of various vector space models and their
composition. A surprising event in Information
Theory has higher information content than an ex-
pected event (Shanon, 1948). The same happens
when we give weights to word vectors. We give
more weight to events which evoke surprise and
less weight to events which are expected. The
most popular weighting concept in this domain is
the idea of tf-idf which we have utilized in this
work (Refer Table 1).

In this work, we focus on a graded approach to
assessing the importance of each word in a com-
positional models. Graded models such as tf-idf
have long been used in NLP, but they do not seem
to have been used in word vector composition
tasks yet. The intuition is that in discrete cutoff
functions, while simple, raise questions regarding
threshold (what constitutes a stop word), and do
not degrade performance gradually (Fig. 1).

We claim that the document vectors in hand
is a much better representation of each document
than doing it separately. This can be justified by
the fact that we now incorporate contribution i

stop word removal

graded word weighting

Figure 1: Intuition behind the proposed approach
is that graded mechanisms for word combina-
tion may do better than discrete models that sim-
ply reject stop words and treat all other words
equally(e.g. averaging methods).

each word as per its importance as well as well
as that of document without ignoring tf-idf rep-
resentation which performs considerably well in
tasks such as retrieval. Hence, we call this as
composite document vector representation. We
then go a step ahead to build an ensemble of our
model and recurrent neural network, which essen-
tially has the properties of a generative model, to
achieve state-of-the-art result on IMDB movie re-
view dataset (94.19%) and on Amazon electron-
ics reviews dataset with a significant improvement
over previous best. The world class results in En-
glish clearly indicate the efficacy of our approach
and improvements in Hindi depict the deficiency
in other models which were used earlier.

2 Related Work

2.1 Neural Language Model

Language modeling problem involved using fre-
quency counts of n-grams for so many years but
it ignores a large number of n-grams which are
not seen while training leading to data sparsity
and over-fitting of training data. Also these n-
gram models along with BOW suffers from the
curse of dimensionality. Neural Networks tend
to overcome the drawbacks of n-gram models be-
cause they can model continuous variables or dis-
tributed representation, which is a necessity if we
would like to find better generalizations over the
highly discrete word sequences (Bengio et al.,
2003). Neural language models were introduced
by Bengio et al., 2001 (revised in 2003(Bengio
et al., 2003)). They build a mapping C from
each word ¢ of the vocabulary V' to a feature vec-
tor C'(i) € R™, m is the number of features; a
probability function g over words expressed with



C’; and finally learn the word vector and param-
eters of probability function. Morin(2005) pro-
posed a hierarchical model to speed up the train-
ing cost by clustering similar words before com-
puting their probability in order to only have to
do one computation per word cluster at the out-
put layer of the NN. Le(2011) combined neural
networks with n-gram language models in a uni-
fied approach. They cluster words to structure
the output vocabulary. Mikolov(2010) achieved
the best reduction in perplexity by using recur-
rent neural network which uses the the current
input as well as the output of the previous iter-
ation. Mikolov(2011) present several modifica-
tions of the original recurrent neural network lan-
guage model (RNN LM). The present approaches
that lead to more than 15 times speedup for both
training and testing phases. Collobert(2011) show
the use of semi-supervised learning using deep
neural networks to perform at the state-of-the-art
of various NLP tasks. Wang(2014) propose a
word vector neural-network model, which takes
both sentiment and semantic information into ac-
count. This word vector expression model learns
word semantics and sentiment at the same time
as well as fuses unsupervised contextual informa-
tion and sentence level supervised labels. Nee-
lakantan(2014) took word vector models to next
level where they proposed multiple embeddings
per word. The problem that still remains in hand
is that either these models are computationally ex-
pensive or they have failed to generalize properly.
We, therefore, adopt skipgram model (Mikolov
et al.,, 2013b), details about which have been
discussed in next section, because deep network
model of Collobert et al.(2008) takes too much
time for training (skipgram reduces computational
complexity from O(V) to O(log V) (Morin and
Bengio, 2005)).

2.2 Sentiment Analysis

Majority of the existing work in this field is in En-
glish (Pang and Lee, 2008). Medagoda(2013) sur-
veys sentiment analysis in non-English languages
while (Sharma et al., 2014) give a summary of
work done in Hindi in the field of opinion min-
ing. There have been heuristic based and ma-
chine learning based models used in this domain.
Heuristic based methods, in general, classify text
sentiments on the basis of total number of de-
rived positive or negative sentiment oriented fed3

tures. But these models rely heavily on human en-
gineered features which, in general, is a domain
and language dependent task. Several groups have
attempted to improve the situation by modeling
the composition of words into larger contexts (Le
and Mikolov, 2014; Socher et al., 2013; Johnson
and Zhang, 2014; Baroni et al., 2014).

Pang(2004) achieved an accuracy of 87.2%
(Pang et al. 2004) on a dataset that discarded
objective sentences and used text categorization
techniques on the subjective sentences. Le(2014)
use paragraph vector model and obtain 92.6% ac-
curacy on IMDB movie review dataset. More
difficult challenges involve short texts with non-
standard vocabularies,as in twitter. Here, some au-
thors focus on building extensive feature sets (e.g.
Mohammad et al.(2013); F-score 89.14).

However, most of the work on sentiment anal-
ysis in Hindi has not attempted to form richer
compositional analyses. For the type of corpora
used here, the best results, obtained by combining
a sentiment lexicon with hand-crafted rules (e.g.
modeling negation and “but” phrases), reach an
accuracy of 80% (Mittal et al., 2013). Joshi(2010)
compared three approaches: In-language senti-
ment analysis, Machine Translation and Resource
Based Sentiment Analysis. By using WordNet
linking, words in English SentiWordNet were re-
placed by equivalent Hindi words to get H-SWN.
The final accuracy achieved by them is 78.1%.
Bakliwal(2012) traversed the WordNet ontology
to antonyms and synonyms to identify polarity
shifts in the word space. Further improvements
were achieved by using a partial stemmer (there
is no good stemmer / morphological analyzer for
Hindi), and focusing on adjective/adverbs (seed
words given to the system); their final accu-
racy was 79.0% for the product review dataset.
Mukherjee et al. (2012) presented the inclusion
of discourse markers in a bag-of-words model and
how it improved the sentiment classification accu-
racy by 2-4%.

Many approaches seek to improve their perfor-
mance by combining POS-tags and even parse tree
structures into the models for higher accuracies in
specific tasks (Socher et al., 2013). One problem
in this approach is that of combining the word vec-
tors to build document vectors because of issues
in merging parse trees. Also these models are lan-
guage dependent and computationally very expen-
sive.



3 Method

The algorithms and data structures used in this the-
sis have been introduced and discussed below.

3.1 Distributed Representation

Mikolov et al. (2013b) proposed two neu-
ral network models for building word vectors
from large unlabeled corpora; Continuous Bag of
Words(CBOW) and Skip-Gram. In the CBOW
model, the context is the input, and one tries to
learn a vector for the central word; in Skip grams,
the input is the target word and one tries to guess
the set of contexts. We have adopted skipgram
model to build vector representations for words as
it performs better with larger vocabulary.

Each current word acts as an input to a log-
linear classifier with continuous projection layer,
and predict words within a certain range before
and after the current word. The objective is to
maximize the probability of the context given a
word within a language model:

Ve .U
p(clw; 0) = %

where v, and v, € R? are vector representations
for context ¢ and word w respectively. C' is the set
of all available contexts. The parameters ¢ are v,
vy, forw € V,c e C,i € 1,....,d (a total of
|C| x |V| x d parameters).

This distributed representation of sentences
and documents (Le and Mikolov, 2014) modifies
word2vec (Skip-Gram) algorithm to unsupervised
learning of continuous representations for larger
blocks of text, such as sentences, paragraphs or
entire documents. The algorithm represents each
document by a dense vector which is later trained
and tuned to predict words in the document. In
this framework, every paragraph is mapped to a
unique vector and id, represented by a matrix D,
which is a column matrix. Every word is mapped
to a unique vector and word vectors are concate-
nated or averaged to predict the context, i.e., the
next word.

The paragraph vector is shared across all contexts
generated from the same paragraph but not across
paragraphs. The word vector matrix W, however,
is shared across paragraphs. i.e., the vector for
”good” is the same for all paragraphs. The para-
graph vector represents the missing information
from the current context and can act as a mem-
ory of the topic of the paragraph. The advantage
of using paragraph vectors is that they inherit tHé

property of word vectors, i.e., the semantics of the
words. In addition, they also take into consider-
ation a small context around each word which is
in close resemblance to the n-gram model with a
large n. This property is crucial because the n-
gram model preserves a lot of information of the
sentence/paragraph, which includes the word or-
der also. This model also performs better than
the Bag-of-Words model which would create a
very high-dimensional representation that has very
poor generalization.

Our model incorporates property of document
vector as well as property of word vectors to build
an enhanced representation of documents without
ignoring the properties of tf-idf representation.

3.2 Semantic Composition

The Principle of Compositionality is that mean-
ing of a complex expression is determined by the
meaning of its parts or constituents and the rules
which guide this combination. It is also known
as Frege’s Principle. In our case, the constituents
are word vectors and the expression in hand is the
sentence/document vector. For example,

The movie is funny and the screenplay is good

Composition Accuracy
Multiplication 50.30
Average 88.42
Idf Graded Weighted Average 89.56

Table 2: Results of Vector Composition with dif-
ferent Operations

Analyzing the results from Table 2, we observed
that when we deal with large number of features,
there is a presence of large number of zeros and
presence of a single zero in a feature will make
that features contribution zero in the final vector,
which happens in our case and thus multiplicative
composition fails.

We, therefore, adopt both simple and idf weighted
average methods in our work. The advantage with
addition is that, it doesnot increase the dimension
of the vector and captures high level semantics
with ease. In fact, (Zou et al., 2013) have used
simple average to construct phrase vectors which
they have later used to find phrase level similarity
using cosine distance.

(Mikolov et al., 2013c) showed that relations be-
tween words are reflected to a large extent in the



offsets between their vector embeddings. They
also use additive composition to reflect semantic
dependencies.

queen - king =~ woman - man

(Blacoe and Lapata, 2012) clearly show that vec-
tors of Neural Language Model and Distributed
Model when used with additive composition out-
perform those with multiplicative composition in
Paraphrase Classification task. DM vectors out-
perform by nearly giving accuracy difference of
6%. They also perform very well on Phrase simi-
larity tasks.

We, therefore, propose graded weighting schema
for better composition of vectors which is de-
scribed below.

3.2.1 Graded Weighting

We describe two approaches to incorporate
graded weighting into word vectors for building
document vectors. Let v,,, be the vector represen-
tation of the i*” word. Then document vector Vg,
for i*" document is:

wy, € stopwords
wy, ¢ stopwords

0
Vd; = Z Vwy,

wgE€d;

The above equation is 0-1 step-function which ig-
nores contribution of all stop words. Now we pro-
pose another schema which weighs the contribu-
tion of each word while building document vector
with a graded approach. We define idf (t,d) =
log(d‘fiit')) where t is the term, d is the document
and other notations are same as in previous sub-
section. The new document vector representation

considering this graded schema is:

otherwise

0
Vd;, = { Z idf(wk,di).vwk

Wi ed;

where d is a pre-defined threshold below which the
word has no importance and above which the idf
terms gives importance to that particular word.

Till date, everyone has ignored how to effectively
use vector composition techniques and as a re-
sult, this area has seen very less attention. But we
have successfully used idf values to give weights
to word vectors and hence obtain much better sen-
tence/document vectors. The advantage of this
model is that once we obtain idf values from train-
ing corpus, we can directly use it with test corpus
without any additional computation. The resull®

idf (wg, d;) <0

(see 4.3) obtained by using this technique clearly
demonstrate how effective it is for tasks such as
sentiment analysis.

3.3 Composite Representation

This experiment redefined document representa-
tion in NLP used for sentiment classification. It
has the property of including both syntactic and
semantic properties of a piece of text. The limita-
tions of skip-gram word vectors have been fulfilled
by document vectors and hence we achieve state-
of-the-art results on IMDB movie review dataset
as well as amazon electronics review dataset.

We first generated n-dimensional word vectors
by training skip-gram model on the datasets. We
then assigned weights to word vectors for each
document to create document vectors. This now
acts as a feature set for that particular document.
We then created #f-idf vectors for each document.
This can be seen as a vector representation of that
particular document. We then concatenated these
document vectors with document vectors obtained
after training the desired dataset separately with
the model proposed in (Le and Mikolov, 2014).
Discrimination weighted vectors give a great boost
to classification accuracies on various datasets and
hence justifies our claim.

3.4 Dimensionality Reduction

Dimensionality Reduction is the process of reduc-
ing the number of random variables in such a way
that the remaining variables effectively reproduce
most of the variability of the dataset. The reason
for using such techniques is because of the curse
of dimensionality which is a phenomena that oc-
curs in high-dimension but doesn’t occur in low-
dimension.

Table 3 summarizes how feature selection has im-
proved classification accuracy on the 700 Movie
review dataset. With ANOVA-F, we selected
around 4k features but with PCA, this number was
just 50. So, the low accuracy with PCA can be
attributed to the fact that we may have lost some
important features in low dimension. Also, PCA
cannot work with size of dimension d >size of
learning set. This sharp decrease in accuracy in
both cases happens because ANOVA-F selects fea-
tures with larger variance across group and thus
reduces noise to a larger extent whereas PCA re-
duces angular variance which is not effective in
this case due to the distribution of data points in
high-dimensional space.



Method Feature Accuracy
Selection
None 74.57
Document Vector + tfidf PCA(n=50) | 76.33
ANOVA-F 88.07
None 76.43
Weighted Word Vector + tfidf| ANOVA-F 90.37
PCA(n=50) | 78.61

Table 3: Accuracies on our newly released 700-
Movie Review Dataset

This newly released dataset is much larger than
previous standard dataset and very less focused to-
wards sentiment of the review.

4 Experiment

In this section, we describe the experiments and
analyze the results.

4.1 Datasets

We have used 3 datasets for experiments in Hindi
and 5 for English. All the datasets including our
self created Hindi dataset are described below.
We experimented on two Hindi review datasets.
One is the Product Review dataset (LTG, IIIT Hy-
derabad) containing 350 Positive reviews and 350
Negative reviews. The other is a Movie Review
dataset (CFILT, IIT Bombay) containing 127 Pos-
itive reviews and 125 Negative reviews. Each re-
view is around 1-2 sentences long and the sen-
tences are mainly focused on sentiment, either
positive or negative.

Our 700-Movie Review Corpus in Hindi contains
movie reviews from websites such as Dainik Ja-
gran and Navbharat Times. The movie reviews
are longer than the previous corpus and contains
subjects other than sentiment. There are in total
697 movie reviews from both the websites. The
statistics compiled is described below.

For experiments in English, we trained on
IMDB movie review dataset (Maas et al.(2013))
which consists of 25,000 positive and 25,000 neg-
ative reviews. It also contains an additional 50,000
unlabeled documents for unsupervised learning.

Positive Reviews | 356
Negative Reviews | 341
Total Reviews 697
29.7 sentences per document
494.6 words per document

Table 4: Statistics of Movie Reviews of the 700-
Movie Reviews Dataset 16

The Trip Advisor Review dataset contains
around 240K reviews (206MB) from hotel do-
main. Reviews with overall rating >=3 were an-
notated as positive and those with overall rating
<3 were annotated as negative. The dataset was
split into 80-20 ratio for training and testing pur-
pose.

We also took amazon reviews for our experi-
ments. Reviews with overall rating >=3 were
annotated as positive and those with overall rat-
ing <3 were annotated as negative. The dataset
was split into 80-20 ratio for training and test-
ing purpose. There were 3 review datasets:
Electronics dataset consists of 1,241,778 reviews,
Watches Dataset consists of 68,356 reviews and
MP3 Dataset consists of 31,000 reviews.

4.2 SkipGram or CBOW

We present an interesting experiment to demon-
strate that skipgram indeed performs better than
CBOW. SkipGram model tends to predict a con-
text given a word whereas CBOW model predicts
a word given a context. It seems intuitive and
also from observation (Mikolov et al., 2013a) that
SkipGram will perform better on semantic tasks
and CBOW on syntactic tasks. We now try to
evaluate how they differ on classification accura-
cies on the two datasets: Watches and MP3. Fig-
ure 2 show that skipgram outperforms CBOW on
sentiment classification task. It can be justified by
the fact that sentiment inclination of a document
is more oriented towards semantics of that docu-
ment rather than just syntax and our results clearly
demonstrate this fact.

I SkipGram
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Distributed Semantic Models

Figure 2: Variation of Accuracy with skipgram
and cbow on Watches and MP3 Datasets.



4.3 Results

Method Accuracy
Maas et al.(2011) 88.89
NBSVM-bi (Wang & Manning, 2012) 91.22
NBSVM-uni (Wang & Manning, 2012) 88.29
SVM-uni (Wang & Manning, 2012) 89.16
Paragraph Vector (Le and Mikolov(2014)) 92.58
Weighted Word Vector+Wiki(Our Method) 88.60
Weighted Word Vector+TfIdf(Our Method) 90.67
Composite Document Vector 93.91

Table 5: Results on IMDB Movie Review Dataset

Table 5 summarizes the results obtained by oth-
ers and by us on the IMDB movie review dataset.
We have gone above the previous best (Le and
Mikolov, 2014) by a margin of 1.33% using dis-
crimination weighting. The main contributor for
improvement in results is our new document vec-
tor which overcomes the weaknesses of BOW and
document vectors taken separately.

Method Weight | Accuracy(l) | Accuracy(2)
0-1 0 93.84 93.06
Weighting | 1 93.91 93.18

2 93.89 93.17

2.5 93.87 93.16
Graded idf | 2.8 93.86 93.16
Weighting | 3 93.86 93.22

4 93.83 93.12

5 93.75 93.03

Table 6: Results on IMDB Movie Reviews using
Various Weighting Techniques(Composite Docu-
ment Vector);Accuracy(2) is when we exclude tf-
idf features

Tables 6 demonstrate the effectiveness of our
proposed graded weighting technique. Without #f-
idf features, our proposed method performs better
in the graded idf weighting case and when we in-
clude #f-idf features, 0-1 weighting perform better
than idf graded technique and both perform bet-
ter than the previous state-of-the-art. We see that
with larger weights there is a decrease in accu-
racy and that is because we are now filtering out
more words which are important while building
document vector. Table 7 is a further improve-
ment in results once we incorporate predictions of
RNNLM and Composite document vector model
together(voting ensemble). Here, we first trained
a RNNLM and then obtained predictions on test
reviews in terms of probability. We trained Linear
SVM classifier using new Document Vectors and
then obtained predictions on test reviews. We then
merged these two predictions using a voting based
approach to obtain final classification. 17

Method Accuracy
Composite Document Vector 93.91
Composite Document Vector + RNNLM | 94.19
(Our Method)

Table 7: Results on IMDB Movie Review Dataset

Table 8 presents result of experiment con-
ducted on famous Amazon electronics review
dataset (Leskovec and Krevl, 2014). Our vector
averaging method alone has beaten previous best
by 3.3%.

Features Accuracy
(Dredze et al., 2008) 85.90
Max Entropy (Dredze et al., 2008) 83.79
WordVector Averaging(Our Method) 88.63
Composite Document Vector (Our Method) | 92.17
Composite Document Vector + RNNLM 9291

Table 8: Results on Amazon Electronics Review
Dataset

Features Accuracy(1l)| Accuracy(2)
WordVector Averaging 78.0 79.62

Word Vector+tf-idf 90.73 89.52
WordVector+tf-idf without | 91.14 89.97

stop words

Weighted WordVector 89.71 85.90
Weighted WordVector+tfidf | 92.89 90.30

Table 9: Accuracies for Product Review and
Movie Review Datasets.

Table 9 represents the results using five differ-
ent techniques for feature set construction. We see
that there is a slight improvement in accuracy on
both datasets once we remove stop-words but the
major breakthrough occurs once we used weighted
averaging technique for construction of document
vectors from word vectors.

Experiment Features Accuracy
In-language with SVM | tfidf 78.14
(Joshi et al., 2010)

MT Based with SVM | tfidf 65.96
(Joshi et al., 2010)

Improved HindiSWN | Adj. & Adv. | 79.0
(Bakliwal et al., 2012) presence

WordVector Averaging word vector 78.0
Word Vector Averaging word vector+tfidf | 89.97
Weighted Word Vector | tfidf+weighted 90.30
with SVM (Our method) word vector

Table 10: Comparison of Approaches: Movie Re-
view Dataset



Experiment Features Accuracy
Subjective Lexicon (Bak- | Simple Scoring 79.03
liwal et al., 2012)
Hindi-SWN Baseline | Adj. & Adv. | 69.30
(Arora et al., 2013) presence
Word Vector with SVM word vector+tfidf | 91.14
Weighted Word Vector | tfidf+weighted 92.89
with SVM (Our method) word vector

Table 11: Comparison of Approaches: Product

Review Dataset

Table 10 and 11 compares our best method with
other methods which have performed well using
techniques such as tf-idf, subjective lexicon, etc.

5 Conclusion

In this work we present an early experiment on
the possibilities of distributional semantic models
(word vectors) for low-resource, highly inflected
languages such as Hindi. What is interesting is
that our word vector averaging method along with
tf-idf results in improvements of accuracy com-
pared to existing state-of-the art methods for sen-
timent analysis in Hindi (from 80.2% to 90.3%
on IITB Movie Review Dataset). Also from Ta-
ble 1, we can see that paragraph vector proposed
by (Le and Mikolov, 2014) doesn’t perform well
owing to the fact that the Hindi dataset just con-
tains single sentences highlighting the weakness
of this model. The size of the corpus is also
small to learn paragraph vectors. Thus, our model
overcomes these weaknesses with a better doc-
ument representation. We observe that pruning
high-frequency stop words improves the accuracy
by around 0.45%. This is most likely because
such words tend to occur in most of the docu-
ments and don’t contribute to sentiment. For ex-
ample, the word ﬁ?WH‘(Film) occurs in 139/252
documents in Movie Reviews(55.16%) and has lit-
tle effect on sentiment. Similarly words such as
fagrr(Siddharth) occur in 2/252 documents in
Movie Reviews(0.79%). These words don’t pro-
vide much information.

We also see that when number of features accu-
mulate to a large number than there are few redun-
dant features creating noise in the representation
of the text. We tried to reduce this noise by using
feature variance techniques. The large increase in
accuracy(around 11%) justifies our claim.

Before concluding, we return to the unexpect-
edly high improvement in accuracy achieved. One
possibility we considered is that when the skip-
grams are learned from the entire review corpus, I

incorporates some knowledge of the test data. But
this seems unlikely since the difference in includ-
ing this vs not including it, is not too significant.
The best explanation may be that the earlier meth-
ods, which were all in some sense based on a sen-
tiWordnet, and at that one that was initially trans-
lated from English, were essentially very weak.
This is also clear in an analysis from (Bakliwal
et al., 2012), which shows intern-annotator agree-
ment on sentiment words are very poor (70%) - i.e.
about 30% of these words have poor human agree-
ment. Compared to this, the word vector model
provides considerable power underlining the claim
that distributional semantics is a topic worth ex-
ploring for Indian languages.

Our experiments on new dataset and existing
datasets show that our method is competitive with
existing methods including state-of-the-art. This
new concept of document vectors can overcome
the weaknesses of existing models which were ei-
ther deficient in capturing syntactic or semantic
properties of text. These models failed to incor-
porate contribution of each word while we have
tapped this area and hence achieved state-of-the
art results. The ensemble of RNNLM and Com-
posite Document Vector has beaten state-of-the-art
by a significant margin and has opened this area
for future research. These models have the advan-
tage that they don’t require parsing at any step nei-
ther do they require a lot of heavy pre-processing.
These tasks require a lot of extra effort and they
slow the progress a lot.

6 Future Work

Distributional semantics approaches remain rela-
tively under-explored for Indian languages, and
our results suggest that there may be substantial
benefits to exploring these approaches for Indian
languages. While this work has focused on senti-
ment classification, it may also improve a range of
tasks from verbal analogy tests to ontology learn-
ing, as has been reported for other languages. For
future work, we can explore various compositional
models - a) weighted average - where weights are
determined based on cosine distances in vector
space; b) weighted multiplicative models. Identi-
fying morphological variants would be another di-
rection to explore for better accuracy. With regard
to sentiment analysis, the idea of aspect-based
models (or part-based sentiment analysis), which
looks into constituents in a document and classify



their sentiment polarity separately, remains to be
explored in Hindi.

In English, our Composite document vectors
has led open a new area to look at where there can
be many possible ensembles which may improve
our work. Also, we could incorporate multiple
word vectors here as well to distinguish between
polysemous words. Another interesting and open
area is to look at Region of Importance in NLP
where we filter out sentiment oriented sentences
and phrases from a unfocused corpus which con-
tains text from various domains. The code and pa-
rameters are available at github for future research.
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Online Adspace Posts’ Category Classification
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Abstract

Online adspaces require the seller/buyer
to select a category to post their adver-
tisements. This practice not only causes
hindrance to legitimate users while post-
ing their advertisements, but, also deter
the user experience as they will see a lot
of non-categorized ads due to human er-
ror or spam. Classifying advertisements
posted on an online adspace can help in
spam detection, better information propa-
gation which in turn enhances user experi-
ence.

Craigslist is a prevalent platform for lo-
cal classified advertisements. In this
paper, we present a classification sys-
tem for an online advertisement space
such as Craigslist. We show the perfor-
mance of our algorithm with three stan-
dard classifiers, viz., Support Vector Ma-
chine, Random Forest, and Multinomial
Naive Bayes. An accuracy of 84% was
achieved with the SVM.

1 Introduction

With the advent of online adspaces, there are sev-
eral hundred advertisements that get posted every
second and such an influx of unstructured infor-
mation is a rich source of data. Classification of
advertisements into categories based on the text of
the advertisement, a simple but rather useful tech-
nique is presented in this paper along with its im-
plications.

Craigslist is an online place with local classi-
fieds and forums which are community moder-
ated, and largely free, on commodities like jobs,
housing, goods, services, romance, local activities,
advice, etc. There are different sub-domains of
Craigslist, for each country they operate in. Each

country has listings organized by sections whidi
D § Sharma, R Sangal and

Vaishak Salin
Microsoft India Pvt. Ltd.
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Vishal Krishna
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‘ users ‘ Countries ‘ posts/month
Craigslist | 500M+ 70+ 80M+
Ebay 300M+ 40 50M+

Table 1: Craigslist vs Ebay

are then further subdivided into categories. We
chose Craigslist as they have made some of their
data publicly available is one of the largest on-
line adspaces currently operating as shown by the
statistics in the table below. However, this method
can be applied to any online adpsace.

As the table indicates, Craigslist is a more data
rich source of advertisements. One reason for this
is that Craigslist doesn’t limit itself to goods only
whereas other e-commerce websites do.

We use supervised learning techniques to clas-
sify a Craigslist post into different categories. We
use text mining techniques like text normaliza-
tion(Sproat et al., 2001) and term frequency in-
verse document frequency for preparing the data
for classification. We tested several classification
techniques and tabulated the results obtained us-
ing various assessment methods. SVM(Joachims,
1998) with a linear kernel yields the best result
with an accuracy of 84% on the test data.

An online adspace such as Craigslist could use
a recommender system that predicts the category
under which the post must be filed while a user
is posting an advertisement, using our classifier
in an online setting. This sort of recommendation
system is a very nifty way of improving the user
experience for a site which sees on an average an
excess of 80 million advertisements posted per
month.

Our Contribution: We propose a classifier
wherein, when a user is posting an advertisement
on an online adspace such as Craigslist, a recom-

Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 20-28,

Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



mendation is made to the user to select the cate-
gory for the advertisement to be displayed in. In
the case that the user doesn’t select it, the post will
be displayed in the predicted category by default.

2 Motivation

Recommendations can be made in an online set-
ting wherein the text from the description of the
advertisement is used to create feature vectors and
fed into a classifier which predicts the category
of the post. Based on this categorization, a rec-
ommendation is made to the user. This elemen-
tary step reduces the work of the user having to
manually select the category to post his/her adver-
tisement to. The category predicted can also be
helpful in preventing the user from spamming the
adspace by placing totally irrelevant ads to a par-
ticular category. This in turn enhances the user
experience of the people browsing the advertise-
ments listed.

Specifically, given the city, section and heading
of a Craigslist post, we have to predict the category
under which it should be posted.

3 Related Work

To our knowledge, there has been no work done in
detecting spam (wrongly located advertisements)
on online advertisement spaces. However, there
has been some work in prediction of the price of
an object using the title and the textual description
of the advertisement by fitting a Naive Bayes clas-
sifier. (Elridge)

We chose to build such a classifier on Craigslist
data as Fuxman et al. (Fuxman et al., 2009) have
showed Craigslist to be a data source to improve
classification accuracy in cases where a simple al-
gorithm can outperform a sophisticated algorithm
if it is provided with more training data.

4 Data

The dataset is a subset of the data generated on the
Craigslist sites for a set of sixteen different cities
(such as New York, Mumbai, etc.). The dataset
has records from four sections forsale, housing,
community and services and a total of sixteen cat-
egories from those sections. The categories are:
activities, appliances, artists, automotive, cell-
phones, childcare, general, household-services,
housing, photography, real-estate, shared, tem-
porary, therapeutic, video-games and wanted?

housing. Each category belongs to only one sec-
tion. This data was made publicly available.

The first line in the dataset is an integer N. N
lines follow, each line being a valid JSON object.
The following fields of raw data, given in JSON:

e city (string, ASCII) : The city for which this
Craigslist post was made

e section (string, ASCII) : for-sale / housing /
community / services

e heading (string, UTF-8) : The heading of the
post

A sample record looks as follows:

{“city”:  “singapore”, “section”:  “for-
sale”,  “heading”: “Panasonic ,2doors
fridge(238L)($220 with delivery+Imth war-

ranty)”}

A total of approximately 20,000 records were
made available, proportionally represented across
these sections, categories and cities. The format
of training data is the same as input format but
with an additional field category, the category in
which the post was made. A separate test dataset
of 15,370 records was also provided, which we
have used to test our final model on.

5 Experimental Setup

In our work, we have used scikit-learn(Pedregosa
et al., 2011) (formerly scikits.learn) which is
an open source machine learning library for the
Python programming language. It features vari-
ous classification, regression and clustering algo-
rithms such as support vector machines, logistic
regression, naive Bayes, random forests, gradient
boosting, kmeans clustering and DBSCAN, etc. It
is designed to interoperate with the Python numer-
ical and scientific library SciPy (Jones et al., 2001

).

5.1 Preprocessing of Data

Most category based ads have similar words. For
example, words like BHK, wooden flooring, etc
occur in house advertisements; MB, GB, camera,
appear in cellphone advertisements.

One major feature of advertisements which are
usually considered spam is the presence of lot
of special characters. Most spam advertisements



Accuracy F1 PrecisionRecall Accuracy F1 PrecisionRecall
SVM 0.81 082 0.83 0.82 SVM 0.84 0.84 0.85 0.84
Random 0.73 0.75 0.76 0.75 Random 0.75 077 0.77 0.77
Forest Forest
Multinomial| 0.68 074 0.75 0.74 Multinomial| 0.68 077 077 0.78
NB NB

Table 2: Baseline Performance of Algorithms

have several special characters more than legiti-
mate advertisements.

Feature generation: We remove all the special
characters from the data as these arent really
helpful from a lexical perspective, but use the
count of these characters as a feature.

Normalization: We treat all numbers that
occur equally as these usually represent the price
or quantity of the product, which doesnt really
help us decide the category of an advertisement.
We normalize it by using the word numbr for any
digit or number that occurs.

5.2 Creation of Classifier

The preprocessed data is then used to the create
feature matrix. We use the bag of words model
and then apply tf-idf (Salton and Yang, 1973) to
generate feature vectors for each advertisement.

The feature matrix is sent to the classifier whose
parameters have been optimized by the Grid-
SearchCV module present in sklearn.(Pedregosa
etal., 2011)

6 Evaluations and Results

Baseline results: The baseline results are calcu-
lated with the default/standard classifiers with no
parameter optimizations done. The scores are av-
eraged over 3-fold cross validation.

Results:  After tweaking the parameters of
the classifier using GridSearchCV our results im-
proved and have been listed in Table 3.

From the confusion matrix, it is evident that the
class labelled “therapeutic” was the best classi-
fied class with more than 1400 of the 1600 data
points being correctly classified as “thelrapeutic’z.3

Table 3: Performance of Algorithms after Param-
eter Tweaking
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Figure 1: Confusion Matrix

This is an important result as it is well known that
advertisements which fall under this category are
most likely spam when found in other categories.
Hence, classification on the text of the advertise-
ment can help detect spam and block it out. We
can also note for example, appliances get confused
with cell phones and video games which is an in-
teresting finding since the two are semantically
closer than, say, housing.

Another stark importance of such a system is
the amount of man hours saved. With 80M posts
coming in every month, let us say a user spends
about 30 seconds selecting the section and cate-
gory of the advertisement. That is approximately a
whopping 666,000+ man hours saved each month.

7 Conclusion

In this paper, we present a classifier for on-
line adspaces, which classifies an advertisement
amongst 16 categories. If an advertisement is ac-
curately classified in its correct class, it helps in-
crease the reach of the advertisement as it is dis-
played to the people looking in the particular sec-
tion and is not classified as spam. In this work,



we have used the Craigslist data which is publicly
available, and, very rich in terms of categories and
datapoints. Our classifier secures an mean accu-
racy of 84% when tested using cross-validation.

8 Future Work

We look to improve this work in two ways. First,
we would like to expand the current classifier to be
a multi-class classifier. This would help classify
ads which can belong to more than one category,
thereby it would result in the advertisement being
displayed in more than one category and hence
reach more “prospective” buyers. As an alterna-
tive, it would be interesting to treat this as a multi-
label classification problem, wherein each item
can be labelled with more than one category. This
allows us to tag each advertisement with classes
which are related.

Secondly, we would want to explore and im-
plement better feature engineering. The section-
category tags of posts follow a hierarchy. Be-
ing able to incorporate this hierarchy as features
would, we believe, significantly improve our fea-
ture vectors. Using such a classifier in setting
where advertisements can comprise a code-mixed
dataset like on Indian online adspaces such as Olx,
Junglee, etc., can will benefit from learning fea-
tures from such data.
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Abstract

Information Extraction from Indian lan-
guages requires effective shallow parsing,
especially identification of “meaningful”
noun phrases. Particularly, for an agglu-
tinative and free word order language like
Marathi, this problem is quite challeng-
ing. We model this task of extracting noun
phrases as a sequence labelling problem.
A Distant Supervision framework is used
to automatically create a large labelled
data for training the sequence labelling
model. The framework exploits a set
of heuristic rules based on corpus statis-
tics for the automatic labelling. Our ap-
proach puts together the benefits of heuris-
tic rules, a large unlabelled corpus as well
as supervised learning to model complex
underlying characteristics of noun phrase
occurrences. In comparison to a sim-
ple English-like chunking baseline and a
publicly available Marathi Shallow Parser,
our method demonstrates a better perfor-
mance.

1 Introduction

One of the key steps of a Natural Language Pro-
cessing (NLP) pipeline is chunking or shallow
parsing. It allows the system to identify building
blocks of a sentence namely phrases. Further, the
identification of phrases is of importance to appli-
cations in information extraction, text summariza-
tion and event detection. In English, the task of
chunking is relatively simple as compared to other
steps of the NLP pipeline. Given the Parts-Of-
Speech (POS) tags of the sentence tokens, it is a
matter of using rules based on the POS tags (Ab-
ney, 1992) to extract the chunks with high confi-
dence. State of the art papers on Noun Phrase (NP)
chunking in English (Sun et al., 2008), (Shen ari®

Sarkar, 2005), (McDonald et al., 2005) report re-
sults of more than 94% F-measure.

However, the scenario is different for many In-
dian languages. Their suffix agglutinative and free
word order nature makes it challenging to iden-
tify the correct phrases. In this paper, we focus
on the problem of identifying noun phrases from
Marathi, a highly agglutinative Indian language.
Marathi is spoken by more than 70 million people
worldwide ! and it exhibits a large web presence in
terms of e-newspapers, Marathi Wikipedia, blogs,
social network banter and much more. There are
various motivations for the problem and the most
important one being the lack of domain specific in-
formation extraction systems in Indian Languages.
The problem also poses challenges in terms of
NLP resource-poor nature of Indian languages and
a complex suffix agglutination scheme in Marathi.
Keeping these challenges in sight, we propose the
use of distantly supervised approach for the task.

The task of identifying meaningful noun
phrases in Marathi becomes challenging due to
another fact that two different noun phrases can
be written adjacently in a sentence. Such noun
phrases are individually meaningful but their con-
catenation is not. Hence, it is important to
correctly identify the boundaries of such noun
phrases. We propose to model the task of iden-
tifying noun phrases as a sequence labelling task
where the labelled data is generated automatically
by using a set of heuristic rules. Moreover, these
rules are not based on deep linguistic knowledge
but are devised using corpus statistics.

In the next section, related work on Indian Lan-
guage shallow parsing is presented. Section 3 de-
scribes a simple baseline for noun phrase identi-
fication for Marathi. Thereafter in Section 4, the
distant supervision based sequence labelling ap-
proach is described in detail. This is followed by

"https://en.wikipedia.org/wiki/
Marathi_language (accessed 11-AUG-2015)
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a description of the corpus, experiments and eval-
uation results.

2 Related Work

This section describes relevant work in the field of
shallow parsing and chunking in Indian languages.
The work is presented based on a categorization
into papers and tool sets.

Starting with the path setting paper on pars-
ing of free word order languages (Bharati and
Sangal, 1993), there have been multiple contri-
butions to parsing of Indian Languages. A na-
tional symposium on modelling and shallow pars-
ing of Indian languages held at IIT Bombay in
April 2006 (MSPIL, 2006) brought together In-
dian NLP researchers to discuss on problems in In-
dian language NLP. Investigations in shallow pars-
ing and morphological analysis in Bengali, Kan-
nada, Telegu and Tamil were presented.

Also in 2006, a machine learning contest on
POS tagging and chunking for Indian languages
(NLPAI and IIT-H, 2006) was organized which
lead to release of POS tagged data (20K words)
in Hindi, Bengali and Telugu and Chunk tagged
data in Hindi. The participating systems employed
various supervised machine learning methods to
perform POS tagging and chunking for the three
languages. The team from IIT Bombay (Dalal et
al., 2006), trained a Maximum Entropy Markov
Model (MEMM) from the training data to develop
a chunker in Hindi and then evaluated it on test
data. Their chunker was able to achieve an F1-
measure of 82.4% on test data. In the entry by the
team from IIT Madras (Awasthi et al., 2006), apart
from a HMM based POS tagger, a chunker was
developed by training a linear chain CRF using
the MALLET toolkit. It achieved an overall F1-
measure of 89.69% (with reference POS tags) and
79.58% (with the generated POS tags). Another
system from Jadavpur University (Bandyopadhay
et al., 2006) contributed a rule-based chunker for
Bengali which comprised of a two stage approach
- chunk boundary identification and chunk la-
belling. On an unannotated test set, the chunker
reported an accuracy of 81.61%. The system from
Microsoft Research India (Baskaran, 2006), com-
prised of a chunker for Hindi. It was developed
by training a HMM and using probability mod-
els of certain contextual features. The system re-
ported an F1-measure of 76% on the test set. The
team from IIIT Hyderabad developed a chunkéf

(Himashu and Anirudh, 2006) by training Condi-
tional Random Fields (CRFs) and then evaluating
on the test data. Their chunker performed at an
F1-measure of 90.89%.

A more formal effort lead to the organization
of the IJCAI workshop on Shallow Parsing for
South Asian Languages and an associated contest
(Bharati and Mannem, 2007), which brought out
multiple contributions in POS tagging and shallow
parsing of Hindi, Bengali and Telugu. Chunk data
for Bengali and Telugu was also made available,
however data of no other languages were intro-
duced. In total, a set of 20,000 words for train-
ing, 5000 words for validation and 5000 words
for testing were provided for all three languages.
A listing of major contributions for the chunking
task is presented as follows. A rule based system
was proposed by Ekbal et al. (2007), where the
linguistic rules worked well for Hindi (80.63% ac-
curate) and Bengali (71.65% accurate). A Maxi-
mum Entropy Model based approach (Dandapat,
2007) worked well for Hindi (74.92% accurate)
and Bengali (80.59% accurate). It used contextual
POS tags as features than the context words. In an-
other submission (Pattabhi et al., 2007), the tech-
nique involved a Transformation-Based Learning
(TBL) for chunking and reported to have mod-
erate results for Hindi and Bengali. The tech-
nique proposed in (Sastry et al., 2007) was tried
at learning chunk pattern templates based on four
chunking parameters. It used the CKY algorithm
to get the best chunk sequence for a sentence.
The results were moderate for all the three lan-
guages. Rao and Yarowsky (Rao and Yarowsky,
2007), observed that punctuations in the sentence
act as roadblocks to learning clear syntactic pat-
terns and hence they tried to drop them, leading
to a rise in accuracy. However, they reported re-
sults on a different Naive Bayes based system. The
system that came close second to the winner was
by Agrawal (2007). It divided the chunking task
into three stages - boundary labelling (BL), chunk
boundary detection using labels from first stage
and finally re-prediction of chunk labels. For Ben-
gali and Telugu, their system performed almost at
par with the the best system’s accuracy. The sys-
tem that performed the best on all three languages
was proposed by PVS and Karthik (2007) which
used HMMs for chunk boundary detection and
CREFs for chunk labelling. They reached chunk-
ing accuracies of 82.74%, 80.97% and 80.95% for



Bengali, Hindi and Telugu respectively.

Apart from the two major exercises above, there
has been a constant stream of work being pub-
lished in the area. One of the older and primary
effort was by Singh et al. (2005), where a HMM
based chunk boundary identification system was
developed by training it on a corpus of 1,50,000
words. The chunk label identification was rule
based and the combined system was tested on
a corpus of manually POS tagged 20,000 words
leading to an accuracy of 91.7%. A more recent
work on Malayalam shallow parsing (Nair and Pe-
ter, 2011) proposes a morpheme based augmented
transition network for chunking and is reported
to achieve good results on a small dataset used
in the paper. Another important contribution by
Gahlot et al. (2009) is an analysis paper on use
of sequential learning algorithms for POS-tagging
and shallow parsing in Hindi. The paper compares
Maximum Entropy models, CRFs and SVMs on
datasets of various sizes leading to conclusive ar-
guments about the performance of the chosen sys-
tems. An important contribution is by Gune et
al. (2010), where development of a Marathi shal-
low parser is explored using a sequence classi-
fier with novel features from a rich morphologi-
cal analyser. The resulting shallow parser shows
a high accuracy of 97% on the moderate dataset
(20K words) used in the paper.

On the tools front, there are various tool sets
for shallow parsing in Indian languages which are
available for public download. The most impor-
tant and foremost ones being the shallow parsers
provided by Language Technology Research Cen-
tre at IIIT-H (2015). The available shallow parsers
are for languages - Hindi, Punjabi, Urdu, Bengali,
Tamil, Telugu, Kannada, Malayalam and Marathi.
We use this LTRC HIT-H provided Marathi shal-
low parser as one of our baselines. Another set
of shallow parsing tools are available from the
CALTS, School of Humanities at University of
Hyderabad (2015). They are focused on another
set of languages namely Assamese, Bodo, Dogri,
Gujarati, Hindi, Kashmiri, Konkani, Maithili, Ma-
nipuri, Nepali, Odia and Santali.

3 A Simple Baseline Approach

We define a noun phrase as a contiguous “mean-
ingful” sequence of adjective (optional) followed
by nouns. Here, we consider both types nouns:
proper nouns and common nouns. Our definitict/

also stresses on the “meaningfulness” of the se-
quence of nouns to be identified as a “valid” noun
phrase.

Our observation is that extraction of such
noun phrases is quite straight-forward in En-
glish and requires application of a simple regu-
lar expression on POS tagged text. In English,
boundaries of such noun phrases are explicitly
marked by prepositions, punctuations, determin-
ers and verbs. Consider the sentence: Ajay met
Sachin Tendulkar in Mumbai. Here,
it can be observed that there are 3 *“valid”
noun phrases: Ajay, Sachin Tendulkar and
Mumbai, which are perfectly separated by the
verb met and the preposition in. There is no
other way of writing this sentence in English such
that any of the two noun phrases are written adja-
cently to each other. Hence, it is straight-forward
in English to extract such noun phrases by writing
a simple rule / regular expression. However, such
a simple rule does not work for Indian languages
like Marathi. Marathi has a free word order and
is also highly agglutinative. In Marathi, the same
sentence will be written as =T/ gf9T TgARTAT
gasaer wear. Here, the first four words are nouns
and hence the English-like phrase extraction rule
will extract only one noun sequence (¥ dfaT
dga@dTaT Haga=a) which is not “meaningful”.

We propose a simple baseline approach to ex-
tract “meaningful” noun phrases in Marathi which
is a modification of the English-like phrase extrac-
tion rule. In Marathi, unlike English prepositions
are not separate words but they are written as suf-
fixes of the nouns. Hence, it is essential to remove
suffixes attached to the words and write them as a
separate token. This process of removing suffixes
and identifying rootword for each word, is called
as Stemming. After stemming, the above sentence
becomes : A= T TFART AT HI§ T ¥E @T.
Now, if we extract all the consecutive nouns, we
get 2 sequences : T A9 dg@a< and 4. Here,
the second sequence is a “valid” noun phrase but
the first one is not.

Computationally, to use this baseline method it
is necessary to apply stemming and POS tagging
on a sentence to produce a sequence as follows:
FSTA/NNP TFS=/NNP & </NNP AT/SUF Ha5/NNP
T4 /SUF ¥2/VM AT/SUF /SYM
Then the following regular expression is applied
for extraction of noun phrases.

(<word>/1J )2(<word>/NNP?)*(<word>/NNP?)



This proposed baseline approach is quite effi-
cient and effective. But unlike English, in Marathi
all contiguous sequences of nouns (without any
suffixes attached to these nouns) need not yield
a “meaningful” noun phrase. This is because, in
Marathi it is perfectly syntactical to have multi-
ple consecutive noun phrases without any explicit
(prepositions, verbs, punctuations etc.) or implicit
(e.g. suffixes attached to words, change of POS
from NN to NNP and vice versa) boundary mark-
ers.

4 Distantly supervised sequential
labelling approach

“Distant supervision” is a learning paradigm in
which a labelled training set is constructed auto-
matically using some heuristics or rules. The re-
sulting labelled data may have some noisy / incor-
rect labels but it is expected that majority of the
automatically obtained labels are correct. Since it
is possible to create a large labelled dataset (much
larger than manually labelled data), majority cor-
rect labels will hopefully reduce the effect of a
smaller number of noisy labels in the training set.

For any distant supervision based algorithm,
there are two essential requirements - i) Large pool
of unlabelled data and ii) Heuristic rules to obtain
noisy labels. Distant supervision has been suc-
cessfully used for the problem of Relation Extrac-
tion (Mintz et al., 2009). Semantic database like
FreeBase (Bollacker et al., 2008) is used to get a
list of entity pairs following any particular rela-
tion. Also, a large number of unlabelled sentences
are used which can be easily obtained by crawl-
ing the Web. The labelling heuristic used here is:
If two entities participate in a relation, any sen-
tence that contains both of them might express that
relation. For example, Freebase contains entity
pair <M. Night Shyamalan, The Sixth
Sense> for the relation ID /film/director/film,
hence both of the following sentences are consid-
ered to be positive examples for that relation:

1. M. Night Shyamalan gained

international recognition when

he wrote and directed 1999’s
The Sixth Sense.

2. The Sixth Sense is a 1999 American
supernatural thriller drama
film written and directed by
M. Night Shyamalan.

Though this assumption is expected to be true for
majority of the sentences, it may introduce fed

noisy labels. For example, following sentence
contains both the entities but does not express the
desired relation.

1. The Sixth Sense, a supernatural

thriller film, was written by
M. Night Shyamalan.

4.1 Motivation

It is difficult to obtain labelled data where valid
noun phrases are marked, because such a manual
task is time consuming and effort intensive. In or-
der to build a phrase identifier for Marathi, with-
out spending manual efforts on creation of labelled
data, we propose to use the learning paradigm of
“Distant Supervision”. Unlabelled data is easily
available in this case, which is the first essential re-
quirement of the distant supervision paradigm. We
label sentences from a large unlabelled Marathi
corpus with POS tags using a CRF-based POS tag-
ger. We also check whether any suffixes are at-
tached to the words and split such words into root
word followed by suffixes as separate tokens 2.
The baseline method explained in the previous
section, is then applied on all of these sentences
to extract “candidate” noun phrases. As we have
already described, this baseline method fails when
two different noun phrases occur adjacent to each
other. In order to devise some effective rules to
create labelled data automatically, we take help of
these candidate phrases. Based on corpus statis-
tics (described in Section 4.2), we split some of
the candidate phrases and keep other candidate
phrases intact. In order to simplify the splitting
decision, we assume that there will be at most one
split point, i.e. any candidate phrase consists of at
most two different consecutive noun phrases. Af-
ter analysing a lot of Marathi sentences, we ob-
served that this is a reasonable assumption to make
because it is very rare to have more than 2 consec-
utive noun phrases.

4.2 Corpus Statistics

Various statistics of words and phrases are com-
puted by using a large unlabelled corpus. These
statistics are used in order to devise rules for dis-
tant supervision.

4.2.1 Phrase Counts:

We extract all the candidate phrases from the cor-
pus using the first baseline method. For each can-
didate phrase, we note the number of times it oc-

*Marathi Stemmer by CFILT, IIT Bombay is used



curs in the corpus. Any candidate phrase which
occurs more than 2 times in the corpus is likely to
be a “valid” phrase.

4.2.2 Word Statistics:

Some useful statistics of words are computed us-
ing the list of “valid” noun phrases. For each word
w, following counts are noted:

1. Start_Count : Number of times w occurs as
a first word in a “valid” phrase with multiple

words (E.g. ST in the phrase S&TYT W)

2. Unitary_Count : Number of times w occurs
as the only word in a “valid” phrase (E.g. T&T
in the phrase T47)

3. Continuation_Count : Number of times w is
NOT the first or last word in a “valid” phrase
with more than 2 words (E.g. &< in the
phrase HTTa T Fhee &)

4. End_Count : Number of times w occurs as
a last word in a “valid” phrase with multiple
words (E.g. W¥T in the phrase §&TYT W<T)

For each word, its most frequent category (out of
Start, End, Unitary and Continuation) is stored
in the structure WordType. Four different sets of
words are defined : Start_Words, Unitary_Words,
Continuation_Words and End_Words. 1f any word
w occurs n times overall in the “valid” phrases
and its Start_Count is at least 0.1 % n, then
the word w is added to the set Start_Words.
The other three sets Unitary_Words, Continua-
tion_Words and End Words are similarly popu-
lated corresponding to the counts Unitary_Count,
Continuation_Count and End_Count, respectively.
One special set of words, Unitary_Only_Words is
defined which contains all those words in Unitary-
Words which are not present in any of the other 3
sets. Table 1 shows all these corpus statistics for
some of the representative words.

4.3 Rules for Distant Supervision

With the help of the output of first baseline method
and the corpus statistics, we devise heuristic rules
for creating labelled data. For each candidate
phrase p generated by the baseline method, fol-
lowing rules are applied sequentially.

4.3.1 Rule 1 (W1)

If p has only one word, then it is trivially correct.
All the remaining rules are applied for only multi-
word candidate phrases. 29

4.3.2 Rule 2 (AdjNoun)

If p has exactly two words such that the first word
is an adjective and the second word in a noun, then
p is a correct phrase.

4.3.3 Rule 3 (C3)

If p has corpus count of 3 or more, then it is very
likely to be correct. But in order to make this rule
more precise, some more constraints are applied to
p. If the first word of p is in the set Unitary_Words
but not in the set Start_Words or if the last word
of p is in the set Unitary_Words but not in the set
Last_Words, then then p is likely to be incorrect.
Hence, excluding such phrases, this rule assumes
all other candidate phrases with corpus count of at
least 3 to be correct phrases.

4.3.4 Rule 4 (C2C2)

All the rules till now checked whether the candi-
date phrase as a whole is correct. This rule tries
to estimate whether to split any candidate phrase
into two consecutive meaningful phrases. If there
are n words in a candidate phrase, then there are
(n—1) potential splits. Algorithm 1 Split_Check is
used to determine whether any given split is valid
or not. Algorithm 2 describes this rule in detail.
In simple words, this rule splits a candidate phrase
only if its sub-phrases are “valid” and each of the
sub-phrase has been observed at least twice in the
corpus.

Algorithm 1: Split_Check (checking valid-
ity of a split)

Data: Candidate phrase p, Split Index ¢, Corpus
Statistics (as explained in Table 1)

Result: Whether splitting p at ¢ is “valid”

1 Ly := 4" word ofp; /+ Last word of first
sub-phrase */

2 Fp:=(i+1)* wordofp; /+ First word of

second sub-phrase x/

if L1 or I are unseen words then return FALSE;

if L1 € Continuation_Words then return FALSE;

if /> € Continuation_Words then return FALSE;

ifi = 1 and L, ¢ Unitary_Words then return

FALSE;

7 if i = len(p) — 1 and F> ¢ Unitary_Words then
return FALSE),

s if L1 € Start_Words then return FALSE;

9 if I'> € End_Words then return FALSE;

10 return TRUE;

4.3.5 Rule5

Similar to Rule 4, this rule also tries to estimate
whether any candidate phrase can be split into two
consecutive meaningful phrases. But unlike Rule



Word Corpus | Start End Unitary | Continuation Member Word

Count | Count | Count | Count Count of Sets Type
ATHRETHT Start_Words
loksabhaa 640 331 7 293 9 Unitary_Words Start
Loksabha
T
gandhee 567 16 482 48 21 End_Words End
Gandhi
[SESEED End_Words
swayamsevak 61 0 4 16 41 Continuation _Words | Continuation
volunteer
qATT End_Words
TanTradnyan 302 8 102 179 13 Unitary_Words End
technology

Unitary_Words

nirNay 2200 164 130 1892 14 Unitary_Only_Words Unitary
decision

Table 1: Examples of various corpus statistics generated. Specific counts more than 10% of the total

counts are shown in bold.

Algorithm 2: Rule 4 for splitting a candi-
date phrase using corpus counts

Data: Candidate phrase p, Corpus Statistics (as
explained in Table 1)

Result: Two “valid” sub-phrases OR FALSE if no

“valid” sub-phrases are found

1 1:=1;

2 while ¢ < length(p) do

3 if Split_Check(p,i) = FALSE then continue;

4 i:=14+1;

5 p1:=p[l:4]; /+» First sub-phrase x/

6 p2 :=pli +1: length(p)] ; /* Second

sub-phrase */

7 if CourpusCount(p:) < 2 then continue;
8 if CourpusCount(pz2) < 2 then continue;
9 return (p1, p2);

10 end

11 return FALSE,

4 which uses corpus counts, this rule uses proper-
ties of the words at split boundary. Algorithm 3
explains this rule in detail.

4.3.6 Rule 6 (UnitarySplit)

Like rules 4 and 5, this rule also checks whether
a candidate phrase can be split. This rule handles
the specific case of a single common noun (NOT
proper noun) adjacent to other meaningful phrase.
It does not check the validity of a split by using
the algorithm Split_Check (Algorithm 1) but uses a
stricter check to validate “Unitary” nature of such
single common nouns. The detailed explanation is
provided in the Algorithm 4.

4.3.7 Rule 7 (W2%)

This is the default rule applied on those candidate
phrases for which none of the earlier rule is sat-
isfied. In other words, rules 1 to 3 are not abf?

Algorithm 4: Rule 6 Unitary Split

Data: Candidate phrase p, Corpus Statistics (as
explained in Table 1)
Result: Two “valid” sub-phrases OR FALSE if no
“valid” sub-phrases are found

1 p1=p[l]; /* First word of p */
2 p2 :=p[2:length(p)]; /+ Remaining words
of p */

3 if p1.POS = NN and p; € Unitary_Only_Words
then return (p1,p2);

4 p2 = pllenght(p)]; /* Last word of p x/

s p1:=p[l :lenght(p) — 1] ; /+* Remaining
words of p */

6 if p2.POS = NN and p; € Unitary_Only_Words
then return (p1,p2);

7 return FALSE,

to identify these phrase as “valid” phrases as a
whole. Also, rules 4 to 6 are not able to identify a
“valid” split to produce two consecutive meaning-
ful phrases. This rule assumes that all such phrases
are “valid” and keeps them intact without any split.

4.4 Estimated Accuracy of Rules

All the rules explained in the Section 4.3 are ap-
plied on a large unlabelled corpus (approximately
200,000 sentences) and labelled data is automati-
cally produced. These automatically labelled sen-
tences are further used to train a sequence clas-
sifier (CRF in our case) so that it can be used to
extract proper noun phrases from any unseen sen-
tence. Automatically obtained phrase labels may
contain some noise. In order to get an estimate of
accuracy of the labels, for each rule we collected
random sample of 100 candidate phrases. These
samples were manually verified to get an estimate
of accuracy of each rule which are shown in the



Algorithm 3: Rule 5 for splitting a candidate phrase using word properties

Data: Candidate phrase p, Corpus Statistics (as explained in Table 1)
Result: Two “valid” sub-phrases OR FALSE if no “valid” sub-phrases are found

1 1:=1;

2 while ¢ < length(p) do

3 if Split_Check(p,i) = FALSE then continue;

4 =1+ 1;

5 p1:=p[l:1]; /* First sub-phrase »/
6 p2 :=pli +1: length(p)]; /* Second sub-phrase =*/
7 L1 =" word of p; /* Last word of first sub-phrase */
8 F = (i+1)* wordof p; /* First word of second sub-phrase */
9 if length(p1) = 1 and length(p2) = 1 then

10 if L, € Unitary_Words and F> € Unitary_Words and L1.POS # F,.POS then return (p1,p2);

1 if WordType[L1] = Unitary and WordT'ype[F>] = Unitary then return (p1, p2)

12 end

13 if length(p1) = 1 and length(p2) > 1 then

14 if L1 € Unitary_Words and F5 € Start_Words and L,.POS # F>.POS then return (p1,p2);

15 if WordType[L,] = Unitary and WordType[F2] = Start then return (p1, p2);

16 end

17 if length(p1) > 1 and length(p2) = 1 then

18 if L1 € End-Words and F» € Unitary_-Words and L,.POS # F>.POS then return (p1,p2);

19 if WordType[L1] = End and WordT'ype[F»] = Unitary then return (p1, p2);

20 end

21 if length(p1) > 1 and length(p2) > 1 then

2 if L1 € End_Words and F> € Start Words and L1.POS # F5.POS then return (p1, p2);

23 if WordType[L1] = End and WordType[F»] = Start then return (p1, p2);

24 end

25 end

26 return FALSE;

Table 2. Higher the number of phases labelled by
a rule, higher is its Support and lower the number
of estimated errors, higher is its Confidence.

#Candidate #Errors in
Rule Phrases Random Sample
Labelled of 100
Rule 1 (W1) 632735 0
Rule 2 (AdjNoun) 56133 0
Rule 3 (C3) 56401 4
Rule 4 (C2C2) 22883 16
Rule 5 (ValidSplit) 2158 32
Rule 6 (UnitarySplit) 23948 51
Rule 7 (W2*) 102387 36

Table 2: Estimated Accuracy of the Rules used for
Distant Supervision

Here, it is to be noted that “Error” is rule spe-
cific. For a non-splitting rule like rule 3, an er-
ror will occur when it keeps an incorrect candidate
phrase intact which should have been split. How-
ever, for a splitting rule like rule 4, an error will
occur when it splits a “valid” phrase which should
not have been split. It can be observed that rule
6 (UnitarySplit) is the least accurate rule, but we
still use it because we believe that the noise in-
troduced by it can be overcome by the sequence
classifier because of other better performing rules
having more coverage. 31

4.5 Sequence Labelling

The intuition behind learning a sequence labelling
model is that such a statistical model can implic-
itly learn several more complex rules to identify
meaningful noun phrases. We use Conditional
Random Fields (CRF) (Lafferty et al., 2001) for
sequence labelling. In this section, we describe
how the labelled data is automatically created for
training CRF model and what are the various fea-
tures used by the CRF model.

4.5.1 Creation of Training Data for CRF

Our unlabelled corpus contains around 200,000
sentences. Approximately 55,000 sentences have
at least two candidate phrases labelled by any of
the rules from rule 1 to rule 6. These sentences
are used for training sequence labelling model us-
ing CRF. Table 3 shows some examples of can-
didate phrases labelled by the rules. We are us-
ing the BIO labelling scheme which assigns one
of the three different labels to each sequence ele-
ment (word or suffix in our case) as follows:

B: First word in a phrase is labelled as B.

I: All subsequent words except the first word in a
phrase are labelled as 1.

O: All other words or suffixes which do not belong
to any phrase are labelled as O.



Rule Labelled Phrases
Rule 1 (W1) il /?B/B
Rule 2 (AdiNoun) | 7 ; /EB/B e /’II
qieas-/B f;;\mT/I
Rule 3 (C3) aTeaT=/B e/ g/l
TUT/B MTST9/B
Rule 4 (C2C2) B B "
| FTET/B ST/ AT
Rule 5 (ValidSplit) /B = /B FereaI
Rule 6 (UnitarySplit) “Fq o /%B“ TT/B o s/
Rule 7 (W2¥*) ATEALE/B T/
[T H/B HFFH/1

Table 3: Examples of automatically labelled can-
didate phrases using distant supervision rules

4.5.2 Features used by the CRF classifier

In general, there are two types of features used
in a CRF model : unigram and bigram. Uni-
gram features are combination of some property
of the sequence w.r.t. the current token and the
current label. Bigram features are combination of
some property of the sequence w.r.t. the current
token, current label and previous label. For every
it" token (word or suffix) in a sequence, following
classes of unigram features are generated.

1. Lexical Features: Word or suffix at the posi-
tions 4, (¢ — 1) and (i + 1). If current word belongs
to any candidate phrase, then the words preced-
ing and succeeding that candidate phrase are also
considered as features. If the current word does
not belong to any candidate phrase, then values of
these features are “NA”.

2. POS Tag Features: POS tags of words at the
positions 7, (¢ — 1), (i — 2), (i + 1) and (i + 2).
If current word belongs to any candidate phrase,
then the POS tags of the words preceding and suc-
ceeding that candidate phrase are also considered
as features. If the current word does not belong to
any candidate phrase, then values of these features
are “NA”.

Similary, for every i*" token (word or suffix) in
a sequence, following classes of bigram features
are generated.
1. Edge Features: Combination of labels at posi-
tions 4 and (i — 1).
2. POS Tag Edge Features: Combination of POS
tag at position ¢ and labels at positions i and (i— 1%2

S Experiments and Evaluation

5.1 In-house POS Tagger

We developed an in-house POS tagger by training
a CRF on the NLTK(Bird et al., 2009) Indian lan-
guages POS-tagged corpus for Marathi. Features
like prefixes, suffixes, rootwords and dictionary
categories of the tokens were used while training.
The POS tagger was evaluated based on a 80-20
train-test split of the NLTK data and the accuracy
of 91.08% was obtained.

5.2 Corpus

As described earlier, distant supervision allows
creation of large amount of training data through
heuristics. However, the first requirement is a
large corpus of Marathi text on which such heuris-
tics can be applied. We considered the Marathi
FIRE Corpus (Palchowdhury et al., 2013) which
has crawled archives of a Marathi Newspaper
(Maharashtra Times ®) for 4 years starting from
2004 to 2007. We used all the articles of year 2004
for the task. After a trivial preprocessing we were
able to extract all the text sentences from the files
for compiling the corpus. The corpus comprises
of about 200,000 sentences.

5.3 Evaluation using Test Dataset

We created a test dataset of 100 sentences and
manually identified all the “valid” noun phrases
in them. Apart from the baseline approach us-
ing English-like phrase extraction rule, we also
consider two other baselines: i) the LTRC IIIT-H
provided Marathi Shallow Parser and ii) Apply-
ing Heuristic rules (defined in the section 4.3) di-
rectly on the sentences of test dataset. We eval-
vated all the baseline methods and our distantly
supervised CRF by applying them on this test
dataset. For each method, the gold-standard set of
noun phrases was used to evaluate the set of noun
phrases extracted by that method by computing the
following:

True Positives (TP) : Number of extracted
phrases which are also present in the set of gold-
standard phrases.

False Positives (FP) : Number of extracted
phrases which are not present in the set of gold-
standard phrases.

False Negatives (FN) : Number of gold-standard
phrases which are not extracted.

*http://maharashtratimes.indiatimes.
com/



Method P (%) | R(%) | F1(%)
IIITH Shallow Parser 83.38 | 88.68 85.95
Baseline 1 (English-like rule) | 88.89 | 85.07 86.94
Baseline 2 (Heuristic Rules) 87.43 89.72 88.56
Distantly supervised CRF 88.31 | 89.14 88.72

Table 4: Comparative performance of various
methods on a test dataset of 100 labelled sentences

The overall performance of any method is then
measured in terms of Precision (P), Recall (R)

and F-measure (F') as follows:

P = TP R= TP F = 2PR
— (@P+FP)» '~ TP+FN)’ " — (PFR)
Table 4 shows the comparative performance of

all the methods and it can be observed that our
method outperforms all the baselines. Also, the
performance improvement of distantly supervised
CRF over the heuristic rules is not very significant.
We plan to carry out more detailed analysis of this
phenomenon in future, by experimenting with ad-
ditional features in the CRF model.

5.4 Analysis

After analyzing the error cases, we found that
one of the major reasons for the errors was the
lack of sufficient corpus statistics for some of the
words (especially proper nouns). Consider the
following sentence from our test dataset : TeaT
ATSTSTT  FMEAT ATIT & a=AT T&HT HA[ATH
gEIaq FOUTETST  AEHSEIRHar STHT AT

(Chandababu had been to Ahmedabad last

week for addressing a gathering of the
Lions Cclub.) Here, all the methods (IIIT-H
Shallow parser, baseline methods as well as our
method using CRF) incorrectly identify the phrase
FeT9Td AT @9 as a single “meaningful” noun
phrase. Ideally, s=TaTg and &&= &« are two
separate phrases. Here, both the words ==maTg and
@rg=g are proper nouns and they occur rarely in
the corpus, resulting in unreliable corpus statistics
for these words.

However, most of the common nouns have sig-
nificant presence in the corpus producing reliable
corpus statistics for these words. As our method
is heavily dependent on the corpus statistics,
such cases involving frequent words are handled
correctly. Consider following sentence from our
test dataset: TIWIIQT @T@ET WTfa&® I9ATATST [
STar or9dra (From across the country, lacs
of devotees keep going there for the

auspicious sight). Here, the noun phrases ex-

tracted by the III'T-H Shallow Parser are ?W?ﬁi
and &m&T WTfa® F@ETETSr Whereas our meth

correctly identifies 3 noun phrases : FIWT, ATET
wTfes® and =9, Here, both the words &m&T wTfas
and 9= have reliable corpus statistics and hence
our method correctly splits the candidate phrase
ATET WTfa®w 9 producing “meaningful” noun
phrases.

6 Conclusion and Future Work

We highlighted an important problem of extrac-
tion of “meaningful” noun phrases from Marathi
sentences. We propose a distant supervision based
sequence labelling approach for addressing this
problem. A novel set of rules based on corpus
statistics are devised for automatically creating a
large labelled data. This data is used for training
a CRF model. Most other approaches to chunking
for Indian languages are supervised and need large
corpus of labelled training data. The main advan-
tage of our work is that it does not need manu-
ally created labelled training data, and hence can
be used for resource-scarce Indian languages. Our
approach not only reduces the efforts for creation
of labelled data but also demonstrate better accu-
racy than the existing approaches.

As our rules for distant supervision are based on
corpus statistics and not on deep linguistic knowl-
edge, they can be easily ported to other Indian
languages. In future, we would like to take our
work further on these lines. We also plan to ex-
tend our framework to a full-scale chunking tool
for Marathi, not just noun phrases. Additionally
based on this work, we plan to build a generic In-
formation Extraction engine for Marathi and later
for other Indian languages.
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Abstract

A Self-Organizing Map was used to clas-
sify the Reuters Corpus, by assigning a la-
bel to each of the documents that cluster
to a specific node in the Self-Organizing
Map. The predicted label is based on
the most frequent label among the train-
ing documents attributed to that particu-
lar node. Experiments were carried out on
different grid sizes (node numbers) to de-
termine their influence on classification re-
sults. Informative visualizations of the re-
sulting Self-Organizing Maps are demon-
strated. We argue that the Self-Organizing
Map is well suited to classify a document
collection in which many documents si-
multaneously belong to several categories.

1 Introduction

Categorization of a text corpus in which each arti-
cle is attributed with a set of categories (labels), is
a classical supervised classification task. Most su-
pervised classification methods learn parameters
from a training set of labeled instances, and use
the learned model to score test instances. The
Self-Organizing Map (SOM) is in contrast an un-
supervised technique, clustering similar training
instances together, without knowledge of their cat-
egories. The resulting maps display visually iden-
tifiable, but non-delimited, clusters. In this way,
the SOM algorithm makes underlying similarities
in high-dimensional space visible in lower dimen-
sions. Through a two-step methodology, the la-
bels of a training corpus associate with areas of
the map; areas that in turn can be used to classify
previously unseen documents.

The Reuters Corpus (Lewis et al., 2004) con-
sists of text documents with a varying amount of
labels attributed to them. Sebastiani (2002) notes
a fundamental distinction between the single-labé?

and multi-label classification tasks. In the for-
mer, only one label is attributed to each docu-
ment, whereas any number can be attributed to the
documents in the latter. Most research has gone
into the single-label problem, as this will gener-
alize to multi-label classification, by transforming
the problem to a sequence of binary classification
problems. This however, rests on the assumption
that the categories are stochastically independent,
that is, that the label of a document does not de-
pend on the whether the document also has an-
other label.

Another key problem in document classification
relates to vectorization, how a group of documents
is converted into a vector-based feature representa-
tion. The way documents are represented, and of-
ten the cut-off point in deriving TFIDF or ngram
statistics, will result in different amounts of fea-
tures. Documents can in principle be vectorized to
any dimensionality, in its simplest form counts of
occurrences of a given set of words.

A number of experiments were conducted on
two different portions of the Reuters Corpus, the
Top 10 and Full set of categories, respectively.
While this follows a tradition of SOM-based clas-
sification, we offer more details on the implemen-
tation, the vectorization, and the parameters for
creating the map. Self-Organizing Maps of dif-
ferent sizes were used to evaluate the importance
of the number of nodes in SOM classification. The
cost of computing the maps increase with the size
of their topologies, posing the research question:
Can this be justified with classifier performance?

We demonstrate that the method elucidates sim-
ilarities between labels as well as between docu-
ments, and argue that the reduction of the multi-
label classification of the corpus into a cascade of
binary classification problems under the assump-
tion that the categories are stochastically indepen-
dent is not plausible.

D § Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 39-48,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



(a) First epoch. (b) Last epoch.

Figure 1: RGB color coding of a SOM.

Section 2 discusses related work and presents
some background on the SOM algorithm and us-
ing them as a classification device, while Sec-
tion 3 describes the Reuters Corpus and Section 4
goes through the applied methodology. Section 5
presents the experimental results, that are further
discussed in Section 6. Section 7 concludes and
looks forward.

2 Self-Organizing Maps

Self-Organizing Maps (Kohonen, 1982) is a Clus-
ter Analysis Algorithm with roots in Artificial
Neural Networks, also termed Kohonen Neural
Networks, as discussed by Lo et al. (1991). A
SOM functions on nodes organized according to
a given topology (usually 2-dimensional). The
nodes are made up by vectors of some higher di-
mensionality, directly comparable to vectors rep-
resenting training samples. The properties of the
nodes are gradually changed during a pre-defined
number of epochs, making the nodes more similar
to the training samples. Changing one data point
(node) will also affect its neighboring nodes, in a
fashion inspired by biological systems in which
neurons with similar functions organize in the
same areas.

This process is illustrated in Figure 1, where
25x25 nodes are represented as vectors with three
dimensions, each with values between O and 1.
The training samples consist of a set of fixed col-
ors, encoded as RGB (red, green, and blue) val-
ues. After the end of training, the grid has “self-
organized* into areas of similar colors. This is
accomplished by comparing each training sample
to each node, according to a distance metric, and
drawing the closest node (“the winner”) and its
neighborhood towards the training sample. The
samples are processed serially, and this is repeated
for n epochs, as outlined in Figure 2.

Samples can be of any dimensionality; the
higher the dimensionality, the more computation-
ally costly will each comparison be. The result-
ing map will group (self-organize) similar higI?f—6

1. Initialize nodes in the 2-dimensional topology.
2. (a) Sample all vectorized documents from the
training material in succession.
(b) Find the closest match in the node layout.
(c) Update this matching node and its neigh-
bors to be closer to the sample.
3. Reduce learning rate and/or neighborhood size.
4. Return to Step 2 until end of all epochs.

Figure 2: SOM algorithm.

dimensional vectors together, that can be visu-
ally inspected in the original topology, a low-
dimensional space. Hence a feat of cartography in
the landscape of documents is achieved, not only
because documents are found in the same areas on
the map, but also because the distances between
nodes are visible with color shadings or contour
plots. In this way differences in high-dimensional
space become apparent in lower dimensions, cre-
ating a dimensionality reduction.

Hyo6tyniemi (1996) used a SOM to extract fea-
tures for document representation, based on the
clustering of character trigrams, arguing that this
would account better for linguistic features.

Eyassu and Gambick (2005) and Asker et al.
(2009) used Self-Organizing Maps to classify
Ambharic news text. Categorized by experts, each
document in the training corpus was associated
with a query. A merged query and document ma-
trix (i.e., the vector representation of the collec-
tion) was used for training the SOM. They report
using many epochs (up to 20,000) and achieved
classification accuracies in line with comparable
methods such as Latent Semantic Indexing (Deer-
wester et al., 1990).

In order to use the SOM for a supervised classi-
fication task, consisting of a training and test cor-
pus, it is necessary to establish a mechanism by
which to ascribe a label to each of the test sam-
ples, i. e., what class membership (label) to predict
for the sample in question. During classification, a
test sample will be compared to the 2-dimensional
grid to find its winning node, just like in training.

Going from a winning node to a prediction re-
quires attribution of labels to individual nodes.
One way to choose the label to be attributed
by a node is to assign the test sample all cate-
gories found in the node. Saarikoski (2009) and
Saarikoski et al. (2011) suggested another straight-
forward method by which the label prediction is
taken as the most frequent label, i.e., is selected
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Figure 3: Example of SOM clustering with ma-
jority voting. Yellow labels from training corpus,
magenta labels from test corpus.

by majority vote of the class labels of all train-
ing samples that had this node as winner. In
the last run of the SOM, the Best-Matching Unit
(BMU) of each training sample in the final epoch
is recorded.

For empty nodes, being no sample’s BMU, the
next closest n nodes (the BMUs being the clos-
est) are investigated for training samples until a
non-empty node is found. The prediction is made
according to the most frequent label of this node.

This process is illustrated with Figure 3, where
each square represents a node (so a 2x2 SOM).
Two of the four nodes have documents attaching
to them. The yellow labels are from the training
corpus, and the magenta from test samples. The
SOM classifies test documents correctly, if their
labels match that attributed to them by the node.

In the bottom-left node, both matching training
samples (2 in yellow) had the label acq (acquisi-
tions), which would be the prediction of this node.
The one test sample (1 in magenta) that had this
node as its BMU was also labeled acg, i.e., a cor-
rect prediction.

For the top-right node, the figure shows that the
four training samples were split between money-
fx (2), money-supply (1) and interest (1). By ma-
jority voting, the predicted label of the node be-
comes money-fx. However, the five test samples
were all labeled interest, and all of them would
thus be falsely classified (as money-fx). 37

3 Data

The Reuters Corpus (Lewis et al., 2004) has been
used extensively for text classification research.
For easier comparison of results, several ways
of processing the corpus have been established.
Those pertain to the corpus subsets, and a spe-
cific split of it into training and test sets called the
ModApté split (Lewis, 1997).

A further much used split means dividing the
ModApté into either the ten most frequent cat-
egories, the categories with at least one positive
training and one test example (90), or the cate-
gories with at least one training example (115).

The split with the 90 categories with at least
one positive training and test example is some-
what confusingly called AptéMod by Yang and
Liu (1999), while Debole and Sebastiani (2004)
refer to it as the R(90) subset of the ModApté
split. Elsewhere, the R(90) split with 10,789 docu-
ments is also called ModApté (Yang et al., 2009;
Chen et al., 2004; Saarikoski et al., 2011).

The Natural Language Toolkit (NLTK) in-
terface (Loper and Bird, 2002) to the Reuters
Corpus provides the AptéMod split as com-
prised by 7,769 training examples and 3,019
test instances. The category frequencies are
[9160, 1173, 255,91,52,27,9,7,5,3,2,1,0,2, 1],
i.e., 9,160 documents with just one category,
1,173 with two, etc. A plot of the log-frequency
of categories is shown in Figure 4.

The NLTK interface provides a data structure
where the raw text and categories are indexed on
filenames. This was used in the present work, and
the documents were transformed into a matrix of
TF-IDF values, i.e., the product of the Term Fre-
quency (the occurrence of the term in the docu-
ment) and the Inverse Document Frequency (the
log of the number of documents containing this
term). A term can be any n-gram.

The corpus is comprised of text documents
with 0 to 15 different category labels. The
five most frequent labels of the 90 categories in
the ModApté split have the following counts:
(3923, 2292, 374, 326, 309], totalling 7,224 of the
9,160 documents. The skewed distribution means
that accuracy on the entire corpus is not al-
ways a good measure of classifier performance, as
the performance on less frequent categories may
drown in the larger categories. The distinction be-
tween micro- and macroaveraging mitigates this.

The microaverage averages over the categories
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Figure 4: Log-frequencies of categories in the
Reuters Corpus. Log of 0 set to 0.

to be classified within an experiment counting all
correct predictions in one pool and dividing by the
number of classified documents. This is expressed
in Equation 1 where ¢ denotes the number of cor-
rectly classified documents and n the total number
of documents.

Microaverage = € (D)
n

This measure will be skewed towards larger
classes: Consider a classifier that classifies one
large category with 90 documents 100% correctly,
whereas 10 other classes with one document each
were all wrong. That would give a microaverage
of 90%, even though most categories were com-
pletely wrong.

The macroaverage is a measure that is weighted
with relative size, expressed formally in Equa-
tion 2 where ¢; and n; are the number of correctly
classified documents belonging to class j and the
total number of documents in that class, resp.

s o
7

|Classes|

2)

Macroaverage =

In the same way as for accuracy, micro- and
macroaverages can be calculated for precision, re-
call and F-score. However, when the classification
problem is framed as a one-of classification, i.e.,
when all documents in the test set belong to ex-
actly one class, the microaveraged F-score will be
the same as the accuracy, because the number of
false positives and false negatives will always be
the same. If a document is classified with a label
it does not have, it will be a false positive in that
class, but also a false negative in the class it cor-
rectly belongs to (Manning et al., 2008). 38

4 Implementation

The Self-Organizing Map algorithm was imple-
mented in MPI (mpidpy)! and Python, and run
on a Portable Batch System (PBS)? scheduler. A
quadratic layout of nodes was used for the exper-
iments. Samples were processed serially, but for
each sample, the vector comparisons and updating
of nodes were done in parallel. The availability of
large-scale High-Performance Computing (HPC),
facilitated feasibility of the “on-line” version of
the SOM algorithm. “On-line” as weights are up-
dated after processing of each training sample, as
formulated in Figure 2.

Methods for reducing computational cost in-
clude using a two-step approach (i.e., a SOM
on the output of another SOM) (Kohonen et al.,
1996), or formulating a “batch-SOM” algorithm.
These methods contrast the “on-line” version by
updating all node weights in one operation per
epoch. See Lawrence et al. (1999) and Patel et al.
(2015) for parallel batch-SOM implementations.
Fort et al. (2002) compared the approaches and
noted some problems with the batch formulation,
e. g., initialization sensitivity, while it had advan-
tages in terms of speed and efficiency.

In the on-line formulation, vector comparisons
and updates are run per training sample, increas-
ing linearly with the number of training samples.
In turn, the vector comparisons increase with the
number of nodes in the grid. Vector comparisons
are costly, and therefore lend themselves well to
parallelization. Hence, the parallel on-line imple-
mentation used in these experiments is sensitive
to a large amount of training samples, but well
equipped to handle large SOM topologies.

Each experiment in Section 5 was defined in a
configuration file, where parameters such as the
size of the grid, the number of iterations, the learn-
ing rate and the size of the initial neighborhood
radius were specified, as well as details about
the vectorization of training data. The neighbor-
hood surrounding each BMU was defined by a
diminishing-by-epoch radius, with a configurable
initial size. The radius was reduced by exponen-
tial decay, as was the learning rate, i. e., the degree
to which Best-Matching Units were updated to be
similar to training samples.

The vectorization of documents was done with
scikit-learn (Pedregosa et al., 2011), offering

"http://mpidpy.scipy.org/
’Both OpenPBS and PBS Professional were used.



a large selection of convenient vectorizers that
swiftly transform test documents into the same
vector form as the training corpus. In these exper-
iments, the TFIDF transformer was used for vec-
torization. Similarly the library offers a number of
metrics for vector comparison, such as Euclidean,
Hamming or Chebichev distances. An Euclidean
distance metric was used for all the following ex-
periments. The implementation was fully modular
with regard to the choice of these methods.

5 Experiments

Two rounds of experiments were carried out. The
first experiments were conducted with the same
vectorization parameters on five different grid
sizes; 8x8, 16x16, 32x32, 64x64, and 128x128
(i.e., from 64 to 16,384 nodes) on the Top 10 cate-
gories of the Reuters Corpus, comparing execution
times for grid configurations with increasing num-
bers of parallel processes. The second round of ex-
periments was done on the entire AptéMod split
(90 categories), investigating the effect on classi-
fication performance of varying grid sizes by the
same amount. In both rounds of experiments, the
SOM was configured with an initial learning rate
of 0.10 and an initial neighborhood radius of a
quarter of the grid dimension.

In order to focus experiments on the one-of
classification problem, the training and test cor-
pora were limited to documents with only one
category when classifying the Top 10 categories.
When using majority voting for prediction, the
method would not benefit from the added infor-
mation that some documents have more classes, as
less frequent classes in each node could be voted
down. Using documents restricted to one label
could therefore bring about better separation in the
Self-Organizing Map.

5.1 Top 10 Categories

In these experiments, the documents were limited
to those belonging to the Top 10 categories. Doc-
uments were vectorized into 33,120 dimensions.
Each vector consists of the TFIDF values for the
ngrams ranging from 1 to 7, with a cut-off fre-
quency of 5 (i.e., ignoring dictionary terms with
a frequency below this threshold). The number of
documents labeled with these categories are listed
in Table 1.

The first experiments are summarized in Ta-
ble 2. While we did not exhaustively experimen?

Category name Num. train Num test
earn 2840 1083
acq 1596 696
money-fx 222 87
crude 253 121
trade 250 76
interest 191 81
ship 108 36
sugar 97 25
coffee 90 22
grain 41 10

Table 1: Number of training/test samples in Top 10
categories of the AptéMod restricted to documents
with only one category.

Grid size 8x8 16x16 32x32 64x64 128x128
Microavg. 0.80 0.89 0.89 0.85 0.80
Macroavg. 0.52  0.79 0.82 0.78 0.75
Processes 8 64 256 1024 2048
Hours 0.5 1 2 4.5 11.5

Table 2: Classification scores for Reuters Corpus
(Top 10 categories) across grid sizes.

with the optimal number of parallel processes for
all experiments — i. e., finding the sweet spot be-
yond which new processes do not mean a speed-up
due to overhead costs — we did one experiment
on creating the same SOM (identical parameters)
with a different amount of nodes processes in use
on the High-Performance Computing (HPC) grid.
The experiment compared creating a SOM with a
16x16 node grid, computed with 64 processes over
4 nodes (the same as in Table 2), to running it all
on just one node, with parallel 16 processes. The
former (64 parallel processes) took 1 hour to com-
plete vs. 4 hours when running on only one node
(16 processes).

5.2 All Categories

The second group of experiments was conducted
on all (90) categories, summarized in Table 3.

Grid size 8x8 16x16 32x32 64x64 128x128
Microavg. 0.65 0.75 0.78 0.77 0.76
Macroavg. 0.07  0.13 0.25 0.25 0.30

Table 3: Classification scores for Reuters Corpus
(all categories).
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Figure 5: Development of SOM Top 10 categories
vectorized with 33,120 dimensions, 32x32 grid
and 100 iterations.

In these experiments, documents were vectorized
into 19,092 dimensions. Each vector was com-
prised by TF-IDF values for ngrams ranging from
1 to 7, with a cut-off frequency of 10. While doc-
uments both in training and test sets could have
multiple labels, each label was treated individually
when predicting and scoring, as a series of single-
label classification problems.

5.3 Visualization of SOM Development

Figure 5 shows the development of a Self-
Organizing Map with a grid size of 32x32 from
the experiments on the Top 10 categories. Dur-
ing the first iteration steps, the radius of the ini-
tial neighborhood is clearly visible before the grid
self-organizes into a map. Each node is repre-
sented by a vector with the same dimensionality
as the vectorized documents; these node vectors
were reduced to four dimensions using Principal
Component Analysis (PCA) (Jolliffe, 1986).

The four values were then used to encode a
color in the Matplotlib library (Hunter, 2007), dis-
playing each node as a color grading. The library
accepts vectors of both three and four dimensions
to create colors, so in order to retain more of the
variance in the original node vectors, the vectors
were reduced to four dimensions. Similarity in
colors visualize similarity between vectors in the
same area. Document labels verify that these areas
represent texts belonging to the same categories.40

Figure 6: Annotated SOM with grid size 8x8 of
the Top 10 categories, with highlighted excerpts.
Training samples yellow, test samples magenta.

(a) top-left (purple) (b) bottom-left (green)

(c) middle (blue)

Figure 7: Excerpts from Figure 6 showing how
document categories cluster.

5.4 Visualization of Resulting SOMs

Figure 6 shows a completed Self-Organizing Map
annotated with the categories of the training (yel-
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Figure 8: Various size SOMs, Top 10 categories.

low) and the test (magenta) samples.

The 8x8 map is used for illustration here since
it is easier to show the contents of grid cells in this
format. As the number of nodes grows larger, it is
difficult to fit the areas in one frame.

Three excerpts of the 8x8 SOM of Figure 6 are
detailed in Figure 7. Starting with Figure 7a, the
cell in the top left corner of the map has three
training corpus labels attaching to it, acq (41 doc-
uments), earn (3) and interest (1); and 14 docu-
ments from the test corpus, all with the category
acq. Majority voting among the training samples
assigns the category acq to the node and hence en-
sures that all of the test samples are labeled cor-
rectly.

In Figure 7b, all documents — both from the
training and test corpora — have the label earn, so
classification is straight-forward (and correct).

Finally, the four nodes in Figure 7c have at-
tracted documents with multiple labels. The fig-
ure shows four cells, each representing a node in
the SOM. The yellow training labels are sorted in
decreasing order from the left bottom up, and the
magenta test labels in decreasing order from the
left top corner of the cell.

The labels with the highest frequency both in
the training and test corpora match all four cells
in Figure 7c (interest, coffee, money-fx and crude).
Thus, these labels from the training corpus are the
predictions for each node, and the set of correctly
predicted test samples, respectively.

In addition to the most frequent labels, the lists
in Figure 7c share many other members, indicating

that the clustered documents have more properties
41

in common.

(a) 8x8 (b) 16x16 (c) 32x32 |

(d) 64x64

(e) 128x128

Figure 9: Various size SOMs, all categories.

The final maps for the Top 10 category and all
category runs are shown in Figures 8 and 9. In the
larger maps there are fewer categories attaching
to each node, both from training and test corpus.
As can be seen from the results in Tables 2 and 3,
macroaveraged F-scores increase as the grid sizes
increase. With fewer categories per node, smaller
categories have a better chance of being the major-
ity category of a node, enabling the SOM to pre-
dict that node.

Figure 8d shows a SOM with grid size 64x64.
On the left side of the picture, a light green area
is visible. The green area is populated by doc-
uments labeled crude, going into an area labeled
earn as the area turns gray in the vertical direction.
Likewise, in the middle of the figure, areas pop-
ulated by interest neighbor areas labeled money-
supply. The map images are too large to include,
and hence left out from the present paper.

Figure 10 complements the information of the
color shadings. The heatmap shows the amount
of documents attached to each node (having the
node as their BMU). This number is not visible
from the color gradings of the map Visualization,
and offers insight into the relative size of these ar-
eas. The Unified Distance Matrix (UDM) shows
the differences between the nodes on the map. The
UDM is computed by taking the average distance
between each node and its immediate neighbors
in 2D space. High distances between nodes are
shown as peaks in Figure 10b, and low areas rep-
resent clusters of similar vectors. Comparing Fig-
ures 8d and 10a, the flat area on the UDM reflects
the large area in the bottom right corner in the
same gray shading.
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Figure 10: Heatmap and Unified Distance Matrix
of SOM with grid size 64x64. Top 10 categories.

6 Discussion and Related Work

Using the unsupervised Self-Organizing Map ap-
proach we observe relations between categories,
both through clusters of documents belonging to
similar categories being placed next to each other
on the map, and also in terms of some nodes in the
SOM attracting separate documents with themati-
cally adjacent labels as their Best-Matching Unit,
such as money-fx and interest. This could be a re-
flection of these documents being in a thematical
intersection between topics, or outright belonging
to both.

Wermter and Hung (2002) integrated the SOM
with WordNet-based (Miller, 1995) semantic net-
works for doing classification on the Reuters Cor-
pus. Documents were represented by significance
vectors, i.e., the degree to which the documents
belong to certain preassigned topics, that were in
turn calculated from the importance of words in
each category.

Saarikoski (2009) performed several experi-
ments on using Self-Organizing Maps for 142

formation Retrieval and document classification
(Saarikoski et al., 2011), comparing the algorithm
to other machine learning techniques. While they
explained how the SOM was applied to the prob-
lem, some factors that affect classification perfor-
mance were unaccounted for, such as the param-
eters for the SOM creation, notable grid size and
learning rate. Restricting the classification to the
Top 10 categories (by frequency) their best exper-
iments had micro- and macroaverages of 93.2%
and 83.5%, respectively.

Interestingly, Saarikoski et al. (2011) report that
a Naive Bayes classifier outscored all other meth-
ods on the data (95.2% and 90.4%), results that
also significantly beat the findings of Dumais et al.
(1998), who reported only 81.5% accuracy for the
Naive Bayes method. This discrepancy is likely
due to a difference in scoring, as Dumais et al.
(1998) reported break-even scores (motivated by
comparability with other research), as opposed to
Saarikoski et al. (2011) that gave true accuracy
scores without any adjustment for precision-recall
trade-off. The break-even point is where the pre-
cision is equal to recall, the point at which false
positive and negative mis-classifications are done
at the same rate.

Saarikoski et al. (2011) noticed how the costly
training of SOMs is followed by cheap testing of
new instances when doing classification, and sug-
gested using multiple maps for multi-label clas-
sification, or alternatively using the three near-
est labels for a new instance. This would, how-
ever, assume that all documents should have the
same amount of labels in multi-label classification,
which clearly is not the case in general. Still, it
is possible to equip each node with a notion of
label distribution, among its BMU training sam-
ples, possibly within a region (neighborhood) of
the BMU.

While we did not see an increase in the one-
of classification when the Self-Organizing Map
topologies went above 32x32 nodes, it is likely
that the multi-label problem benefits from a larger
amount of nodes, offering finer granularity.

7 Conclusion and Future Work

In this paper we have used a parallel implemen-
tation of an “on-line” Self-Organizing Map al-
gorithm on a well-researched classification task.
Expanding the analysis offered in comparable re-
search, we have explored how the grid size of the



SOM affects classification performance. We ob-
serve that classification performance increases up
to the size of 32x32 nodes, and then deteriorates
for the vectorizations used in the experiments. The
paper offers extensive details on the parameters
used to create the SOMs.

Using the Self-Organizing Map analysis, we
observe underlying relations between documents,
visible in 2D space, although represented with
high-dimensional vectors. In the Self-Organizing
Maps, similarities between labels as well as simi-
larities between individual documents are visible.
We therefore argue that the simplification of the
multi-label classification task to a cascade of bi-
nary classification tasks is not plausible for the
Reuters Corpus, because of the presence of rela-
tions between labels.

Further research into the multi-label problem
and its relation to large-topology Self-Organizing
Maps is prudent, given the findings of the present
work. Devising a fair evaluation scheme for mea-
suring the accuracy of SOM classifiers that at-
tribute many labels to each document instance as
a multi-label problem, is still an open question.
Similarly, it is also an open question which method
to use to decide how many labels to attribute to a
new training instance. It is a natural next step to
run more experiments on attributing several labels
to documents in one operation and comparing that
to running a series of binary classifications, as in
the experiments presented in this paper.

Having implemented the Self-Organizing Map
algorithm in a highly modular fashion, we would
also like to experiment with both a) using differ-
ent vectorizers and b) applying different distances
metrics, in order to investigate their impact on
classification results. Wermter and Hung (2002)
reported good results on integrating other knowl-
edge sources in vectorization, calling for a system-
atic comparison to purely data-driven vector trans-
formers, and to hybrids between knowledge- and
data-driven vectorizers.
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Abstract

The problem of Word Sense Disambiguation
(WSD) can be defined as the task of assigning the
most appropriate sense to the polysemous word
within a given context. Many supervised,
unsupervised and semi-supervised approaches
have been devised to deal with this problem,
particularly, for the English language. However,
this is not the case for Hindi language, where not
much work has been done. In this paper, a new
approach has been developed to perform
disambiguation in Hindi language. For training
the system, the text in Hindi language is
converted into Hyperspace Analogue to
Language (HAL) vectors, thereby, mapping each
word into a high-dimensional space. We also deal
with the fuzziness involved in disambiguation of
words. We apply Fuzzy C-Means Clustering
algorithm to form clusters denoting the various
contexts in which the polysemous word may
occur. The test data is then mapped into the high
dimensional space created during the training
phase. We test our approach on the corpus created
using Hindi news articles and Wikipedia. We
compare our approach with other significant
approaches available in the literature and the
experimental results indicate that our approach
outperforms all the previous works done for
Hindi Language.

1. Introduction:
Words in a language may carry more than one
sense. Human beings can easily decipher the
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context in which the word is being used in a
sentence. However, the same cannot be said for
the machines. Various applications like speech
processing, text processing, search engines, etc,
in order to function properly, need to figure out
the sense of the word. Thus there is a need for
word sense disambiguation for correctly
interpreting the meaning of a sentence written in
natural language.

Given a word and its possible senses, as defined
in a knowledge base, the problem of Word Sense
Disambiguation (WSD) can be defined as the
process of identifying which sense of a word (i.e.
meaning) is used in a sentence, when the word
has multiple meanings. It was first formulated as
a distinct computational task during the early
days of machine translation in the 1940s, making
it one of the oldest problems in computational
linguistics.

Warren Weaver (1949), in his famous 1949
memorandum on translation, first introduced the
problem in a computational context. Early
researchers understood the significance and
difficulty of WSD well. Since then there have
been various approaches for handling the
problem of Word Sense Disambiguation.
Majorly, WSD can be done using Knowledge
Based Approaches (Navigli, 2009), Machine
Based Approaches (Navigli, 2009) and Hybrid
Approach (Navigli, 2009). Knowledge-based
methods rely primarily on dictionaries, thesauri,
and lexical knowledge bases, without using any
corpus evidence. Lesk Algorithm (1986) is a
classical approach based on Knowledge bases.

D § Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 49-58,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



Semi-supervised or minimally  supervised
methods make use of a secondary source of
knowledge such as a small annotated corpus as
seed data in a bootstrapping process, or a word-
aligned bilingual corpus. Yarowsky Algorithm
(1995) is based on this approach. Supervised
methods make use of sense-annotated corpora to
train from while unsupervised methods (Schitze,
1998) are based on the assumption that similar
senses occur in similar contexts, and thus senses
can be induced from text by clustering word
occurrences using some measure of similarity of
context.

Although much work is available for WSD in
English language, but for Hindi language very
few research works have been contributed.
Sinha, Reddy and Bhattacharya (2012) did a
statistical approach towards Word Sense
Disambiguation in Hindi. In their work, a set of
context words are selected using the surrounding
window and for each sense w of a word, a
semantic bag is created by referring to the Hindi
WordNet®  (hypernymy, hyponymy and
meronymy). They claim that sense of the word
that has the maximum overlap between the
context bag and the semantic bag is the correct
sense. But, their system does not detect the
underlying  similarity in  presence  of
morphological variations. Kumari and Singh
(2013) used genetic algorithm to perform word
sense disambiguation on Hindi nouns. Genetic
algorithm is a heuristic search algorithm used to
find approximate solutions to optimization and
search problems using techniques inspired by
evolutionary biology. But in their work, the recall
values associated with the algorithm depend upon
the genetic parameters chosen for evaluation and
therefore is not universally applicable. Yadav and
Vishwakarma (2013) use association rules to first
mine the itemsets depending upon the context of
the ambiguous word and then mine the
association rule corresponding to the most
frequent itemset.
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Tomar et al. (2013) use the technique of PLSA
for making ‘k’ clusters representing the senses or
the different contexts of the word. The clusters
are then further enriched using the Hindi
WordNet®. The cluster with which the maximum
similarity score (cosine distance) is obtained
gives the correct sense of the ambiguous word.
The performance of their work varies linearly
with the amount of training data used. In (2013),
Jain, Yadav and Tayal used graph based approach
for Word Sense Disambiguation in Hindi Text.
Here, to construct a graph for the sentence each
sense of the ambiguous word is taken as a source
node and all the paths which connect the sense to
other words present in the sentence are added.
The importance of nodes in the constructed graph
is identified using node neighbor based measures
and graph clustering based measures. This
method disambiguates all open class words and
disambiguates all the words present in the
sentence simultaneously.

In (2005) , Hao Chen, Tingting He, Donghong Ji
and Changgin Quan used an unsupervised
approach, for disambiguating words in Chinese
Language, where contexts that include
ambiguous words are converted into vectors by
means of a second-order context method, and
these context vectors are then clustered by the k-
means clustering algorithm and lastly, the
ambiguous words can be disambiguated after a
similarity calculation process is completed. But,
the K-means clustering limits the word to belong
to only one cluster and hence also limits the
accuracy of Word Sense Disambiguation. After
going through the literature survey, we found that
all the methodologies for WSD used till date do
not take into account the fuzziness involved in
disambiguation of the words.

In this paper, we develop an approach whereby
we first train our system taking Hindi newspaper
and Wikipedia articles as input and use
Hyperspace Analogue to Language model to
convert Hindi words into vectors, representing
points in the high dimensional Hyperspace.



Fuzzy C-Means Clustering is then applied to get
the clusters where each word may belong to more
than one cluster with an associated membership
value. The words belonging to one context are
grouped together in a cluster. The polysemous
words belong to more than one cluster, each
cluster corresponding to the possible sense of that
word. Once the training of the system is
complete, the test data containing the polysemous
word is processed using Hyperspace Analogue to
Language (HAL) model to map the polysemous
word of the test data as a point in the hyperspace
created in the training phase. Then, Euclidean
Distance is calculated between this point and all
the cluster centers and the nearest cluster
corresponds to the sense of the polysemous word
used in the test data. And similar computation can
be easily performed for each polysemous word of
the test data in order to determine the correct
sense of that word.

We tested our approach using Netbeans IDE to
develop a Hyperspace Analogue to Language
(HAL) Model and MATLAB for construction of
fuzzy clusters and finding the nearest cluster. The
results obtained were compared with all of the
previous approaches and our approach shows the
best results.

The remainder of the paper is organized as
follows: Section 2 provides a review of
Hyperspace Analogue to Language, Fuzzy Logic
and Fuzzy C-Means Clustering Algorithm.
Section 3 describes the specifics of the proposed
algorithm to carry out word sense
disambiguation. Section 4 illustrates the
application of the proposed approach on a small
data set. Section 5 describes the experimental
results obtained for our approach and the
compares it with already existing techniques for
Word Sense Disambiguation for Hindi language.
Finally, the last section concludes the paper, and
makes some suggestions for future work.

2 Preliminaries:
2.1 Hyperspace Analogue to Language (HAL):
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Hyperspace Analogue to Language is a numeric
method developed by Kevin Lund and Curt
Burgess (1996) for analyzing text. It does so by
running a sliding window of fixed length across a
text, calculating a matrix of word co-occurrence
values along the way. The basic premise that the
work relies on is that words with similar
meanings repeatedly occur closely (also known
as co-occurrence).

Given a N word vocabulary, the HAL space is a
N x N matrix constructed by moving a window
of length 1 over the corpus by one word
increments. Given two words W1 and W2, whose
distance within the window is d, the weight of
association between them is computed by I — d +
1. After traversing the corpus, an accumulated co-
occurrence matrix for all the words in a target
vocabulary is produced. HAL is direction
sensitive: the co-occurrence information for
words preceding each word and co-occurrence
information for words following each word are
recorded separately by row and column vectors.
2.1.1 Hlustration:

Consider the following piece of Hindi Text:
“oqRa T T feeet 21 faeeft ¥ oM o @

%l”

HAL Matrix constructed is as follows:

aa | Tee | feeft | | @
TStar | 4 - - - -
foeett 4 8 - - -
it - - 4 - -
&t - - 1 4 |-

Taking a window of size 6, we consider all the
words that are lying before and after the focus
word but within the context window. For

example, consider the word “““@”. The distance



between ‘@’ and “@wr” in the sentence given

above is 3. So the value of the cell(z, =) = 6-
3+1=4.

2.2 Fuzzy Logic:

Fuzzy logic (2005) is a form of many-valued
logic; it deals with reasoning that is approximate
rather than fixed and exact. Compared to
traditional binary sets (where variables may take
on true or false values), fuzzy logic variables may
have a truth value that ranges in degree between
0 and 1. Fuzzy logic has been extended to handle
the concept of partial truth, where the truth value
may range between completely true and
completely false (1999). The term fuzzy logic
was introduced with the 1965 proposal of fuzzy
set theory by Lotfi A. Zadeh (1965). Fuzzy logic
has been applied to many fields, from control
theory to artificial intelligence.

2.3 Fuzzy C-Means Clustering:

Data clustering is the process of dividing data
elements into classes or clusters so that items in
the same class are as similar as possible, and
items in different classes are as dissimilar as
possible. Depending on the nature of the data and
the purpose for which clustering is being used,
different measures of similarity may be used to
place items into classes, where the similarity
measure controls how the clusters are formed.
Some examples of measures that can be used as
in clustering include distance, connectivity, and
intensity.

In hard clustering, data is divided into distinct
clusters, where each data element belongs to
exactly one cluster. In fuzzy clustering (also
referred to as soft clustering), data elements can
belong to more than one cluster, and associated
with each element is a set of membership levels.
These indicate the strength of the association
between that data element and a particular cluster.
Fuzzy clustering is a process of assigning these
membership levels, and then using them to assign
data elements to one or more clusters. Thus,
points on the edge of a cluster, may be in the
cluster to a lesser degree than points in the center
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of cluster. In (Ross, 2004), Fuzzy C-Means
(FCM) is described as a method of clustering
which allows one piece of data to belong to two
or more clusters. It is based on minimization of
the following objective function:

Jm = ?,:12]6':1”3'1 [l % — Cj||2
where m is any real number greater than 1, uj; is
the degree of membership of x; in the cluster j, X
is the i" of d-dimensional measured data, ¢; is the
d-dimension center of the cluster, and ||*|| is any
norm expressing the similarity between any
measured data and the center. Fuzzy partitioning
is carried out through an iterative optimization of
the objective function shown above, with the
update of membership u;; and the cluster centers
cj by:

1

Uj =—————3— 2
[Ixj—cjll\m-1
(o 17
Zk:l(llxi—ckll)
N
o Zi=1u1i’;'l-xi 3
G = SN

i=1Uij

3. Proposed Approach:

The disambiguation process can be divided into
two phases- Training Phase and Testing Phase.
3.1 Training Phase

The Training Phase involves the use of
Hyperspace Analogue to Language model and
Fuzzy C-Means Clustering Algorithm to cluster
the words in the Q-dimensional space where Q is
the number of significant words in the training
document. Each cluster denotes the context in
which the ambiguous word may occur. Here, a
word can belong to more than one cluster, and
associated with each word is a set of membership
levels. More the membership value, more the
word belongs to that cluster. The flow chart of the
Training Phase is shown below:
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Figure 1: Training Phase
3.1.1 Training Document:
A set of documents were selected for the purpose
of collecting words and then building the clusters
of those words based on their co-occurrences.

Documents used for training included articles
from Hindi newspapers, magazines and
Wikipedia.

3.1.2 Hyperspace Analogue to Language:

In this phase, the training documents are
processed as per the Hyperspace Analogue to
Language Model. The algorithm for HAL (Lund
and Burgess, 1998) calculates HAL matrix
containing entries corresponding to all the unique
words occurred during the training of the system.
The matrix so generated is a N X N matrix where
N is the total number of unique words in the
training document set.

3.1.3 Dimension Reduction of the Matrix:

As mentioned previously, the training document
is a collection of the words, taken from a source
such as news articles, Wikipedia and magazines.
Some words are significant during the process of
disambiguation while the other words that are not
significant with respect to disambiguation

Normalization
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process are called as the stop words like & &,

@r,ﬁtuﬁm,ﬁ,mﬂg,?}m,m@ﬁﬁ etc.

Since the words are not significant with respect to
our disambiguation process, we can remove the
rows and columns corresponding to these words
from Hyperspace Analogue to Language (HAL)
Matrix that helps in reducing the dimensionality
of the Hyperspace Analogue to Language (HAL)
space and further mathematical processing of the
stop words. This reduction process reduces the
N X N dimensional HAL matrix into Q xQ
dimensional HAL matrix where Q is the number
of significant words in the training document
which are used for the disambiguation process.
3.1.4 Normalization:

The reduced HAL matrix is then normalized to
get the HAL vector corresponding to each
significant word.

In order to represent a Word as a Point in Q
dimensional space, we consider each word as a
concept:

Concept C = < Wy, Wep,, Wepys - WC,,Q>

where p;, p,... pn are called dimensions of C,
each corresponding to a unique word that forms a
dimension of the hyperspace and W, , denotes
the weight of p; in the vector representation of C.
In order to calculate weights, we normalize the
values in the HAL matrix.

Normalization Formula:

Weyp +We p;
We

iPj ngzl WCipk2+WCkpi2
Since we need to consider the correlation
between two given words irrespective of the
order in which those words appeared, we consider
both We; andWC].pi :

Therefore, by constructing a HAL space from
training document, concepts are represented as
weighted vectors in the high dimensional space,
whereby each word in the vocabulary of the



corpus gives rise to an axis in the corresponding
semantic space.

3.1.5 Fuzzy C-Means Clustering

The HAL vectors for Q words generated in the
previous step represent Q points in the
Q-dimensional space. These vectors are then fed
in as the input to the module implementing Fuzzy
C-Means Clustering algorithm. The output of the
Fuzzy Clustering module is a set of fuzzy clusters
each representing a context of the ambiguous

word. As is the nature of fuzzy clusters, a word
may belong to one or more clusters with different
membership values.

3.2 Testing Phase

This phase describes the disambiguation of the
senses of the target ambiguous word in the test
data. The flow diagram shown below describes
the process:

Dimension

Hyperspace
Analogue to

Test Data

HAL Matrix P

Reduction of the
Matrix

Language

of Word

Disambiguated Sense

]

Cluster Centers (from
trainina Phase)

Euclidean Distance
(Dissimilarity
Measure)

Reduced HAL Matrix

Normalization

| HAI _Vectors |

HAL Vector of the
Ambiguous word

Mapping the HAL
Vector of the
Ambiguous word as
per training data

Figure 2 Testing Phase

Given the test data, we apply HAL Model to get
the M x M HAL Matrix where M is the number
of unique words in the test data. The rows and
columns in the HAL matrix correspond to the
word in the test data. Dimension reduction and
Normalization process is applied in the manner
similar to the training phase to get the HAL
vectors of the words in the test data.

In order to apply dissimilarity measure for
disambiguation process in the Q-dimensional
Hyperspace, we need to map the M-dimensional
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HAL vector of the target ambiguous word to the
Q-dimensional vector in the Hyperspace
generated in the training phase.

The mapping process involves initializing the Q-
dimensional HAL vector of the ambiguous word
to all zeros and then finding the common words
in the training document and the test data. The
weights corresponding to the common words are
extracted from the M-dimensional HAL vector of
the test data and then these weights are
substituted in the Q-dimensional HAL vector of
the test data with respect to the indexes of the



words generated in the training phase. Hence, we
get the Q-dimensional HAL vector of the target
ambiguous word with respect to the test data
containing weights for common words and zeros
for the other dimensions.

In order to disambiguate the correct sense of the
target ambiguous word, Euclidean distance
between target word’s HAL vector and centers of
the clusters generated in the previous phase are
calculated one by one as follows:

d(p,q) = d(q,p)
= \/((h —p)?i+ (@ —p)* + -+ (CIQ _PQ)Z

The one with the minimum distance is then
chosen to be the most related cluster and hence
that corresponds to the most related sense.

4. lllustrative Example

The following example illustrates the proposed
technique for disambiguation for the polysemous
word ‘dR’.

The word R’ can have different senses as
follows:

* T 3711 T TAT I T AT oIS §IAIR ST oW ST
TEATAT AT & (Arrow)

o A& IT ST I fohadRT (Bank of River)

The training data for the above mentioned
ambiguous word can be found in the Appendix.
Training Data consists of total 91 words. After
removing the stop words we get 63 base words:
F, I, SATHTT, FIdGhTollol, g, dol, o, FTH
IR, AT, A,
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Using these base words, we form a HAL matrix
of dimensions 63 x 63 using the window of size
10. Normalization is carried out over the HAL
Matrix to get the HAL vectors corresponding to
each unique word. This was developed in the
code written in Java language using the NetBeans
Platform. Fuzzy C-Means Clustering is then
applied to the generated HAL Vectors. Two
clusters have been generated using code written
in the Matlab. The following snippet shows the
minimization of the objective function (using
Equation 1) in the process of generating the
clusters.

Iteration count 11, obj. fcn

12, obj. Ech

55.241587
55.241579

Iteration count = 1, obj. fcn = 68.610140
Iteration count = 2, obj. fcn = 55.431179
Iteration count = 3, obj. fcn = 55.283578
Iteration count = 4, obj. fcn = 55.253781
Iteration count = 5, obj. fcn = 55.245683
Iteration count = 6§, obj. fcn = 55.243071
Iteration count = 7, obj. fcn = 55.242142
Iteration count = 8, obj. fcn = 55.241794
Iteration count = 9, obj. fcn = 55.241660
Iteration count = 10, obj. fcn 55.241608

Iteration count
Figure 3: Minimization of the objective
function in fuzzy clustering

Once we get the clusters, we consider the test
data.
Refer to Appendix for test data used in this case.

The HAL vector (63 dimensional) is then
obtained for the ambiguous word &R. Euclidean
distance between the Test Vector and the two
cluster centers are calculated. The following
snapshot shows the two values.

calc dist =

0.9333
0.9337

Cluster 2 is hence obtained as the target sense of
the ambiguous word which means that the word
‘dR” here is correctly disambiguated as ‘Arrow’.



5. Results and Discussions

Since there is no standard corpus available for
Hindi language, we created our own corpus by
selecting relevant articles from Hindi Wikipedia
as well as Hindi language newspapers viz Dainik
Jagran, Nav Bharat Times etc.

The training data used consists of 3753 words in
total. A collection of polysemous words was
made and training data was collected depicting
the different contexts in which the word was used.
The formula for accuracy is given as follows:
Accuracy

_ Number of correctly disambiguated words

Total number of ambiguous occurrences

When the proposed technique for disambiguation
of Hindi Text was applied on the corpus, we
found an efficiency of nearly 79.16%. Our
technique, therefore, performs better than all the

previously used approaches used for performing
word sense disambiguation in Hindi language. It
can be noted that all the methodologies used till
date do not take into account the fuzziness
involved in disambiguation of the words. In this
paper, we use the concept of Fuzzy C-Means
Clustering to overcome this major drawback of
the previous approaches.

The following table shows the comparative
efficiency of our technique with the previous
techniques available in the literature that have
been used in Word Sense Disambiguation in the
Hindi language with their comparative
accuracies. Thus, we conclude that the results
obtained from our approach are better than all the
other approaches that currently exist in the Hindi
language and this is what makes it more
promising.

S.No. | Technigque Used Author

Year | Accuracy

Analysis for Unsupervised
Word Sense Disambiguation

1. Probabilistic  Latent Semantic [ Gaurav S Tomar, Manmeet Singh, | 2013 | 74.12%
Shishir Rai, Atul Kumar, Ratna Sanyal,
Sudip Sanyal[2]

Vishwakarma[13]

2. Lesk Algorithm Manish Sinha ,Mahesh Kumar, Reddy .R | 2012 | Varies from
,Pushpak Bhattacharyya , 40-70%
Prabhakar Pandey ,Laxmi Kashyap [9]

3. Association Rules Preeti Yadav, Sandeep | 2013 | 72%

Language

4. A Graph Based Approach to Word | Sandeep
Sense Disambiguation for Hindi [ Chanchal Kumar Vishwakarma[16]

Kumar Vishwakarma, | 2013 | 65.17%

6. Conclusion:

In this work, we have proposed a new approach
for Hindi Word Sense Disambiguation which
incorporates fuzzy measures. We found that
unlike the previous unsupervised approaches
which discard contexts into which an ambiguous
word may fall, the current approach retains the
fuzziness associated with the ambiguity, thereby,
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giving better results. Moreover, the technique
proposed by us is not language specific; it can be
extended to other languages as well. As is evident
from the results obtained by the use of HAL that
the context knowledge in context specific WSD
is very important and that world knowledge from
the surrounding words plays a very important role




in revealing the actual sense of the word in the
given context.

Thus, the above mentioned advantages make our
approach particularly promising. This approach
can be extended in the future to include semantic
relations from sources like Wikipedia and
Wordnet in the enrichment of clusters that will
lead to better accuracy for disambiguating a
polysemous word.
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Appendix:

Training Data: W%WW@%W@ s e
TSRt @101 ST FohTAT EHell 2] o T Hel T Seeid H1eig
wifeelt # firerdT 2| 39hd STR 3N XeaT 1 SRANT g e &
o 3 femtt X Frmtor-ahmet syafera sra@mr o e
TATER hale IR T ShTH & T st o, o off G St o]
A T ST T AR SATAT o7 371 I Syror-fmtarferr

Translation: Arrow () is a pointed instrument used with
the bow. Tracing the history, its first mention was in
‘Rigved’.The use of words ‘ishukrit’ and ‘ishukar’ signifies
that the people in those days were involved in the business
of Arrow(dfr( making. The pointed front part of the
arrow(x) was manufactured by Ironsmith while the rest
was made by other specialized manufacturer.

“+fioT 913 TR SEGTH ¥ T § Fleh <idl 8¢ IS
TR A TS H AT 6 A1 A3 SR S T I & Uk
T R| IR T SATUET TTfard ArT bt forfiar weg g 3iik
ITTIET B I o forw Tft sTeaahtferes U deishiicre wan
33T o ATEd GAHTOT Uef G STiersheor s 26t +ff See
EDIN

Translation: The Government of Uttarakhand has banned
the construction of new buildings due to heavy floods and
landslide in the region. The Government has also decided

to take all kinds of steps that includes providing financial
help to disaster prone people to overcome the big loss.

Test Data :3tfqr & ofit 3 fomior &1 aofa 2 | 7@ @
TG E AT & | TG FIH o 1T T TR IH hife o Mare
BT =R | 3 eI TR v B & | SEO A o T
ATTRT, TR IUART H G & | FHHT 1 Tt +ff S
AT 2 | AR e T F T G § i SR 30
ERRERIE IR

Translation: The art of arrow (@R) making is described in
‘Agnipuran’. It mentions that the arrow(st) is made up of
either iron or the wood. The material used should be a good
quality golden coloured wood. Feather like structure is
attached to the end of the arrow(d). Proper oiling of the
arrow should be done to enable ease of use. The pointed
front end of the arrow also has small amount of gold

attached to it. In past, Bow and arrow were used during war
times to kill the enemy
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Abstract

Unsupervised Word Sense Disambigua-
tion (WSD) is one of the challenging prob-
lems in natural language processing. Re-
cently, an unsupervised bilingual WSD ap-
proach has been proposed. This approach
uses context aware EM formulation for es-
timating the sense distribution by using
the co-occurrence counts of cross-linked
words in comparable corpora. WordNet-
based similarity measures are used for ap-
proximating the co-occurrence counts. In
this paper, we explore the feasibility of
the use of Word Embeddings for approx-
imating these counts, which is an exten-
sion to the existing approach. We evalu-
ated our approach for Hindi-Marathi lan-
guage pair, on Health domain. On us-
ing the combination of Word Embeddings
and WordNet-based similarity measures,
we observed 8.5% and 2.5% improvement
in the F-score of verbs and adjectives re-
spectively for Marathi and 7% improve-
ment in the F-score of adjectives for Hindi.
The experiments show that the combina-
tion of Word Embeddings and WordNet-
based similarity measures is a reasonable
approximation for the bilingual WSD.

1 Introduction

One of the well known research area in the field of
Natural Language Processing (NLP) is the word
sense disambiguation. Over the years, various
WSD algorithms are proposed. These algorithms
come under two broad categories, viz., Knowledge
based and Machine Learning based. Knowledge
based approaches rely on various lexical knowl-
edge resources like machine readable dictionaries,
ontologies, WordNets efc. Machine learning based
aBproaches are further classified as superviseé,5

S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on

semi-supervised and unsupervised. Supervised
WSD approaches (Lee et al., 2004; Ng and Lee,
1996) always perform better because of the avail-
ability of the sense-annotated data. However, the
cost of creation of the sense-annotated data limits
their applicability to only a few resource rich lan-
guages. On the other hand, semi-supervised ap-
proaches (Yarowsky, 1995; Khapra et al., 2010)
provide a fine balance in terms of resource re-
quirements and accuracy, but they still rely on
some amount of sense-annotated data. There-
fore, despite of the less accuracy, much focus
is given for unsupervised WSD algorithms (Diab
and Resnik, 2002; Kaji and Morimoto, 2002; Mi-
halcea et al.,, 2004; Jean, 2004; Khapra et al.,
2011). These algorithms do not need any sense-
annotated data for the disambiguation. Moreover,
they make use of lexical knowledge resources or
comparable/parallel corpora for training the al-
gorithm (Kaji and Morimoto, 2002; Diab and
Resnik, 2002; Specia et al., 2005; Lefever and
Hoste, 2010; Khapra et al., 2011).

Khapra et al. (2011) have shown that how two
resource deprived languages can help each other
in WSD without using any sense-annotated data
in either of the languages. Here, the intuition is
that, the sense distribution remains same across
languages when the comparable corpora is pro-
vided. They used the Expectation Maximization
(EM) based formulation for estimating the sense
distribution of words. Further, Bhingardive et al.
(2013) extended this approach and hypothesized
that, the co-occurrence sense distribution also re-
mains same across languages, given the compara-
ble corpora. Since, the co-occurrence counts re-
quire a large corpora, they approximate the co-
occurrence counts using WordNet-based similar-
ity measures. An improvement of 17% - 35% in
the F-Score of verbs was observed while the F-
Score was comparable for other POS categories.

In this paper, we propose to explore the use of
atural Language Processing, pages 59—64,
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distributional similarity measures as an approxi-
mation to the co-occurrence counts in Bhingardive
et al. (2013) approach. We used the cosine dis-
tance between the word embeddings of the words
as a similarity measure. These word embeddings
are obtained from a large monolingual corpus.

The roadmap of the paper is as follows. Section
2 covers the background work on Bilingual EM
Our extension of the Bilingual EM using distribu-
tional similarity is explained in Section 3. Section
4 gives detail about the experimental setup. Re-
sults are presented in section 5. Section 6 covers
discussion on the results. Related work is given
in section 7. Conclusion and future work are pre-
sented in section 8.

2 Bilingual EM using WordNet-based
Similarity

Bhingardive et al. (2013) extended the bilingual
EM approach (Khapra et al., 2011) and observed
that adding contextual information further helps
in the disambiguation process. Original bilingual
EM approach estimates the sense distribution
in one language by using the raw counts of the
cross-linked words from the other language using
EM algorithm. Bhingardive et al. (2013) modified
this approach by replacing the raw counts of the
words with the co-occurrence counts of the target
word and the context words. They approximated
the co-occurrence counts by using WordNet based
similarity measures to avoid the data sparsity.
The modified EM formulation with context
information is as follows:

E-Step:

> P(m,, (Syh)|v,b) - simi(v, b)

v,b
>N Py, (SPY)|a,b) - simi(a, b)

sk @b

i

P(8}" [u,a) =

where, S, S € synsets, (u)

a € context(u)

v € crosslinks,, (u, Sin)
b € crosslinks,, (a)

x € crosslinks,, (u, Sk

Here, u is the target word to be disambiguated, a
is the context word, 7, (S,fl) means the linked
synset of the sense S in Lo. simi(z,b) is the
WordNet based 51m11ar1ty over all senses of word®

z and b. crosslinks,_(u, Sfl) is the set of possi-
ble translations of the word ‘u’ from language L,
to Lo in the sense Sfl. crosslinks,_(a)is the set
of all possible translations of the word ‘a’ from
L4 to Lo in all its senses.

M-Step:

ZPTK‘L

\u, a) - simi(u, a)

P(S;?|v,b) =
ZZP ., ( (S12)|y, a) - simi(y,a)

L2 y,b

L
where, S2 S;? € synsets,, (v)

b € context(v)

u € crosslinks, (v, SJ-L2)

a € crosslinksr, (b)

y € crosslinks, (v, 512)

where, simi(y, a) is the WordNet based similarity
over all senses of words y and a.

Here, given a target word and its context in one
language, the probability of various senses of the
target word is calculated in that particular con-
text using their cross-links information from other
language. Synset aligned multilingual dictionary
(Mohanty et al., 2008) is used to find the cross-
links of the target word and its context words in
other language. The probability of the sense of
the target word given its context is estimated by
the modified EM formulation as mentioned ear-
lier. The maximum similarity over all senses of
the target word is chosen as the sense of the target
word. In this way, given the bilingual compara-
ble corpora and the synset aligned dictionary, con-
text aware EM formulation is used to estimate the
sense distributions in both the languages.

3 Our approach: Bilingual EM using
Distributional Similarity

Continuous word embeddings have recently
gained popularity in various NLP tasks like POS
Tagging, Named Entity Recognition, Semantic
Role Labeling, Sentiment Analysis, efc. (Col-
lobert et al., 2011; Tang et al., 2014). Word em-
beddings have shown to capture the syntactic and
semantic information about a word. In our ap-
proach, we look forward to use these word em-
beddings for the bilingual WSD and compare the
results with the existing approaches.



WSD Algorithm HIN-HEALTH

NOUN ADV ADJ VERB Overall
EM-C-DistSimi+WnSimi 59.32 6898 63.18 60.02 60.94
EM-C-DistSimi 59.59 69.20 63.87 55.73 61.09
EM-C-WnSimi 59.82 67.80 56.66 60.38 59.63
EM 60.68 67.48 5554 @ 25.29 58.16
WES 53.49 7324 55.16 38.64 54.46
RB 3252 45.08 3542 17.93 33.31

Table 1: Comparison(F-Score) of our approach (EM-C-DistSimi-WnSimi and EM-C-DistSimi) with

other WSD algorithms on Hindi-Health domain

WSD Algorithm MAR-HEALTH

NOUN ADV ADJ VERB Overall
EM-C-DistSimi+WnSimi  62.75 61.19 56.22  60.99 61.30
EM-C-DistSimi 63.09 61.82 55.60 43.69 58.92
EM-C-WnSimi 62.90 6254 53.63 5249 59.77
EM 63.88 58.88 5571  35.60 58.03
WEFS 59.35 67.32 38.12 34091 52.57
RB 33.83 3876 37.68 18.49 32.45

Table 2: Comparison(F-Score) of our approach (EM-C-DistSimi-WnSimi and EM-C-DistSimi) with

other WSD algorithms on Marathi-Health domain

Our formulation is based on Bhingardive et al.
(2013) formulation, where we use distributional
similarity measures along with WordNet based
similarity measures for finding the sense distribu-
tion. As shown previously, in E-step and M-step,
simi(v,b), simi(x,b), simi(u,a) and simi(y, a)
are computed as the distributional similarities (co-
sine distance) calculated from the large untagged
text.

4 Experimental setup

In this section, we describe various datasets used
in our experiments. We discuss how we obtained
word embeddings and evaluated their quality.

4.1 Datasets used for WSD

In our experiments, we used the same corpus as
used by Khapra et al. (2011) . This corpus is pub-
licly available' for Health domain.

4.2 Training Word Embeddings

The word embeddings were obtained using
word2vec? tool (Mikolov et al., 2013). This tool
provides two broad techniques for creating word
embeddings : Continuous Bag of Words (CBOW)

"http://www.cfilt.iitb.ac.in/wsd/annotated _corpus/

Zhttps://code.google.com/p/word2vec/ 7

and Skip-gram models. CBOW model predicts
the current word based on the surrounding con-
text whereas, the Skip-gram model tries to max-
imize the probability of seeing the context word
given the word under consideration (Mikolov et
al., 2013).

We have used the most widely used hyperpa-
rameter settings for training word embeddings.
The Skip-gram model is used with 300 dimensions
along with the window size equal to 5 (i.e. w = 5).

Word Embeddings for Hindi

For obtaining the word embeddings for Hindi, we
used Bojar et al. (2014) corpus. This corpus con-
tains around 812.6 million words along with POS
and lemma information. We have trained the word
embeddings using the lemmatized version of the
corpus.

Word Embeddings for Marathi

Marathi corpus was collected from various re-
sources like Web & Wikipedia dumps®, Leipzig
corpus* , Newspaper corpus from Maharashtra
Times ° & e-Sakal, © erc. This corpus contains

3http://ufal.mff.cuni.cz/ majlis/w2c/download.html
“http://corpora.uni-leipzig.de/
Shttp://maharashtratimes.indiatimes.com/
®http://online4.esakal.com/



approximately 26.3 million words. Marathi word
embeddings are trained on this corpus using the
same parameters as used for Hindi.

4.3 Evaluating the quality of Word
Embeddings

For evaluating the quality of both Hindi and
Marathi word embeddings, we have created a sim-
ilarity word pair dataset by translating the stan-
dard similarity word pair dataset (Finkelstein et
al., 2001) available for English. Three annotators
were instructed to give the score for each word-
pair based on the semantic similarity and relat-
edness. The scale was chosen between 0 - 10.
The least similar word-pair was given a score of
0, while the most similar word-pair was given
a score of 10. We calculated the average inter-
annotator agreement using Spearman’s correlation
coefficient. The embeddings giving the best Pear-
son’s correlation coefficient was used in our exper-
iments.

4.4 WSD Experiments

We performed WSD experiments on all content
words. The entire sentence was considered as the
context for the word to be disambiguated. Experi-
ments are performed on Hindi-Marathi health do-
main corpus.

The F-Score of the following WSD algorithms
are reported.

Random Baseline [RB]

This algorithm assigns the senses randomly to the
words to be disambiguated.

Wordnet First Sense [WFS]

WES baseline assigns the first listed sense in the
WordNet to the word irrespective of its context.

Basic EM [EM]

This is basic EM approach by Khapra et al., (2011)
which estimates the sense probability of a word in
one language by using the raw counts of its cross-
linked words in another language.

EM-C-WnSimi

This is an extended EM approach where Bhingar-
dive et al. (2013) modified the basic EM formula-
tion by adding the contextual information and us-

ing the WordNet based similarity for approximat-
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ing the co-occurrence counts.

EM-C-DistSimi

This is our approach where we modify the for-
mulation of Bhingardive et al. (2013) using the
distributional similarity measure for estimating the
sense distributions.

EM-C-DistSimi-WnSimi

This is also our approach where we use combina-
tion of distributional and WordNet similarity for
estimating the sense distributions.

5 Results

In this section, we discuss our results and compare
it with other WSD approaches. Table 1 and Table 2
show the results of our approach on Hindi-Health
and Marathi-Health domain respectively. Results
are given in terms of F-score. EM-C-DitSimi-
WnSimi and EM-C-DistSimi achieves better re-
sult as compared to EM-C-WnSimi and EM. Us-
ing EM-C-DistSimi-WnSimi approach, verb accu-
racy increases at the level 8.5% for Marathi and for
Hindi, it is very close to the existing approaches.
The adjective accuracy also improved by 7% for
Hindi and 2.5% for Marathi. Results for noun and
adverb are observed very close to the existing ap-
proaches. The overall F-Score obtained is compa-
rable. The results show that word embeddings can
be used as an approximation along with WordNet-
Based similarity measures for bilingual WSD.

6 Discussion

6.1 Poor performance for verbs using Word
Embeddings

It has been observed that if we use only distribu-
tional measure (EM-C-DistSimi) as an approxima-
tion then we get significant performance except for
verbs. We believe the reason that the word em-
beddings of verbs fail to capture the semantic in-
formation resulting in poor performance. There-
fore, the word embeddings of verb fails in finding
out relevant context words and choose its correct
sense. But if we use the combination of distri-
butional similarity and wordnet similarity then we
get better results for the same.

6.2 Misleading contexts

In our approach, we consider the entire sentence
as the context for performing WSD. As a result,
we end up choosing many context words which
causes topic drift. The approach needs to be care-



ful while selecting the context words for the dis-
ambiguation task.

7 Related work

Recently, several unsupervised WSD algorithms
have been proposed. McCarthy et. al (2004)
used distributional methods for finding the con-
text clues for unsupervised most frequent sense
detection. They have shown that MFS can be de-
tected without the need of any sense tagged cor-
pora. Only untagged text is used for finding the
predominant senses of words. Parallel or com-
parable corpora have also been explored for un-
superwised WSD (Diab and Resnik, 2002; Kaji
and Morimoto, 2002; Mihalcea et al., 2004; Jean,
2004; Khapra et al., 2011). Chen et. al (2014)
have presented a unified model which focused on
creating sense representations using word embed-
dings and used the same for the disambiguation

purpose.
8 Conclusion and Future Work

We explored the usefulness of word embeddings
from a bilingual WSD perspective. We used the
distributional similarity measure as an approxi-
mation to the co-occurrence counts in bilingual
EM Context based WSD. We found that the word
embeddings along with wordnet similarity mea-
sure are a reasonable approximation to the simple
co-occurrence counts. We also observed that the
word embeddings for verbs fail to capture the rel-
evant semantic information. Much focus is needed
on getting the good quality word embeddings for
verbs. We would also like to explore the strategies
for choosing the most informative context words
for disambiguation depending on the POS cate-
gory of the word.
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Compositionality in Bangla Compound Verbs and their Processing in
the Mental Lexicon
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Abstract

We conduct a cross-modal priming exper-
iment to determine the mental representa-
tion and access strategies for compound
verbs (CV) in Bangla. Analysis of reac-
tion time indicates that compositionality
among CVs triggers priming effects for
both the constituent verbs. On the other
hand non-compositional CVs exhibit
priming only for the polar verb. Thus,
compositional CVs are decomposed into
their constituent verbs during processing.
On the other hand, non-compositional
verb phrases are represented and accessed
as a whole in the minds of a Bangla
speaker. The reaction time data thus col-
lected are used to evaluate our vector
space model for compositionality judg-
ment.

1 Introduction

The term compositionality refers to the idea that
the meaning of a complex expression is derived
from (i) its structure and (ii) the meanings of its
constituents (refer to (Fodor and Pylyshyn, 1988)
for details). Compound verbs (henceforth CV) in
Bangla are known to exhibit continuum of com-
positionality. Thus, some of them are composi-
tional (khete bashA “sit to eat”), some are non-
compositional (jAliye mArA “to irritate”) and
some in between (ghure berAno “loitering”).

There is a considerable linguistic debate on
whether CVs are considered as two distinct words
connected by some syntagmatic rule or whether
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they form a single lexical unit (Paul, 2010;
Chakrabarti et al., 2008; Butt, 1995) and whether
semantic compositionality plays any role decid-
ing the above. These linguistically and computa-
tionally challenging issues play an important role
in developing lexical resources like WordNet
(Fellbaum, 2010).

Since, none of the linguistic arguments and
computational approaches has so far led to any
consensus, we here for the first time performed a
series of psycholinguistic experiments on Bangla
compound verbs to study and model how the men-
tal lexicon(ML), organize and process such com-
plex expressions. The term mental lexicon refers
to the storage of words in the human mind
(Aitchison, 2005). A clear understanding of the
structure and processing mechanism of CVs in the
ML may provide us insight about how to repre-
sent and process CVs in computational lexicons.
Further, the reaction time of the subjects for rec-
ognizing various lexical items under appropriate
conditioning may lead us to develop more robust
computational models of automatic identification
of CVs.

A plethora of works have been done to explore
the representation and processing of words in the
mental lexicon (refer to Seidenberg, 2012 to get a
detail account of it). Attempts have also been
made to study the processing of Bangla deriva-
tionally suffixed morphologically complex words
(Dasgupta et al., 2010; Dasgupta et al., 2012,
2014) and Bangla compound words (Dasgupta et
al., 2015). However, to the best of our knowledge

! MVSJSKH%E HWJHEMEPEW%QM Hrz%.héf AWPY¢h Intl. Conference on Natural Language Processing, pages 65-70,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



no such prior attempts have been made to psycho-
linguistically analyze the representation and pro-
cessing of the Bangla compound verbs.

Based on the above discussion, the objective of
this paper is to explore the semantic composition-
ality in Bangla CVs and its role in the possible
organization and processing of CVs in the ML.
Accordingly, we first use empirical techniques to
collect user judgment of compositionality for
Bangla CVs. Next, we perform the cross modal
priming experiment to understand the processing
of CVs ML. We found that Bangla CV exhibit
continuum of compositionality. Highly composi-
tional verb phrases V1V trigger significant prim-
ing effect for both its constituent verbs Vi and V..
On the other hand, non-compositional verb se-
guences exhibit priming effect only for V1. These
observations together imply that the mental lexi-
con decomposes compositional verb sequences
into their constituent verbs and recognize sepa-
rately during processing. On the other hand non-
compositional verb sequences are organized and
accessed as a whole. Based on the dataset col-
lected from the above experiments, we further de-
velop a vector space model to compute semantic
compositionality in a verb sequence. The pre-
dicted values are compared with the human judg-
ment scores and the priming experiment results
where a significant correlation is found.

2  Compositionality Judgments

We could not find any Bangla CV dataset publicly
available and annotated in terms of composition-
ality. Thus, we choose 300 verb sequences and
presented them to 36 native Bangla speakers.
Similar to the work discussed in (Reddy et al.,
2011), we request each subject to give composi-
tionality score of the verb sequences by asking a)
how literal the verb phrase is in a given context
and b) how literal the constituent verbs are. Sub-
jects were asked to rate the compositionality un-
der 1-10 point scale, 10 being highly composi-
tional and 1 for non-compositional. In order to
validate the user annotated data, we compute the
inter-annotator agreement using the Fleiss Kappa
measure (Fleiss et al., 1981). We found an agree-
ment of k= 0.68.

3 The Priming Experiment

Priming effects are observed because of the way
our brain is supposed to function. Presentation of
a stimulus (say a word P) activates a group of neu-
rons (often called a functional web) in the brairg?

When another stimulus (say word T) is then pre-
sented to the individual within a short duration,
the recognition of T is faster if the functional web
of T shares a lot of neurons with that of P. This
fast reaction time to recognize a stimulus due to
the prior exposure to a functionally related stimu-
lus is known as priming (Tulving et al., 1982).
Thus, through priming experiments, we can iden-
tify word pairs whose functional webs have a
stronger overlap, which in turn reveals how brain
organizes the words in the mental lexicon (See
(Pulvermiller, 2003; Spivey et al., 2012) for a de-
tailed account of such phenomena and different
types of priming techniques).

Experiment design: We conduct the cross-
modal repetition priming experiments as de-
scribed in (Marslen-Wilson et al., 1994). Here, a
subject gets an audio stimulus (called prime (P))
of a verb sequence V1V2 and immediately at the
offset of the spoken prime, gets a visual represen-
tation of the target (T) word V1. The same audio
stimulus is presented to the subject after a random
number of trials with the target V2. Based on the
auditory prime and the visual target probe, the
subjects are asked to decide whether the visually
presented target V1 or V2 is a valid word in the
language. The above experiment is also repeated
with the same target words but with different au-
ditory inputs called the controls(C). The control
verb sequences do not have any relatedness with
the targets. For example, “kheye felo” (complete
eating) and “khAOyA” (to eat) or “kheye felo”
and “felo” (to drop) are P-T pairs, for which the
corresponding C-T pair could be “niye JAO” (take
away) and “khAOyA” (to eat). The time taken by
a subject to complete the lexical decision task af-
ter the visual presentation of the target is defined
as the response time (RT). For both the experi-
ments, RTs of all the targets were recorded and
analyzed to observe priming effects.

Materials: The 300 verb pairs as discussed in
section 2, are grouped into two classes highly
compositional (C1) and non-compositional (C2).
We randomly choose 30 V1V: pairs from each
class as primes. For each prime, we have two tar-
gets V1 and V2, which makes 120 P-T pairs. Con-
sequently, 120 C-T and 240 fillers (or non-words)
have been chosen to restrict the subjects to apply
any strategic guess during the experiment. Over-
all, we have collected RTs for 480 word pairs in
one experiment. A set of 10 P-T and C-T pairs
were also collected for a practice session before
the true experiments. However, the RTs of these
practice pairs are not included in any analysis.



The experiment was conducted using the DMDX
software tool that plays the auditory stimulus and
then showed the visual probe for 200ms. Corre-
sponding to each visual probe, subjects had
3000ms to perform the lexical decision after
which the system presents the next audio stimu-
lus. The subject performs the decision task by
pressing either the “K" key for a VALID word
and “S™ for INVALID word. The system auto-
matically records the RT, which in this case is the
time between the onset of the visual probe and
clicking of one of the buttons by the subject. The
experiments were conducted on 36 native Bangla
speakers; 29 of them have a graduate degree and
7 hold a post graduate degree. The age of the sub-
jects varies between 25 to 35 years.

Results: The RTs with extreme values
(>2000ms) and those for incorrect lexical deci-
sions (about 3.2%) were excluded from the data.
The raw RTs for all correct responses were in-
versely transformed (Ratcliff, 1993) and entered
into a mixed-design analysis of variance with two
factors: priming (primed and unprimed), and con-
dition (C1, C2). In the subject’s analysis (F1),
condition and priming were treated as repeated
measures. In the items analysis (F2), priming is
treated as repeated factor and condition as inde-
pendent factor. Table 1 summarizes the mean RTs
for the prime (P) and control (C) sets of the V1
and V2 for the two classes.

Class| Example | Avg. Avg RT
Comp
Vi(P,C) | V2(P,C)
Cl |khete basA| 8.8 |666,688 |661,
(sit to eat) 696
C2 |kheyefelA(to|2.3 [657,679 |687,
eat) 659

Table 1: Average compositionality and RTs for the
different word classes

There was a strong main effect of priming with
faster RTs to primed (667ms for V1 and 687ms for
V) than unprimed (679ms and 659ms) targets,
Fi(1, 36)=47.60, p<.01; F2(1, 60)=26.00, p<0.01.
There was a main effect of condition Fi(1,
30)=11.69, p<0.01, F»(1,60) =3.51, p<0.01, and a
significant condition by priming interaction, indi-
cating that priming effects varied across condi-
tions. Thus, we have observed that when V; is
presented as target, significant priming occurred
for words belonging to both C; and C,. These res
sults are statistically significant according to the

2-way ANOVA test. On the other hand, when V;
is presented as target with the same prime stimu-
lus V1V», priming is observed only in C2. This re-
sult indicates that, compositional verb sequences
exhibits priming for both the constituent verbs V.
and V. whereas, non-compositional verb se-
guences (C1) exhibit priming only with V1. This
may be accounted for by the fact that non-compo-
sitional verb sequences derive their meaning
mainly from the meaning of its first constituent
verb Vi, thus, priming occurs only with Vi. On
the other hand, as semantic compositionality be-
tween verb sequences increases, both the constit-
uent verbs (V1 and V>) plays role in determining
the meaning of the whole expression. Thus, both
the constituent verbs exhibit priming behavior
when preceded by the prime Vi+V.. The above
observations together imply that:

Compositional verb sequences are in general
represented in terms of their constituent
verbs in the mental lexicon; lexical access
and comprehension is facilitated through de-
composition of the surface forms into the cor-
responding constituent verbs. On the other
hand non compositional verb sequences are
represented and accessed as a whole.

4  Computational Model

Based on the collected data, we now try to de-
velop a vector space model of semantic composi-
tionality to predict the organization and pro-
cessing of verb phrases in the mental lexicon. We
evaluate our model with the data collected from
our human judgment compositionality score and
the cross-modal priming experiments.

In our vector space model we represent a
word's meaning in an n-dimensional space. Here,
meaning of individual words is represented in
terms of its co-occurrences observed in a large
corpus. These co-occurrences are stored in a vec-
tor format acquired from a corpus following the
different procedures as suggested in the literature
(refer to (Mitchell and Lapata, 2008) for a de-
tailed overview).

We have considered the lemmatized context
words around the target word in a window of size
200 as the co-occurrences. For the purpose of
lemmatization, we have used a Bangla morpho-
logical analyzer having an accuracy of around



95%. A Bangla corpus of 33 million words is al-
ready available?. The corpus contains document
from different domain like literature, tourism,
news and personal blogs. The top 10000 frequent
content words from the corpus are used for the
feature co-occurrences. To measure similarity be-
tween two vectors, cosine similarity (sim) is used.
We have used the raw co-occurrence frequency as
the values of the constructed vector.

Given a CV W; with the constituents Wy and
W, the compositionality score S; of W5 is com-
puted as S; = f(S1,S,). Where, S; and S; are the
literality scores of W, and W respectively and f
is the semantic compositionality function defined
in Column 1 of Table 1. S; and S; are computed
as

S, = sim(v4,v3) and
S, = sim(v,, v3).
Where, v1, V2 and vs be the co-occurrence vectors

of W1, W and W5 respectively and sim is the co-
sine similarity between two vectors computed as:

V1.7,
[v1|v,]

The primary idea behind the constituent based
compositionality model is the fact that if a con-
stituent word is used literally in a given verb se-

guence it is possible that the verb sequence and its
constituent share common co-occurrences.

sim(vy,vp) =

We compare the compositionality score S of all
the five composition functions namely, f1, f2, {3,
f4, and 5 with the human annotated composition-
ality score. The constant parameters («, 8, y) for
all the five models have been computed using list
square linear regression technique. We perform a
6 folded cross validation over the test data. The
performance of the individual models is reported
in Table 2 below. We can observe that the com-
position functions fland f5 are better predictor of
phrase based compositionality than the other
models.

# F p, R? (a,B,7)
1 a v, + By = vs 0.73,0.80 | 0.02,0.40
2 40, 0.71 .

YO,y = Vs 0.40,0 0.32
3 |av, + By, 0.43,0.77 10.01,0.41,

+ y(v1-v2) = v 0.33

4 0.30, 0.55 0.12

0(1}1 = 173
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Table 2: Correlation between the human judgment
compositionality and the predicted S3 by each of the
composition function along with the goodness of fit.

Degree of Priming for V2 (RT(C)-RT(P)

Semantic Distance of V2 with V1+V2

Figure 1: Change in degree of priming of V; with re-
spect to the semantic distance of V1 and V1+V;

35 4 « x x w x maxx ok
x
30 - . -
25 - &%
o ot % wta

20 - T % x M d
-

. wtx
T % man x
15 - . P

3

.

O T T 1

Degree of Priming for V1 (RT(C)-RT(P)
*

Semantic Distance of V1 with V1+V2

Figure 2: Change in degree of priming of V; with re-
spect to the semantic distance of V2 and V1+V;

In the final phase of our work, we have compared
the phrase level compositionality score Sz and the
literality scores S; and S, with the priming behav-
ior of targets V1 and V.. The correlation results
are reported in Table 3. We observe S; has got a
high correlation with the priming behavior of the
second constituent verb V.. On the other hand,
weak correlation exists between Sz and V1. The
observations are quite expected, as priming be-
havior in V1 is observed irrespective of the se-
mantic compositionality of the phrase ViV,




whereas, priming behavior in V; changes as com-
positionality in ViV changes. This is also re-
flected in Figure 1 and Figure 2 respectively.

Similar observations are found for S1 and S2.
Overall, the results in Table 3 are in agreement
with that of Table 1: compositional verb phrases
exhibit priming for both its constituents whereas
non-compositional verb phrases shows priming
only to its first constituent verb (V1).

V1 V,
S3 0.04 0.78
St 0.73 0.01
Sz 0.12 0.74

Table 3: Correlation between priming in V1 and V2
and the computed cosine similarity scores (S1, S2).

5 General Discussion and Conclusion

In this paper we have presented some preliminary
psycholinguistic experiments to identify the role
of compositionality in the representation and pro-
cessing of Bangla compound verbs in the mental
lexicon. In order to do so, we first computed the
user judgment of compositionality score. We
found that there is a continuum of compositional-
ity between Bangla compound verbs. Next, we
employ the cross-modal repetition priming exper-
iment over a set of Bangla compound verbs. Our
initial results show that non-compositional verb
sequences exhibit priming only with V.. On the
other hand compositional verb sequences exhibit
priming with both the constituent verbs V: and
V. These observations together lead us to believe
that mental representation and access of com-
pound verbs in Bangla typically depends on the
compositionality of the constituent verbs. Com-
positional verb phrases are accessed via decom-
position of the phrase into its constituent verbs
whereas non-compositional phrases are accessed
as a whole.

In the next phase of our work, we try to develop
a vector space model of semantic compositional-
ity to predict the organization and processing of
verb phrases in the mental lexicon. We evaluate
our model with the data collected from our human
judgment compositionality score and the cross-
modal priming experiments. Comparing the mod-
els output with that of the empirically collected
data, we claim that the proposed vector space5

model correctly predicts the semantic composi-
tionality of Bangla verb sequences and their pos-
sible organization and processing in the mental
lexicon. However, it would be premature to con-
clude anything concrete based only on the current
experimental results. We also observe that several
other factors including usage frequency and verb
ordering affect the overall word recognition time
and access mechanisms. Each of these factor calls
for rigorous experimentation for understanding
the exact nature of their interdependencies that we
intend to perform in future.
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Abstract

India is a country with diverse culture, lan-
guage and varied heritage. Due to this, it is
very rich in languages and their dialects. Be-
ing a multilingual society, a dictionary in
multiple languages becomes its need and one
of the major resources to support a language.
There are dictionaries for many Indian lan-
guages, but very few are available in multiple
languages. WordNet is one of the most prom-
inent lexical resources in the field of Natural
Language Processing. IndoWordNet is an in-
tegrated multilingual WordNet for Indian lan-
guages. These WordNet resources are used by
researchers to experiment and resolve the is-
sues in multilinguality through computation.
However, there are few cases where WordNet
is used by the non-researchers or general pub-
lic. This paper focuses on providing an online
interface —IndoWordNetDictionary to non-
researchers as well as researchers. It is devel-
oped to render multilingual WordNet infor-
mation of 19 Indian languages in a
dictionary format. The WordNet information

is rendered in multiple views such as: sense
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based, thesaurus based, word usage based and
language based. English WordNet infor-
mation is also rendered using this interface.
The IndoWordNet dictionary will help users

to know meanings of a word in multiple Indi-

an languages.

1 Introduction

Language is a constituent element of civilization.
In a country like India, diversity is its primarg-a
pect. This leads to varied languages and their dia-
lects. There are numerous languages in India which
belong to different language families. These lan-
guage families are Indo-Aryan, Dravidian, Sino-
Tibetan, Tibeto-Burman and Austro-Asiatic. The
major ones are the Indo-Aryan, spoken by the
northern to western part of India and Dravidian,
spoken by southern part of India. The Eighth
Schedule of the Indian Constitution lists 22 lan-
guages, which have been referred to
as scheduled languages and given recognition, sta-
tus and official encouragement.

A Dictionary can be called as a resource dealing
with the individual words of a language along with

D § Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 71-78,

Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



its orthography, pronunciation, usage, synonymshich is a linked WordNet for European languages
derivation, history, etymologetc arranged in an (Vossen, 1999) and BalkaNet, which is a linked
order for convenience of referencing the worddNordNet for Balkan Languages (Christodoulakis,
Various criterions used for classifying this resmmsur 2002). The most innovative aspect of WordNets is
are - density of entries, number of languages imhat lexical information is organized in terms of
volved, nature of entries, degree of concentratianeaning;i.e., a synset contains words of the same
on strictly lexical data, axis of time, arrangemerpart-of-speech which have approximately the same
of entries, purpose, prospective usgg Some of meaning. Thus, it is synonymy that functions as the
the common types of dictionaries are essential principle in the construction of WordNets
e Encyclopedia: Single or multi-volume publi- (Vincze et al., 2008). This feature of WordNet is
cation that contains accumulated and authoritéaost important for the dictionary construction.
tive knowledge on a subject arranged IndoWordNet is used in the field of Natural
alphabeticallyE.g. Britannica encyclopedia. ~ Language Processing tasks like Machine Transla-
e Thesaurus: Thesaurus is a dictionary that listgion, Information Retrieval, Information Extrac-
words in groups of synonyms and related corion, etc But, not much has been explored to use
cepts. this resource beyond research labs. In this paper,
¢ Etymological Dictionary: An etymological we present an interfacelndoWordNet Dictionary

dictionary discusses the etymology/origin oflWN Dictionary in the form of multilingual
the words listed. It is the product of research iinline dictionary which uses IndoWordNet as a
historical linguistics. resource. The primary focus of this interface is to

 Dialect Dictionary: These dictionaries deal Provide synset information in a systematic and
with the words of a particular geographical rec!assn‘led manner which is rendered in multiple
gion or social group which are non standard. VIEWS.

 Specialized Dictionary: These dictionaries _ 1he rest of the paper is organized as follows:
covers relatively restricted set of phenomena. Section 2 justifies the need of IndoWordNet Dic-

« Bilingual or Multilingual Dictionary: These tionary. Section 3 details the IndoWordNet Dic-

are linguistic dictionaries in two or more |lan-ionary, Its components, followed by its deS|g_n gnd
guages. layout. Section 4 gives the features of the dietion

« Reverse Dictionary These dictionaries areary._SectionSIists its limitations. Finally, then-
based on the concept/idea/definition to Words.CI.us.'on’ scope and enhancements to the IWN
e . L . Dictionary are presented.
e Learner's Dictionary: These dictionaries are
meant for foreign students/tourists to learn thg  Need for IndoWordNet Dictionary
usage of the word in language.
e Phonetic Dictionary: These dictionaries help Our work on developing IWN Dictionary interface
in searching the words by the way they soundis motivated from various available online re-
¢ Visual Dictionary: These dictionaries use pic-sources. To name someingt ol ang. cont which
tures to illustrate the meaning of words. includes cross-lingual references across 47 non-
Indian languageswor dr ef er ence. cont which
WordNet is a lexical resource composed Gfcludes 17 non-Indian languages, and others being
synsets and semantic relations. Synsets are set$ @osdi cti onary. org® and xobodo. or g°
synonyms. They are linked by semantic relationghich has multiple languages including some Indi-
like hypernymy, meronymyetc. and lexical rela- an languages. But, all these resources render not
tions like antonymy, gradatiomtc (Miller et al.,  more than two languages at a given instance.
1990; Fellbaum, 1998). IndoWordNés a linked  Further survey is done, which reveals that
structure of WordNets of 19 different Indian lanyohanty et al. (2008) had developed a tool for
guages from Indo-Aryan, Dravidian and Sinomultilingual dictionary development process to
Tibetan families (Bhattacharyya, 2010). Other
popular multilingual WordNets are: EuroWordNets hp:/aww.langtolang.com/
4 http://lwww.wordreference.com
! http:/Mvww.ciil-ebooks.net/htmi/lexico/link5.htm ® http:/iwww.logosdictionary.org/
2 http://www.cfilt.iitb.ac.infindowordnet/ ® http://ww.xobdo.org/
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create and link the synset based lexical resoarce f e To improve on one’s own language voca-
machine translation purpose. The aim was to sim- bulary.

plify the process of synset creation and to link it ¢ Tg address social and educational needs.
with different Indian language WordNets. The tool

was mainly used by lexicographers involved in thg  |ndoWordNet Multilingual Dictionary
process of creating various Indian language

WordNets. Also, Sinha et al. (2006) who have de- ) o

signed a browsable bilingual interface for viewingg.1 What is IndoWordNet Dictionary?
WordNet information in two languages, Hindi and
Marathi. The input to this browser is a search worﬁi]d
in any of the two languages and the output is tIQJq1

search result for both the languages. The PrIM3f¥et information in the dictionary format. It allows

ums;r?t(iac c};;g:?n;gggagf ;ﬁetosgglghussi:iisﬁatl;%ﬁ%er to view the results in multiple formats as per
o : he need. Also, user can view the result in mugtipl
Hindi and Marathi. However, Sarma et al. (201%a b

. o S Co nguages simultaneously. The look and feel of the
built a multilingual dictionary considering threeI guag y

| A Bod d Hindi. Th WN Dictionary is kept same as a traditional dic-
anguagesyiz, ASSamese, bodo an INdi. .etionary keeping in mind the user adaptability. So
dictionary interface allows searching between Hi

. o . ar, it renders WordNet information of 19 Indian
d_|—Assamese and Hindi-Bodo language pairs a'[Ignguages. These languages are: Assamese, Bodo,
ume. . . .Bengali, Gujarati, Hindi, Kannada, Kashmiri,
All these interfaces mentioned above could d'?(onkani Maithili, Malayalam, Manipuri, Marathi
play the meanings in at most two languages Wit{le )i Odia, Punjabi, Sanskrit, Tamil, Telugu and
the lexical information available in the WordNet al)rdu. The WordNet information is also rendered in
a time. Hence, we have_ .developed a Wep bas@ﬂglish. The English WordNet information is
interface to render multilingual WordNet 'nfor'taken from Princeton Universftywebsite. Al

mation in a dictionary format. This interface is dey, o5 \WordNets are imported into IndowWordNet
veloped keeping in mind the general public, APl tabase structure (Prabhu, et al., 2012) using DB
from rese_archers_. o ._Import tool developed under the Indradhanush
F.o_IIowmg _p(_)lnts Jl,JSt'fy the _need of OnllneWordNet Project The work is still going on to
multilingual dictionary in today’s time: include other non-Indian languages and storing
e To know or understand other languages. them in the World WordNet Database Structure
e To find the meaning of a word in multiple \WWDS) proposed by Redkar et al. (2015).
languages on a single platform.
e To understand other languages with thé.2 Modules of IWN Dictionary
help of a pivot language (referring one o

oWordNet Dictionar{or IWN Dictionaryis an
line interface to render multilingual IndoWord-

trhe IWN Dictionary has two major moduld§vVN
the known languages). Dictionary Search Moduleand IWN Dictionary

* To understand synonymous words in Inpl'ﬁSispIay Module Figure 1 shows the block diagram
language as well as in another languages. of the IWN Dictionary.

e To understand additional information like
part-of-speech, gender, etc. in input as we§,2.1 IWN Dictionary Search Module
as other different languages.
e To understand the semantic variations ifhe main function of the IWN Dictionary Search
different languages. mo_dule is to process the input word in the form
« To fulfil the social need of bridging theWh'Ch can be used to search the database and re-
trieve relevant information. Its function is divitle

communication gap. . o .
: . into three sub modules, which involves analyzing a
e To understand the script of various langua-

ges.
e To understand a local language when ré+p:/www.cfilt.iitb.ac.inwordnet/iwndictionary
located to that area. 8 https://wordnet.princeton.edu/

® http://indradhanush.unigoa.ac.in/
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word, database lookup and multilingual data e¥\WN Database Lookup

traction.

Each of these sub modules are described in de-IWN Database Lookup module, the word re-

tail below —

Word

|

I'WN Dictionary Search Module

wWord Analyzer

I 1

WM Database Lookup

v

| pultilingual Extractor |

|

Multilingual Information of Word

l

I'WHN Dictionary Display Module

Sense Based

Thesaurus Based

word Usage Based

Language Based

Figure 1. Block diagram of IWN Dictionary.

Word Analyzer

ceived from Word Analyzer is searched in the
IWN database and the corresponding synset ids of
all the senses of a word are sent to the Multilaigu
Extractor engine for further processing. If the evor

is not found in the database then the controli$ se
back to the Word Analyzer module to look for oth-
er similar or closest words.

Multilingual Extractor

The basic task of Multilingual Extractor module is
to take the input synset ids and extract synset in-
formation of all the languages available in the IWN
database. This extracted synset informatioa,

the multilingual senses of an input word are then
sent to the IWN Dictionary Display module for
rendering information in the dictionary format.

3.2.2 IWN Dictionary Display Module

The IWN Dictionary Display module takes the ex-
tracted multilingual senses of a given word and
renders it in the traditional dictionary format.nde

the multilingual IndoWordNet data can be ren-
dered using different views. This is an important
module of an IWN Dictionary which renders and
ranks information based on the user response and
statistics. HerelWN Click-Based-Rendering Algo-
rithm is used to rank most frequently used senses
using this interface. The basic task of this algo-
rithm is to record and maintain the number of user
clicks on a sense being viewed and accordingly
rank the sense in the output interface. Similarly,
this algorithm is applied to all the other views

Word Analyzer analyses and processes the inpiajjaple for this IWN Dictionary.

word. It checks whether it is in its root formitlfs

in root form then it is directly passed on to the

The different views in IWN Dictionary are:
e Sense Based viewAll the meanings of an

IWN Database Lookup module, else it will be pro- input word are displayed with respect to the

cessed to find the closest possible word in the da-
tabase. The concept of human mediated lemma-
tizer is adopted from the work of Bhattacharyya et
al., (2014) to find the closest possible words of a
input word. Here, the trie data structure is create
out of the vocabulary in the input language and thi
structure is navigated to find the match between
the input word and an entry in trie. Accordingly,
the closest possible word(s) is populated and given
for the next module for the database lookup.
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senses available in the IWN database. Here,
each sense is shown in a different card,
where user can click or unclick to get the

corresponding senses in other languages.

Thesaurus Based viewin thesaurus based
view, synonymous words in each language
are rendered. Here, user can click on any of
the words in the list to go to see other sens-
es of that word.



Word Usage Based viewin word usage viewandword usage based vieww see information

based view, usage of an input word with rein the checked language.
spect to the languages is rendered. Here, the

examples of a synset from IWN databas

IndoWordNet Multilingual Dictionary

are rendered.

Dictionary View : © Sense Based

Selectan Input Language: Hindi  +

RN
Word Usage Based

Search a word: =%
/Phonetic Transliteration

Thesaurus Based Language Based

Language Based viewin language based

@ Hindi 9T, [Noun], AT ST ST g5 9 ST, ST &=} & 9% <5 (e awraT ST & more

view, meaning of a word is rendered witr
respect to the language. Here, for eac
sense of a word, the meaning in all the lar
guages is rendered in a horizontal tabbe

\i‘s

samese [)] Bengali ¥/] Bodo [ 1| English [ Gujarati #I[ Hindi ] Kannada 2] Kashmiri (1] Konkani ] Maithili
Malayalam []] Manipuri ]| Marathi 1] Nepali -] Odia 11| Punjabi 1 Sanskrit T Tamil (] Telegu T urdu @

Bengali Sy, /Noun)], ST PRI #3130 7% AR, I WAERT g i T = more
English house, [Nounj, a dwelling that serves as living quarters for one or more families more
Gujarati 42, [Noun], ¥ £ H-IFE B 221, 57 £l Guid & S more

Kannada =08, [Noun), 330 TRARRGEE: Stk #20E AT ST MEE;0 S0A=REE Ag¥ more
Konkani T, [Nounj, aVTTeeT ST T ATaaT S8l AT Aiiesi 9219 more

Urdu _aS, Noun], 4 b Ll & 5 s oS 88 s u9)lsed s2eplie 09 lsy Use sps S Loibuwsl more

format or a card format.

Apart from these views, transliteration mfor-I

mation is displayed for each of these views. The
transliteration information is seen once a useI
hovers on any of the content in the dictionaryg
For now, we have used transliteration into a

roman script using the Indic NLP Librafyde-  Figure 2. IndowordNet Multilingual Dictionary showi ng

veloped by Kunchukuttan et al. (2015). Howev- multiple languages with sense based view.

Hindi %8, /Noun], Tl X & Fami & 31 i ST g w1 s F1 ST T more

Hindi 39, [Nounj, 3g 31, 21, TS5, &=, 5% 719 of2 el a9 (AT #1% A1) o0 ol more

Hindi IS, [Nounj, a5 TaT STet o7 &=T a7 23 2f i gt & 3241 $if e o< f9114 2t & more
Hindi 9%, [Noun], T A1 &1 § FL0T more

Hindi @TT, [Noun], FTETaTe @1 # TTET Fel & (6T BT, hE1 ST 6 HUC FA7 g1 [0 more

Hindi TRAR, /Noun], T =% % T 4T UF & %l & S5 17 97 G 4 e a1t @ more

Hindi AW, [Nounj, 9 THTT g1 %1% Z2aT &1 more

er, we are in the process to implement _ _
transliteration in all the Indian languages, s IndoWordNet Multilingual Dictionary
. Select an Input Language: Hindi -
that anyone can read other language in the et s B
YIPhonetic Transliteration NN

chosertransliteration language

Dictionary View : ) Sense Based  © Thesaurus Based Word Usage Based Language Based

@@ Hindi [Noun] %, T, FTH, T, ST, A1, 919, e, e, ¥aw, o, T, 92, o, e, s,
AT, ST, ST, AEa, S5, 7 more

3.3 Design and Layout of IWN Dictionary

Assamese ] Bengali [ Bodo (] English [ Gujarati 1] Hindi 2] Kannada 1] Kashmiri £] Konkani [ Maithili
Malayalam ¥I] Manipuri [ 1] Marathi 1] Nepali [ Odia ] Punjabi ¥ | Sanskrit 1] Tamil (] Telegu ] Urdu

The IWN Dictionary is designed keeping in mind| —gemos de s s e i Fee G e
its simplicity and usability; more importantly, the v

user friendliness of the system. The frontend
designed and developed with PHP, CSS, Java&
cript, etc. and at the backend, MySQL database g e e = i 2= e
used. The IWN Dictionary data is retrieved frong
IndoWordNet database using IndoWordNet APIE
(Prabhugaonkar et al., 2012). =

2]
The basic input parameters of this dictionar

are; input language, search string, phonetic transsigure 3. IndoWordNet Multilingual Dictionary showi ng
literation, keyboard and different views selector. multiple languages with thesaurus based view.

Figure 2, figure 3, figure 4 and figure 5 shows

sample screen shots of the IWN Multilingual Dic- In figure 3, we can see that the source languag
tionary Interface with different views. In all thees is Hindi and the target languages are Bengali,
views, initial information is always shown in theKannada, Malayalam, Nepali and Punjabi. Here,
source language. This initial information is rentheésaurus based vieis enabled; Hence, the IWN
dered on the horizontal tab in the card format.rUs@ictionary renders synonymous words in the form
can click on plus or minus button to expand or coPf thesaurus. On clicking hyperlinkore user can
lapse to see the details in each card respectivepge the meaning of these words. Also, user can
Also, user can check the checkbox next to eagtick on any of the words in the list which dispday
Language insense based viewhesaurus based the multilingual senses of that particular word.

Malayalam [Noun] oS, tjade, UEM., @AM, AIUE, EBelw., mleiw. more
Nepali [Nounj ==, Tg, =, F=, AT, A4, a1, Fa, {ea more
Punjabi [Noun] w3, Was, w7, UM, fsags, mami more

Hindi [Noun] 9, ¥4, 9T, $18, &9, 99 more

Hindi [Noun] 2T, 9%, 7%, T2 more

Hindi [Noun] &% more

Hindi [Noun] &, @1, 5%, 12T, <M 95 more
Hindi [Noun] TTATE, F23, 25, T77aT, %, AT, FEAT, Tt e, HFe, 5T, 5H=T more
Hindi [Noun] STaTH, iaTe, 3T, afgam™, Fam I, 92, A=8E, 5=, 7a%, RgE, TE,... more

10 http:/fanoopkunchukuttan.github.io/indic_nlp_libyra
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In figure 4, we can see that the source languag The procedure to use this IWN multilingual dic-
is Hindi and the target languages are English, Gtienary is as follows:

jarati, Hindi, Kannada, Nepali and Odia. Here,
word usage based vieiw enabled; hence, the IWN
Dictionary renders usage of a word by showing the
example sentences in a synset from IWN database.

IndoWordNet Multilingual Dictionary

Select an Input Language: Hindi -

Search a word: =%
YIPhonetic Transliteration NN
Dictionary View :  Sense Based Thesaurus Based  © Word Usage Based Language Based

@ Hindi [Nounj Z ux ¥ ut= 7/L 1/ frgar dwar T Fdaa % w2l 21 more

Assamese (]| Bengali 1 Bodo [ English [%] Gujarati [ Hindi [ZI] Kannada ] Kashmiri £] Konkani (1] Maithili
Malayalam )] Manipuri ] Marathi ]| Nepaii ] Odia ] Punjabi [ [ Sanskrit (1] Tamil [ Telegu - Urdu

English fNoun] he has a house on Gape God; she felt she had to get ouit of the house more
Gujarati [Nounj i 8L w532 B/[EFAL e A9 Bl € 8 more

Hindi /Noun] T &X # 91 F9% £ | / frerat wwrer a7 Adaa 9 @t 21 more

Kannada [Neun] 5, 8 30t 3.5 more

Nepali [Noun] T8 TTHT 9T=a2T H13T 2/ AEaT F20€T 9141 Maa=@r afe2d  more

Odia [Noun] 9% @68 2136F sai0al 23 / 716 Feeerea Gual Aeaml as2 more

Hindi [Noun] F<T %91 30T AT 922 | more

‘ Hindi [Noun] STET 3T 30Z | more

‘ Hindi [Nounj & =11 gfMaTe & H¥i ST 7E T | more
‘ Hindi [Nounj =it Tt FT 9| more

‘ Mindi [Nour] S8 97 % T 2T 50T WA T 28T | more
‘ Hindi [Nounj H<T YfaTE 19 § 35 @MT @I 2 | more

‘ Hindi [Nounj =% SiI< gaAT=TX SATH T % F A= ST 21 / g 9% & 3 9rari #1 a0 21 ... more

Figure 4. IndoWordNet Multilingual Dictionary showi ng
multiple languages with word usage based view.

IndoWordNet Multilingual Dictionary

2. WA, [Noun], FTE AT & SYaTel & FEwr o Zran go 7T anfs &1 rer (Zem more
2.2, [Noun], g 2, 5291, TSelT, &1, ST Ata) ST STt 9 (47 18 =47%%) T2 & more L]
4. AT, /Noun], a5 AT & AT AT 9T fedh & 1 Sl & I=edl 4T s ST TATE it &1 more
5. 9T, [Noun], T 11X FT T FIT more

6. @, [Nounj, STEETH T # T Ae % (010 BT, A2 1 A2 & HUL IAT g [@HNT more

7. URATE, [Noun], TF &% F T AT TF & Tl F AT AT HLET F Tg1 a1 41 more [ )
8. SATE, [Nounj, g TTH 51 BTE Tedl &l more

9. TR, [Nounj, 9T 39T more

10, ST T, [Noun], et 3 SeETer % Tt T (o1 Qi e AT AT & e more
11. 9, [Noun], g &A1 (Srae Hig Fef-wifd TRT & more

Assamese WA, [Noun], WA T ATE [T =g 4= 318 more

[}
Bengali TG, Noun], == VAT STRsEe 1% S0, 2T DTS e (40 el 39 more
Bodo , [Nounj, TR SiTg FT4T AT & STEAT S ZIChITs | SaeeE more
English house, /Nounj, a dwelling that serves as living quarters for one or more families more °
‘ Gujarati @, [Noun], #EHL 53R sAFd 5 2414, 57 Aludiell 8204 €0 & more
‘ Hindi ©X, /Noun], T T 3 ST aT U &1 Fat 3 A1 37 J2407 & T2 1 A1 more

[}

Figure 5. IndoWordNet Multilingual Dictionary showi ng
multiple languages with language based view. R

In figure 5, we can see that the source lah
guage is Hindi and in the target languages injtjall ®
the information is rendered in Hindi, However, the
user can click on any of the horizontal bars to see
all senses in each language. Héaeguage based
viewis enabled.
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User selects an input language.

User types-in a word. To input a word, he

can enable phonetic transliteration or use

onscreen keyboard.

- User selects the Dictionary View. By de-
fault, sense based vieis enabled and in-
formation is rendered sense wise.

- User clicks on the button GO.

- The meanings of an input word are dis-
played in horizontal tabbed format.

- User can toggle between different views by
clicking on sense based, thesaurus based,
language based, word usage based radio
buttons.

- User can click omoreto get additional in-
formation under each of these views.

- The transliterated information is provided
under each of these views. User has to
click on checkbox ‘view transliteration’
for this purpose; this is available under the
hyper linkmore However, user sees trans-
literation of each language on mousever
in the roman script.

Selectan nput Language: rd - 4  Features of IWN Dictionary
Search a word: =x
/|Phonetic Transliteration  ENERERERNNE . . .
Dictionary View : ' Sense Based Thesaurus Based Word Usage Based @ Language Based Th e Sal lent fe atures Of | ndOWO rd N et D Iction ary
@ Hindi .
:".::[Noun] AT ZRT AT g I T, S A & S g % TG a0 S g more are as fOIIOWS

Renders information in multiple languages at a
time.

Different views to display the information:
sense based, thesaurus based, word usage
based, language based

Transliteration feature available which can
help in effective reading.

Can assist language translation task where
multilinguality is primary concern.

Can be referred for educational and social
needs.

Automatic word suggestion is assisted.

Similar / closest word suggestion is assisted.
Usage analysis and statistics available.
Provides statistics such as most frequently
searched word with respect to the selected
language, input language searcheid,



5 Limitations of IWN Dictionary transliteration feature to effectively read in ane’
native language can be implemented in this inter-
e Itis a concept based dictionaiy., for all the face.
synonymous words, it will show only one

gloss or a concept definition. Acknowledgments
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Abstract

Cross Lingual Word Semantic (CLWS)
similarity is defined as a task to find the
semantic similarity between two words
across languages. Semantic similarity has
been very popular in computing the sim-
ilarity between two words in same lan-
guage. CLWS similarity will prove to be
very effective in the area of Cross Lingual
Information Retrieval, Machine Transla-
tion, Cross Lingual Word Sense Disam-
biguation, etc.

In this paper, we discuss a system that
is developed to compute CLWS similarity
of words between two languages, where
one language is treated as resourceful and
other is resource scarce. The system is de-
veloped using WordNet. The intuition be-
hind this system is that, two words are se-
mantically similar if their senses are sim-
ilar to each other. The system is tested
for English and Hindi with the accuracy
60.5% precision@1 and 72.91% preci-
sion@3.

1 Introduction

Word Semantic Similarity between two words is
represented by the similarity between concepts as-
sociated with it. It plays a vital role in Natural
Language Processing (NLP) and Information Re-
trieval (IR). In NLP (Sinha and Mihalcea, 2007),
it is widely used in Word Sense Disambiguation,
Question Answering system, Machine Translation
(MT) etc. In IR (Hliaoutakis et al., 2006) it can
be used in Image Retrieval, Multimodal Document
Retrieval, Query Expansions etc.

The goal of CLWS Similarity is to measure the
semantic similarity between the two words across
languages. In this paper, we have proposed a sys-

tem that comgutes CLWS similarity between two'
D S Sharma, R

Jyoti Pawar
DCST, Goa University

jyotidpawar@gmail.com

Pushpak Bhattacharyya
CSE, IIT Bombay

pb@cse.iitb.ac.in

languages i.e. Language L, and L;, where L is
treated as resourceful language and L, is treated
as resource scarce language. Given two words in
language Ls and L; the CLWS Similarity engine
will analyze which two concepts of the word from
L, and L; are similar. Let m & n be the number
of concepts for the word in Ly & L; respectively
then, the output will generate a sorted list of all
the possible combination of concepts (i.e. m * n
sorted list) ordered by their similarity score and
the topmost combination of the concepts from L
and L, are similar to each other. The system is de-
veloped and tested for the English and Hindi lan-
guage where English is L, and Hindi is L;.

1.1 Semantic Similarity

Lot of research effort has been devoted to de-
sign semantic similarity measures having mono-
lingual as parameter. WordNet has been widely
adopted in semantic similarity measures for En-
glish due its large hierarchical organization of
synsets. Monolingual semantic similarity can be
computed using Edge Counting and Information
Content (IC). Edge counting is path based ap-
proach which makes use of knowledge bases. It
measures the similarity by computing shortest dis-
tance from two concepts and the distance is noth-
ing but a IS-A hierarchy. There are different
path based measures such as Path Length Mea-
sure, Leacock and Chodorow Measure (Leacock
and Chodorow, 1998), Wu & Palmer Measure (Wu
and Palmer, 1994). IC is probabilistic based ap-
proach which makes use of corpus. It computes
the negative logarithm of the probability of the oc-
currence of the concept in a large corpus. The dif-
ferent IC approaches are Resnik Measure (Resnik,
1995), Jiang Conrath Measure (Jiang and Conrath,
1997), Lin Measure (Lin, 1998), etc.

angal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 79-83,

Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



2 The Proposed Idea

The aim of our work is to design a CLWS similar-
ity engine that computes similarity between two
words across languages. So, given a word in En-
glish and Hindi the system will analyze which two
synsets of the words are similar by making use of
WordNet.

To obtain CLWS similarity we follow the fol-
lowing steps.

1. Given a word Wg and Wy and its senses
must be present in their respective WordNets
i.e. English and Hindi WordNet.

2. Let Sgy = {SENl,SENQ...SENm} &
SN = {SHNl, SHNZ...SHNH} be the set
sense bags. The sense bags are obtained from
its synset constituents i.e. content words from
concept, examples, synonyms and hypernym
(depth=1). We make sure that the words in
sense bag must be present in the WordNet.

3. Sy Hindi sense bags must be translated to
resourceful language i.e. English. The trans-
lations are obtained by making use of bilin-
gual dictionary or GIZA++ (Och and Ney,
2003) aligner that identifies the word align-
ment considering a parallel corpus.

We say that two words are semantically similar if

1. Wgy is compared with spy® and spy?
then their score must be similar. Le.
CLW Sywy(Wgn, sen’) & CLW S, (W,
spn?) this is further explained in section 3.1.

2. If they have similar sense bags. ie.
CLW Ss(sgn", sun’) ~ 1
& CLWS““" (wpn, spn',sun?) ~ 1
this is further explained in section 3.2.1 and
section 3.2.2.

3 CLWS Similarity Measures

Following are the different measures that are used
to compute CLWS similarity score.

3.1 Measure 1: Word to Sense Bag Similarity
Measure

In this measure, the source word Wgy is com-
pared with the words present in the sense bag us-
ing monolingual similarity function i.e. equation
(1). Where the parameters w; & wy are the word®

from the source (English) language and the param-
eter 7 is the approach viz. obtained from either
edge counting or information content.

sim(w1, wa, T) (D

3.1.1 Source Word to Source Sense Bag
Similarity Measure

The source word i.e. Wgy is compared with the
words present in the source sense bag spy’ i.e.
spN' = (ewr,ews,...,ewp). So, Wgy is compared
with the first word ew; from spy’ using mono-
lingual similarity function i.e. sim(Wgy, ews, )
the same procedure is applied for the other words
from the source sense bag and we obtain the fol-
lowing measure.

A 1
CLWSy(WgnN, spN") = — Zsim(WEN,ewk,T)
P

2)

3.1.2 Source Word to Target Sense Bag
Similarity Measure

Here, the source word i.e. Wy is compared with
the words present in the target (Hindi) sense bag
spn? ie. sgn? = (hwi,hwa,...hwg). So, Wiy is
compared with the first word hw, from sgx”. In
this case, hw is replaced with its translation. If a
word has more than one translation then maximum
score between the translations is considered to be
the winner candidate (equation (3)). The same
procedure is applied for the other words from the
target sense bag and we obtain the equation (4) for
this measure.

. l .
simy(WenN, hw;, T) = max sim (WEN, ew,", T)

t t t
where hw; = (ew1™, ews™, .., ew;™) (3)

. 1 <
CLW S," (WenN,sun?) = p Z simy(WenN, hwy, T)

k=1
“4)
We say that, two (source and target) sense bags
are similar to each other if they are related to the
source word.

scorep = 1— | CLWSw(WEN,SENi)
— CLWS,!" (W, san?) | (5)
3.2 Sense Bag to Sense Bag Similarity
Measure

In this measure, the source sense bag sg Nt is com-
pared with target sense bag spn”.



3.2.1 Measure 2: Sense Bag to Sense Bag

Similarity without weight

In this measure, every word from s gn' is com-
pared with all the words from sg ~7. For example,
the first word ew; is compared with all the words
from Sy’ using equation (3) and the maximum
score is retrieved. The same process is contin-
ued for the remaining words present in the source
sense bag to get equation (6).

CLW S, (SENiaSHNj)
- Z <max simyy (ewy, hwy, )) (6)

scoreg = CLWSS(SENiv SHNj) )

3.2.2 Measure 3: Sense Bag to Sense Bag
Similarity with weight

This is similar to the above measure (Section
3.2.1) but at every iteration the weights are as-
signed to the words that are compared. Every
word from both the sense bags is assigned with
a weight viz. obtained by comparing it with the
source word i.e. Wgy, by using equation(1l) &
(3). This weight depicts how closely the words
from sense bags are related to Wg .

CLW S (wrn, spN', saN’) =
p

- Zsim(wEN,ewk,T)
P4

q . .
Xr?ax (simyy (WpN, hwy, T) X simy, (ewy, hwy, T
=1

scores = CLW SsY“9" (wrn, spnt, sun?)

€))

3.3 Measure 4: Incorporating Monolingual
Corpus

To check the frequency of a sense we compare the
sense bag to a large monolingual corpora. A con-
text bag (C'Bgy), is obtained for a word Wgn
by using word2vec! toolkit (Mikolov et al., 2013).
CBpgn is compared with all the sense bags of
Sen (using Sense Bag to Sense Bag Similarity
with weight since, it gives higher accuracy than
others, refer section 5.3). This method will as-
sign a similarity score to all the sense bags. The
sense bag with most frequent usage will be as-
signed with high value than the sense bag with

"https://code.google.com/p/word2vec/ 77

low frequent usage. This score is further multi-
plied with the similarity score obtained from sgn*
and s H Nj .

SCoreq = CLWSSweight(wEN, SENi, CBEN)

X CLWsteight(wEN, SENiv SHNj) (10)

4 Resources and Dataset Used

Princeton WordNet (Miller et al., 1990) has
117791 synsets and 147478 words whereas,
Hindi WordNet (Bhattacharyya, 2010) has 38782
synsets and 99435 words in its inventory. These
wordNets are used to derive sense bags for each
language. We have used publicly available pre-
trained word embeddings for English which are
trained on Google News dataset? (about 100 bil-
lion words). These word embeddings are available
for around 3 million words and phrases. We also
make use of ILCI parallel corpus’ to obtain the
word alignment of Hindi with respect to English
for translating Hindi word to English. The size of
ILCI corpus contains 50,000 parallel sentences.
To check the performance of our system we
need to evaluate it against human judgment. Cur-
rently, synset linking task is carried out at CFILT*,
this task is carried out manually where the word-
pairs (Hindi-English) across the languages having
the similar senses are linked together. We take
2000 word pairs for development. Figure 1 shows
the number of occurrences of degree of polysemy

) for English and Hindi words as well as the word

pairs (i.e. the product of degree of polysemy for

(%nglish and Hindi word) that are used in develop-

ment of the system.

1000
900
800
700
600

#of Occurrences

500 —+English words
400 -=-Hindi Words
300 \ Word Pairs

200 \\\
102 \./~\

123 456 7 8 9 10111213141516
Degree of Polysemy

Figure 1: degree of polysemy v/s #of occurrences

’Downloaded from https://code.google.com/
p/word2vec/

*Downloaded from http://tdil-dc.in/

*http://www.cfilt.iitb.ac.in/



S Experimental Results

For system evaluation we take 80% of word pairs
for training and 20% of word pairs for testing. The
system is evaluated for all the measures described
above. To get the best possible accuracy we have
to set following parameters at training:

e (v - threshold value that will decide the size
of sense bag

e 7 - the monolingual similarity measures like
PATH, JCN, LIN, WUP, etc.

5.1 The Baseline system

To date, there is no work carried out in computing
the CLWS similarity for English and Hindi word
pairs. So we define our own baseline system. The
synsets in English and Hindi WordNet are orga-
nized based on their most frequent sense usage.
As a baseline we say that given a word pair their
most frequent sense is similar to each other. The
baseline system makes an assumption by consid-
ering most frequent sense for both the word pairs.
So, given a word in English and Hindi their most
frequent sense are similar to each other.

5.2 The size of sense bag

The IC measures the specificity of the concept
(Pedersen, 2010). The general concepts are as-
signed low value and specific concepts are as-
signed high value. In this scenario, we measure
the specificity of the word instead of concept i.e.
IC(w) = —log(P(w)). The IC value is computed
for every word present in the sense bag. The size
of sense bag depends on the IC threshold i.e. a.
The sense bag will contain only those words with
IC(w) > a. Figure 2 shows how the size of the
sense bag affects the performance of the system.
In this, figure the « value is iterated from O to 13.
When o = 0 the sense bag will contain all the
words but as « value increases to ¢ it will contain
only those word whose IC'(w) > t. The system
reported best performance when the size of sense
bag was 6.

5.3 Results

The system is also evaluated by making use of
bilingual dictionary and GIZA++ for word align-
ment. The reason behind this is that many of the
under resource languages may not have well de-
fined bilingual dictionary and therefore we used
unsupervised approach i.e. word alignment. 78

70.00%
60.00%
50.00% —+—Measurel -BiDict

N -=-Measure2 -BiDict
40.00% \

\ Measure3-BiDict
N\ ——Measure4-BiDict
\: ——Measurel -GIZA++
\ Measure? -GIZA++
¥ Measure3-GIZA++
Measure4-GIZA++

30.00%

Accuracy =

20.00%
10.00%

0.00%
0O 4 5 6 7 8 9 10 11 12 13
o (The size of sense bag) >

Figure 2: Accuracy of the CLWS Similarity when
« value iterated from O to 13.

After training the CLWS similarity system, pa-
rameters were assigned with values a=6.0 and
7=RES.

Precision
Baseline 42%

Bilingual Dictionary GIZA++
P@l P@2 P@3 P@l P@2 P@3
25.5% 34.38% 45.0% 22.7% 28.21% 36.97%
51.0% 64.91% 72.91% 42.2% 56.78% 63.44%
58.5% 65.26% 73.3% 47.34% 56.78% 64.70%
60.5% 65.26% 72.91% 52.65% 59.64% 69.74%

Measurel
Measure2
Measure3
Measure4

Table 1: Accuracy of CLWS Similarity measures
computed from test dataset of 400 word pairs.

Table 1 contains the accuracy in terms of preci-
sion of the system computed from test dataset i.e.
400 word pairs. Form the table it is very clear that
the system outperforms baseline system in most of
the cases. The system performs best for Measure
4 with precision 60.5% .

6 Conclusion and Future Work

In this paper we presented several measures that
are used to achieve the CLWS similarity. The main
objective is to compute CLWS similarity for set-
tings in which one language has many resources
and the other is resource scarce. The system is
tested for English-Hindi language pair and demon-
strates which approach is better over the other.
The accuracy of the system is further enhanced
by making use of large monolingual corpora and
Word2vec toolkit. We achieve 60.5% precision@ 1
and 72.91% precision@3 for English and Hindi
word pairs.

In future we will like to implement the CLWS
similarity for other resource scarce languages.
CLWS similarity models are very much required
for resource scarce languages but we need to think
about the ways to reduce dependency of existing



resources by making use of mathematical model-
ing.
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Abstract

A bottleneck for medical domain Tem-
poral Expression Recognition (TER) is
the availability of data. An open-domain
TER system may not be able to cap-
ture domain-specific expressions, while
domain-specific TER may be cumber-
some to implement. We present a novel
neural network based medical TER sys-
tem that uses corpora from news and
medical domains. Thus, it serves as a
middle ground between an open-domain
and a domain-specific TER. We show
that our system outperforms state-of-art
open-domain baselines, and gets close to
domain-specific skylines. Thus, our sys-
tem proves to be a promising alterna-
tive for domain specific TER for domains
where data may be limited.

1 Introduction

Temporal Expression Recognition (TER) is the
process of locating phrases that denote temporal
information. Temporal expressions may be an ex-
pressed point in time, a duration or a frequency
(Wikipedia, 2014). These expressions can be used
in information extraction and question-answering
to (a) answer time-specific queries, (b) arrange in-
formation in a chronological manner, etc. Early
work in TER considers it as a part of named entity
recognition (Bikel et al., 1999). TER, as a sepa-
rate task, was introduced as Temporal Expression
Recognition and Normalization (TERN). TER in
general domain has been widely studied. Rule-
based methods for specific domains were adopted
by popular systems like Heideltime (Strétgen
and Gertz, 2010), SUTime (Chang and Manning,
2012), MayoTime (Sohn et al., 2013). The rules
were regular expressions over word or tokens. Su-
pervised Classifiers like SVM, CRF using lingui§D

tic features have been explored (Adafre and de Ri-
jke, 2005; Bethard, 2013). Joint inference-based
classifiers like Markov Logic have also been re-
ported (UzZaman and Allen, 2010). Medical do-
main TER (Sun et al., 2013; Bethard et al., 2015)
has resulted in alternate methods and systems for
detecting and normalizing temporal expressions.
Our system uses a neural network based architec-
ture which has hitherto not been used for TER. In
addition, we also deal with a specific situation: In-
domain data being difficult to obtain. Research
in TER mostly deals with news domain text, ar-
guably because of availability of large corpora and
abundance of temporal expressions in news docu-
ments. In recent times, TER has also been applied
to other domains like medical. Approaches for
medical domain TER in the past have been either
rule-based (Sohn et al., 2013; Jindal and Roth,
2013), statistical (Xu et al., 2013; Roberts et al.,
2013) or hybrid (Lin et al., 2013).

However, a bottleneck for medical domain
TER is the availability of data. Medical docu-
ments such as discharge summaries are of clas-
sified nature, and also must be de-identified (i.e.,
anonymized) before being used. Our paper is
motivated by this limitation. An open-domain
TER system (i.e., a TER not learned from medical
domain data) may not be able to capture domain-
specific expressions (for example, Latin acronyms
like bid, tid that are used in medical documents).
On the other hand, a domain-specific TER sys-
tem is time-consuming to construct'.We address
the question:

Can a TER system that uses documents of two
domains serve as a middle ground between an
open-domain and a domain-specific TER, in case
domain-specific data is difficult to obtain ?

The novelty of our work lies in: (a) A simple
yet effective neural network based architecture for

!'This holds irrespective of whether it is rule-based or sta-
tistical.

D § Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 8488,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



TER, (b) Use of a combination of open-domain
and domain-specific data. Thus, our TER sys-
tem combines information from medical and
news domain, to perform TER of medical doc-
uments. In the rest of the paper, we refer to news
as out-of-domain corpora, and medical documents
as in-domain corpora.

2  Our System: Neural Network based
TER

In the past, TER has been modeled either as a
sequence labeling (Bethard, 2013) or a classi-
fication task (Tissot et al., 2015). We choose
the latter design. Our model takes as input a
word and outputs the most probable tag. We have
used 9 tags, namely B-DATE, B-DURATION, B-
FREQUENCY, B-TIME, I-DATE, I-DURATION,
I-FREQUENCY, I-TIME and O. For a temporal
expression, B,I,O indicate beginning, inside and
outside respectively.

Our three-layer neural network model is shown
in Figure 1. It makes use of vector representa-
tion of words. Mikolov et al. (2013) proposed
a computationally efficient method for learning
distributed word representation such that words
with similar meanings will map to similar vec-
tors. We use the same approach for learning
word vectors using word2vec (https://code.
google.com/p/word2vec/). Table 1 shows
nearest neighbors for four sample words that are
commonly used as temporal expressions. We then
create a lookup table LT € RI€1*4 to store a d-
dimensional representation of every word in vo-
cabulary C.

Input words Wi W, W.+1

C Lookup table (LT) )

:“-r-...._v_uOutput tags

Figure 1: Our Neural network-based architecture

A neural network is trained with a word as a
data unit. First, the size of a context windoW

ws is chosen. The word along with its context
words forms a n-gram sequence S represented as
{W;_1,W;,Wit1} in the network. Every word
W; is mapped to its corresponding word vector V;
using lookup table LT". Word vectors V;’s are pro-
jected onto the input layer. In order to preserve
word order, projection concatenates the word vec-
tors into single vector X € RI“s*d which are
passed to non-linear hardtanh layer.

After applying the hardtanh transformation,
we get the H as the output of the hidden layer

H = hardtanh(W{'X + b;) (1)

We then transform the output of the hidden layer
using a softmax layer.

O=WILH+by (2)

The output layer O € R? has the dimensionality of
number of tags ¢. Errors on cost are back propa-
gated into the network using back-propagation al-
gorithm (Russell and Norvig, 1967) to generate
probability distribution over output tags ¢}, 5.

| qd | postop | admission | tuesday |
tid post-operative transfer sunday
qid post-op discharge saturday
qday hospital admit monday
gam day preoperative march
daily life 0/0/0 august
ghs number report thursday
q0s post-day summary january

Table 1: Nearest neighbors for sample temporal expressions

3 Experimental Setup

We evaluate our systems in three settings: (1)
Overlap, where overlapping spans are consid-
ered as match, (2) Exact, where precise matches
are counted, and (3) Partial, where full credit is
awarded for exact match, and half credit for over-
lapping match. All the systems (baseline, skyline
and our system) are tested on a publicly avail-
able dataset from the i2b2 2012 Temporal Rela-
tion Challenge (Sun et al., 2013). This is a bench-
mark dataset, and consists of 120 discharge sum-
maries from Partners Healthcare and Beth Israel
Deaconess Medical Center.

Type | Sentences | Tokens | Vocabulary
Medical | 20,125 | 481,601 12,142
News 24.445 717,698 30,527

Table 2: Statistics of the datasets



‘ ‘ Overlap ‘ Partial Exact

| | P | R | F | P | R | F P R F
BL - SUTime (RB) 73.53 74778 7415 | 62.75 63.82 63.28 | 51.97 52.86 5241
BL - Heideltime (RB) 79.92 5643 66.15 | 72.10 5091 59.68 | 64.28 45.38 53.20
BL - ClearTk (ST) 4436 19.34 2694 | 3441 15.05 2095 | 2446 10.77 14.95
SL-Rule 87.91 9225 90.02 | 79.86 8398 81.87 | 71.81 75.71 73.71
SL-Stat 95.13 83.74 89.07 | 89.11 7846 83.45 | 83.09 73.19 77.83
Our System: News 86.18 77.36 81.53 | 7428 66.70 70.29 | 62.39 56.04 59.04
Our System: News + | 81.37 86.98 84.08 | 73.19 78.10 75.57 | 65.02 69.23 67.06
Medical

Table 3: Comparison of our system with baseline (BL-*) and skyline (SL-*) systems

3.1 Datasets

The datasets used for training word vectors were
created as follows. The statistics are shown in Ta-
ble 2.

1. In-domain dataset: Medical discharge sum-
maries are collected from i2b2. The docu-
ments are pre-processed by removing markup
tags and irrelevant information in the form of
document numbers and codes.

2. Out-of-domain dataset:  Out-of-domain
word vectors are learned from Timebank,
AQUAINT (Pustejovsky et al., 2003), and
TE-3 silver dataset (UzZaman et al., 2012)

3.2 Baseline: Open-domain TER

Rule-based temporal taggers like Heideltime
(Strotgen and Gertz, 2010) and SUTime (Chang
and Manning, 2012) and Statistical tagger like
ClearTk?> were developed as a part of TempEval-
2,3 challenges for news text. They are our
baselines: BL-SUTime, BL-Heideltime, and BL-
ClearTk.

3.3 Skyline: Medical TER

State-of-art rule-based (Sohn et al., 2013) and a
statistical (Roberts et al., 2013) medical domain
TER systems are chosen as skylines. These system
(indicated by SL-Rule and SL-Stat respectively)
were developed as a part of i2b2 2012 challenge,
and trained on medical data. We call them as sky-
line because the availability of medical data itself
is the best situation for medical TER.

nttps://code.google.com/p/cleartk/
wiki/ClearTKTimeML
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4 Results

We now compare our results of our system with
the existing systems, and then describe how pro-
portion of in-domain data impacts the perfor-
mance. Finally, we discuss a detailed error anal-
ysis.

4.1 Comparative performance against
baseline and skyline

Table 3 compares the performance of the base-
line (BL-*) (first three rows) and skyline (SL-*)
approaches (next two rows) with our system, for
overlap, partial and exact matches. For our sys-
tem, we experiment with two settings: (1) Word
vectors trained on out-of-domain dataset (indi-
cated by Our System: News), and (2) Word vec-
tors trained on both datasets (indicated by Our
System: News + Medical). In case of overlap
match, the best performance of baseline systems is
74.15% in case of BL-SUTime. When neural net-
work architecture is used even in absence of any
in-domain data, the F-score increases to 81.53%.
This value rises to 84.08% when a combination of
medical and news domain is used.

SL-Rule and SL-Stat were created for medical
TER. In case of our premise, medical data is dif-
ficult to obtain. Our system shows that by mixing
out-of-domain (news) data with in-domain (med-
ical) data, we can get close to the skyline perfor-
mance. This degradation in performance is likely
to be because of the small size of medical do-
main corpora available for training word vectors.
It must be noted that while our dataset has 12,142
(as shown in Table 2) unique tokens, the corre-
sponding value is usually much higher. For ex-
ample, the pre-trained vectors trained on Google



News dataset had a vocabulary size of 300K>.

4.2 Impact of proportion of in-domain data

Auvailability of in-domain data is restricted for
medical documents as compared to news text. To
find how our system peforms if a combination of
in-domain and out-of-domain data is to be used,
we conduct experiments by incrementally adding
in-domain data to learn word vectors. Figure 2
plots the F-score against the percentage of total
in-domain data used during training. 10 on the X-
axis indicates that 10% of the total available med-
ical domain data (along with the complete news
data) was used during training. For all three kinds
of matches, the F-score stabilizes beyond 40%
(which is 5K sentences). There is a dip in per-
formance for all three matches when 10% medical
data is used. This may be due to dilution of word
vectors, since only a small portion of a new do-
main has been added to the training set.

F-score (%)

| Overlap —+—
Partisl —x—

o 10 20 30 40 50 &0 70 80 90 100
Percentage of medical data

Figure 2: Performance of our system on addition of in-
domain data

4.3 Error Analysis

We manually labeled 468 erroneous instances into
one out of 11 broad categories. The distribution of
these errors is shown in Figure 3.

Standalone

numbers Less

specific
Wrong
annotation
More
specific
Time period
Over gener
Date alization
Abbrevia Missing
tion output

Figure 3: Distribution of errors made by our system
Shttps://code.google.com/p/word2vec/

‘More specific’ errors form 19.9% of total er-
rors. This means that our system could extract
temporal expressions that were more specific than
the annotations. For example, our system tags
‘one day prior to admission’ when only ‘one day’
was expected. 16.2% of our errors arise due to
wrong annotations. ‘More specific’ output is ac-
ceptable. ‘Wrong annotations’ are the ones where
a second manual check revealed that the labels
were disputable. Thus, 36% errors do not di-
rectly point to deficiencies in the system.

‘Less specific’ errors (13.5%) are when our
system leaves out a part of the temporal expres-
sion. 10.3% of errors are related to time periods
and frequency-related words like ‘daily’. Over-
generalization errors are said to occur when an ex-
tracted time expression contains some non-time-
related words. Medical domain text is fraught with
abbreviations (such as q.i.d.) leading to 10.5% er-
rors, and peculiar date formats (for example, 12-
20 as a date indicates 20th December) leading to
7.7% errors. ‘Special’ words are related to seasons
and events like Halloween. Standalone numbers
indicate situations like the ‘2’ in ‘see you at 2’.
The ‘Others’ category includes errors due to gar-
bled characters, relative days (‘tomorrow’), ordi-
nal numbers and WSD errors (two senses of ‘may*
can be derived out of ‘this may’, in absence of cap-
italized ‘M*)

5 Conclusion & Future Work

We presented a simple yet effective three-layer
neural network based TER system for medical do-
main. Our system used out-of-domain news text
to extract temporal expressions from medical doc-
uments. Our system, without any in-domain data
at all, improves the F-score by 7% over three base-
line systems, and to a greater degree when in-
domain data is used. With a dataset of 5K medical
domain sentences, we obtain a good performance .
Our error analysis showed that the top three kinds
of errors are: ‘More specific output’, “Wrong an-
notations’ and ‘Missing output’. We, thus, show
that our TER system can act as a middle ground
between an open-domain and a domain-specific
TER, in situations where in-domain data is diffi-
cult to obtain. A possible future work is to model
TER as a sequence labeling task while still using
a neural network based system.
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An unsupervised EM method to infer time variation in sense probabilities

Martin Emms
Dept of Computer Science
Trinity College, Dublin
Ireland
martin.emms@cs.tcd.ie

Abstract

The inventory of senses for a given word
changes over time — fweet has gained the
“Twitter post’ sense only relatively re-
cently and this paper addresses the prob-
lem of the computational detection of
such change. We propose a generative
model which conditions context words on
a target expression’s sense and conditions
the sense choice on the fime of writing.
We develop an EM algorithm to estimate
the parameters from raw time-stamped n-
gram data with no sense annotation. We
are able to demonstrate the inference of
parameters which plausibly reflect the ob-
jective dynamics of sense use frequencies,
in particular the emergence of a new sense.

1 Introduction

Many words are ambiguous so that a simple count
of a word frequency is really a sum of several
word-sense frequencies. It is also the case that
over time the inventory of senses possessed by a
word changes and there must be a point in time
where a given sense first came into use: the “Twit-
ter post’ sense of fweet is an example of a rela-
tively recent new arrival. Fig 1 summarises the

1 1 )
1955 1970 1985 2000

Figure 1: Word frequency (solid line) and sense
frequencies (dashed lines).

Arun Jayapal
Dept of Computer Science
Trinity College, Dublin
Ireland
jayapalalcs.tcd.ie

the dashed lines a hypothetical decomposition into
two senses, with one of the senses first emerging
around 1970. Essentially the aim of the paper is to
propose a method which can carry out this kind of
decomposition and then use it to detect the time of
emergence of a novel sense: we have marked this
point Cy in the sense plot.

As lexical information is central to so many
NLP tasks, means to automatically identify
changes to the required information could be use-
ful. For example, if an SMT system trained from
aligned corpora from particular times is to be ap-
plied to text from different times it could be of use
to know whether there have been sense changes,
perhaps identifying which occurrences can be an-
ticipated to be poorly translated. Overlooking this
is perhaps what underlies the following case of
poor translation fron English to Tamil via Google
translate:

S1. With Clara, however, his brow cleared, and he was gay again (from ‘sons
and lovers’ by D.H. Lawrence 1931:)

T1. Hemmgn ALded Heugg HGHaud HsHmiu@id wHmd Heut
Wesst(bILD gpiflent & Gaigsemasieanit

L1. Kilara, ayinum, avaratu puruvam akarrappatum, marrum avar mintum
orinaccerkkaiyalar

The English original, S1, comes from 1931, at
which time gay simply meant ‘happy’. In recent
decades it has overwhelmingly gained the sense
‘homosexual’. T1 and L1 are the Tamil translation
and its transliteration where the word is translated
as orinaccérkkaiyalar, which has the ‘homosex-
ual’ sense.

We will propose a relatively simple probabilis-
tic model which conditions words in a target’s con-
text on that target’s sense and conditions senses
on times, which incorporates an independence as-
sumption that the context words are independent
of time given the target’s sense. We use the Google

situation abstractly, with the solid black-line a plot85 n-gram data set (Michel et al., 2011) which pro-

of fhie'werd fe ﬁé%%%%‘ﬁ%ﬁ%%’ﬁ@%%gﬂ 1S Riﬁ%%ﬁ%@é#ﬁﬁl

ily be produced the Google n-gram viewer),
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tion and develop an EM algorithm to estimate



the model’s parameters in an unsupervised fashion
from this data. We will show that the algorithm
is able to provide an accurate date of sense emer-
gence (true positives), and also to detect the ab-
sence of sense emergence when appropriate (true
negatives). We make some points also concerning
the difficulties in the evaluation of such a sense-
emergence system.

2 A model with time-dependent senses

It is intuitive that the distribution of words in the
context of given target word is not independent
of the sense of that target and this leads to ap-
proaches to unsupervised word-sense disambigua-
tion which seek to model that dependency (Man-
ning and Schiitze, 2003). These approaches also
include a prior on the different senses. We essen-
tially generalise this by having a succession of pri-
ors, one for each time period.
To make this more precise, assume a data item
d represents a particular occurrence of a target ex-
pression 7', and let W be the sequence of words in
a window around 7" and let Y be its time-stamp.
Suppose there are k different senses of 7', mod-
eled with a discrete variable S. A complete data
item is to be thought of as providing values for
Y, S and W; raw data will be incomplete con-
cerning S, the sense. p(Y, S, W) may factorised
as p(Y)p(S|Y)p(W|S,Y) without loss of gener-
ality. We then make some independence assump-
tions: (i) that conditioned on S the words W are
independent of Y, so p(W|S,Y) = p(W|S) and
(ii) that conditioned on S the words are indepen-
dent of each other, so p(W|S) = Hz(p(WAS)
This gives equation (1):
p(Y, S, W) = p(Y)xp(S[Y) x [ [ p(WilS) (1)

7

The term p(S|Y") directly models the fact that a
sense’s likelihood can vary over time, possibly
having zero probability on some early range of
times and thus representing the non-availability of
that sense of target 7" at those times. Assumption
(i) reflects a plausible idea that given a concept be-
ing conveyed, the expected accompanying vocab-
ulary is at least substantially time-independent. It
also drastically reduces the number of parameters
to be estimated. The parameters of the model in

(1) have to be estimated from data in which the86

values of the sense variable S are not given. We
tackle this unsupervised estimation problem via

an EM procedure (Dempster et al., 1977), though
Gibbs sampling could be an alternative. We iterate
between an E and an M step, as follows!:

(E) for each data item d and each possible value
s of S, determine the conditional probability
of S = s given Y and W<, under current
parameters — call this 7%(s).

(M) use the v%(s) valus to derive new estimates
of parameters via the update formulae

D aivay[1!(s)]

PS=s=y) = === T

3404 (5) x (w1
> a(v4(s) x length(W4))

2.1 Evaluation possibilities

Pw|S =s) =

As others have noted, the evaluation of the inferred
sense dynamics produced by such a system is a
challenge: large-scale, sense-labelled, diachronic
corpora to serve as a gold-standard do not exist
(Cook et al., 2014). So without doing large scale
manual annotation, the full detail of the inferred
sense dynamics cannot be straightforwardly eval-
uated.

However, concerning just the times of sense
emergence (the point Cj in Fig.1) the prospects
are somewhat better. First of all, for recent lex-
ical innovations, native speakers are often confi-
dent that they can judge that it is indeed recent
(see section 4). A speaker’s intuition that a sense
emerged recently could serve as prima facie ev-
idence against a system verdict outcome which
finds no such recent emergence.

In pursuit of more objectivity and to consider
innovations that are less recent, it is natural to con-
sider dictionaries. For a given form/meaning pair-
ing, an historically oriented dictionary (eg. the
Oxford English Dictionary (OED)) will strive to
include the very earliest citation that has been dis-
covered — call this Dj. We will use D as a
lower bound on the true emergence date C'p, which
seems reasonable. The results section 3 will show
a couple of examples wherre Df is considerably
earlier than Cy, the time at which which the use
steadily starts to grow in use. Form/meaning pair-
ings also make it into dictionaries at some partic-
ular time, so close inspection of a succession of
dictionaries, though labour intensive, can give a

'P(Y)) is not estimated can be easily shown not to be
needed for the other estimates.



date of its first inclusion — call this D). Some
researchers have attempted this (see section 4),
though in what follows we will not.

There is a further option to establish an emer-
gence date for a novel sense of a target 1. If
there are words which it is intuitive to expect in
the vicinity of 7" in the novel sense, and not in
other senses, then one would expect the probabil-
ity of seeing these words in 7”s context to start
to climb at a particular time. For example, mouse
has come to have a sense referring to a computer
pointing device, in which usage it is intuitive to
expect words like click, button, pointer and drag
in it’s context. For any word w and target 7' let
us define trackr(w) to be the sequence of its per-
year probabilities of occurrence in the context of
T. If when trackoyuse(w) is plotted for the above
words, they all show a sharp increase at the same
time point, this is good evidence that this is the
emergence time of the novel sense. In the results
section 3 we will use such ‘tracks’-based dates as
a target against which to compare any apparent in-
flection point of an inferred P(S|Y") parameter —
the righthand plot in Figure 2(a) is an example.

3 Experiments

The experiments reported here use the Google 5-
gram dataset (Michel et al., 2011). This is a data
set released by Google giving per-year counts of
5-grams in their digitized books holdings. From
the entire 5-gram data-set it is possible to pull for
a given target word 7', a corpus of time-stamped 5-
grams (with counts) containing T". As a diachronic
corpus this data set has size and time range ad-
vantages. For example, prior work (Emms, 2013;
Emms and Jayapal, 2014) used text snippets from
search results obtained using Google’s date spe-
cific search facility, giving a time range of 1990-
2013 and about /00 examples per year. The 5-
gram data reaches far further back with a far larger
amount of data per year (see Table 1). For example
for the target mouse there is on average over /5000
5-gram entries featuring it per year. Its largest
seeming disadvantage is that each 5-gram for a tar-
get gives a context of no more than 4 words.

Each line of the Google 5-gram data gives a
year-specific count for the particular 5-gram. The
EM presentation in section 2 assumed data items

represented single target occurrences. In using the87

5-gram data we effectively treat each 5-gram data
entry as representing n separate tokens of 7' con-

tributing to no other 5-gram counts: the data set
makes it impossible to know to what extent any
original token of 71" has contributed to several dif-
ferent 5-gram counts. This involves changing the

M step to
_ o o Zd;yd: [“/d(s)xnd]
P(S=slY =y)= Zd:;d:y[“d]

5 () e )
> a(v3(s) xnd xlength(W2))

Pw|S =s) =

Concerning initialisation, for an experiment on
a target 1" having a corpus of occurrences corp, we
initialise P(w|S) to (1 — X) Peorp + APran, Where
Peorp are the word probabilities in corp, Prqp is a
random word distribution and A is a mixing pro-
portion, here set to 107°. Also initially the per-
year sense distributions P(.S]Y") values are set to
the same as each other. These start values thus
are very far from representing the senses as being
drastically different to each other or having any
time variation at all.

Two sets of targets where chosen, a first set
{strike, mouse, boot, compile, surf } of words
known to exhibit sense emergence and a second
set { ostensible, present } of words where there is
not an expectation of an emergent sense. The two
sets together give both positive and negative tests
for the algorithm. Table 1 lists these words and
for the first set gives an indication of the emer-
gent senses. The next two columns give two kinds
of reference dating information for the emergence
of these senses. The ‘OED-first’ column gives
the first citation date according to the OED, a
lower bound for any inferred emergence date. The
‘tracks date’ gives an emergence date that is ap-
parent from the ’tracks’ plots for words that are
intuitively associated with the emergent sense (see
section 2.1). The final ‘EM date’ column is the
emergence date inferred when the EM algorithm
was run.

Figure 2(a-d) depicts various aspects of the out-
comes on some of the test items. The leftmost plot
in (a-c) shows the EM-inferred P(S|Y") parame-
ters for different targets 7', and the rightmost plot
shows some tracksr(w) plots (see section 2.1),
for some words thought especially associated with
the novel sensse — these track the probabilities of
these words in the n-grams for the target and are
the basis for the ‘tracks date’ column in Table 1.

mouse Figure 2(a): the algorithm was run for 3
sense variants on data from 1950 to 2010, and in
the lefthand plot the blue line, for P(S = 1]Y),



Target Years Lines New sense OED-first tracks date || EM date| within 10%
mouse 1950-2008 910k  computer pointing devince 1965 1983 1982 yes
surf 1950-2008 183k exploring internet 1992 1994 1993 yes
boot 1920-2008 1286k computer start up 1980 1980 1983 yes
compile 1950-2008 689k  transform to machine code 1952 1966 1966 yes
strike 1800-2008 5053k industrial action 1810 1880 1866 yes
ostensible | 1800-2008 130k NA - - none -
present 1850-2008 56333k NA - - none -

Table 1: The test items, their new senses and dating information — see text for explanation of columns

shows an emergent sense, departing from near
zero first around 1983. The righthand plot ‘tracks’
plots also show a sharp increase around 1983.

We wrote an inflection function which applied
to an inferred P(S|Y") parameter returns the date,
if any, at which the sense probability starts to de-
part from, and continues to climb from, zero and
the ‘EM date’ column of Table 1 gives the in-
flection points obtained on a particular inferred
P(S|Y') parameter for each test item. For mouse,
the EM-based emergence date is later than the
OED first citation date, and very close to the
tracks-based date. This illustrates why simply tak-
ing the OED first citation date as a gold stan-
dard would be a mistake. The OED first cita-
tion comes from a research paper in 1965, but the
mouse computer peripheral only became popular
considerably later and it is not unexpected that the
date at which this use of the term mouse departed
and continued to climb from zero is substantially
later. For all the test items, the ‘within 10%’ col-
umn indicates the agreement between the EM- and
tracks-based dates.

Also in Fig. 2(a-c), the box below shows for
the apparently emerging sense S, the top 30 words
when ranked according to the ratio of P(w|S) to
P.orp(w) (call this gist(S)). For the mouse case,
gist(S = 1) seems mostly consistent with the
‘pointing device’ sense.

surf Figure 2(b). EM was run on data from 1950
to 2010, for 5 senses. In the lefthand plot the green
line, for P(S = 3|Y), is an emergent sense, ap-
pearing to depart from near zero first around 1993.
The ‘tracks’ plots to the right seem to increase
around around 1994. The OED first citation date
of 1992 is consistent with both. The ‘gist’ words
for S = 3 also seem mostly consistent the ‘inter-
net exploration’ sense.

strike Figure 2(c): EM was run on data from 180088

to 2008, for 3 senses, a far longer time span than
the preceding cases. In the left-hand plot, the

blue line, for P(S = 1]Y), is an emergent sense,
appearing to depart from near zero first around
1865. The tracks plot for words intuitively asso-
ciated with the industrial action sense indicate an
increase from around 1880. Both of these are con-
sistent with the OED first citation date of 1820.
The ‘gist’ words for S = 1 seem consistent with
S = 1 representing the ‘industrial action’ sense.
For space reasons, the boot and compile outcomes
are not shown in Fig.2, but analogous outcomes
were obtained, summarised in Table 1.

ostensible and present Figure 2(d) shows the plots
of the inferred P(S]Y) distributions. Neither
shows an emerging sense, in line with expecta-
tions.

The number of senses sought in the EM runs
for the different target items varied somewhat (be-
tween 3 and 5). This is somewhat to be expected
as the extent of ambiguity probably varies for the
different target items and in some cases where an
emergence was less clear with n senses, it became
clearer with n + 1 senses.

The procedure was implemented in C++. To ob-
tain the code or data see www.scss.tcd.ie/
Martin.Emms/SenseDynamics. As an indi-
cation of exection time, for a data-set of approxi-
mately 900k lines a single EM iteration takes 8.01
seconds.

4 Prior Work

In this section we review some related work
on novel sense detection. Wijaya and Yeniterzi
(2011) did make some analyses on the Google n-
gram data in relation to indicators of sense change,
seeking to apply ideas from LDA (Blei et al.,
2003). It is not however a concrete proposal for
novel sense detection and to suit the LDA perspec-
tive they artificially concatenate a year’s worth of
n-grams to create a single document.

In a number of papers (Lau et al., 2012; Cook
et al., 2013; Cook et al., 2014) have applied a
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gist(sense 1) general, -, went, START_, The, hunger, ’, was, slip,
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coal, had, in, after; been, call, were, emptive, capability

Figure 2: For (a-c), lefthand plot shows EM-inferred values for P(S]Y"), with the sense number S of an
apparent emergent sense labelled; the righthand plot show probability ‘tracks’ for some words intuitively
associated with the emergent sense (see text for further details). gist(S) in the boxes is the top-30 as
ranked by P(w|S)/P.orp(w); (d) shows inferred P(S|Y) for items with no sense emergence

pre-existing word sense induction (WSI) system
to novel sense detection. They draw on ideas from
LDA, treating each context of n words as gener-
ated from n topics, and define a target’s sense to
be the most frequent fopic amongst the context
words. A striking difference to our model is that
their model essentially has no parameters refer-
ring to time. They therefore take time-stamped
data and pool it to train a time-unaware system,
then assign target expressions their most probable
sense, and finally inspect the pattern of assigned
senses and the time stamps. As data, rather than a
real year-by-year diachronic corpus, they worked
with data representing two time periods, T and
T5. Presumbaly in the ideal case, if a sense S truly
emerged between T and 75 it should assign sense
S only to items from 75. Their approach to eval-
uation uses dictionary inclusion dates (ie., D} see
section 2.1), so refers to senses which came to be
included in dictionaries between the investigated

time periods. Relative to a set of distractor ex-89

pressions not thought to exhibit sense emergence

their system has some success in distinguishing
between true cases and the distractors in so far as
when items are ranked by the ratio ps : p; of their
inferred sense frequencies in the periods 75 and
T1, the neologisms tend to be more highly ranked
than the distractors.

Mitra et al. (2014) have also presented work on
sense emergence. Their data set is a dependency-
parsed version of the Google 5-grams, whose
time-line they divide into eras containing equal
amounts of data. They do not propose a prob-
abilistic model but instead have a distance-based
clustering system. On each era’s data they per-
form a clustering of occurrences, and then propose

ways to relate the clusters forera T}, {s1',... s}
to the clusters of a later era Ty, {s72,...s22}: if

a Ty cluster, s;2, relates to no 17 cluster, this is
counted as evidence of the emergence of a sense
between 1} and T5. For evaluation purposes they
considered the inferred emergences between the
eras 1909-1953 and 2002-2005, verifying not by
reference to dictionaries but by reference to the in-

Ts
)



tuitions of one of the authors. Some of the exam-
ples given in the paper (eg. organ-related use of
donation) seem plausible, others are noted as true
emergences though the OED would suggest other-
wise (eg. an assailant sense of thug).

5 Conclusions

We have proposed a relatively simple generative
model, one which assumes that given the target’s
sense, the context words are independent of time
— the P(w|S) parameter — and that for each time,
there is a prior for each sense — the P(S|Y) pa-
rameter. Together this models the way the context
words for a given target do vary over time, through
the sum Zs[p(S]Y)p(W]S)]. We have proposed
an EM procedure for the estimation of the parame-
ters of such a model and how this can be applied to
Google n-gram data, which gives counts for time-
stamped n-grams, and we have shown that intu-
itive values for the P(S|Y") parameters can be ob-
tained.

The approach is in several respects simpler than
some related work discussed in section 4. To em-
phasize this further, the algorithm used raw rather
than lemmatized words and used a data-set with
no syntactic annotation. It also lacks any inher-
ent constraint to keep P(S|Y1) and P(S|Y2) close
when Y; and Y5 are close and its striking that the
inferred P(S|Y) come out as relatively smooth
functions of time. Nonetheless a direction of fu-
ture work could be to consider modeling such a
smoothness constraint.

Section 4 mentioned the LDA-based model of
(Lau et al., 2012; Cook et al., 2013; Cook et
al., 2014) and it would certainly be of interest to
seek to apply their algorithms to the data we have
considered and conversely, our algorithms to their
data. Also the work of Mitra et al. (2014) sug-
gests a line of development in which we adapt our
approach to first estimate separate models on data
belonging to eras and then similarly attempt to re-
late the obtained collections of word distributions.
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Abstract

SMT approaches face the problem of data
sparsity while translating into a morpho-
logically rich language. It is very unlikely
for a parallel corpus to contain all mor-
phological forms of words. We propose a
solution to generate these unseen morpho-
logical forms and inject them into origi-
nal training corpora. We observe that mor-
phology injection improves the quality of
translation in terms of both adequacy and
fluency. We verify this with the exper-
iments on two morphologically rich lan-
guages: Hindi and Marathi, while trans-
lating from English.

1 Introduction

Statistical translation models which translate into
a morphologically rich language face two chal-
lenging tasks: 1. correct choice of inflection, and
2. data sparsity. To understand the severity of
these two problems, consider an example of verb
morphology in Hindi!. Hindi verbs are inflected
based on gender, number, person, tense, aspect,
and modality. Gender can be masculine or non-
masculine (2). Number can be singular or plural
(2). Person can be first, second or third (3). Tense
can be present or non-present (2). Aspect can be
simple, progressive or perfect (3). Modality can
be due to shall, will, can, etc. (9). Thus, for a
single root verb in Hindi, we have in total 648
(2%2*3%*2%*3*9) inflected forms. It is very unlikely
for a Hindi corpus to have all inflected forms of
each verb. Also, lesser the corpus size of morpho-
logically richer language, more severe the problem
of sparsity.

Using factored models helps in solving the
problem of correct inflectional choice. But solv-

"Hindi and Marathi are morphologically rich languages

compared to English. They are widely spoken in Indian suB—1
continent.

ing the sparsity problem is more challenging task.
In this paper, we propose a simple and effec-
tive solution of enriching the input corpora with
various morphological forms of words. We per-
form experiments with factored models (Koehn
and Hoang, 2007) as well as unfactored models,
i.e., phrase-based models (Koehn, Och and Marcu,
2003) while translating from English to Hindi and
English to Marathi. Results show that morphology
injection performs very well in order to solve the
sparsity problem.

The rest of the paper is organized as follows:
We present related work in Section 2. Then, we
study the basics of factored translation models in
Section 3. We also describe a general factored
model for handling morphology. Then, we discuss
the sparsity problem and the morphology gener-
ation, in general in Section 4, and in context of
Hindi and Marathi in Section 5. Section 6 draws
conclusion and points to future work.

2 Related work

Substantial volume of work has been done in the
field of translation into morphologically rich lan-
guages. The source language can be enriched
with grammatical features (Avramidis and Koehn,
2008) or standard translation model can be ap-
pended with synthetic phrases (Chahuneau et al.,
2013). Also, previous work has been done in order
to solve the verb morphology in English to Hindi
SMT (Gandhe et al., 2011).

Although past work focuses on studying com-
plexity (Tamchyna and Bojar, 2013) and solv-
ing morphology using factored translation mod-
els (Ramanathan et al., 2009), the problem of data
sparsity is not addressed, to the best of our knowl-
edge.

3 Factored translation models

Factored translation models can be seen as the
combination of several components glanguage

D § Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 95-99,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)
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model, reordering model, translation steps, gen-
eration steps). These components define one or
more feature functions that are combined in a log-
linear model (Koehn and Hoang, 2007):

plel ) = gerp Y Nihile, )
i=1

Each h; is a feature function for a component of
the translation, and the \; values are weights for
the feature functions. Z is a normalization con-
stant.

Factored models treat each word in the corpus
as vector of tokens. These tokens can provide ex-
tra linguistic information about the word. This in-
formation can be used to generate more accurate
inflections compared to other unfactored models.

3.1 Factored model for handling morphology

Note that our goal is to solve the sparsity prob-
lem while translating to morphologically rich lan-
guages. Figure 1 shows a basic factored model for
translation from morphologically poor language to
rich language. On the source side we have: Sur-
face word, root word, and set of factors S that af-
fect the inflection of the word on the target side.
On the target side, we have: Surface word, root
word, and suffix (can be any inflection). The
model has single translation (T0) and generation
step (GO).

Source: Surface | Root | {S}
? TO
Target: Surface | Root | Suffix

GO

Figure 1: Factored model setup to handle inflec-
tions

4 Problem of Data Sparsity and
Morphology Generation

A simple and effective solution to the sparsity
problem is to generate the unseen morphologi-
cal forms of words and inject them into original
model. Note that, we also need to generate factors
that affect the inflections of the newly generated
morphological forms. For example, for the fac-
tored model described in Section 3.1, we need to

generate new Source root|{S} — Target surface
92

word|Target root|suffix pairs.

But then the question remains: How do we gen-
erate these new morphological forms? Here is the
general procedure that can be adopted while trans-
lating from language X to Y':

1. We identify the factor set (S) that affects the
inflections of words in language Y

2. We learn which inflection the target word will
have for a particular combination of factors in
S on the source side

3. We generate the surface word from the root
word and inflection in language Y

In Section 5, we discuss the problem of data
sparsity and morphology generation in detail, in
context of Hindi and Marathi, while translating
from English..

5 Morphology Generation

Hindi and Marathi are morphologically rich lan-
guages compared to English. They show mor-
phological inflections on nouns and verbs. Before
studying actual generation of various word formes,
we present the factored model setup that is used
for our experiments.

5.1 Factored model setup

Noun inflections in Hindi are affected by the num-
ber and case of the noun only (Singh et al., 2010).
So, in this case, the set S, as in Section 3.1, con-
sists of number and case. Number can be singular
or plural and case can be direct or oblique. EXx-
ample of factors and mapping steps are shown in
Figure 2.
English: boys | boy | plural | oblique
T0

Hindi: ST (ladakon) | TEHT (ladaka) | F (on)

GO

Figure 2: Factored model setup to handle nominal
inflections

Similarly, verb inflections in Hindi are affected
by gender, number, person, tense, aspect, and
modality (Singh and Sarma, 2011). As it is dif-
ficult to extract gender from English verbs, we do
not use it as a factor on English side. We just repli-
cate English verbs for each gender inflection on



Hindi side. Hence, set S, as in Section 3.1, con-
sists of number, person, tense, aspect, and modal-
ity only.

We build similar factored model for Marathi
nouns and verbs. But, Marathi is morphologi-
cally more complex than Hindi, as multiple suf-
fixes can be attached with Marathi root nouns and
root verbs. But, still we can generate one-suffix
word forms of Marathi nouns and verbs.

5.2 Building word-form dictionary

Word-form dictionary is a list consisting of all in-
flected forms of root words. Figure 3 shows a
pipeline to generate new morphological forms for
an English-Hindi/Marathi word pair. The pipeline
needs the information about suffix classification
based on the factors that affect those inflections.
With the help of such classification, we create a list
of the form: Source root|Source S factors — Tar-
get root|Target suffix by extracting source-target
noun/verb pairs from the training corpus.

Extract Hindi
nouns/verbs

|

Word aligner

Factored parallel
corpus

Noun/verb
classifier

Extract parallel
noun/verb pairs

|

| Joiner

|<——| Get new suffixes |
4

New morphological
word forms

Figure 3: Pipeline to generate new morphologi-
cal forms for an English-Hindi/Marathi noun/verb
pair

Next step is to create a Target surface word from
the new list of Target root|Target suffix. We build
a joiner (reverse morphological) tool in target lan-
guage, which merges root word and suffix to give
target surface word. The joiner uses the ending
of the root noun/verb and the class to which the
suffix belongs as features. The final word-form
list, thus generated, is augmented to original train-
ing data. Table 1 shows four morphological forms
of boy-eTS&T (ladakaa) noun pair. Similarly dif-
ferent morphological forms are created for Hindi
verbs and Marathi nouns and verbs.

We also learn a factored model which combines
factors on both nouns and verbs. We build word?3

English root|Number|Case
boy|singular|direct
boy|singular|oblique
boy|plural|direct
boy|plural|oblique

Hindi surface|Root|Suffix

ASHT (ladakaa)[@SHT (ladakaa)|null
TSH (ladake)[TSHT (ladakaa)|T (e)
TSH (ladake)[TSHT (ladakaa)|T (e)
TSI (ladakon)|FSHT (ladakaa)[3TT (on)

Table 1: New morphological forms of boy--TS<T
(ladakaa) noun pair

form dictionaries separately for nouns and verbs
and augment training data with both. Note that,
factor normalization? on each word is required to
maintain same number of factors.

We also create a word-form dictionary for
phrase-based model. We follow the same proce-
dure as described above, but we remove all factors
from source and target words except the surface
form.

5.3 Experiments and Evaluation

We performed experiments on ILCI (Indian Lan-
guages Corpora Initiative) En-Hi and En-Mr data
set. Domain of the corpus is health and tourism.
We used 44,586 sentence pairs for training and
2,974 sentence pairs for testing. Word-form dic-
tionary was created using the Hindi and Marathi
word lexicon. It consisted of 182,544 noun forms
and 310,392 verb forms of Hindi and 9,869 noun
forms and 101,621 verb forms of Marathi.

Moses toolkit® was used for training and decod-
ing. Language model was trained on the target side
corpus with IRSTLM*.

For our experiments, We compared the transla-
tion outputs of: Phrase-based (unfactored) model
(Phr), basic factored model (Fact) as in Sec-
tion 5.1, phrase-based model trained on the corpus
augmented with word-form dictionary (Phr’), and
factored model trained on the corpus augmented
with the word-form dictionary (Fact’).

We use Stanford POS tagger® (Toutanova et
al., 2003) and Stanford’s typed dependencies (De
Marneffe et al., 2008) to extract the factors that
affect the inflections (number, person, tense, etc.)
from English sentence.

5.3.1 Automatic evaluation

The translation systems were evaluated by BLEU
score (Papineni et al., 2002). Also, as the reduc-

2To use null when particular word can not have that factor
3http://www.statmt.org/moses/
*https://hlt.fbk.eu/technologies/irstim-irst-language-
modelling-toolkit
>http://nlp.stanford.edu/software/tagger.shtml



Morph. Model BLEU # OO0V % OOV reduction Adequacy Fluency
problem En-Hi En-Mr En-Hi En-Mr En-Hi  En-Mr En-Hi En-Mr En-Hi En-Mr
Fact  22.30 8.84 2,030 1,399 3.62 2.52 3.65 2.20
Noun — per 2241 885 1739 1360 143 214 373 255 366 223
Fact 23.23 9.02 1,141 1,772 3.85 2.67 3.86 2.26
Verb Fact’ 23.26 9.02 980 1,695 14.11 4.35 391 2.73 3.91 2.30
Noun & Fact 20.93 7.55 2,193 3,137 14.87 5.56 3.89 2.69 3.92 2.28
Verb Fact’ 21.03 7.58 1,867 2,963 : ) 4.17 2.77 4.06 2.34
Noun &  Phr  22.87 9.27 813 1,572 738 2.27 4.07 2.70 3.90 2.24
Verb Phr’ 22.89 9.28 753 1,537 ' - 4.12 2.72 3.92 2.25
Table 2: Automatic and Subjective evaluation of the translation systems
tion in number of unknowns in the translation out- Morph. En-Hi En-Mr
. K K problem #OOV #Ref. #0OOV #Ref.
put indicates better handling of data sparsity, we translated Matches translated Matches
counted the number of OOV words in the transla- Noun (fact) 291 105 30 5
. . Verb (fact) 436 77 77 0
tion outputs. Table 2 shows the evaluation scores Noun & Verb (fact) 601 137 174 20
and numbers. Noun & Verb (phr) 124 21 35 7

From the evaluation scores, it is very evident
that Fact’/Phr’ outperforms Fact/Phr while solv-
ing any morphology problem in both Hindi and
Marathi. But, improvements in En-Mr systems are
very low. This is due to the small size of word-
form dictionaries that are used for injection. %
reduction in OOV shows that, morphology injec-
tion is more effective with factored models than
with the phrase-based model. Also, improvements
shown by BLEU are less compared to % reduction
in OOV.

Why BLEU improvement is low?

One possible reason is ambiguity in lexical choice.
Word-form dictionary may have word forms of
multiple Hindi or Marathi root words for a sin-
gle parallel English root word. Hence, many
times the translation of the English word may not
match the reference used for BLEU evaluation,
even though it may be very similar in the mean-
ing. Table 3 shows the number of OOVs that are
actually translated after morphology injection and
number of translated OOVs that match with the
reference. We see that matches with the reference
are very less compared to the actual number of
OQVs translated. Thus, BLEU score cannot truly
reflect the usefulness of morphology injection.

5.3.2 Subjective evaluation

As BLEU evaluation with only single reference is
not a true measure of evaluating our method, we
also performed human evaluation. We found out
that Fact’/Phr’ systems really have better outputs
compared to Fact/Phr systems, in terms of both,
adequacy and fluency.

For evaluation, randomly chosen 50 translatiotft

Table 3: Counts of total OOVs translated after
morphology injection and the matches with the
reference used for BLEU evaluation

outputs from each system were manually given ad-
equacy and fluency scores. The scores were given
on the scale of 1 to 5 going from worst to best, re-
spectively. Table 2 shows average scores for each
system. We observe upto 7% improvement in ad-
equacy and upto 3% improvement in fluency.

6 Conclusion

SMT approaches suffer due to data sparsity while
translating into a morphologically rich language.
We solve this problem by enriching the origi-
nal data with the missing morphological forms of
words. Morphology injection performs very well
and improves the translation quality. We observe
huge reduction in number of OOVs and improve-
ment in adequacy and fluency of the translation
outputs. This method is more effective when used
with factored models than the phrase-based mod-
els.

Though the approach of solving data sparsity
seems simple, the morphology generation may be
painful for target languages which are morpholog-
ically too complex. A possible future work is to
generalize the approach of morphology generation
and verify the effectiveness of morphology injec-
tion on morphologically complex languages.
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Abstract

We describe Authorship Attribution of Bengali
literary text. Our contributions include
a new corpus of 3,000 passages written
by three Bengali authors, an end-to-end
system for authorship classification based
on character n-grams, feature selection for
authorship attribution, feature ranking and
analysis, and learning curve to assess the
relationship between amount of training data
and test accuracy. We achieve state-of-the-
art results on held-out dataset, thus indicating
that lexical n-gram features are unarguably the
best discriminators for authorship attribution
of Bengali literary text.

1 Introduction

Authorship Attribution is a long-standing and well-
studied problem in Natural Language Processing where
the goal is to classify documents (often short passages)
according to their authorship. Different flavors of the
problem treat it as either “closed-class” (train and test
authors come from the same set), or “open-class” (test
authors may be different from train authors). A related
variant is Authorship Verification, where the goal is to
verify if a given document/passage has been written by
a particular author via, e.g., binary classification.

Although Authoship Attribution in English has
received a lot of attention since the pioneering study
of Mosteller and Wallace (1963) on the disputed
Federalist Papers, equivalent work in Bengali — one
of the most widely spoken South Asian languages —
has spawned only three strands of research till date
(Das and Mitra, 2011; Chakraborty, 2012; Jana, 2015).
Part of the reason behind this lack of research progress
in Bengali Authorship Attribution is a shortage of
adequate corpora and tools, which has only very
recently started to change (Mukhopadhyay et al.,
2012).

In this paper, our contributions are as follows:

e Corpus: a new corgus of 3,000 literary assa%gé
D S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl.

lahiri@umich.edu abiswas@it.iiests.ac.in

in Bengali written by three eminent Bengali
authors (Section 3).

e Authorship Attribution System: a classification
system based on character bigrams that achieves
98% accuracy on held-out data (Section 4).

e Feature Selection: six types of lexical n-gram
features, and selection of the best-performing
combination on an independent development set
(Section 5).

e Learning Curve: how the performance on held-
out data changes as the number of training
instances varies (Section 6).

e Feature Ranking: most discriminative lexical
features by Information Gain (Section 7).

o Feature Analysis: frequency
analysis of discriminative features, grouped by
authors (Section 7).

We would like to mention that there are many
different ways in which our Authorship Attribution
system could potentially improve or be extended (more
powerful learning algorithms; syntactic, semantic
and discourse features; etc). However, given that
we already achieved impressive accuracy values on
held-out data (Section 6), such improvements would
necessarily be incremental, unless new corpora are
introduced that warrant different feature sets and/or
classifiers.

2 Related Work

A general overview of the topic of Authorship
Attribution has been given in the surveys by Juola
(2006), Stamatatos (2009), and Koppel et al. (2009).
Unsurprisingly, there are many recent studies in
English Authorship Attribution. Seroussi et al. (2012)
showed that author-topic model outperforms LDA for
Authorship Attribution tasks with many authors. They
came up with a combination of LDA and author-
topic model (DADT - disjoint author-document-topic
model) that outperforms the vanilla author-topic model

Conference on Natural Language Processing, pages 100—105,

Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



Mean #characters 13259.56 (4188.04)

Author Overall Train Test Development
Rabindranath Mean #words 221.18 (26.08) 215.28 (27.21) 228.60 (23.73) 225.56 (23.09)
Mean #characters 3232.61 (385.44) 3139.87 (405.12) 3352.16 (339.98) 3298.53 (338.50)
Sarat Chandra Mean #words 188.99 (29.57) 186.18 (30.29) 192.49 (30.05) 191.12 (26.97)
Mean #characters 2661.23 (421.84) 2628.64 (432.10) 2695.18 (423.85) 2692.47 (393.02)
Bankim Chandra | Mean #words 841.05 (256.86) 832.38 (250.32) 846.44 (261.31) 853.01 (264.55)

13153.46 (4083.46)

13325.55 (4284.03) 13405.75 (4290.50)

Table 1:
passages.

and an SVM baseline. Seroussi et al. (2014) further
showed state-of-the-art performance on PAN 11, blog,
IMDB, and court judgment datasets.

As we discussed in Section 1, Authorship Attribution
in Bengali is a relatively new problem. Among
the three studies we found, Chakraborty (2012)
performed a ten-fold cross-validation on three classes
(Rabindranath, Sarat Chandra, others) with 150
documents in each, and showed that SVM outperforms
decision tree and neural network classifiers. The best
accuracy was 84%. An earlier study by Das and Mitra
(2011) also worked with three authors — Rabindranath,
Bankim Chandra, and Sukanta Bhattacharya. They had
36 documents in total. Unigram and bigram features
were rich enough to yield high classification accuracy
(90% for unigrams, 100% for bigrams). However, their
dataset was not very large to draw reliable conclusions.
Further, the authors they experimented with had very
different styles, unlike our (more difficult) case where
two of the authors often had similar styles in their prose
(Rabindranath and Sarat Chandra).

Jana (2015) looked into Sister Nivedita’s influence
on Jagadish Chandra Bose’s writings. He notes
that “The results reveal a distinct change in Bose’s
writing style after his meeting with Nivedita. This
is reflected in his changing pattern of usage of these
three stylistic features. Bose slowly moved back
towards his original style of writing after Nivedita’s
death, but his later works still carried Nivedita’s
influence.”  This study, while interesting, is not
directly comparable to ours, because it did not perform
any classification experiments. Among other recent
studies in Authorship Attribution in Indian languages,
Nagaprasad et al. (2015) worked on 300 Telugu news
articles written by 12 authors. SVM was used on
word and character n-grams. It was observed that F-
score and accuracy decrease as size of training data
decreases, and/or the number of authors increases.

Bobicev et al. (2013)
looked into Authorship Attribution in health forums.
In their 30-class classification problem, orthographic
features performed well, and Naive Bayes was shown
to perform better than KNN. The best accuracy was
close to 90%.

Bogdanova and Lazaridou (2014) experimented with
cross-language Authorship Attribution. They designed
cross-language features (sentiment, emotional, POS
frequency, perceptual, average sentence length), and
posited that Machine Translation could be us

Corpus statistics. Values in parentheses are standard deviations. Mean and standard deviation are taken across

as a starting point to cross-language Authorship
Attribution. Using six authors’ English books and
their Spanish translations, they obtained 79% accuracy
with KNN. The best pairwise accuracy was 95%.
Nasir et al. (2014) framed Authorship Attribution as
semi-supervised anomaly detection via multiple kernel
learning. They learned author regions from the feature
space by representing the optimal solution as a linear
mixture of multiple kernel functions.

Luyckx and Daelemans
(2008) introduced the important problem of Authorship
Verification. To model realistic situations, they
experimented with 145 authors and limited training
data (student essays on Artificial Life). They showed
that Authorship Verification is much harder than
Authorship Attribution, and that more authors and less
training data led to decreased performance. Memory-
based learning (e.g., KNN) was shown to be robust
in this scenario. An interesting study was presented
by van Cranenburgh (2012), where he focused on
content words rather than function words, and showed
that tree kernels on fragments of constituency parse
trees provide information complementary to a baseline
trigram model for Authorship Attribution. Literary
texts from five authors were used, and the best
(combined) accuracy reached almost 98%.

Sarawgi et al. (2011) attempted to remove topic
bias for identifying gender-specific stylistic markers.
They used deep syntactic patterns with PCFG,
shallow patterns with token-level language models,
morphological patterns with character-level language
models, and bag of words (BoW) with MaxEnt
classifier. Per-gender accuracy reached 100% using
morphological features on blog data. On paper data,
BoW features also reached 100% per-author accuracy
for both male and female authors.

3 Corpus

In this work, we focused on Authorship Attribution of
Bengali literary text, in keeping with prior studies(Das
and Mitra, 2011; Chakraborty, 2012; Jana, 2015).
Note that with the emergence of social media, it
would be completely valid to pursue this problem on
news articles, tweets, Facebook posts, online forum
threads, blog entries, or other social media outlets.
However, the problems with such data are: (a) they
are less clean than literary text, leading to a lot of
surface variation, and (b) the number of authors is



essentially unbounded, thereby rendering the problem
more difficult and lowering accuracy values (Layton et
al., 2010; Schwartz et al., 2013).

We chose three eminent Bengali authors for our
study, and extracted 1000 passages from the works of
each author. The authors are:

1. Rabindranath Tagore (1861-1941)
2. Sarat Chandra Chattopadhyay (1876-1938)
3. Bankim Chandra Chattopadhyay (1838-1894)

Note that all three are male authors, and lived during
the golden age of Bengali Renaissance, thus their
writing styles could often be very similar — echoing
the premises of the original Mosteller and Wallace
study (1963). Besides, these authors have an extensive
repertoire of works (novels, essays, poetry, songs,
dramas, short stories, reviews, letters, critiques, etc)
that have been completely digitized for researchers to
leverage (Mukhopadhyay et al., 2012).!

We sampled 1,000 random passages for each author
as follows. We first removed poetry and songs because
they are not uniformly distributed across all three
authors. Thereafter, we merged the remaining prose in
a single large file, and sampled 25 random fragments
for each passage (25K fragments in total). We have
taken necessary care to ensure that passage contents
were disjoint.

The above procedure yielded a balanced corpus of
passages for the three authors. The corpus is realistic,
because it embodies the fragmentary nature of realistic
authorship attribution scenarios where all too often
texts are not recovered in their entirety. Furthermore,
it sidesteps the problem of unequal sample lengths
(e.g., by having whole documents or books as samples).
Our corpus statistics are shown in Table 1. Note that
the corpus has been divided into (balanced) train, test,
and development sets, with 1,500 samples in the train
set, and 750 samples in the test and development sets.
Table 1 shows that passages from Bankim Chandra
are the longest (on average), followed by Rabindranath
and Sarat Chandra. The reason is the former’s
usage of complex and formal language constructs in
his writings which typically led to longer and more
intricate fragments.

4 Authorship Attribution System

We pose the
problem as one of supervised classification. With three
classes, our accuracy on held-out data reaches 98%.2
In accordance with previous research, we found that
the best results are obtained from most frequent lexical
n-grams. Among the features we experimented with
are:

'The complete works of these three authors are available
from http://www.nltr.org/.
2 A random baseline would achieve only 33% on the sar@f‘g
data.

o Stop words: 355 Bengali stop words.>

e Uni, bi, and trigrams: Word n-grams (n = 1, 2,
3) that are most frequent on the complete dataset.

e Character bi and trigrams: Character n-grams
(n = 2, 3) that are most frequent on the complete
dataset. Whitespace characters were ignored.

We have tried three feature representations on the
above categories — binary (presence/absence), tf, and
tfidf. While it may seem that such shallow features are
not enough to capture the variability and complexity
of individual authors, as we shall see in Section 6, the
impressive performance values we obtained dispel such
doubts.

We used three classifiers from Weka (Hall et al.,
2009) — Naive Bayes (NB), SVM SMO, and J48
decision tree — to test their performance on the
development set. As shown in Table 2, J48 performs
significantly worse than NB and SMO across the board,
whereas NB and SMO perform close to each other.
We chose NB as our final classifier. This decision is
guided by the fact that NB is simpler to conceptualize
and implement, and faster to train than SMO.

Note further from Table 2 that word unigrams give
the best performance. However, as we shall see in
Section 5, best values are obtained from character
bigrams (tf), so our final system consists of 300 most
frequent character bigrams (tf) as features on Naive
Bayes classifier.

5 Feature Selection

As we see from Table 2, best numbers are in the region
of stop words, word unigrams, character bigrams,
and character trigrams. It is therefore instructive to
look into what performance benefit we can achieve
by varying the number of features in these categories,
along with their representation (binary/tf/tfidf). The
results are shown in Figure 1. We observed that the
best development accuracy of 97.87% was obtained for
300 character bigrams (tf) feature combination, so we
used that combination for our final system.

Note from Figure 1 that in almost all cases,
increasing the number of features led to improved
performance on the development set. = However,
overfitting is clearly visible for character bigrams
and trigrams beyond a certain number of features
(around 300). This observation offers a completely
organic feature selection strategy — cut off where the
development accuracy dips for the first time. Note also
that the features were ordered by Information Gain, so
e.g. the fop k n-grams are the most discriminative k
n-grams within the most frequent.

3 Available at http://www.isical.ac.in/
~fire/data/stopwords_list_ben.txt.



Feature Representation Feature Category | J48 NB SMO
Binary (Presence/Absense) Stop words 89.73 96.40 96.00
Word unigrams 92.80 97.60 98.40
‘Word bigrams 67.87 73.47 73.87
Word trigrams 36.80 40.00 40.00
Character bigrams | 84.53 96.40 96.40
Character trigrams | 79.60 93.07 92.27
Tt (Term Frequency) Stop words 9293 9573 97.60
Word unigrams 9493 97.47 98.80
‘Word bigrams 69.20 74.13 7440
Word trigrams 36.80 39.07 40.67
Character bigrams | 90.93 9733  98.67
Character trigrams | 85.07 94.27 96.93
Tfidf (Term Frequency Stop words 92.53 9587 97.73
Inverse Document Frequency) | Word unigrams 95.20 97.60 98.93
Word bigrams 65.87 74.13  74.00
Word trigrams 36.80 40.00 40.67
Character bigrams | 91.47 97.33  98.40
Character trigrams | 85.07 94.93 97.93

Table 2: Percentage accuracy of three classifiers when trained on the training set and tested on the development set. For each
category of feature, 500 most frequent were used. For stop words, there were 355. Best number in each column is boldfaced.
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Figure 1: Impact of number of features on accuracy. X-axis is Number of Features, and Y-axis is Percentage Accuracy on the

development set (can be viewed in grayscale).
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Figure 2: Learning curves. X-axis is Number of Training Samples, and Y-axis is Percentage Accuracy on the test set (can be

viewed in grayscale).

6 Learning Curve

With the feature set and classifier now optimized on the
development data, we re-trained the model on train set
(1,500 instances) and train + development set (2,250
instances), and measured accuracy on the test set that
was untouched so far. In both cases, we obtained
97.73% test accuracy — thereby showing the viability of
our approach on completely untouched held-out data.
To be noted is the fact that this high test accuracy is
similar to the high development accuracy we obtained
in Section 5. This is because our samples were drawn
from the same universe of authors. Furthermore, our
test accuracy is superior to the state-of-the-art (84%
reported by Chakraborty (2012)), and more reliable
because we worked with a much larger sample of
passages than (Chakraborty, 2012) and (Das and Mitra,
2011), and because we followed a more rigorous
experimental paradigm by splitting our data into three
parts and selecting the model on the development set.

We next asked the following question: Can we
reduce the amount of training data, and still get
the same (or better) performance? To answer this
question, we plotted two learning curves, shown in
Figure 2. Figure 2a shows the case when we train
on the training data only, and test on the test data.
Figure 2b shows the case when we train on training +
development data, and test on the test data. In both
cases, we varied the number of training samples from
100 to 1,500 in steps of 100.*

We empirically observed that the best test accuracy
of 98.4% was obtained for 200 training instances +
the development set (the first spike in Figure 2b). In
general, the performance almost always stayed within
a tight band between 95 and 99%, thus indicating the
validity of our approach, and (relative) insensitivity to
the number of training examples. We would like to
recommend that 500 training examples should be good
enough for practical applications.

*For Figure 2b, the development set part was fixed; 011160
the training samples were varied.

7 Feature Ranking

We next investigated the most discriminative features
among Bengali stop words. The top 20 stop words are
shown in Table 3, ordered by their Information Gain
(IG) on the training set. Note that apart from pronouns
such as %I, &, &, and d, we also obtained do-verbs
such as 74, 93, and F1ECS in the top ranks. This is
an interesting finding.

Further, we show the term frequency of the features
in the last three columns of Table 3, grouped by
authors. Note that in all cases, Bankim Chandra’s
passages contain many more of the stop words,
indicating that the passages are longer and more
complex (as mentioned in Section 3).  Among
Rabindranath and Sarat Chandra, the variations are
less systematic. Sometimes Sarat Chandra has
more occurrences of a particular word, sometimes
Rabindranath.

8 Conclusion

We presented the first large-scale study of Authorship
Attribution in Bengali. As part of our study, we
constructed a corpus of 3,000 literary passages from
three eminent Bengali authors. On our balanced
dataset, we performed classification experiments, and
reached state-of-the-art test accuracy of 98% using
character bigrams (tf) as features and Naive Bayes
classifier. We further showed how performance varied
on held-out data as the number of features and the
number of training samples were altered. In most cases,
we obtained a range of accuracy values between 95 and
99%. We analyzed the most discriminative features
(stop words) and showed that the passages from one
of our authors (Bankim Chandra) was longer and more
complex than others. To the best of our knowledge,
our study is the first reliable attempt at Authorship
Attribution in Bengali, especially because prior studies
had very limited training and test data. As future work,
we would like to extend our approach to other forms



Rank Word PhTr Meaning IG Fr Fs Fp

1 g leel - 0.898 | 9249 8572 42637
2 I [kori/ Ido 0.864 | 2268 2398 14174
3 Kl Itaa/ then/that 0.852 | 4899 3815 17559
4 Q Jay/ this/these | 0.851 | 5595 4537 18624
5 S Ikay/ who 0.843 | 4640 3186 14045
6 - Inaa/ no 0.828 | 4442 4321 19162
7 kil [jaal that/which | 0.792 | 2035 1778 10172
8 = /ki/ what 0.776 | 2152 3085 9912
9 @ fjay/ that/which | 0.762 | 2779 1946 10074
10 AT /baa/ or 0.748 | 4446 4361 16436
11 A /por/ after/other 0.677 | 1332 1323 6738
12 ©%  /taahaa/ that 0.672 | 1364 1402 6634
13 L /jon/ person/people | 0.660 | 958 646 4657
14 IEA /koria/  havingdone | 0.657 | 1031 1245 5306
15 3 o/ and/also 0.639 | 2294 2408 8669
16 GEY leyl this 0.629 | 1055 752 4441

17 LI} /naai/ no/not 0.601 | 413 425 3157
18 IS /koritey/ to do 0.600 | 461 380 3215

19 2S  /hoitey/ to be 0.578 | 502 343 2989
20 [} /shay/ he/she 0.578 | 2812 2128 7028

Table 3: Feature ranking of most discriminative Bengali stop words (by Information Gain). PhTr = phonetic transcription
(approximate); IG = information gain (on training set); Fr, Fs, and Fp denote term frequency of the feature in the training set
for Rabindranath, Sarat Chandra and Bankim Chandra, respectively.

of text, such as blogs, news articles, tweets, and online
forum threads.
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Abstract

We present TransChat', an open
source, cross platform, Indian language
Instant Messaging (IM) application
that facilitates cross lingual textual
communication over English and multi-
ple Indian Languages. The application
is a client-server IM architecture based
chat system with multiple Statistical
Machine Translation (SMT) engines
working towards efficient translation
and transmission of messages. Tran-
sChat allows users to select their pre-
ferred language and internally, selects
appropriate translation engine based
on the input configuration. For trans-
lation quality enhancement, necessary
pre- and post-processing steps are ap-
plied on the input and output chat-
texts. We demonstrate the efficacy of
TransChat through a series of qualita-
tive evaluations that test- (a) The us-
ability of the system (b) The quality of
the translation output. In a multilin-
gual country like India, such applica-
tions can help overcome language bar-
rier in domains like tourism, agricul-
ture and health.

1 Introduction

In a multilingual country like India which
has around 22 official languages spoken across
29 states by more than one billion people,
it often becomes quite difficult for a non-
speaker of a particular language to commu-
nicate with peers following the same lan-
guage. Be it a non-Indian tourist visiting In-
dia for the first time or a farmer from Pun-
jab trying to get tips from a Tamil speak-
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ing professor on modern agricultural tools
and techniques, communication is often hin-
dered by language barrier. This problem
has been recognized and well-studied by com-
putational linguists as a result of which a
large number of automatic translation sys-
tems have been proposed and modified in the
last 30 years. Some of the notable Indian
Language translation systems include Angla-
bharati (Sinha et al., 1995), Anusaraka (Pad-
manathrao, 2009), Sampark (Anthes, 2010)
and Sata-Anuvaadak? (Kunchukuttan et al.,
2014). Popular organizations like Google and
Microsoft also provide translation solutions for
Indian languages through Google- and Bing-
Translation systems. Stymne (2011) demon-
strate techniques for replacement of unknown
words and data cleaning for Haitian Creole
SMS translation, which can be utilized in a
chat scenario. But even after so many years
of MT research, one can still claim that these
systems have not been able to attract a lot of
users. This can be attributed to factors like-
(a) poor user experience in terms of Ul de-
sign, (b) systems being highly computational-
resource intensive and slow in terms of re-
sponse time, and (c) bad quality translation
output. Moreover, the current MT interfaces
do not provide a natural environment to at-
tract more number of users to use the sys-
tem in an effective way. As Flournoy and
Callison-Burch (2000) point out, a successful
translation application is one that can recon-
cile overly optimistic user expectations with
the limited capabilities of current MT tech-
nologies. We believe, a chat application like
TransChat bridges the current web program-
ming paradigms with MT to provide users a
powerful yet natural mode of communication.

*http://www.cfilt.iitb.ac.in/
indic-translator
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Our work is motivated by the following fac-
tors,

e The ever-increasing usage of hand-held
devices and Instant messaging provides us
a rich platform to float our application.
We can expect a large number of users to
download and use it.

o Unavailability of cross lingual instant
messaging applications for Indian lan-
guages motivates us to build and open-
source our application that can be modi-
fied by developers as per the needs.

There are several challenges in building such
an application. Some of them are,

1. IM users often abbreviate text (especially
when the input language is English) to
save time. (e.g. “Hw r u?” instead
of “How are you?”). A translation sys-
tem is often built on top of human-crafted
rules (RBMT) or by automatically learn-
ing patterns from examples (EBMT) or
by memorizing pattens(SMT). In all of
these cases, the systems require the input
text to be grammatically correct, thereby,
making it necessary to deal with ungram-
matical input text

2. To provide a rich User Fxperience, the ba-
sic requirement of an IM system is that it
should transmit messages with ease and
speed. Hence, language processing mod-
ules should be light-weight in order not to
incur delay.

We try to handle these challenges by making
use of appropriate language processing mod-
ules. The novelty of our work is three fold:

e Our system is scalable, i.e., it allows large
number of concurrent user access.

e It handles ungrammatical input through
fast efficient text normalization and spell
checking.

e We have tried to build a flexible sys-
tem, 7.e it can work with multiple transla-
tion engines built using different Machine
Translation toolkits.

In the following sections we describe the
system architecture, Ul design and evaluation
methodologies.
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2 System Architecture

Client 1

V=
1:\

Client 4 Client 3

Figure 1: Chat Architecture

Figure 1 shows the system architecture
of TransChat. Our system consists of a
highly scalable chat server ejabberd® based
on FExtensible Messaging and Presence Proto-
col(XMPP)* protocol.

It is extensible via modules, which can pro-
vide support for additional capabilities such as
saving offline messages, connecting with IRC
channels, or a user database which makes use
of user’s vCards. It handles the chat requests,
users and message transactions from one user
to another.

We build our chat client using publicly avail-
able Smack library APIs® , which is easily
portable to Android devices, thus, providing
cross device integration for our chat system.

A user logs in to the server with their respec-
tive chat client and gets an option to select a
language for his chats. The user then sends a
message which is transferred via XMPP proto-
col to the server where it’s processed and then
shown to the user at the other end.

Figure 2 shows in detail the processes
through which a message passes. The message
is processed using the following techniques de-
scribed in sections 2.1, 2.2, 2.3, and 2.5

2.1 Compression

While chatting, users often express their emo-
tions/mood by stressing over a few characters
in the word. For example, usage of words
like thankssss, hellpppp, sryy, byeeee, wowww,
goood corresponds the person being obliged,
needy, apologetic, emotional, amazed, etc.

As far as we know, it is unlikely for an En-
glish word to contain the same character con-

3https://www.process-one.net/en /ejabberd /
‘http://xmpp.org/xmpp-protocols/
Shttps://www.igniterealtime.org/projects/smack/
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John, I am fine,
How are you ?

John, F sreBT §
,$q & amu ?

ST, & srest
g, AT ey ?

v

\
\
\
\
‘ Compression %‘Normauzation F“
\
\
\
\

Output - 77, 7 sreer &, a7 & arr7 2

Figure 2: Server Side Processing of TransChat

Input Sentence
I feeellll soooooo gooood
I m veryyyy happyyyyy

Table 1: Sample output of Compression module

Output Sentence
1 feel so good
I m very happy

secutively for three or more times. We, hence,
compress all the repeated windows of charac-
ter length greater than two, to two charac-
ters. For example “pleeeeeeeaaaaaassseeee”is
converted to “pleeaassee”.

Each window now contains two characters of
the same alphabet in cases of repetition. Let n
be the number of windows, obtained from the
previous step. Since average length of English
word (Mayzner, 1965) is approximately 4.9 |
we apply brute force search over 2" possibili-
ties to select a valid dictionary word. If none
of the combinations form a valid English word,
the compressed form is used for normalization.

Table 1 contains sanitized sample output
from our compression module for further pro-
cessing.

2.2 Normalization

Text Message Normalization is the process of
translating ad-hoc abbreviations, typographi-
cal errors, phonetic substitution and ungram-
matical structures used in text messaging
(SMS and Chatting) to plain English. Use of
such language (often referred as Chatting Lan-
guage) induces noise which poses additional
processing challenges. While dictionary look-
up based methods® are popular for Normal-
ization, they can not make use of context and
domain knowledge. For example, yr can have
multiple translations like year, your.

We tackle this by implementing a normal-
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ization system’(Raghunathan and Krawczyk,
2009) as a Phrase Based Machine Transla-
tion System, that learns normalization pat-
terns from a large number of training exam-
ples. We use Moses (Koehn et al., 2007), a
statistical machine translation system that al-
lows training of translation models.

Training process requires a Language Model
of the target language and a parallel corpora
containing aligned un-normalized and normal-
ized word pairs. Our language model consists
of 15000 English words taken from the web.

Parallel corpora was collected from the fol-
lowing sources :

1. Stanford Normalization Corpora which
consists of 9122 pair of un-normalized and
normalized words / phrases.

2. The above corpora, however, lacks
acronyms and short hand texts like 2mrw,
[8r, b4 which are frequently used in
chatting. We collected additional data
through crowd-sourcing involving peers
from CFILT lab®.  They were asked
to enter commonly used chatting sen-
tences/acronyms and their normalized
versions. We collected 215 pairs un-
normalized to normalized word/phrase
mappings.

3. Dictionary of Internet slang words was ex-
tracted from http://www.noslang.com.

Table 2 contains input and normalized
output from our module.

"Normalization Model:
ac.in/Normalization.rar
8http://www.cfilt.iitb.ac.in

http://www.cfilt.iitb.



Output Sentence
should we go to your house
you are awesome
how do you know

Input Sentence
shd v go 2 ur house
ur awesm
hw do u knw

Table 2: Sample output of Normalization module

2.3 Spell Checking

Users often make spelling mistakes while
chatting. A spell checker makes sure that a
valid English word is sent to the Translation
system and for such a word, a valid output
is produced. @ We take this problem into
account and introduce a spell checker as a
pre-processing module before the sentence is
sent for translation. We have used the JAVA
API of Jazzy spell checker’ for handling
spelling mistakes.

An example of correction provided by
the Spell Checker module is given below:-

Input: Today is mnday
Output: Today is monday

Please note that, our current system per-
forms compression, normalization and spell-
checking if the input language is English. If
the user selects one of the available Indian
Languages as the input language, the input
text bypasses these stages and is fed to the
translation system directly. We, however, plan
to include such modules for Indian Languages
in future.

If the input language is not English, the user
can type the text in the form of Romanized
script, which will get transliterated to indic-
script with the help of Google’s transliteration
API. The user can also input the text directly
using an in-script keyboard (available in Win-
dows and Android platforms), in which case
the transliteration has to be switched off.

2.4 Translation

Translation system is a plug-able module that
provides translation between two language
pairs. Currently TransChat is designed for
translation between English to five Indian
languages namely, Hindi, Gujarati, Punjabi,
Marathi and Malayalam. Translations be-
tween these languages are carried out using
Statistical Phrase Based Machine Translation

9http://sourceforge.net /projects/jazzy/
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paradigm, powered by the Sata-Anuvadak!®
system.

2.5 Transliteration

There is a high probability that a chat will con-
tain many Named Entities and Out of Vocab-
ulary (OOV) words. Such words are not parts
of the training corpora of a translation sys-
tem, and thus do not get translated. For such
words, we use Google Transliteration API
as a post processing step, so that the output
comes out in the desired script. Table 3 con-
tains the sample output from our Translitera-
tion module.

3 User Interface

We designed the interface using HTML, CSS,
JavaScript and JSP on the front end as a
wrapper on our system based on Tomcat web
server. We have used Bootstrap'? and Seman-
tic UI'3 CSS frameworks for the beautification
of our interface. The design of our system is
simple and sends the chat message using socket
to the chat server and receives the response
from the server, and shown on the interface.

We use a similar interface for the mobile ver-
sion of our applications. We have used Web-
View class in Android, and Windows applica-
tions, and UIWebView for iOS. Figure 3 shows
a screen-shot of the interface.

(10:58:52 AM) Buyer: r u there ? (T 7= £ ?)

(10:59:11 AM) Farmer: yes (&)

(10:59:24 AM) Buyet: I need to buy grains . (§ s =fi= F &7 3T
g1)

(10:59:36 AM) Farmer: ok (3it%)

(11:00:23 AM) Farmer: rice rate is 40 Rs per kilo (7a@ 40 ¥& wfer fFar
Y

(11:00:45 AM) Buyer: I would like to buy 100 kilos (¥ 100 =T TfrzaT
= )

(11:00:51 AM) Farmer: ok (3{1%)

(11:01:13 AM) Farmer: give me some time (}3% IO 9AT &)

(11:01:20 AM) Buyer: ok (%)

(11:01:45 AM) Buyer: in 10 days ? (10 =i #?)

(11:01:49 AM) Farmer: ok (&%)

(11:01:58 AM) Buyer: thanks (g=aams )

[AJEont | 4 Insert | (@) smile! | @ Attention!

Figure 3: Chat Screenshot

Ohttp:/ /www.cfilt.iith.ac.in/static/download.html

Uhttps://developers.google.com/
transliterate/

2http://getbootstrap.com/

Bhttp://semantic-ui.com/



Input Sentence Output Sentence
Putin 3MR®T 3T & | gfee 3MRaT 31y o |
Example 1 (Putin amerika aaye the) (Putin amerika aaye the)
(Putin visited America) (Putin visited America)
Telangana HRT T YT X Sk RTHT TR T =T I & |
Example 2 | (telangaana bhaarat ka nayaa rajya hai) | (telangaana bhaarat ka nayaa rajya hai)
(Telangana is a new state of India) (Telangana is a new state of India)
Table 3: Sample output of Transliteration module
BLEU BLEU BLEU METEOR METEOR METEOR
(Google) (SATA) Bing (Google) (SATA) (Bing)
Hindi 0.1991 0.1757 0.0497  0.2323 0.1529 0.2217
Marathi 0.088 0.0185 NA 0.1478 0.0843 NA
Punjabi 0.2277 0.0481 NA 0.2084 0.0902 NA
Gujarati 0.0446 0.0511 NA 0.1354 0.1255 NA
Malayalam  0.0612 0.0084 NA 0.1259 0.0666 NA
Table 4: Evaluation Statistics on Normalized input
\ | P1 | P2 | P3| Anuvaadak. We then obtain the BLEU (Pap-
| PL| 1 | | | ineni et al., 2002) and METEOR (Denkowski
| P2 | 63| 1 | | and Lavie, 2014) translation scores. We then
|

| P3| .67 ] .61 1

Table 6: Inter Annotator Agreement for User experi-
ence evaluation

4 Evaluation Details

We do a two fold evaluation of our system that
ensures the following

o Good user experience in terms of (a) using
the system and (b) acceptable translation
quality etc.

e The pre- and post-processing steps em-
ployed helped enhance the quality of
translated chat.

We study the first point qualitatively by em-
ploying three human users who are asked to
use the system by giving 20 messages each.
They have to eventually assign three scores to
the system, Usability score, Fluency score of
the chat output and Adequacy score of the chat
output. Fluency indicates the grammatical
correctness where as adequacy indicates how
appropriate the machine translation is, when
it comes to semantic transfer. We then com-
pute the average Inter Annotator Agreement
(IAA) between their scores. Table 6 presents
the results. We have obtained a substantial
TAA via Fliess’” Kappa evaluation.

To justify the second point, we input the
un-normalized chat messages to three differ-
ent translators viz. Google, Bing and Sath06

compute the evaluation scores after applying
the pre- and post-processing steps explained in
section 2. Table 4 and 5 present the scores for
processed and un-processed inputs. As we can
see, applying pre- and post-processing steps
help us achieve better evaluation scores.

We observe a slight inconsistency between
BLEU and METEOR scores for some cases.
BLEU has been shown to be less effective for
systems involving Indian Languages due to
language divergence, free-word order and mor-
phological richness (Ananthakrishnan et al.,
2007). On the other hand, our METEOR
module has been modified to support stem-
ming, paraphrasing and lemmatization (Dun-
garwal et al., 2014) for Indian Languages,
tackling such nuances to some extent. This
may have accounted for the score differences.

5 Conclusion and Future Work

In today’s era of short messaging and chatting,
there is a great need to make available a mul-
tilingual chat system where users can inter-
act despite the language barrier. We present
such an Indian language IM application that
facilitates cross lingual text based communi-
cation. Our success in developing such an ap-
plication for English to Indian languages is a
small step in providing people with easy ac-
cess to such a chat system. We plan to make
efforts towards improving this application to
enable chatting in all Indian languages via a



BLEU BLEU BLEU METEOR METEOR METEOR
(Google) (SATA) (Bing) (Google) (SATA) (Bing)
Hindi 0.0306 0.0091 0.0413 0.0688 0.053 0.0778
Marathi 0.0046 0.0045 NA 0.0396 0.0487 NA
Punjabi 0.0196 0.0038 NA 0.0464 0.0235 NA
Gujrati 0.0446 0.0109 NA 0.1354 0.06 NA
Malyalam  0.0089 0.0168 NA 0.0358 0.1045 NA

Table 5: Evaluation Statistics on Unnormalized input

common interface. We also plan to inculcate
Word Suggestions based on corpora statistics,
as they are being typed, so that the user is
presented with better lexical choices as a sen-
tence is being formed. We can also perform
emotional analysis of the chat messages and
introduce linguistic improvements such as eu-
phemism for sensitive dialogues.

Such an application can have a huge impact
on communication, especially in the rural and
semi-urban areas, along with enabling people
to understand each other.
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Abstract

Infant cry is a mode of communication, for
interacting and drawing attention. The in-
fants cry due to physiological, emotional
or some ailment reasons. Cry involves
high pitch changes in the signal. In this
paper we describe an ‘Infant Cry Sounds
Database’ (ICSD), collected especially for
the study of likely cause of an infant’s cry.
The database consists of infant cry sounds
due to six causes: pain, discomfort, emo-
tional need, ailment, environmental fac-
tors and hunger/thirst. The ground truth
cause of cry is established with the help
of two medical experts and parents of the
infants. Preliminary analysis is carried
out using the sound production features,
the instantaneous fundamental frequency
and frame energy derived from the cry
acoustic signal, using auto correlation and
linear prediction (LP) analysis. Spectro-
grams give the base reference. The in-
fant cry sounds due to pain and discomfort
are distinguished. The database should
be helpful towards automated diagnosis of
the causes of infant cry.

1 Introduction

Infant cry is an acoustic manipulation, that con-
sists of different forms of vocalization, con-
strictive silence, coughing, choking and breaks
(Neustein, 2010). Its analysis provides the infor-
mation regarding health, disease, gender and emo-
tions. In this way, infants communicate with their
environment about what they feel. Infant cry falls
in the most sensitive range of human auditory sen-
sation (Jr et al., 2005). 108

First cry of an infant gives significant informa-
tion to determine the APGAR count, a tool for the
categorization of the new born baby as healthy, un-
healthy or weak (Neustein, 2010). The time vary-
ing characteristics, limb movement and vocaliza-
tion give insight to the transitional characteristics.
Studies of physiological variables such as facial
expression, muscular tonus, sleep and suction abil-
ities were conducted to analyse the needs of an in-
fant (Skogsdal et al., 1997). The study of infant
cry has gained significance over the years, because
of diverse applications.

Fundamental frequency and the first three for-
mants of cry signals were studied earlier (Baeck
and Souza, 2001); (Daga and Panditrao, 2011).
Attempts were made to classify the cry signals
on the basis of pain, sadness, fear and hunger
etc. (Abdulaziz and Ahmad, 2010); (Mima and
Arakawa, 2006). The pitch characteristics, aimed
to classify the cry signals into categories: urgent,
arousing, sick, distressing etc. (Zeskind and Mar-
shall, 1988). A pitch detection algorithm was
used to compute the instantaneous fundamental
frequency (Fy) (Neustein, 2010). First three for-
mants along with Fy were used for the cry analy-
sis (Hidayati et al., 2009). Cepstrum analysis was
carried out for determining the Fy and first three
formants for cry (Chandralingam et al., 2012). A
time domain cross-correlation pitch determination
method gave details of every pitch epoch (Petroni
etal., 1994).

Spectrographic analysis was carried out for
characterizing pitch and harmonics (Neustein,
2010). Short-time energy, zero-crossing rate and
LP coefficients were used for the analysis of the
cry signals (Kuo, 2010). A cry is described by the
duration and shape of the Fp contour (Varallyay-
Jr, 2007). Hyper-phonation was examined by
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mean, standard deviation and peak of the funda-
mental frequency (Zeskind and Marshall, 1988).
In another study, segment density, segment length
and pause length were used to examine the rela-
tionship between these parameters and gender of
the baby (Varallyay, 2006). The frame-wise com-
parison of the mean F{ gave insight into the analy-
sis of cries of infants with different heart disorders
(Chandralingam et al., 2012). This study also cor-
related disphonation to muscle pain or discomfort.

A different method to extract Fy was proposed
(Petroni et al., 1994). The Fy for cry was observed
to be between 200-500 Hz, with average Fj 320
Hz for male infant and 400 Hz for female infant
(Daga and Panditrao, 2011). Typical characteris-
tics were observed in the shape of power spectra of
cry signals for hunger, sleepiness and discomfort
(Mima and Arakawa, 2006). Cries of infants were
divided into normal and disorders like Tetralogy
of Fallot (TOF), Ventricular Septal Defect (VSD),
Atrial Septal Defect (ASD), and Patent Ductus Ar-
teriosus (PDA) (Chandralingam et al., 2012). Spe-
cific segments of cry signals showed similarity
amongst infants with hearing disorders and nor-
mal infants. However, detailed study of an infant
cry, in conjunction with likely causes as per expert
medical opinion, is still required to be carried out
in detail.

In this paper, an ‘Infant Cry Sounds Database’
(IIIT-S ICSD) is described in detail. The database
consists of different categories of cries due to dif-
ferent reasons. The data of infant cry signals was
recorded in a doctors cabin, where the infants were
brought-in for routine check-up, vaccination trips
or due to any ailment. Spectrographic study was
carried for each case. Changes in the Fjy contour
and harmonics were observed for cry causes. An
effort is made for the classification of cry signals,
based upon the spectrographic analysis and using
signal processing methods. The analysed causes
of each cry are compared with the ground truth
determined as per doctors or parents.

This paper is organized as follows. Section II
discusses details of the IIIT-S ICSD. Section III
discusses signal processing methods for analysing
the infant cry signals. Features of the Infant cry
signals are discussed in Section IV. In Section V,
the observations are made from the results of in-
fant cry analysis. The paper is summarised in Sec-
tion VI, along with the scope of future work. 109

Table 1: Template for naming files in IIIT-S ICSD

SPKRO01 M _S1a_CRY(07
(a) Symbols (b) Interpretation
SPKR# The infant number (Ex: 01)
M/F Sex of the infant (Ex: Male)
S#a Session number and session sub-
part (Ex: la)
CRY# Number of cries in the session
being considered (Ex: 07)

2 The IITT-S ICSD Cry
2.1 Data Collection

The data was collected from Pranaam hospital,
Madinaguda, Hyderabad, under the supervision of
Dr. Manish Gour (MBBS, DCH) and Dr Nizam
(MBBS). The age group of infants was restricted
between 3 months and 2 years. The cry signals
of infants were collected during the regular check-
up visits, the vaccination trips or any emotional
need of attention. People present in the room were
requested to maintain silence, so as to record the
cry sample. Also the parents were advised not to
comfort the baby for brief duration, to ensure the
uninterrupted data collection. Along with data, the
personal details noted include: infant name, parent
name, parent profession, sex and age of the infant
and predictive causes of the cry.

For the recording purpose, Roland R-09
Wave/MP3 recorder was used and was placed at
10-20 cm from the infant's mouth. Precautions
were taken to avoid any unwanted noise or cross-
talk. Sampling rate of 48 KHz, with 24 bit cod-
ing rate, was used for recording in stereo mode.
There were no interruptions from the social envi-
ronment during the data recording. The only un-
wanted noise that could overlap the cry sound may
be from fan and air-conditioner. The ambient tem-
perature during the recordings was 38°C, which
was regulated by the air conditioner at 25°C.

2.2 Organization of the III'T-S ICSD

The terminologies used in naming of the database
files, given in Table 1, are described below:

* Session: The acoustic signal, right from the
time an infant starts crying (including all in-
halations and exhalations), until the infant be-
comes quiet, is a session.

o Session subpart: Each session consists of
subparts, characterised by the contiguous set



Table 2: Causes of Infant cry (in IIIT-S ICSD)
(a) Cry Causes (b) Description

1. Pain Cry due to pain (caused by
vaccination, physical hurt
or internal pain)

Cry due to irritation caused
by the external environ-
ment (e.g., the doctor open-
ing baby's mouth to pour-in
drops, or the vaccination)

2. Discomfort

3. Emotional | Cry when the baby wants to
Need go back to parents arms
4. Ailment Cries due to any ailments

like cold, cough, fever
Cry due to fear of the sur-
roundings or change in en-

vironmental conditions.
Cry when the baby is hun-

gry or thirsty

5. Environmen-
tal factors

6. Hunger/Thirst

of signals, separated by some noise
* Cry: Each session subpart comprises of a
number of cries, separated by some noise.

A two stage process was followed for data col-
lection in the study. The first stage involved
raw data collection at the hospital, and the sec-
ond stage included pre-processing. The unwanted
noise, in the raw data was removed using ‘Wave-
Surfer’ tool, to render it cross-talk free. The cries
were categorized as per the ground reality, i.e., the
actual cause as per the doctor or parent. The main
causes of cry that we came across, are described
in Table 2, in columns (a) and (b).

The cry as combination of two or more causes
is retained in a separate category. There was also
a special case, when an infant cried by listening
to another infant cry. Not many samples could be
obtained for this cry due to Domino effect, but this
is retained as another special category, for future
study. The database consists of total 76 cry sound
files, which can be categorised in 6 classes. The
database summary is given in Table 3.

3 Signal Processing Methods

3.1 Short Time Fourier Transform

Short time Fourier Transform (STFT) (Oppenheim
et al., 1989) is used to process the segments of
the cry signals in the frequency domain. The data
is divided into overlapping frames. The Fourik}0

Table 3: Summary of contents in IIIT-S ICSD

Attributes Values
Total # of files 76
Total # of speakers 33
Total # of session 76
Total # of cries in sessions 693
Average # of sessions per speaker 2.3
Average # of cries in each session 9.1
Total duration of all sessions 670.1s
Average duration of each session | 8.817 s
transform for each frame is given by:
n=oo
X(r,w) = Z z[nJwn — mle” 7" (1)
n=-—00

Where x[/n] is the signal and w/n] is the win-
dow function. Here m is discrete and w is con-
tinuous (Oppenheim et al., 1989). Magnitude of
the STFT gives the spectrogram, i.e., | X (1,w)|?.
Spectrographic analysis basically represents the
3D spectral information obtained from the magni-
tude spectrum, for the short-time overlapped win-
dow segments. The X-axis represents time, Y-axis
represents frequency, and the third dimension rep-
resents the log magnitude of the sinusoidal fre-
quency components, which is converted to the pro-
portional intensity.

3.2 Auto Correlation Analysis

The auto correlation function (Rabiner and Juang,
1993) reflects the similarity between a random se-
quence and the time-delayed same sequence. For
the speech signal x(n), the correlation function is
defined as

= ]\}gnoo SN T 1 nz z(n)x(n +m)

2)

Where, E[.] represents statistical expectations
(Rabiner and Juang, 1993). Since speech produc-
tion system can be regarded as stationary within
short-time frames, the cry signal is divided into
frames. The auto-correlation function is:

n=N

> z(ma(nt+m)  (3)

n=—

1
2N +1

re(m)
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Figure 3: Spectrogram of Pain Cry of Infant #2
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Figure 2: Spectrogram of Discomfort Cry, Infant #1 Figure 4: Spectrogram of Discomfort Cry, Infant #2

When m = 0, then (3) represents short-term en-
ergy of the signal (Shuyin et al., 2009). The pitch
period information is more pronounced in auto-
correlation, than in speech signal.

3.3 Linear prediction (LP) analysis

Speech signal is produced by the convolution of
the excitation source and time-varying vocal tract
system components. These components can be
separated, using LP analysis (Makhoul, 1975).
The prediction of current sample as a linear com-
bination of past p samples forms the basis of LP
analysis, where p is the order of prediction. The
predicted sample is § = —> F_ ags(n — k),
where aps are the LP coefficients. Here s(n) is
the windowed speech sequence, obtained by mul-
tiplying short-time speech frame with a Hamming
window, i.e., s(n) = x(n)w(n), where w(n) is the
windowing function. The prediction error e(n) can
be computed by the difference between the actual
sample s(n) and the predicted samples $(n) (Ra-
biner and Juang, 1993). This is given by e(n) =
s(n)—3(n).ie.e(n) = s(n)+3 5 _; ars(n—Fk).
The LP coefficients are used to minimize the
prediction error e(n). The coefficients are com-
puted using the least squares method, that min-
imizes the LP residual or total prediction error
(Makhoul, 1975). In frequency domain, it can bil

represented as F(z)

=S(2)+>0_, apS(z)z7*

A(z) = E(2) =1+ iakz*k 4
5(2) st
The LP Spectrum H(z) can be obtained as,
1 1
H(z)= 5)

1+ 30  agz=F T A(z)

As A(z) is the reciprocal of H(z), the LP residual
is obtained by inverse filtering of the speech. The
auto-correlation of LP residual can also give infor-
mation about the pitch period.

4 Features explored

In this study, correlation between infant cry and
the likely causes is examined using mainly the
magnitude of short-time spectrogram and Fp.
Spectrograms are used for obtaining the Fj and
harmonics as Ground Truth.

In this paper, Fj is obtained by using two differ-
ent methods to validate the results and the modi-
fied signal processing methods used. Autocorre-
lation and Linear Prediction analysis methods are
used after modification, to detect peaks in the auto-
correlation or LP residual. In both methods, the
signal was divided into frames of 10 ms, with a
shift of 6ms. The F{ contour was smoothed fur-
ther, using a binary mask derived using the sig-
nal energy for each frame. The results from auto-
correlation and LP analysis are compared with the
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ground truth, which is obtained using the spec-
trograms. Similar patterns of changes in the Fj
contours are observed for the cries due to similar
causes, in particular for pain cry and discomfort

cry.
S Preliminary Analysis

The changes in Fy contour and harmonics for in-
fant cry signals were observed using the spec-
trograms. The spectrograms were plotted for
cry signal frames of 30 ms with shift of 9ms,
for the same infant, crying for different causes.
The Fy contours and harmonics of a pain cry
(Fig. 1 and Fig. 3) indicate cyclic changes with
larger fluctuations. These could be due to psy-
chological conditions during pain. The shape of
Fp contour in the case of cries due to discomfort
(Fig. 2 and Fig. 4) have relatively flat nature, with
changes in Fy at larger periods and having lesser
fluctuations.

The Fy contours derived using auto-correlation
and LP analysis were observed in similar way.
Similar to the observations from spectrograms,
these Fy contours show cyclic changes with larger
fluctuations for cries due to pain, in Fig. 5 and
Fig. 7. In the case of cries due to discomfort, tht2

tour of Pain Cry of infant #1 (using LP analysis)

(a) Signal waveform

j RO AR A RROSAAAe
(¢) LP residual

0.02rr - T T T

T ——————

., ! : ‘

(d) F, contour

(b) Signal energy contour

Figure 8: Illustration of (a) signal waveform, (b) sig-
nal energy contour, (¢) LP residual and (d) FO con-
tour of Discomfort Cry, infant #1 (LP analysis)

Fp contours are relatively flat in Fig. 6 and Fig. 8,
with lesser fluctuations.

6 Summary and Conclusions

In the study of infant cry signals the database col-
lection and collation plays a vital role, as the en-
tire analysis depends upon it. Hence, in this paper
emphasis is laid upon collection and organization
of infant cry data, for the classification of infant
cries according to different causes. The predictive
reasons for infant cries were noted as per the infer-
ence by doctor and parents. Details of the IIIT-S
ICSD database are also elaborated.

In this paper, the spectrographic analysis of the
infant cry is carried out, by observing changes in
the F\y contour and harmonics, to determine the
likely cause of the cry. Signal processing meth-
ods such as auto-correlation and linear prediction
analysis are used after modification, in order to ob-
serve some particular patterns of infant cry. Pos-
sible leads, for association with any kind of ail-
ment the infant is suffering from, are explored.
The observations from spectrograms are similar
to the changes in Fjy contours, derived using auto
correlation and LP analysis, for cries due to same
cause. The Fy contours have cyclic changes with



larger fluctuations for pain cry, and are relatively
flat with lesser fluctuations for discomfort cry. The
observations are consistent across different infant
cries, and signal processing methods.

Further, we intend to utilize this database to
examine the cry characteristics using other sig-
nal processing methods and carry out quantitative
analysis in detail. This study would be helpful to-
wards enabling the early diagnostics and medical
care, if the reason of the infant cry due to a partic-
ular ailment is established early, especially where
the reaction time could be critically important.
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Abstract

Naive Bayes classifiers estimate posterior
probabilities poorly (Zhang, 2004).

In this paper, we propose a modification
to the Naive Bayes classification algorithm
which improves the classifier’s posterior
probability estimates without affecting its
performance.

Since the modification involves the use
of the reciprocal of the perplexity of the
class-conditional feature probabilities, we
call the resulting classifier the Perplexed
Bayes classifier.

We demonstrate that the modification re-
sults in better calibrated posterior proba-
bilities on a gender categorization task.

1 Introduction

Probabilistic classifiers work by selecting the most
probable class given the features of the data point
being classified, as shown in Equation 1.

argmax P(C|F) (1)

Bayesian classifiers transform P(F|C) into
P(C|F) as shown in Equation 2.

P(F|C) x P(C)

P(CIF) = ==

2

Naive Bayes classifiers additionally assume that
the features fi, fo, f3, etc. are all independent of
one another, conditional on the class C, yielding
the following equation.

p(r|o) =[] P(filC) 3)

Equation 3 can be substituted into Equation 2 to
obtain Equation 4. 114

(I, P(£:]C)) x P(C)
P(F)

P(C|F) = )

The posterior probability estimates obtained us-
ing Equation 4 tend to be extreme as observed in
Eyheramendy et al (2003).

Improving the posterior probability estimates of
Naive Bayes classifiers might make them more
useful for NLP (Nguyen and O’Connor, 1999).

In this paper, we present the Perplexed Bayes
classification algorithm that produces better cali-
brated posterior probabilities than the Naive Bayes
algorithm and operates with the same accuracy.

2 Related Work

The Naive Bayes classification algorithm is still
commonly used as a baseline algorithm for many
classification tasks (Rennie et al, 2003), and is re-
puted to perform surprisingly well (McCallum and
Nigam, 1998; Rennie et al, 2003; Zhang, 2004)
though the posterior probabilities might be esti-
mated poorly (Eyheramendy et al, 2003; Rennie
et al, 2003; Zhang, 2004).

Attempts to improve the Naive Bayes classi-
fier have relied on augmentations to relax indepen-
dence assumptions (Peng and Schuurmans, 2003;
Peng et al, 2004), transformations to correct sys-
temic errors (Rennie et al, 2003), the weighting of
counts or probabilities (Zaidi et al, 2013; Frank et
al, 2003; Webb and Pazzani, 2004) and the subset-
ting of features (Langley and Sage, 1994).

It has been proposed that one might use cor-
rective sigmoid functions (Platt, 1999; Bennett,
2000; Niculescu-Mizil and Caruana, 2005; Caru-
ana and Niculescu-Mizil, 2006)), isotonic regres-
sion (Zadrozny and Elkan, 2002), asymmetric dis-
tributions (Bennett, 2003) and binning (Zadrozny
and Elkan, 2001; Bella et al, 2009) to obtain cali-
brated posterior probabilities (Riiping, 2006) from
SVMs, decision trees and Naive Bayes classifiers.

D S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 118-123,
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Figure 1: Reliability diagram for a Naive Bayes
(NB) classifier.

Our approach is closer to that of Zaidi et al
(2013) who used weighted class-conditional fea-
ture probabilities. One of the equations that Zaidi
suggests could be used (but does not go on to ex-
plore) is identical to Equation 8 in this paper.

None of the previous studies has, to our knowl-
edge, explored in detail, attempted to generalize,
or developed a theoretical foundation for the ap-
proach that we describe in this paper.

3 Naive Bayes

In this section, we show that the posterior proba-
bilities of the Naive Bayes classification algorithm
are not well calibrated.

A Naive Bayes classifier’s posterior probabili-
ties were measured on a classification task (iden-
tifying the gender of names using the dataset
described in Section 5) and a reliability dia-
gram (Brocker and Smith, 2007) plotted for differ-
ent numbers of features used as shown in Figure 1.

A perfectly calibrated classifier’s reliability di-
agram would show a straight line (like the ideal
curve of Figure 1). As can be seen, the Naive
Bayes classifier does not produce well-calibrated
posterior probabilities, except for the feature count
of 6. The calibration is seen to deteriorate as the
number of features increases.

In the next section, we propose a modification to
the Naive Bayes algorithm to attempt to solve the
problem of poor posterior probability estimation.

4 Perplexed Bayes

The perplexity PP(p1, p2, ... pn) of a set of prob-
abilities {p1, pa, ..

Equation 5.

PP — ! 5)

1
(p1 X P2 X ... X pp)n

So, the reciprocal of the perplexity of the prob-
abilities is merely their geometric mean as shown
in Equation 6.

1

PP = (p1 X pa X ... X pyp)n (6)

In the Perplexed Bayes classifier, we combine

the class conditional feature probabilities using the
geometric mean, as shown in Equation 7.

prioy=| II psilc) (7)

1<i<n

So, the posterior probability equation can be
written as shown in Equation 8, where n is the
number of features, and NV is the normalizer.

[1, P(f:|C)= x P(C)
N

P(CIF) = (8)

We call a classifier that uses the posterior prob-
ability equation in Equation 8 the fully Perplexed
Bayes classifier.

4.1 Assumption

We can show that Equation 8 can be derived from
Equation 2 if we assume that the class C' is in-
dependent of all features but one, and that none
of the features is special as shown in Equation 9,
where 1 <7 < n.

We can write Equation 9 in n different ways, as
follows, because no feature is special.

P(C|f17f2>fn) = P(C’fl)

= P(Clf2)
(10)

= P(Clfn)

We show below that the assumption embodied
in Equation 9 is sufficient for the derivation of
Equation 8 (but we have not shown that it is also

.» Pn} is computed as shown b3S necessary).



4.2 Derivation

Multiplying together all the terms on both sides of
Equation 10 we get Equation 11.

P(C|f1af2>fn)n:
=[] pls)

1<i<n

(1)

Inverting the terms on the right-hand side of
Equation 11 using the Bayesian inversion equation
(2), we get Equation 12.

P(filC) x P(C)

P(OIE)" = (7

(12)

I

1<i<n

Since P(C') and P(F') are independent of i, we
can write Equation 12 as Equation 13.

pip) = II puilo)
1<i<n (13)
.__Por
ngignp(fz‘)
pcip)=| ] Puilo) xpﬁ)m>
1<i<n

Finally, taking the nth root on both sides, we get
Equation 14 (where N is the normalizer) and this
is substantially the same as Equation 8.

So we have shown that the assumption that the
class C' is independent of all features but one,
and that none of the features is special (written
as Equation 10) can give us Equation 8.

It is interesting to note that Equation 15, rep-
resenting the posterior probabilities of a classifier
that uses the arithmetic mean instead of the geo-
metric mean, can be derived by a similar sequence
of steps from Equation 10 as well.

P(CIF) = | > P(AIO) | x —=

1<i<n
4.3 Interpretation

It can be shown that the independence of classes
and features P(C|F) = P(C) is a direct result of
Equation 10 as follows. 116

P(c;) =Y _P(c;,F) =Y P(ci|F)P(F)

F F
(16)

But, since P(¢;|F) is a constant m; by reason
of Equation 10, we get:

P(c;) =m; x Y _P(F) (17)
F

But, Y, P(F) =1

So, P(c¢;) = m; = P(¢|F) for all 4.

So, it has been shown that Equation 10 implies
that P(C|F) = P(C) and therefore the features
are independent of the classes.

Moreover, it can be seen that the constraints in
Equation 10 are only constraints on the classes.

It follows that the features are not constrained

in any way by Equation 10 and do not have to be
class-conditionally independent of one other.

4.4 Generalization

It appears possible to model assumptions that fall
between those of the Naive Bayes classifier and
the fully Perplexed Bayes algorithm described
above through the use of an attenuation coefficient
k in the geometric mean as shown in Equation 18.

k
PP =(p1xpax...xpy)n  (18)

By plugging Equation 18 into Equation 2, we
get the following posterior probablity equation.

PC)
N///

pclp)y=| ] PilC)

1<i<n

19)

The attenuation coefficient k ranges from 1 to n,
where lower values correspond to more perplexity.

It may be noted that if we set k = n, Equation 19
becomes Equation 4 used in the Naive Bayes clas-
sifier.

On the other hand, if we set k = 1, Equation 18
becomes the same as Equation 8 used in the fully
Perplexed Bayes classifier.

4.5 Approximation

It is possible to obtain the same accuracy as a
Naive Bayes classifier and yet retain the excel-
lent posterior probability characteristics of the Per-
plexed Bayes classifier using the approximation
shown in Equation 20.



((T1, P(f:|C)) x P(C)) ™1
N/I

P(C|F) = (20)

It can be seen from Equation 20 that the numer-
ator is the k£ /(n+ 1)th root of the numerator of the
posterior probability equation of the Naive Bayes
classifier as shown in Equation 4.

So, the posterior probability approximation of
Equation 20 provably makes classification deci-
sions about data points in exactly the same way
as Equation 4 because if a positive real number
a/N’ is greater than b/N’, then a* /N” must also
be greater than b*/N” where k, N’ and N" are
constants.

S Experimental Results

For our experiments, we used a collection of 7944
gender-labelled names with 2943 marked male
and 5001 marked female.

The data set was randomized and then split into
a training set consisting of the first 6354 names
and a test set consisting of the remaining 1590
names'.

In all experiments, the approximation in Equa-
tion 20 was used. Unless otherwise stated, for all
experiments where the attenuation coefficient was
automatically computed, it was chosen (through a
binary search) so as to minimize the standard de-
viation of the normalized histogram of posterior
probabilities on the training data.

5.1 Distribution Experiments

The curves of the standard deviation of normalized
histogram counts of posterior probabilities plotted
against feature counts in Figure 2 show that pos-
terior probabilities are more evenly distributed in
Perplexed Bayes classifiers than in Naive Bayes
classifiers for higher feature counts.

5.2 Accuracy Experiments

It is to be expected that as the Perplexed Bayes
classifier’s confidence in its results increases, so
would its accuracy. So, the accuracy of the clas-
sifier for different ranges of posterior probabilities
was computed and is presented in Table 1. It can
be seen from Table 1 that with higher thresholds, it
is possible to obtain higher accuracies in the Per-
plexed Bayes classifier.

!The randomized collection of names used may be down-
loaded from http://www.aiaioo.com/downloads/namesfile.
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Figure 2: The standard deviation of the normal-
ized histogram counts of the posterior probabili-
ties plotted against the average number of features.
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Figure 3: The accuracy of the Perplexed Bayes
classifier against its posterior probability.
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Figure 4: Reliability diagram for a Perplexed
Bayes classifier with the attenuation coefficient
optimized for flatness of the posterior probability
histogram, alongside a Naive Bayes (NB) curve.



P(C|F) | Points | PB Acc | Points | NB Acc
0.5-0.6 387 | 0.6149 26 | 0.5000
0.6-0.7 421 | 0.8361 22 | 0.3636
0.7-0.8 439 | 0.9703 26 | 0.5000
0.8-0.9 300 | 0.9766 42 | 0.5238
0.9-1.0 43 | 1.0000 1474 | 0.8792

Table 1: Perplexed and Naive Bayes classifier ac-
curacies for different confidence intervals (average
of 24.4 features, and overall accuracy of 0.85).
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Figure 5: Reliability diagram for a Perplexed
Bayes classifier with the attenuation coefficient
optimized for good calibration a validation set,
and a Naive Bayes (NB) curve for comparison.

In contrast, measurements for the Naive Bayes
classifier, also shown in Table 1, indicate that
92.7% of the data points are classified with a con-
fidence of above 0.9, and that the remaining data
points are assigned to classes almost randomly,
so the accuracy is not very sensitive to threshold
changes between 0.5 and 0.9. Figure 3 shows an
increase in the accuracy of classification with an
increase in the posterior probability.

The reliability diagram for the Perplexed Bayes
classifier with the Y-axis values representing the
probability of a data point’s real class equalling the
class for which the classifier’s posterior probabil-
ity is plotted on the X-axis, is shown in Figure 4.

The reliability diagram in Figure 5 was obtained
similarly using a Perplexed Bayes classifier where
the attenuation coefficient was estimated so as to
mimimize the Root Mean Square Error (RMSE)
of the observed posterior probabilities from ideal
values over a held-out validation set of data points.

The RMSEs of the observed posterior proba-
bilities of Figure 5 were 0.069, 0.043, 0.049 ahd8
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Figure 6: The precision and recall of the Perplexed
Bayes classifier against decision thresholds.

0.064 for 6, 12, 21 and 24 features respectively,
whereas the RMSEs for a Naive Bayes classifier
were 0.016, 0.093, 0.173 and 0.164 (at accuracies
of 71.5%, 81.5%, 85.7% and 84.5%), establishing
that on this data set the Perplexed Bayes classifier
produced better calibrated posterior probabilities
for higher feature counts than a Naive Bayes clas-
sifier of the same accuracy.

5.3 Precision & Recall Experiments

The precision and recall of the Perplexed Bayes
classifier plotted against confidence thresholds for
the selection of one class over the others are as
shown in Figure 6.

6 Conclusions

We have shown that it is possible to build a clas-
sifier (the Perplexed Bayes classifier) that makes
classification decisions that are identical to those
of a Naive Bayes classifier without assuming
that the features used are class-conditionally inde-
pendent, by combining the class-conditional fea-
ture probabilities into posterior probabilities using
their geometric mean unlike the Naive Bayes clas-
sifier that takes their product, and that such a clas-
sifier incorporating an attenuation coefficient can
produce better calibrated posterior probabilities on
the given data set than a Naive Bayes classifier for
higher feature counts.

7 Future Work

We should like to see if the mathematics used in
the Perplexed Bayes classifier could be used to
make improvements to Hidden Markov Models
and in Probabilistic Graphical Models.
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Abstract

The present work reports system combination
task for the Chinese-English statistical ma-
chine translation systems. We focus on the
strategy to build the candidate systems to en-
hance the gain of BLEU score by introducing
diversity at the early stage of the system
combination. One of the most effective strat-
egies is to carry out system combination of
the various systems with different word
alignment algorithm. Our approach differs
from previous work in one important aspect
that we report on the diversity of the align-
ment refinement heuristics of word alignment
techniques that are complementary to each
other for the system combination. This ap-
proach could harness several word alignment
possibilities and proved to be beneficial in
generating consensus translation where the
acting backbone which determines the word
order is permitted to switch after each word.
We carried out experiments on candidate sys-
tems of phrasal and hierarchical paradigms
and system combination of both the para-
digms as well. To our surprise, the combo
systems using the various word alignments
with various symmetrization techniques of
both the MT paradigms show gain of 0.8 to
2.07 absolute BLEU score against the best
candidates of the respective test sets.

1 Introduction

Machine translation outputs system combination
based on confusion network decoding carried out
has shown significant improvement in perfor-
mance. The system combination task focused on
core aspects of MT systems, i.e., decoding algo-
rithm or alignment algorithm. The most promi-
nent technique used in the system combination is
consensus translation based on confusion net-
work by rescoring using TER or METEOR. An

i Currently at the Department of Computer Science, Uni-

versity of Houston, Texas, USA. This work was carried otit2()

incremental alignment method to build confusion
networks based on the TER algorithm (Rosti et
al., 2008) yields significant improvement in
BLEU score on the GALE test sets. Multi-
objective optimization framework which sup-
ports heterogeneous information sources to im-
prove alignment in machine translation system
combination techniques has proven to be useful
approach in Chinese-English data sets (Xia et al.,
2013). We explore two approaches of system
combination (a) using the word alignment and its
different symmetrization method for both phrase
based and hierarchical SMT paradigms to build
candidate systems if they are complementary to
each other for the system combination by sam-
pling the outputs (b) using jointly trained HMM
based SMT candidate systems together with
MGIZA++ based best candidate systems for sys-
tem combination for both phrase based and hier-
archical SMT paradigms.

2 Related Work

A multiple string alignment algorithm is used to
compute a single confusion network to generate
a consensus hypothesis through majority voting
by (Bangalore et al., 2001). There are other sys-
tem combination techniques that uses TER
(Snover et al., 2006) or ITG( Karakos et al.,
2008) to align system outputs. The confusion
network (Rosti et al., 2008) based system combi-
nation approach could improve the performance
of the combined output. In this approach, one of
the candidate system output which is acting as
backbone determines the word order. The other
candidate system outputs vote for insertion, dele-
tion and substitution operations. Och and Ney
(2003) and Koehn et al. (2003) used heuristics to
merge the bidirectional GIZA++ alignments into
a single alignment. Macherey and Och (2007)
gave evidence that the systems to be combined
should be of similar quality and need to be al-
most uncorrelated in order to be beneficial for
system combination. The generation of diverse
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such as n-gram frequency, rule frequency, aver-
age output length and average rule length with-
out making any algorithmic change have shown
gain in BLEU score (Devlin and Matsoukas,
2012) using standard system combination tech-
nique. Xu and Rosti (2010) reported the combi-
nation of unsupervised (GIZA++ and HMM
based aligner) and supervised (Inversion Trans-
duction Grammar —ITG) classes of alignment
algorithms and strategy to combine them to im-
prove overall system performance. The ITG
aligner (Haghighi et al., 2009) which is an ex-
tended work of original ITG Wu (1997) to han-
dle block of words in addition to single words is
used in their work.

3 Candidate Systems

In order to establish diverse baseline systems, we
start our experiment by building various baseline
systems to sort out the best candidate systems
using the symmetrization method for Chinese-
English language pair on FBIS domain. In total,
we trained, tuned and tested 20 primary candi-
date systems. The Chinese sentences are seg-
mented using the Chinese segmentation module
of (Low et al., 2005). Out of the 20 primary can-
didates, 18 of them are built using MGIZA++.
Two unsupervised Chinese-English SMT sys-
tems — one phrase based SMT (PBSMT) and one
hierarchical phrase based SMT (HPBSMT) are
also trained based on jointly trained HMM
alignment. In the jointly trained HMM aligner
(Liang et al., 2006), which is an extension of
classical HMM based alignment (Vogel et al.,
1996), two IBM Model 1s are trained jointly, one
in each direction, for 2 iterations and these pa-
rameters are used to train two HMMs jointly for
2 iterations using Berkeley Aligner".

3.1

In the present work, we focus on the alignment
symmetrization heuristic rather than the individ-
ual alignments technique such as the MGIZA++,
HMM or ITG. The baseline alignment model
does not allow a source word to be aligned with
more than one target word which is a birth defect
of IBM models. To solve this problem, training
from both directions (source-to-target and target-
to-source) is performed and symmetrized the two
alignments to increase the quality into an align-
ment matrix using various combination methods
(Och and Ney, 2003; Koehn et al., 2003). Exper-

Word Alignment
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iments to find out the best word alignment meth-
od are conducted for the IWSLT’05 task by
Koehn et al. (2005) using some of the
symmetrization techniques. The various word
alignment models and its different
symmetrization methods that include source-to-
target(srctotgt), target-to-source(tgttosrc), union,
intersection, grow, grow-diag, grow-diag-final,
grow-diag-final-and, grow-final of MGIZA++
are used to build the baseline candidate systems
for the system combination task between Chi-
nese-English language pair. These alignment
heuristics are used in two different machine
translation paradigms — phrase based and hierar-
chical. The MGIZA++ (Gao and Vogel, 2008), a
multi-threaded and drop-in replacement version
of GIZA++ (Och and Ney, 2003) which is a
toolkit of the original IBM alignment models
(Brown et al., 1993) implementation is used to
built the above models. In the case of jointly
trained HMM model, an EM-like algorithm to
maximize the intuitive objective function that
incorporates both data likelihood and a measure
of agreement between models is derived to make
the predictions of the models that agree at test
time but also encourage agreement during train-
ing. Thus, the symmetrization is improved by
explicitly modeling the agreement between the
two alignments and optimizing it during the EM
training (Liang et al., 2006) and implemented in
Berkeley aligner.

3.2

In all the processes of training the PBSMT sys-
tems, all the parameters of the MT systems are
kept the same except the parameter that gener-
ates phrase table from a specific alignment. We
trained nine different Chinese-English PBSMT
systems on the FBIS corpus using 220205 sen-
tences up to length 85, which includes 8247326
English words. These translation models are built
using statistical alignment toolkits, viz.
MGIZA++ and Berkeley Aligner. The Berkeley
aligner is used for jointly trained HMM align-
ment model (Liang et al., 2006). Standard train-
ing regimen is used - 5 iterations of model 1, 5
iterations of HMM, 3 iterations of Model 3, and
3 iterations of Model 4 for the MGIZA++ based
models. All these systems are tuned using
MTC13 data set of 1928 sentences. Hierarchical
lexicalized reordering model (Galley and Man-
ning, 2008) is used to improve non-local reorder-
ing and MBR (Kumar and Byrne, 2004) decod-
ing is carried out to minimize expected loss of
translation errors under loss functions to select a

Phrase Based SMT systems



consensus translation on NIST Chinese-English
test sets. Maximum phrase length is set to 7 for
MGIZA++ based models and 5 for jointly trained
HMM based models. A 5-gram interpolated with
Knesyer Ney smoothing (Chen and Goodman,
1998) language model built using SRILM
(Stolcke, 2002) is used. In our experiment, the
Chinese-English SMT systems are decoded using
Moses SMT toolkit* (Koehn et al., 2007). All the
systems are evaluated on NIST 2002 /2003 /2004
12005/ 2006 /2008 test sets using automatic scor-
ing toolkit mteval-vllb.pl giving BLEU with
four reference translations. Table 1 shows the
BLEU scores of PBSMT and HPBSMT candi-
date systems.

3.3 Hierarchical Phrase Based SMT sys-

tems

Nine different baseline hierarchical phrase based
statistical machine translation (HPBSMT) sys-
tems are trained, tuned and tested. In the process
of building the HPBSMT systems; all the param-
eters and components of the MT systems are kept
the same except the one that generates specific
alignment. The hierarchical phrase based models
(Chiang, 2005) of Chinese-English language pair
are built using the Moses SMT toolkit (Koehn et
al., 2007) choosing the different alignment mod-
els using MGIZA++ and Berkeley aligner. To
reduce the number of lexical items in the gram-
mar, the maximum phrase length is set to 5 in the
process of candidate MT systems training. Good
Turing discounting is used for rule scoring to
reduce actual counts. We carried out training for
all the Chinese-English hierarchical phrase based
SMT systems on the FBIS corpus of 220205 sen-
tences up to length 85. The individual baseline
candidate systems are tuned using MTC13 data
set of 1928 sentences using minimum error rate
training (Och, 2003) to optimize the feature
weights and tested on NIST 2002 /2003 /2004
/2005 /2006 /2008 test sets with four reference
translations. A 5-gram interpolated with Knesyer
Ney smoothing language model built using
SRILM (Stolcke, 2002) is used. The hierarchical
phrase-based models are trained without the re-
ordering model since most of the reordering be-
havior between the source and the target lan-
guages are expected to be captured by the syn-
chronous grammar.

122
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4 System combination of the Chinese-
English SMT systems

The system combination of the candidate sys-
tems is carried out using MEMT3 (Heafield and
Lavie, 2010). Alignment of outputs at the token
level is carried out using a variant of METEOR
(Denkowski and Lavie, 2010) aligner. This ap-
proach uses case-insensitive exact, stem, syno-
nym and unigram paraphrase matched data for
the alignment. Thereafter, a search space is de-
fined on top of these alignments and a hypothesis
starts with the first word of some sentences. The
duplication in the output is prevented by ensur-
ing that a hypothesis contains at most one word
from each group of aligned words. Tuning and
decoding is carried out using interpolated 5-gram
language model with Kneyser-ney smoothing
built using SRILM (Stolcke, 2002). A beam
search with recombination is used since the
search space is exponential in the sentence
length. The language model log probability is
used as a feature to bias translations towards flu-
ency. Hypotheses to recombine are detected by
hashing the search space state, feature state and
hypothesis history up to a length requested by the
features. The Best n+n combination (n+n combo
hereafter) picks up the best n candidate system
from PBSMT and best n candidate from
HPBSMT systems. The outputs of the candidate
systems are sampled and carried out the experi-
ments choosing the best 3/4/5/6/7/8/9 candidate
sets from each paradigm i.e., 3 from phrase
based and 3 from hierarchical phrase based, 4
from phrase based and 4 from hierarchical phrase
based and so on for NIST 2003, NIST 2004,
NIST 2005, NIST 2006 and NIST 2008 test sets.
The combo systems are tuned on NIST 2002 test
set using Z-MERT (Zaidan, 2009). The result of
the combo systems of each MT paradigm is
shown by Table 2 for PBSMT and Table 3 for
HPBSMT systems. All the baseline candidate
systems and combo systems are evaluated in
terms of BLEU metric (Papineni et al, 2002)
with four reference translations on NIST test sets
using standard MT evaluation toolkit mteval-
v1llb.pl. Table 6 shows BLEU scores of best
candidates and the combo system of Berkeley
Aligner and MGIZA++ based systems and gain
in BLEU scores.

3 http://kheafield.com/code/memt/



Symmetrization | NIST2002 |[NIST2003 | NIST2004 |NIST2005 | NIST2006 | NIST2008
technique BLEU BLEU BLEU BLEU BLEU BLEU
PB [HPB| PB [HPB| PB | HPB | PB |HPB| PB | HPB | PB |HPB
grow-diag-final-and | 31.56 [30.75 [29.56 [28.30(32.14 | 31.51 [25.82|25.02| 28.10 | 27.02 | 21.65 [20.87
intersection 29.81 [29.80(28.11 |28.07[30.66 | 30.70 [26.83[26.76| 28.19 | 27.71 | 22.16 |20.68
union 27.56 |27.52(25.69 [25.13(28.29 | 28.42 [25.26|24.69| 25.56 | 25.51 | 21.04 [20.40
grow-diag-final | 30.07 [28.65(28.30 |26.66 |30.67 | 29.45 [25.13(23.03| 26.58 | 25.02 | 21.72 [20.20
grow-diag 31.44 [31.17(29.83 |28.89(32.06| 31.84 [28.66(27.76| 29.82 | 28.76 | 22.47 [21.83
grow 30.68 [30.17(28.89 [28.10(31.50| 31.23 [27.81[27.09] 29.12 | 28.62 | 22.53 [21.48
srctotgt 29.67 [28.09(27.58 |25.77[29.80| 28.82 [26.83[25.44| 27.22 | 25.67 | 21.89 [19.79
tgttosrc 31.26 |30.14(29.11 [28.02[31.90| 31.32 [25.61(24.49] 27.75 | 26.27 | 21.65 [20.76
grow-final 30.11 [28.50(28.42 [26.56 [30.60 | 29.28 [24.89(23.12] 26.66 | 25.01 | 21.20 [20.49

Table 1: BLEU scores of different PB-SMT(PB) and HPB-SMT (HPB) systems keeping unknown words

Combo Systems NI1ST2003 NI1ST2004 NI1ST2005 NIST2006 NIST2008
BLEU BLEU BLEU BLEU BLEU

Best Candidate 29.83 | Gain 32.14 Gain | 28.66 | Gain | 29.82 | Gain | 22,53 | Gain
Best 3 combo 29.75 | -0.08 | 32.43 0.29 | 28.88* | 0.22 | 29.75 | -0.07 | 23.38 | 0.85
Best 4 combo 30.05 | 0.22 32.55 041 | 28.78 | 0.12 | 29.88 | 0.06 | 22.65 | 0.12
Best 5 combo 30.12 | 0.29 32.60 0.46 | 28.85 | 0.19 | 29.62 | -0.2 23.83 |13
Best 6 combo 30.43 | 0.6 32.69 0.55 | 29.08 | 0.42 | 30.25 | 0.43 | 24.24* | 171
Best 7 combo 30.05 | 0.22 32.57 043 | 29.01 | 0.35 | 30.46 | 0.64 | 23.48 | 0.95
Best 8 combo 30.50 | 0.67 32.83 0.69 | 28.70 | 0.04 | 29.61 | -0.21 | 23.37 | 0.84
All-systems-combo | 30.33 | 0.5 32.76 0.62 | 29.01 | 0.35 | 30.09 | 0.27 |2443 |19

Table 2: BLEU scores of System combination of different alignment PBSMT models

Combo systems NIST 2003 NIST 2004 NIST 2005 NIST 2006 NIST 2008
BLEU | Gain | BLEU Gain | BLEU | Gain |BLEU | Gain [BLEU| Gain

Best Candidate 28.89 - 31.84 - 27.76 - 28.76 - 21.83 -
Best 3 combo 28.80 | -0.09 | 31.76 -0.08 | 27.63 | -0.13 | 28.76 0.0 |[2221| 0.38
Best 4 combo 29.18 0.29 31.91 0.07 | 27.94 | 018 | 2935 | 0.59 |21.91| 0.08
Best 5 combo 29.28 0.39 32.43 059 | 27.98 | 0.22 | 29.37 | 0.61 |22.93| 1.10
Best 6 combo 29.45 0.56 32.38 054 | 27.90 | 0.14 | 29.45 | 0.69 [22.93| 1.10
Best 7 combo 29.31 0.42 32.38 054 | 28.09 | 0.33 | 29.65 | 0.89 |2357 | 1.74
Best 8 combo 29.33 0.44 32.18 0.34 | 2755 | -0.21 | 29.20 | 0.44 |23.24| 141
All-systems-combo | 29.31 0.42 32.27 0.43 | 27.85 | 0.09 | 2899 | 0.23 |23.64 | 181

Table 3: System combination of different alignment models of HPBSMT and gain in BLEU

Alignment Model NIST2002 | NIST2003 | NIST2004 | NIST2005 | NIST2006 | NIST2008
BLEU BLEU BLEU BLEU BLEU BLEU
PBSMT- HMM 32.35 29.88 32.24 28.14 29.64 22.68
HPBSMT -HMM 31.73 29.53 31.82 27.91 29.03 21.91

Table 4: BLEU scores of jointly trained HMM candidate systems using Berkeley Aligner

Combo Systems NIST2003 NIST2004 NIST2005 NIST2006 NIST2008
BLEU score | BLEU score | BLEU score | BLEU score | BLEU score

Best Candidate 29.83 | Gain | 32.14 | Gain | 28.66 | Gain | 29.82 | Gain | 22.53 | Gain
Best 3+3 combo 30.36 | 0.53 | 32.65 | 0.51 | 29.29 | 0.63 | 30.65 | 0.83 | 23.59 | 1.06
Best 4+4 combo 30.29 | 0.46 | 33.01 | 0.87 | 29.46 | 0.80 | 30.14 | 0.32 | 24.26 | 1.73
Best 5+5 combo 30.61 | 0.78 | 32.84 | 0.70 | 29.34 | 0.68 | 30.56 | 0.74 | 24.19 | 1.66
Best 6+6 combo 30.72 | 0.89 | 33.41|1.27 | 29.18 | 0.52 | 30.95 | 1.13 | 24.60 | 2.07
Best 7+7 combo 30.53 | 0.70 | 33.40 | 1.26 | 29.31 | 0.65 | 30.28 | 0.46 | 24.08 | 1.55
Best 8+8 combo 30.18 | 0.35 | 32.90 | 0.76 | 29.06 | 0.40 | 30.20 | 0.38 | 24.35 | 1.82
All-9+9-systems-combo|30.29 | 0.46 | 33.23 ] 1.09 | 29.17 | 0.51 | 30.07 | 0.25 | 24.56 | 2.03

Table 5: System combination of MGIZA++ a 'aﬁment models of PBSMT and Hierarchical PBSMT



Alignment Models NISTO02 | NISTO3 | NIST0O4 | NISTO5 | NISTO6 | NISTO8
PBSMT- HMM 32.35 29.88 32.24 28.14 29.64 22.68
HPBSMT- HMM 31.73 29.53 31.82 27.91 29.03 21.91
Best-PBSMT-MGIZA++ 31.56 29.83 32.14 28.66 29.82 22.53
Best-HPBSMT-MGIZA++ 31.17 28.89 31.84 27.76 28.76 21.83
Combo of Four Systems - 30.96 32.92 29.35 30.57 23.80
Gain in BLEU - 1.08 0.68 0.69 0.75 1.12

Table 6: BLEU scores of best candidates and the combo system of Berkeley Aligner and MGIZA++

5 Discussion

We compare the best candidate systems perfor-
mance against the combo system performance on
NIST test sets and find out the gain in BLEU
score. To our knowledge, our work is the first to
report the extensive exploitation of the various
alignment symmetrization heuristics for system
combination. We carried out extensive experi-
ments on Chinese-English language pair on spe-
cific domain and found that certain set of sys-
tems could improve output of the system combi-
nation. It is difficult to identify the right set of
combinations of the candidate systems that
shows the maximum gain in the BLEU score of
the combined outputs unless we carry out all the
possible system combination. The combination
of all candidate systems does not always give the
highest gain in BLEU score. The best 6+6 combo
gives maximum gain in BLEU score as shown in
Table no 5 against the combo systems of each
paradigm for all the test sets except for NIST
2005 test set. The best 4+4 combo gives the
maximum gain in BLEU score for NIST 2005
test  set. The grow-diag alignment
symmetrization method works best for HPBMST
systems in terms of BLEU score of all the NIST
test sets. The system combination of the PBSMT
systems shows interesting characteristics of di-
versity. For example, there are two sets of NIST
2005 Best-3-system, viz. system combination of
(grow-diag, grow, intersection) gives BLEU
score 28.35 and system combination of (grow-
diag, grow, srctotgt) results BLEU score of
28.88. This shows that srctotgt based system
show higher degree of complementary behavior
than intersection based system to grow-diag and
diag based models though intersection and
srctotgt systems give same BLEU scores.

6 Conclusion

The combo systems of PBSMT based candidate
systems show gain in the range of 0.42 to 1.9
absolute BLEU score and combo systems of
HPBSMT candidates show gain of 0.33 to 1.81

candidates of the corresponding test sets. The
overall gain of combo systems of both paradigms
in the BLEU score from the best candidate sys-
tems of respective test set are in the range of 0.8
to 2.07 absolute. So, the outputs of the PBSMT
and HPBSMT are complementary in system
combination task of FBIS Chinese-English paral-
lel corpora. The jointly trained HMM based
PBSMT systems outperform the other candidates
of MGIZA++ for NIST 2002, NIST 2003, NIST
2004 and NIST 2008 test sets. The combo sys-
tems of the four candidate systems using two
aligner viz. MGIZA++ and Berkeley aligner and
two MT paradigms show gain of BLEU score in
the range of 0.68 to 1.12 from the best candidates
of the respective test sets.
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Abstract

There are words that change its polar-
ity from domain to domain. For exam-
ple, the word deadly is of positive po-
larity in the cricket domain as in “Shane
Warne is a ‘deadly’ leg spinner”. How-
ever, ‘I witnessed a deadly accident’ car-
ries negative polarity and going by the sen-
timent in cricket domain will be mislead-
ing. In addition to this, there exist domain-
specific words, which have the same polar-
ity across domains, but are used very fre-
quently in a particular domain. For exam-
ple, blockbuster, is specific to the movie
domain. We combine such words as Do-
main Dedicated Polar Words (DDPW).

A concise feature set made up of prin-
cipal polarity clues makes the classifier
less expensive in terms of time complex-
ity and enhances the accuracy of classifi-
cation. In this paper, we show that DDPW
make such a concise feature set for senti-
ment analysis in a domain. Use of domain-
dedicated polar words as features beats the
state of art accuracies achieved indepen-
dently with unigrams, adjectives or Uni-
versal Sentiment Lexicon (USL).

1 Introduction

The general approach of Sentiment Analysis (SA)
is to summarize the semantic polarity (i.e., positive
or negative) of sentences/documents by analysis
of the orientation of the individual words (Riloff
and Wiebe, 2003; Pang and Lee, 2004; Danescu-
Niculescu-Mizil et al., 2009; Kim and Hovy, 2004;
Takamura et al., 2005). In the real world, most
sentiment analysis applications are domain ori-
ented. All business organizations are interested
in sentiment information about the product they
deal with. For instance, an automobile organizk?

tion is concerned only about recognizing the sen-
timent information received for automobiles only.
Therefore, a list of Domain Dedicated Polar Words
(DDPW) can be proved as the best lexical resource
for domain oriented sentiment analysis.

Most sentiment analysis applications rely on
the Universal Sentiment Lexicons (USL) as a key
feature along with additional features (Riloff and
Wiebe, 2003). There are many USL resources like
senti-word-net!, subjectivity lexicon> by Wiebe
and a list of positive and negative opinion words>
by Liu. These lexicons contain only those words
that are usual and have the same polarity across all
the domains. These universal sentiment lexicons
have the following problems:

e The words that have fluctuating polarity
across domains, but have fixed polarity in a
domain are strong candidate for the sentiment
analysis in that domain. We call such words
chameleon words. Consider the following ex-
ample of fluctuating polarity phenomenon.

1. The cars steering was unpredictable
while driving. (-ve sentiment)

2. The story line of Palmetto was unpre-
dictable. (+ve sentiment)

The word unpredictable bears negative polar-
ity in the automobile domain, but it is positive
in the movie domain. Hence, unpredictable
assigns negative polarity to the first sentence
and positive polarity to the second sentence.
Due to the absence of chameleon words like
unpredictable, the USL based classifier fails
to determine the correct polarity of the sen-
tences that contain chameleon words.

e On the other hand, consistency in use of a po-
lar word in a particular domain, makes it a

"http://sentiwordnetisti.cnr.it/

*http://mpgqa.cs.pitt.edu/
*http://www.cs.uic.edu/Tliub/FBS/sentiment-analysis.html

D S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 130-137,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



very strong candidate for sentiment analysis
in that domain. Consider the following ex-
ample of fluctuating regularity (frequency of
usage) phenomenon.

1. It’s another summer blockbuster with
plot points that are beyond unbelievable.
(+ve sentiment)

2. The main Characters were miscast (-ve
sentiment)

The words blockbuster and miscast are used
very frequently in the movie domain to ex-
press the opinion in comparison with other
domains. The absenteeism of such strong po-
larity clues for a domain, makes the USL im-
poverished for sentiment analysis in a partic-
ular domain.

We combine the chameleon words and the do-
main specific regular words into a single unit:
Domain-Dedicated polar words (DDPW). The
DDPW are missing from the USL, because of their
fluctuating polarity and regularity across domains.

In this paper, we present sentiment analysis in
a domain as a two stage process. Identification of
domain-dedicated polar words prior to implemen-
tation of classification algorithms leads to less ex-
pensive and more efficient sentiment analysis sys-
tem (Section 2). We examine the role of domain-
dedicated polar words in three domains: movie,
tourism and product. Our results show that use of
domain-dedicated polar words as features either
beats or equates the accuracy achieved indepen-
dently with unigrams, adjectives or USL in all the
three domains (Section 6). The two stage approach
is depicted in the figure 1.

The first stage implements the Chi-Square* test
on the difference in the counts of the word in pos-
itive and negative documents to detect domain-
dedicated polar words. The second stage ac-
complishes the sentiment analysis task using the
output of the first stage as features. We exper-
imented with three standard classification algo-
rithms: Neural Network (NN) classification, Lo-
gistic Regression (LR) classification and Support
Vector Machine (SVM) classification. Accuracy
figures (Section 6) substantiate the effectiveness
of the two stage sentiment analysis in a domain in
comparison with the single stage sentiment anal-
ysis that relies on standard features like, universal
sentiment lexicons, adjectives or unigrams.

*http://math.hws.edu/ javamath/ryan/ChiSquare.html 127
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Figure 1: The two stage approach for SA in a do-
main

In this paper, we use subjectivity lexicon given
by Wiebe as universal sentiment lexicon. Section
2 helps illustrate the reason behind improvement
in accuracy with a very small feature set: domain-
dedicated polar words. In section 3, we formu-
late the Chi-Square test to depict the generation of
DDPW. Section 4 expands on the ML based clas-
sification algorithms that are used in stage-2. Sec-
tion 5 and 6 illustrate the experimental set up and
results respectively. Sections 7 and 8 discuss re-
lated work and conclusion.

2 Artifacts of Domain Significance in
Sentiment Analysis

A feature is a piece of information that is poten-
tially useful for prediction. Coming up with a
big feature set increases the time complexity of
the classifier. In addition to this, presence of ir-
relevant or redundant features misleads the clas-
sifier, hence, results in a poor accuracy. Pang et
al. (2002) observed that the top 2633 unigrams
are better features than unigrams or adjectives for
sentiment classification of a document. They also
proved that ‘term presence’ is more informative
than ‘term frequency’ for sentiment prediction of
a document.

A concise feature set made up of principal po-
larity clues makes the classifier less expensive in
terms of time complexity and enhances the ac-
curacy of classification. Our work falls in the
same series, that is, identification of decisive com-
ponents for sentiment analysis in a domain. As



most of the applications of SA are domain specific,
therefore, we can restrict ourselves to a domain for
SA. For domain oriented sentiment analysis, we
can come up with more prominent features, such
as domain dedicated polar words. The following
examples® from the movie domain help illustrate
the problem we attempt to address.

Jjuvenile, surreal, unpredictable, predictable,
timeless, thrilling, well-made, well-written

The exemplified words are highly polar in the
movie domain, but because of their fluctuating
polarity and regularity in use are not included
in most of the existing universal sentiment lexi-
cons. We tested for the universal sentiment lexicon
given by Wiebe and find 664 words that are not
present in the USL, but are extracted as DDPW.
The words shown in the example are a few of
them. On the other hand, these features can be ex-
tracted as a subset of unigrams or adjectives from
the input corpus, but at the cost of higher train-
ing time complexity and poor generalization in
classification. Therefore, we define identification
of domain-dedicated polar words as the foremost
step (stage-1) for sentiment analysis in a domain.

In literature, Unigrams are considered as state-
of-art features for sentiment classification, we are
able to achieve the same level of accuracy with
DDPW as features. However, instead of words,
one uses word senses (synset ids in WordNets) as
features, the accuracy improves dramatically. Bal-
amurali et al. (2011) reported accuracy above 85%
with (sense + words) as features. However, ac-
curacy accomplishment is a function of investment
in annotation. This improvement is not significant
enough to justify the cost of annotation.

However, the criterion of domain-dedication
does not equally exist with all the polar words.
There are words that have uniform polarity and
regularity (frequency of usage) across domains.
This phenomenon is considered implicitly by our
proposed approach of DDPW extraction. Conse-
quently, we are able to extract deterministic po-
lar words that have uniform polarity and regularity
across domains. Consider the following example
from the movie domain.

enjoyable, entertaining, magnificent, impres-
sive, irritating, awful, annoying, weakest

SAll the examples reported in the paper are part of tPfS
output obtained through the Chi-Square test in stage-1.

The significant occurrence of such deterministic
polar words in a particular class (positive or neg-
ative) in the movie review corpus assures the sat-
isfiability criterion of the Chi-Square test, hence,
their extraction as DDPW in stage-1 of the pro-
posed SA system.

3 Identification of Domain Dedicated
Polar Words

The orientation of the polarity of a word and its
frequency of usage vary from domain to domain.
Such domain-dedicated polar words are the im-
portant clues for sentiment analysis in that do-
main. This section illustrates the stage-1 of the
two-stage sentiment analysis approach that gener-
ates domain-dedicated polar words. We have per-
formed an extensive evaluation of DDPW partici-
pation in sentiment analysis using three domains:
movie, product and tourism.

3.1 Domain and Dataset

Providing polarity information about movie re-
views is a very useful service (Turney, 2002). Its
proof is the continuously growing popularity of
the several film review websites®’. For movie do-
main, we use 1000 positive and 1000 negative re-
views®. Product reviews directly affect the busi-
ness of e-commerce organizations. For product
domain, we use 1000 positive and 1000 negative
reviews (music instruments) from Amazon, used
by Blitzer et al. (2007). The third domain is the
tourism domain, a more accurate sentiment analy-
sis in tourism domain can suggest a more accurate
place for visit. We use 700 positive and 700 nega-
tive tourism reviews, used by Khapra et al. (2010)
to train a word sense disambiguation system. In
this paper, we report domain-dedicated words for
the movie, product and tourism domain and show
that these words are better features than universal
sentiment lexicons, unigrams and adjectives for
sentiment analysis in the respective domain.

3.2 Chi-Square Test

The Chi-Square test is a statistical test to identify
the class (positive/negative) of the encountered
word. We use Chi-Square test to extract domain-
dedicated words from the corpus in stage-1 of the
proposed sentiment analyzer. As Chi-square test

Swww.rottentomatoes.com

"www.imdb.com

8 Available at: www.cs.cornell.edu/people/pabo/movie-
review-data/(review corpus version 2.0).



requires values of two parameters, that are, ex-
pected count and observed count, we consider the
arithmetic mean of the count in positive and nega-
tive files as expected count of the word in positive
and negative classes, which is also a null hypoth-
esis. The alternative hypothesis states that there
is a statistically significant difference between the
observed count and the mean value.

On the basis of the deviation of the observed
count from the mean value (expected count), Chi-
square test decides the polarity of a word for a par-
ticular domain to which documents belong. The
statistically significant deviation resulted from the
Chi-Square test shows that the word appears in
a particular class of documents more frequently.
This appearance is not by chance, rather, there is
some reason behind its occurrence in that class of
documents. The reason behind this significant de-
viation is the polarity orientation of the word that
makes it a part of positive or negative documents
more frequently. For example, thought-provoking,
superb, thrilling, tremendous have positive polar-
ity in the movie domain, so they would occur more
frequently in the positive reviews rather than neg-
ative reviews (Sharma and Bhattacharyya, 2013).
The Chi-Square test is formulated as follows:

XPW) = ((Cp— w)* + (Co = p)*) /1 (D)

Here, C), is the count of a word W in the pos-
itive documents and C), is the count in negative
documents. p represents an average of the word’s
count in positive and negative documents. p is
the expected count or null hypothesis, while C),
and C), are the observed count of W. If the Chi-
square test results in a value that is greater than
the threshold value, then there is a significant dif-
ference between the expected and the observed.
Since there is an inverse relation’ between the Chi-
Square value and the probability of word given
NULL hypothesis is true, a high Chi-Square value
indicates that the probability is very poor. There-
fore, we reject NULL hypothesis, that is, we re-
ject the uniform distribution of the word in posi-
tive and negative class. However, we assume that
the word W belongs to a particular class (alterna-
tive hypothesis), either positive or negative.

To understand the identification of DDPW from
the corpus, Consider the example of Chi-Square

°The Chi-square score and probability table is givenl%9
http://faculty.southwest.tn.edu/jiwilliams/probab2.gif

test performed for the word unpredictable in the
movie domain. The count of the word unpre-
dictable in positive (22) and negative files (10) are
taken from the considered movie review corpus.

X%(Unpredictable) = ((22—16)?+(10—16)2)/16
2)

The word “unpredictable” results in a Chi-
Square value of 4.5, that is greater than 3.84 (Stan-
dard Threshold Value in Statistics). This relation
implies that P(Data| NULL-Hypothesis is true) is
less than 0.05 (5%) for the word unpredictable.
Hence, reject NULL hypothesis and accept the
alternative hypothesis, that is, the word unpre-
dictable belongs to a particular class.

Bruce and Wiebe (1999) proved that ‘adjec-
tives’ are the best candidate to adhere the po-
larity. They established a statistically signifi-
cant correlation between sentence subjectivity and
the presence of adjectives. At this stage, we
also have considered adjectives!'® only as domain-
dedicated words, but we believe that domain-
dedicated words are not limited to adjective only.
The same approach can be applied to find domain-
dedicated words from other part of speeches.

4 Sentiment Classification in stage-2

The final class of the document is predicted in
stage-2 of the proposed sentiment analysis system.
Our utmost goal is to examine the behavior of SA
system using a concise feature set: Domain Ded-
icated Polar Words (DDPW), which are extracted
as output of stage-1. For this purpose, we experi-
mented with three machine learning based classi-
fication algorithms, that are, Neural Network, Lo-
gistic Regression and SVM.

4.1 Neural Network (NN)

Neural networks are able to produce a com-
plex non linear hypothesis function for classifica-
tion. Nowadays, NN has become “state-of-the-
art” technique for many applications because of
the fast computers that can solve a big network,
(Yanagimoto et al., 2013; Hui, 2011). In our case
also, the classification accuracy attained by Neural
Network surpasses SVM and LR.

10Bidirectional Standford POS tagger is used to find the
part of speech of the word.



4.2 Logistic Regression (LR)

LR classifier is a non linear classifier. Non linear-
ity is achieved through sigmoid function (equation
3) that estimates the probability of the document
belonging to a class. If LR results in a probability
value higher than 0.5, it implies that the document
has more than 50% chance of being positive, else
the document bears negative polarity. The Logistic
(Sigmoid) function simulated by LR is as follows.

Hypothesis(X) = 1/(1 + e("Theta*X)y (3

Here, X is the input feature vector of a docu-
ment (Section 4), Theta is also a vector that con-
tains the weights assigned to X.

4.3 Support Vector Machine (SVM)

The support vector machine (SVM) has been
proven to be highly effective at traditional
text categorization and sentiment classification
(Joachims, 1998; Pang et al., 2002). SVM predicts
the class of the document on the basis of a linear
function, that s, 2’s score. LR takes a decision at z
equals to zero, while SVM takes a decision at two
boundaries: z equals to +1 and z equals to —1.

2z =Theta' + X 4)

S Experimental Setup

For all the three observed domains: movie, prod-
uct and tourism, we divide the data into five equal
size folds, maintaining the balance of the negative
and positive files in each fold. All the results re-
ported in section 6 are the average five-fold cross
validation results on the dataset.

In our work, we compare the performance of
sentiment analysis system based on features, iden-
tified by Chi-Square test with the systems that are
based on universal sentiment lexicon, Union of
DDPW and USL, top-adjectives, adjectives and
unigrams. Since training Logistic Regression is
expensive with a large set of features, we consid-
ered only those unigrams that appear at least four
times in the corpus. In the same way, top adjec-
tives are chosen such that they appear at least five
times in the corpus. These constants are chosen
such that it satisfy both the conditions; it fetches
maximum number of words which will be used as
features and all those words occur frequently in
the corpus. 130

Since all the three techniques, NN, LR, and
SVM take input as a feature vector, each docu-
ment is represented as a feature vector. Let p;(d)
denotes the presence of feature j in the document
d and n be the size of the feature set. Then, each
document d is represented as a feature vector as
shown here.

d = (p1(d), pa(d), p3(d), ovovvee pa(d))

6 Results and Discussion

The table 1 shows the classification accuracies for
the movie domain obtained with various feature
sets and techniques separately. Accuracy is calcu-
lated as a fraction of total input documents that are
correctly classified by the classifiers. The accura-
cies resulting from using only DDPW as features
are shown in row (1) of table 1.

In literature, unigrams are considered as state-
of-art features (Ng et al., 2006; Pang et al.,
2002) for sentiment analysis, we also experi-
mented with unigrams. Domain-dedicated words
as features perform better than unigrams with all
the three classification algorithms. At the same
time, domain-dedicated words speed up the clas-
sification process with a small feature set of size
920. Since adjectives have been crucial clues in
sentiment prediction (Hatzivassiloglou and Wiebe,
2000), we experimented with all the adjectives and
top adjectives. We find that both the feature sets
are not as effective as DDPW.

We experimented with a universal sentiment
lexicon provided by Wiebi to capture more con-
text in general. Such sentiment lexicons are good
source of polar words with a compact size, but
are independent of any domain. The absence of
polar words from USL that are crucial for movie
domain (e.g., blockbuster) causes accuracy to de-
cline by 5% to 8%. On the other hand, inclusion of
DDPW with the USL leads to a big increment in
accuracy in comparison with USL only. Yet, the
results shown in row (5) of table 1 are relatively
poor: the feature set, consisting of 920 domain-
dedicated polar words provide more information
than the intersection of DDPW and USL.

Figure 2 shows the maximum classification ac-
curacy obtained in the three domains using six
feature sets. From figure 2, we can observe that
DDPW outperform the accuracy obtained with the
other features in the movie domain. In case of
tourism domain, DDPW equate the accuracy ob-
tained with unigrams, which is the highest accu-



Features Number of features | NN LR SVM
(D) DDPW 920 85.50 | 83.50 | 84.50
) Unigrams 18345 83.50 | 80.00 | 82.50
3) Adjectives 11151 83.00 | 82.75 | 80.25
(4) | Top-Adjectives 2500 82.50 | 82.00 | 81.50
(5) | DDPW U USL 2220 81.50 | 81.75 | 81.75
(6) USL 1946 76.50 | 75.50 | 76.00

Table 1: Average five-fold cross-validation accuracies, in percentage.

Boldface: best performance

achieved through NN, LR and SVM, for the given feature set
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Figure 2: Sentiment classification accuracy in all
three domains

racy for the tourism domain. For product domain,
DDPW equate the accuracy obtained with adjec-
tives, which is the highest accuracy for the product
domain.

In terms of relative performance of classifica-
tion techniques, Neural Network tends to perform
the best, although the differences are not very
large. As a whole, accuracy figures validate the
prominence of identification of domain-dedicated
polar words prior to the implementation of classi-
fication algorithm.

7 Related Work

Several works use the universal sentiment lexicons
to decide whether a sentence expresses a sentiment
(Riloff and Wiebe, 2003; Whitelaw et al., 2005;
Mukherjee et al., 2012). Considering that the USL
solely is not sufficient to achieve satisfactory per-
formance, there are some more works that com-
bine additional feature types for sentiment classi-
fication exist (Yu and Hatzivassiloglou, 2003; Kim
and Hovy, 2004; McDonald et al., 2007; Melville
et al., 2009; Ng et al., 2006).
Wiebe (2000), for the first time, worked in thal

area of sentiment lexicon. She focused on the
problem of identifying subjective adjectives with
the help of the corpus. She proposed an ap-
proach to find subjective adjectives based on the
distributional similarity from the Lin (1998) the-
saurus. Her approach was seeded by manually
provided strong subjectivity clues. She used this
new set of adjectives to find subjectivity in sen-
tences, just by the presence of an adjective from
the new set. However, the approach was unable to
predict sentiment orientations of newly found sub-
jective adjectives and sentences. Moreover, they
did not take into account the domain-dedicated po-
lar words and domain-dedicated sentiment analy-
sis.

Pang et al. (2002) for the first time applied
machine learning techniques for sentiment classi-
fication. They implemented Naive Bayes, max-
imum entropy classification, and support vector
machines. They used frequency or the presence
of unigrams or bigrams as features. In addition
to this, they used combinations of unigrams and
bigrams, unigrams and Part of Speech, unigrams
and their position as features. They got the high-
est accuracy of 82.9% with SVM using a feature
vector of size 16165. Besides this, they showed
that simply using the 2633 most frequent unigrams
are better choice. The feature vector made up of
2633 most frequent unigrams yielded performance
comparable to that of using all unigrams (16165)
from corpus. Our approach based on Chi-Square
test identifies key features from unigrams and en-
hances the performance.

There are a few researchers who have worked
for domain oriented sentiment analysis. The work
of Qiu et al. (2009) exploited the relationship
between sentiment words and product features.
Their method begins with a seed set, then they ex-
tract product features that are modified by some
sentiment word in the domain dependent corpus.



For example zoom, flash, resolution in the camera
domain can be modified by high, poor, nice, re-
spectively. The process was executed iteratively.
The extraction rules are defined based on the rela-
tionships described in the dependency trees. They
proposed that a feature should receive the same
polarity throughout the review and the words ex-
tracted by the features will receive the polarity of
the feature. However, the reviewer may associate
polarity towards a feature with time. To under-
stand this fact consider the following scenario.

When I purchased this camera, the battery
was good, but now it is disastrous.

The change in time changes the user’s views for a
feature in the same review.

8 Conclusion

In this paper, we propose that if we restrict the
sentiment analysis task to a domain, then domain-
dedicated polar words are the best features for sen-
timent prediction. For this purpose, we present
the SA system as a two stage process, stage-
1 identifies decisive words from a domain spe-
cific corpus for sentiment analysis in that domain.
Stage-2 uses these words as features for classifica-
tion task. Use of domain-dedicated polar words
as features outperforms or equates the accura-
cies achieved independently with unigrams, adjec-
tives, top-adjectives, Universal Sentiment Lexicon
(USL) and union of USL and DDPW. Besides im-
provement in sentiment analysis, the research can
be useful for creating writing aids for authors and
in natural language generation.
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Abstract

First name of a person can tell important
demographic and cultural information about
that person. This paper proposes statistical
models for extracting vital information that
is gender, religion and name validity from
Indian first names. Statistical models
combine some classical features like n-
grams and Levenshtein distance along with
some self observed features like vowel

score and religion belief. Rigorous
evaluation of models has been performed
through  several machine  learning

algorithms to compare the accuracy, F-
Measure, Kappa Static and RMS error.
Experimental results give promising and fa-
vorable results which indicate that these
models proposed can be directly used in
other information extraction systems.

1 Introduction

Name validity, gender and religion of a person
can be successfully predicted to a certain extent
just by his first name. But, as there is no direct
relationship between the first names and these
entities an absolute prediction is impossible.
Therefore, the proposed statistical models aim to
develop an indirect relationship between the first
names and these entities for extracting infor-
mation from first names.

Theoretically, a first name is a proper
noun, which means that a first name can be any
sequence of alphabets. Therefore, absolute name
validity is impossible as any sequence of alpha-
bets is a valid first name. For practical purposes,
this paper assumes that most of the Indian first
names are the ones which have some histori-
cal/cultural/ethnic relevance and are not some
arbitrary sequence of alphabets. Upon assumiri 4

and are used with machine learning algorithms
for training classifiers. The trained classifier can
then be used for predicting the validity of a first
name that is differentiating between a valid first
name and an invalid first name.

Even absolute gender and religion pre-
dictions are impossible as there is no restriction
on the naming process with regards to gender
and religion. A person of any gender and any
faith can identify himself/herself with any name
of his/her choice. For example, a Hindu girl can
name herself John without breaking any law. For
practical purposes, such cases have been left out
for construction of the statistical models pro-
posed.

The models proposed along with the ma-
chine learning algorithms can find direct use in
information extraction systems and real time ap-
plications such as:

i. Automatic field suggestions for form

filling.

ii.  Anomaly detection in pre-filled forms.

iii.  Analyzing demographic and religious
trends/sentiments from social media col-
lected data based on first names.

iv.  Filtering forms/application with respect
to certain gender or religion.

v.  Filtering spam/fake accounts on internet
by name validity.

Other demographic information can also be
extracted from Indian first name such as ex-
pected age group, caste of person and part of In-
dia (north/south/east/west). These topics have
been left for future research purposes.

2 Data

The training and testing data used has been col-
lected from public Indian name databases availa-
ble on the internet.

g]ks Sh%ranyas,tkz gz!nggt?gr%% R;z(e)g)gsﬁg)ca E‘]J”tg? ?ﬂl{ l}lgle onference on Natural Language Processing, pages 138—143,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



For name validity, the first names have
been classified into ‘Valid’ and ‘Invalid’ classes.
A total of 8970 first names are used in the train-
ing data out of which 7846 are valid first names.
650 are noisy words and 475 are completely ran-
dom sequence of alphabets, together making in-
valid names.

For gender prediction, the first names
have been classified into ‘Male’ and ‘Female’
classes. A total of 7846 first names are available
in the training data out of which 4509 are male
first names and 3337 are female.

For Religion prediction, the first names
have been classified into ‘Hinduism’, ‘Islamic’
and ‘Christian’ classes. A total 7846 first names
used in the training data out of which 3758 are
‘Hinduism’ first names, 3501 are ‘Islamic’ first
names and 587 are ‘Catholic’ first names. The
numbers are in proportion of diversity of first
names of each religion in India. ‘Sikhism’ as
class for prediction was not considered as many
of its first names are common with ‘Hinduism’
and this causes ambiguity.

The dataset is available for download* and
can be used for future research regrading Indian
names with appropriate citations.

3 Content Models

Before applying machine learning algorithms it
is important to convert the training data available
into content models. These content models con-
tain different features which have been devel-
oped or chosen after careful observation and
evaluation of the training data.

3.1 Name Validity Models

This paper proposes four different name validity
models for experiments. Each model contains
two features for each first name in the training
data. First feature is vowel score and is model
independent. The second feature is the n-gram
(Manning and Schutze, 1999) score forn=1 or 2
or 3 or skipping bigrams, each for a different
model. An n-gram model is a type of probabilis-
tic language model for predicting the next item in
such a sequence in the form of a (n—1)-
order Markov model (Baum and Petrie, 1966).
Vowel score tells us the average vowel
distance between the vowels in a first name and
is normalized with respect to the length of first
name. It is an important feature based on the ob-
servation that for any first name, occurrence of

L http://www.robot-maker.net/wp-
content/uploads/2015/10/Indian_Unified_Names.txt
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vowels will be similar to all the other first names
in the training data. As first names are sequences
of letter with low vowel count averaging about 2-
3 vowels per first name, the vowel score gives us
a good idea of the vowel patterns in the first
names in general. Therefore, any anomaly in the
vowel occurrence will directly lead us to the re-
sult that the given first name is invalid. On the
contrary, if there is no anomaly in vowel occur-
rence then other features like n-grams will be
used.

Mathematically, the vowel score for a
‘Name’ is given by VS(Name), where ‘n’ is the
length of the given first name and Distance(i) is
the distance of the i vowel from the (i-1)" vow-
el in the first name.

=N Distance(i)]
(No.of vowels) X (|Name|)

VS(Name) =

Unigram is a n-gram where the size of
token is 1. Unigrams help provide the probability
of a token; it assumes the position of token to be
independent of other tokens in the first name.

Mathematically, unigram score for a
‘Name’ is given by U(Name), where ‘Name;’ is
the i token/letter of the given first name, ‘n’ is
the length of the given first name, Token is the
set of the 26 alphabets and ‘Token;’ is the j™ to-
ken/letter of the set Token.

i=n

Count(Name;)
U(Name) = 1_[]——26—
i=1 Xj=1 [oken;

Bigram is a n-gram where the size of to-
ken is 2. Bigrams help provide the conditional
probability of a token given the preceding token
has occurred.

Mathematically, bigram score for a
‘Name’ is given by B(Name), where ‘Name;’is
the i token/letter of the first name given that one
start symbols (*) was added before each first
name and an end symbol (#) was added after
each first name before experiment, ‘n' is the
length of given first name.

i=n

BN )= 1—[ Count(Name;_,, Name;)
ame) = Count(Name;_,)

i=2

Trigram is a n-gram where the size of
token is 3. Trigrams help provide the conditional



probability of a token given the preceding token
has occurred.

Mathematically, trigram score for a
‘Name’ is given by T(Name), where ‘Name;’is
the i" token/letter of the first name given that
two start symbols (*) were added before each
first name and an end symbol (#) was added after
each first name before experiment, ‘n’ is the
length of the given first name.

T(Name)

1=n

_ 1—[ Count(Namei_z, Namei_l‘Namei)

L 2 Count(Name;_,, Name;_;)

Skipping Bigram (Xuedong et al, 1992)
is a special n-gram where size of token is 2 and a
condition that first character of a bigram can’t be
a vowel when the second character of bigram is a
consonant. Skipping bigrams were used on care-
ful observations of training data, it allows us to
use only relevant bigrams and ignore the redun-
dant ones.

Mathematically, the skipping bigram
score is calculated by the same formula as for
bigrams if only valid tokens are considered and
invalid tokens are skipped.

3.2

This paper proposes four models for gender pre-
diction. Each model contains two features for
each first name in the training data, these fea-
tures keep count of some specific tokens (listed
below) which occur at the name endings for male
and female first names respectively. The tokens
are explained below, each for a different model.

Unigram model to keep count of all the uni-
grams (in training data) such that the only char-
acter of unigrams is the last character of the first
name.

Bigram model to keep count of all the bi-
grams (in training data) such that the 2 characters
of bigrams are the last two characters of the first
name.

Trigram model to keep count of all the tri-
grams (in training data) such that the 3 characters
of trigrams are the last 3 characters of the first
name.

Vowel Bigram model to keep count of all the
bigrams (in training data) such that the first char-
acter of bigram is the last vowel and the second
character of bigrams is the last character of the
first name.

Gender Prediction Models
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This paper proposes one model for the religion
prediction. The idea behind the design of religion
prediction model is to calculate the similari-
ty/closeness of a given first name with other first
names of each religion in the training data. The
concept of Levenshtein distance (Vladimir,
1966) is used to calculate the minimum edit dis-
tance between two first names. This model con-
tains three features for each first name in the
training data, these features are the Hinduism
Belief, Islam Belief and Christianity Belief.
These three features can be extracted from a sin-
gle function Belief(r).

Mathematically, belief for religion ‘r’ is
given by belief(r), where Count(r,i) gives the
total no. of first names of religion ‘7’ in training
data with levenshtein distance equal to ‘i’ for the
first name for which the features are being calcu-
lated and ‘Depth’ is an experimentally chosen
quantity whose value is to be taken equal to 3.
‘Depth’ parameter sets maximum value of le-
venshtein distance for which Belief(r) will be
calculated.

i=Depth
) Count(r, i)
Belief (r) = Z — 7z
i=1

Mathematically, the Levenshtein dis-
tance between two strings ‘a’ and ‘b’ is given
by levap(lal,[bf), where 1(4..p,) is the indicator
function equal to 0 when & = bjand equal to 1
otherwise.

leva,b (i'j)
( max(i, j) if min(i,j) =0
levg,(i—1,j) +1
~Ymin leve,(i,j —1) +1 otherwise
l levgp(i—1,j—1) + 1(aiibi)

4  Evaluation

The proposed statistical models are constructed
in Python using the training data. Further, Weka
(Hall et al, 2009) was used to apply various ma-
chine learning algorithms on the content models
for training classifiers. Weka is an open source
collection of machine learning algorithms. For
all algorithms, 10 fold cross validation was done.
Detailed results comprising of accuracy, F-
Measure (Powers, 2011), Kappa Static and
RMS error have been represented below in tabu-
lar form.



LAD Tree REP Tree Random Forest Bagging Simple Cart
% Correct 96.3371 96.427 96.4607 96.6854 96.5843
% Incorrect 3.6629 3.573 3.5393 3.3146 3.4157
Precision 0.963 0.963 0.964 0.966 0.965
Recall 0.963 0.964 0.965 0.967 0.966
F-Measure 0.963 0.963 0.964 0.966 0.965
Kappa Static 0.8215 0.8223 0.8275 0.8361 0.8294
RMS Error 0.1639 0.1672 0.1637 0.1596 0.169
Table 1. Results of Unigram model for name validity
LAD Tree REP Tree Random Forest Bagging Simple Cart
% Correct 08.1278 98.1614 97.7803 98.1502 98.0493
% Incorrect 1.8722 1.8386 2.2197 1.8498 1.9507
Precision 0.981 0.982 0.978 0.981 0.98
Recall 0.981 0.982 0.978 0.982 0.98
F-Measure 0.981 0.982 0.978 0.981 0.98
Kappa Static 0.9104 0.9136 0.8953 0.9125 0.9071
RMS Error 0.1224 0.0286 0.13 0.1196 0.0304
Table 2. Results of Bigram model for name validity
LAD Tree REP Tree Random Forest Bagging Simple Cart
% Correct 96.1371 96.4282 95.7452 96.3722 96.4058
% Incorrect 3.8629 3.5718 4.2548 3.6278 3.5942
Precision 0.96 0.963 0.957 0.963 0.963
Recall 0.961 0.964 0.957 0.964 0.964
F-Measure 0.961 0.964 0.957 0.963 0.963
Kappa Static 0.8135 0.8277 0.7988 0.8252 0.8259
RMS Error 0.1693 0.1703 0.1795 0.166 0.1723
Table 3. Results of Trigram model for name validity
LAD Tree REP Tree Random Forest Bagging Simple Cart
% Correct 97.8885 97.9667 97.5869 97.855 97.8773
% Incorrect 2.1115 2.0333 2.4131 2.145 2.1227
Precision 0.979 0.979 0.976 0.978 0.979
Recall 0.979 0.98 0.976 0.979 0.979
F-Measure 0.979 0.98 0.976 0.978 0.979
Kappa Static 0.9022 0.9055 0.8874 0.9 0.9016
RMS Error 0.1278 0.1293 0.1373 0.1278 0.1393
Table 4. Results of Skipping Bigram model for name validity
LAD Tree REP Tree Regression Bagging Simple Cart
% Correct 75.2176 75.5163 75.5683 75.5553 75.5683
% Incorrect 24.7824 24.4837 24.4317 24.4447 24.4317
Precision 0.762 0.768 0.768 0.768 0.768
Recall 0.752 0.755 0.756 0.756 0.756
F-Measure 0.754 0.757 0.757 0.757 0.757
Kappa Static 0.5012 0.5089 0.5097 0.5095 0.5097
RMS Error 0.4095 0.4221 0.4089 0.4174 0.4222

Table 5. Results of Unigram model for gender prediction
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LAD Tree REP Tree Regression Bagging Simple Cart
% Correct 82.4823 82.7395 83.0482 82.7524 82.881
% Incorrect 17.5177 17.2605 16.9518 17.2476 17.119
Precision 0.826 0.829 0.832 0.829 0.83
Recall 0.825 0.827 0.83 0.828 0.829
F-Measure 0.825 0.828 0.831 0.828 0.829
Kappa Static 0.642 0.6476 0.6546 0.6477 0.6504
RMS Error 0.3625 0.3703 0.358 0.3668 0.3623
Table 6. Results of Bigram model for gender prediction
LAD Tree REP Tree Regression Bagging Simple Cart
% Correct 86.8424 86.4201 86.8168 86.1001 86.1897
% Incorrect 13.1576 13.5799 13.1832 13.8999 13.8103
Precision 0.868 0.864 0.868 0.861 0.862
Recall 0.868 0.864 0.868 0.861 0.862
F-Measure 0.868 0.864 0.868 0.861 0.862
Kappa Static 0.7303 0.7221 0.73 0.7158 0.717
RMS Error 0.3128 0.3188 0.3072 0.3138 0.3197
Table 7. Results of Trigram model for gender prediction
LAD Tree REP Tree Regression Bagging Simple Cart
% Correct 80.5624 81.7361 80.7558 82.1488 81.1815
% Incorrect 19.4376 18.2639 19.2442 17.8512 18.8185
Precision 0.813 0.824 0.814 0.828 0.817
Recall 0.806 0.817 0.808 0.821 0.812
F-Measure 0.807 0.818 0.809 0.823 0.813
Kappa Static 0.6081 0.6312 0.6114 0.6395 0.6193
RMS Error 0.3815 0.3658 0.3674 0.3541 0.3678
Table 8. Results of Vowel Bigram model for gender prediction
J48 REP Tree Regression Bagging Simple Cart
% Correct 82.2321 82.2704 83.2908 81.9388 82.1556
% Incorrect 17.7679 17.7296 16.7092 18.0612 17.8444
Precision 0.818 0.817 0.829 0.814 0.817
Recall 0.822 0.823 0.833 0.819 0.822
F-Measure 0.816 0.817 0.826 0.814 0.815
Kappa Static 0.6785 0.6795 0.6963 0.6739 0.6764
RMS Error 0.3044 0.3001 0.289 0.2937 0.3032

5 Conclusion

Table 9. Results of Religion Prediction model

The models proposed for different topics have
performed well overall. The results have been
tabulated and shown for comparison of the dif-
ferent types of models proposed.

i. From the results obtained, it can be seen
that Bigram model has performed the

best with accuracy of 98.1614% close{)é8

followed by the Skipping Bigram model,
both using REP Tree algorithm.
ii. Due to sparse data the Trigram model
has not performed well and its results are
comparable to the Unigram model.
For gender prediction, Trigram model
has the best with the accuracy of
86.8424% with LAD Tree algorithm.
Trigram model has outperformed other
models not only because it is more de-
tailed but also it has better chances for
handling exception cases.



v.  For religion prediction, the belief(r) has
been proved to be an effective feature for
calculating belief as the model has per-
formed with an  accuracy  of
83.44%.using Regression algorithm.

In conclusion, the proposed models have been
successfully tested through rigorous evaluations
and have completed the objectives of the re-
search. They can further be used in other re-
search areas and real time applications as men-
tion in the introduction.
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Abstract

The goal is to build a verb ontology based
on Indian grammatical tradition. We pro-
pose here an ontological structure to rep-
resent verbs in a language, which can be
adapted across languages. This is an on-
going work and presently the method has
been applied to develop ontologically in-
formed etymon in English.

1 Introduction

In an ontology based classification, the main cri-
teria for class identification and membership are
provided by extra-linguistic events or situations
expressed by verb meanings (Lenci, 2010). Since
ontology based classifications are concept depen-
dent, they can be used as inter-lingual verb re-
sources (Boas, 2005). The approach put forward
here is an attempt to explore the feasibility of
arriving at an ontological classification of verbs
based on overlapping verb senses. This work is
an extension of ‘Understanding Verbs Based on
Overlapping Verbs Senses (Rajan, 2013)’. In the
prior work a new approach for inter-lingual on-
tological classification of verbs was put forward.
This method looks into the inherent meaning of
each verb and identifies seven meaning primitives.
It is inspired by Conceptual Dependency(CD) the-
ory (Schank, 1972; Schank, 1973; Schank, 1975)
and the Indian grammatical traditional thinking of
Niruktakaras: “all content words are either verbal
roots (activities) or derived from verbal roots”.

2 Why Verbs ?

According to Indian Grammatical Tradition, verbs
occupy a central role in a language. Consider the
following simple sentence (in Sanskrit):

devadattaH pacati

‘Devadatta is cooking’ 140

According to Yaska (c.6th-5th centuries BCE);
Nirukta (Sarup, 1920) 1.1:

The principal meaning signified by the above ut-
terance is the act of cooking - ‘pacati’ and not
the subject - ‘devadattaH’ (who is predicted to
be cooking).

In Panini’s derivational system, by means of which
utterances (vakya) and their components are ac-
counted for, items assigned the name dhatu ‘verb,
root’ rank as core elements of utterances that
are actually usable and serve as a starting point
of derivation of such utterances. In the above
sentence, cook ‘pac’ is called the dhatu (root
verb) and hence the starting point of derivation.
Paniniyas, like Patanjali (second century BCE) un-
equivocally speak of the meaning of dhatvarthas
(dhatu + artha) ‘verb meanings’ as kriya ‘act, ac-
tion’.

In Sanskrit, verb is called ‘kriya’ and kriya
stands for action or activity. But verb consists of
both ‘action(kriya)’ and ‘state(bhava)’ verbs. The
explanations put forward by grammarians in order
to accomodate the concept of ‘state’ into the defi-
nition of verb, that is, transition from kriya-based
to bhava-based definition is given in the following
paragraphs.

Bhartrihari is the first Paniniya to formulate the
technical definition of kriya as given in Panini’s
grammar.

According to Bhartrihari (5th century CE):

Every verb has ‘sense of sequence’ and ‘state’ in
it. Hence, every verb projects a ‘sense of hap-
pening’, making this sense ‘omnipresent’ in all
verbs.

Basic meaning of Sanskrit word bhava is ‘state,
condition’. Word bhava in P.2.3.37 (Joshi, 1991)
is an instance of “a particular state or condition in
which an item finds itself as a result of something
happening, and also the happening, occurrence it-
self”

D S Sharma, R Sangal and E Sherly. roc. of the 12th Intl. Conference on Natural Language Processing, pages 144-151,
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So, we can use word ‘bhava’ to mean ‘happen-
ing’. We have already seen that ‘sense of happen-
ing’ is omnipresent in all verbs. That is, ‘bhava’ is
omnipresent or universal in all verbs.

From Indian grammatical tradition we have
adopted the concept of ‘universal verb’. Our orig-
inal contribution is that we have defined an ‘onto-
logical structure’ to represent ‘universal verb’ and
have used it to represent the 7 primary verb senses
‘(punctsl)’ which we have identified. The struc-
ture of bhava and the identification of 7 puncts are
explained in the next two sections.

The goal of this work is to classify concept
‘verb/activity’ and not the lexical category ‘verb’
across languages. Verbs belonging to specific lan-
guages are collected for this work but they repre-
sent ’concepts’. For example ’run’ is a concept
meaning ’to go quickly by moving the legs more
rapidly than at a walk and in such a manner that
for an instant in each step all or both feet are off
the ground?’. Even if all languages do not have
parts of speech they will surely have concepts like
run’, ’eat’, etc.

3 Ontological Form of Happening

Structure of happening (see Figure 1) consists of
two states: initial/statel and final/state2, and the
context within which the change in state occurs.

‘Context’ consists of ontological at-
tributes.

Ontological attributes are: space, loca-
tion, time, manner, reason which in turn
have sub-attributes.

The Sub-attributes of ‘space’ are
direction - linear, curvilinear, down
‘location’ are: source, destination
‘time’ are: frequency, duration
‘manner’ are: mode, speed

‘reason’ are: purpose, cause, etc.

These are called ontological attributes as they are
concepts and they can be represented across lan-
guages. To explain this point we have taken a sam-
ple verb ‘run’ in English and its Hindi counterparts
’bhagana’ and ’daudana’ and shown the mapping
in Table 1.

'an element held in Whitehead’s philosophy of nature to
be analogous to a point in a geometric system - Merriam Web-

ster 1 4 1

Zhttp://dictionary.reference.com/browse/run

Table 1: Ontological attribute mapping among
verbs in English and Hindi(Indian language)
English Run  Hindi daudana bhagana
move / do 1 sthana parivar- 1 1
tan karana /
karana
Direction(linear): 1 disa(sidha): 1 1
move along 1 satha satha 1 1
sthana parivar-
tan karana
Speed: 1 raftar: 1 1
fast 1 teja 1 1
Mode: 1 riti(pran ali): 1 1
putting one foot 1 ek paira ke Age 1 1
in front of the dosara paira is
other allowing tarah rakhana
each foot to taki ek paira
touch the ground jamina par
before lifting up chiine ke ba da
the next hi diisara chuye
Cause: 0 karana: 0 1
danger apatti
fear bhaya
some reason 0 kuch karana 0 1

Happening or bhava can be defined as change
of state in a context. Bhava has a formal structure
and has been named ‘punct’ (Singh, 2001).

CONTEXT

[ sTATE |/ STATE \
AN

PUNCT

Figure 1: Structure of punct

The formal structure of bhava/punct is:

(elle2,C)

where el stand for entity/statel, e2 for
entity/state2, and C represents context /
feature-space.

The formal structure is a recursive form as its con-
text itself is made out of other formal structures.
The two states in this structure are contiguous >.
By adding a formal structure as form of contigu-
ity, change transfers to two contiguous but differ-
ent states and state transforms into combinatory
context of happening. Every ‘change of state’
has a location, presence of force or absence of
force, result, context and the context itself involves

‘change of state’ in some other context.

3Take a verb ‘cook - prepare a dish’. The initial and final
states are related to each other.



4 The seven puncts

Two works WordNet (Miller, 1990) and Nirukta
(Sarup, 1920) were influential in restricting the
number of overlapping verb senses to 7. The
WordNet has identified 8 common verbs (have,
make, set, get, take, be, run, go). Let us take
each verb and analyse it in detail and see how they
were modified into 7 primitive verbs senses. The
7 senses are given names following the head word
(Levin, 1993) style of nomenclature.

The verbs ‘make’, ‘set’, ‘take’ and ‘get’ are ac-
tion verbs. Actions are done by an actor. These
actions can take place only if an agent is involved
in initiating them, ‘My grandmother made a dress
for me.”, ‘Catherine set a chair by the bed.”, ‘He
took seven wickets in the second innings.’, ‘She
got a cake for me.’. So the ‘sense of agent’ which
is known as sense of ‘doer’ (Sanskrit, sadhya —
sadhaka* bhava) is common® and is also the pri-
mary verb sense in these four verbs. Since ‘do-ing’
sense is present in all 4 verbs. Here ‘do’ is a head
word (Levin, 1993) to represent all types of agent
(both animate and in-animate) initiated actions.

The verb ‘have/has’ represents possession. Pos-
session can be of three types 1) when a person
himself obtains an object, like the verb ‘take’, "He
took seven wickets in the second innings.” 2) when
the agent is the recipient of an object, like the verb
‘get’, ‘I got a letter from him the other day.” and
3) possessing a quality, like the verb ‘have’,She
has got blue eyes.’. Since, ‘have’, ‘get’ and ‘take’
have the verb sense ‘possession’ in common all
the three verbs were grouped under the sense of
‘have’ (Sanskrit, grahya — grahaka bhava). As
an agent should initiate the actions of transferring
possessions in the verbs ‘take’ and ‘get’ they have
possession as the secondary verb sense.

The verb ‘be’ represents state. Verbs like
‘have’, ‘set’ are state verbs. Sentence like - ‘He
has property. shows that the concerned person is
in possession of some property. Having something
in possession is a continuous ‘state’ until it is lost
or given away. ‘The village was set among olive
groves on a hill.’, shows the fixed position(state)
of a village. The sense of state forms an integral
part of the structure of verb. So, ‘be (is) (Sanskrit,
adhara — adheya bhava) is a primitive verb sense.

4Category system followed in vaiSesika(system founded
by sage kanada circa 150 A.D). The 7 primitives are 7 such
categories.

°If a sense is ‘common’, it means that it is found in mzﬁzz
verbs. The identification process is explained in this secti

The verbs ‘run’ and ‘go’ have sense of ‘move-
ment’ in the form of linear displacement in them.
Verb ‘make’, ‘My grandmother made a dress for
me.’, has movement in the form of change from
initial(raw) to final(finished) state. Verb ‘take’ has
movement in the form of change in the position of
an object and its ownership, ‘Someone must have
sneaked in here and taken it.’. All the different
types of movements or changes are together rep-
resented by the verb sense ‘move’ (Sanskrit, piirva
— apara bhava).

The verbs ‘take’ and ‘get’ have a sense of sepa-
ration of a part from a whole. Both these verbs re-
sult in change in the location of objects being pos-
sessed or change in the initial and final states of the
agent or recipient. Change in location means sepa-
ration from the initial position, ‘The Soviet forces
took more than 30,000 Romanian prisoners and all
their equipment.”. Change in state means adding
or removing or modifying the existing state to a
new one, ‘Women have fought long and hard to get
into positions that men hold within the leadership
of the church.’. The verb sense ‘cut’ (Sanskrit,
am$a — ams§i bhava) is used to represent this.

The verbs ‘make’, ‘take’, ‘set’ and ‘get’ act on
limited set of objects. ‘Make’ means to produce
something, often using a particular substance or
material®. But we can make only a restricted num-
ber of objects, ‘Shall I make some coffee?’. In or-
der to explain this sense of restriction or limited-
ness the verb sense ‘cover’ (Sanskrit, aropya —
aropaka bhava) was included as a primitive verb
sense.

One of the definitions of the verb ‘make’ is ‘to
bring into existence by shaping or changing ma-
terial, combining parts, etc.””. For this the doer
needs to have knowledge as to how this process
has to be done, ‘She makes all her own clothes.’.
Hence, the verb sense ‘know’ (Sanskrit, jnana —
jnyeya bhava) was included as a primitive verb
sense.

Using the above mentioned method we have
identified 7 mutually exclusive primitive verb
senses (puncts) (see Table 2). Using such primi-
tive verb senses and assuming that each verb has
these senses we can analyze inherent meaning of
different verbs. These seven® primitive senses are

®http://dictionary.cambridge.org/dictionary/british/make_1

"http://dictionary.reference.com/browse/make

Ssag bhava vikar of varsyayani(Sarup,1920) six types of
bhava are: origin, existence, modification, increase, decay,
and destruction has influenced the identification of seven



also known as bhava-s according to Indian gram-
matical tradition. This bhava-s constitutes prim-
itive meaning senses implicit in the meaning of
each verb. Term bhava means happening and this
sense overlaps with all verbs. This is also a tra-
ditional Indian linguistic claim. These senses are
mutually interwoven through their context. For
example: The word ‘cover’ has the verb sense
‘cover (wrap/wrapped)’ as primary and ‘move (be-
fore/after)’ as secondary verb sense in it. Verbs
can have senses ranging from one to all seven in
them, but the 7 senses (know, move, do, have, is,
cut, cover) are mutually exclusive and are logical
structures (Refer Table 2).
The context (C) of each bhava-s is made of:

C - [ontological: attributes (feature-
space), bhava (recursive), and any other
information which can contribute to
meaning disambiguation.]

S Application

5.1 Annotation Process

Each verb can have all the seven meaning primi-
tives in it. Overlap of verb meaning is illustrated
best when meaning of a verb is explicated using
another verb or verbs. On analysis, one can see
that there is an order in which the verbs are used
for explication. This order helps in finding the
primary, secondary, tertiary, etc. meaning senses.
The order can be found by using two methods.
The methods are explained below using two
verbs: dance and confuse.

Example 1:
First Method:

Verbs are mostly polysemous. We collect all
the possible meanings of each verb from various
resources like dictionaries. Then, we analyse each
meaning and place them in different classes (cell
in matrix) according to the order of the meaning
primitives. The meaning primitives are identified
by analysing the inherent meanings of the verbs
by posing a series of questions.

Take verb ‘dance’.

Step 1. If a verb is polysemous,

Verb ‘dance’ has two meanings. Meaning 1: (Of
a person) move quickly and lightly
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primitives / puncts in this work.

Table 2: puncts and explanations

Primitives (Elementary | Explanation
Bhava-s/puncts)
Know:Sense of know- | Know/Knower

ing

(Sanskrit,
jnana—jnyeya bhava)
(object of ‘know’ / the
process involved in
knowing that object)

Conceptualize, construct or transfer infor-
mation between or within an animal.

E.g. “forget” - to forget something one
has to know about it. Forget is a process
having state change from knowing to not
knowing over a period of time. So,this
particular verb has “knowing” as primary
sense and change of state/“move” as sec-
ondary sense.

Move:Sense of Move
/change /process
(Sanskrit,
purva—apara bhava)
(state at the beginning
of a process / state at the
end of the process)

Before/After

Every process has a movement in it. The
movement maybe a change of state or a
change in location.

E.g. “fall” - change of position from a
higher state to lower state physically or
in abstract sense. Actions like falling of
leaves do not have a sense of agency, the
fall happens on its own. So the word has
the sense of ‘pure movement’.

Do : Sense of agency
(Sanskrit,
sadhya—sadhaka
bhava)

(something to  be
accomplished /accom-
plished)

Agent/Action

A process which can be accomplished
only with a doer.

E.g. “cook” - has a sense of someone do-
ing cooking. The process of cooking in-
volves change of state from raw to cooked
by a doer. So, it has ‘doing’ sense as pri-
mary and ‘move’ sense secondary to it.

Have : Sense of posses-
sion or having
(Sanskrit,
grahya—grahaka
bhva)

(something that is the
object of grasping /to
grasp)

Grip/Grasp

Possessing, obtaining or transferring a
quality or thing.

E.g. “like” - To like something one must
have prior ‘knowledge’ about it. Liking is
something you “have or possess”. Hence
‘have’ is primary sense and “knowing” is
secondary sense.

Be : Sense of state of
being

(Sanskrit,
adhara—adheya
bhava)
(location/attribute)

Locus/Locatee

Continuously having or possessing a qual-
ity.

E.g. - “confuse” (I am confused). It is a
state and it is located in me. ‘Be /is’ is
the primary state and to get confused you
must know and have contradictory opin-
ion about the object. So, sense of ‘know’
is secondary.

Cut : Sense of part and
whole
(Sanskrit, am$a—amSi
bhava)
(part of an object or
process/whole to which

Part/Whole

Separation of a part from whole or join-
ing of parts into a whole. Processes which
causes pain. Processes which disrupt the
normal state.

E.g. - “break” It has a sense of a thing be-

the part belongs) ing divided into parts. ‘Cut’ sense is pri-
mary to it and breaking is ‘done’ by some-
one so has a sense of agency ‘do’ as the
secondary sense.

Cover : Sense of as- | Wrap/Wrapped

cribe and ascription
(Sanskrit,
aropya—aropaka
bhava)

(to be attributed/the one
to which it is attributed)

Processes which pertain to a specific ob-
ject or category. It is like assigning a
boundary.

E.g. - “guarantee” - when you guarantee
you are putting a kind of cover (ascription)
on that object so it has ‘cover’ as primary
sense and someone has to do it, and so has
‘doing’ as secondary sense.




Meaning 2: Move rhythmically to music, typi-
cally following a set sequence of steps

Step 2. Take one meaning at a time. Let us take
verb ‘dance’ as in meaning 1.

Step 3. Take a simple sentence in which dance is
used in the particular meaning.

‘She danced happily into the room.’

Step 4. Instead of ‘dance’ substitute the meaning
and rewrite the sentence.

She did + (move quickly and lightly ) + happily
into the room.

Step 5. Keep rewriting the sentence using prim-
itives like ‘do’, ‘move’, ‘have’ etc.. so that
you can re-write the entire sentence using them.
While using primitives see in which order the
primitives can be written too.

She DO+past + (MOVE) + quickly and lightly +
happily + into the room.

Step 6. In this particular sentence, dance means
a type of movement which is done by a person
(doer). Hence, ‘move’ is primary meaning prim-
itive and ‘do’ is secondary meaning primitive.

Hence we write it as : MOVE/DO

Second method is by nominalising verbs in a sim-
ple sentence. For example:

She danced into the room.
Step 1. She did the act of dancing into the room.

Step 2. She did the act of moving into the room
dancing.

Step 3. She ‘DO+past’ (moving into the room)
MOVE-+ing as if dancing.

Hence we write it as : MOVE/DO

Example 2:

First method for verb ‘confuse’:

Confuse means ‘Make (someone) bewildered or
perplexed’

The flood of questions confused me.

Step 1. The flood of questions made me bewil-
dered or perplexed.

Step 2. The flood of questions DID the process
of creating bewilderment or perplexity in me.

Step 3. The flood of questions DO the act of cre-
ating a STATE of bewilder- ment or perplexity in
me.

Step 4. The flood of questions DO the act of cre-
ating a ‘STATE’of Inability to deal with or un-
derstand some- thing in me.

Step 5. The flood of questions DO the act of cre-
ating a ‘IS’ of Inability to deal with or KNOW
about something in me.

Hence we write it as : IS/KNOW/DO

In this sentence ‘confused’ is a state. Confusion is
always about some information / knowledge and
so is about ‘know’. This particular state occud4

only in an animate being and hence ‘DOer’ sense.
the order is decided looking at the dependencies of
the various senses. Confusion is a state and hence
‘IS’ is primary. The state is about an informa-
tion so, ‘KNOW’ is secondary. This state occurs
in an animate being and so ‘DO’er sense is tertiary.

Second method for verb ‘confuse’

You confuse me
Step 1. you create confusion in me

Step 2. You create confused (state of Knowl-
edge) about something (object of knowledge)in
me

Step 3. You ‘DO’ creation of Confused (‘STATE’
of ‘KNOW’ ledge) about something (object of
‘KNOW’ledge) in me.

Hence we write it as : IS/KNOW/DO

In the last sentence ‘do’ is the tertiary sense,
‘know’ is the secondary sense and ‘is’ state of
knowledge is the primary sense of verb ‘con-
fuse’.

Hence we write it as : IS'/KNOW/DO

The annotation work consisted of identification of
primary and secondary puncts and ontological at-
tributes. Though almost all puncts can be found in
every verb, presently we have restricted the iden-
tification to two. The verbs were grouped and rep-
resented in the form of a two-dimensional 7x7 ma-
trix. The rows and the columns stand for the pri-
mary and secondary primitive senses respectively.
All verbs in a row were grouped together and on-
tological attributes of 7 separate groups (7 rows)
were identified. Ontological attributes consists of
concepts like space, location, time, manner, etc.
Manual annotation was done first for all verbs
(2500) in Sanskrit then for verbs in English (3750
- excluding all types of compounds). For Sanskrit,
the verb list was collected from many sources.
More than 3000 verbs including variations in ac-
centuation were collected from various resources
(Apte, 2008; Capeller, 1891; Kale, 1961; Bruno,
1922; Palsule, 1955; Palsule, 1961; Varma, 1953;
Williams, 2008) and a new typed list was created
in Devanagari script. List was created as such
a complete list of Sanskrit verbs was not avail-
able online. The list was then annotated manually
by one person and cross checked by three San-
skrit experts. For English, the verb list was cre-
ated from various resources like - Levin’s verb list
(Levin, 1993) and verbs added to this list as ex-
tensions (Dang, 1998; Kipper, 2000; Korhonen,
2004). Meanings of all the verbs in English were



obtained from various online dictionaries (Mer-
riam Webster?, Oxford'?, Dictionary.com1 I Cam-
bridge Advanced Learners Dictionary'?). The list
was then manually annotated by the same person
who had annotated the Sanskrit verbs and the an-
notation was cross-checked by three annotators.

5.2 Ontology Population: Using English and
Sanskrit Verbs

Ideally meaning of a verb involves all seven layers
of puncts. However, if we take two or three layers
of primitive verb senses in a verb, they would be
sufficient to identify meanings of most verbs. We
took just the first two senses to demarcate mean-
ing of verbs. The primary and secondary senses of
all verbs in English and Sanskrit were identified.
They were classified into a two-dimensional 7x7
matrix.

As mentioned in section 3, meaning of a verb
also includes context which in turn includes onto-
logical attributes'3. The approach has similarities
with work on use of clustering for finding verb se-
mantics (Sun, 2009).

Ontological attributes'* of a verb is the set of all
‘meaning components (non-linguistic)’ which can
be used to define its meaning exhaustively and also
help in distinguishing it from other verbs. Also,
verbs very close in meaning, no matter how close
they are, can be distinguished based on the dif-
ferences in their meaning component set (even if
they differ by one component, they differ in mean-
ing). Thus, it is an ontological and computational
resource of verbs. For example, ‘Leave’, ‘depart’
and ‘abandon’ are 3 verbs having ‘move’ sense as
primary, cut sense as secondary, and do sense as
tertiary. That means all the 3 verbs belong to the
same cell / class. In order to differentiate between
the 3 verbs in the same class, we identify the on-
tological attributes.

The process used for identifying ontological at-
tributes is explained below. Collect all possible
meanings of all three verbs. Isolate the meanings

*http://www.merriam-webster.com/
"http://oald8.oxfordlearnersdictionaries.com/
"dictionary.reference.com/browse/
Phttp://dictionary.cambridge.org/dictionary/british/
3Verbs with similar overlapping verb senses can be dif-
ferentiated by the ontological attributes were concluded upon
by introspection (looking at meanings of verbs in different re-
sources) and based on the concept that there are no synonyms
in languages.
“http://www.ei.sanken.osakau.ac.jp/main/documents/
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which have move as primary verb sense.

Table 3: Identification of ontological Attributes

Verb Meaning Ontological attributes
1)Leave go away from, move away + from
depart from per- somewhere/ something/
manently, go someone + perma-
away from a nently/short time + ac-
place without tak- cidentally/intentionally
ing (someone or
something)
2) Leave, especially in  move away + from
Depart order to start a jour-  somewhere/ something/
ney. someone + perma-
nently/short time +
intentionally
3) Leave (a place or move away + from
Aban- vehicle) empty or somewhere/ some-
don uninhabited, with- thing/ someone +

out intending to re-
turn

intentionally + perma-
nently(forever)

From the above three meanings, we see that
the meaning components similar in all three verbs
are: direction - move away, source - from some-
where /something / someone, mode - intentionally.
Meaning components which are different are: du-
ration forever (abandon), for short time / perma-
nently (leave, depart), mode - accidentally (leave).
Using the method explained above ontological at-
tributes were identified for motion verbs in En-
glish. The types and number of subtypes of mo-
tion verbs is given in Table 4.

6 Conclusion

Verbs can be searched based on its features and if
the particular verb is absent in a language, verbs
with neighbouring features can be searched. Fea-
ture space will be same across languages. That is,
if we know the feature space of verb ‘fall’ in En-
glish, using the same feature space we can obtain
the verb ‘fall’ in Hindi or Sanskrit or any other lan-
guage. In a sentence if we can identify the feature
space of a verb in a particular context!> then it can
be replaced by verb in another language which has
similar feature space. Feature space of each verb
will be unique. This method will help in resolving
a major problem of translation which is identifica-
tion and translation of verb in a sentence.

15 A verb can have different meanings. Hence one verb will
be placed in different cells in the punct matrix if it has more
than one meaning and the feature space of verbs in different

cells will be different. So if a verb has two meanings, the
feature space of the two verbs will be different.
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Table 4: Feature-space of motion verbs consisting of ontological attribute set

Main Class of

Sub-Attributes

Sub-Sub-Attributes

Ontological

Attributes

Space Direction (linear) 24 (backward, backwards, after, along, through, across, over, back — forth,
side to side, forwards, forward, to, towards, from, in front, with, away,
further away, behind, in , into, out of, up, upward)[prepositions]

Direction (down) 1 (down) [prepositions]

Direction (curvilinear) 3 (around, about, direction-less) [prepositions]

Path 12 (circle, long way, along a path, direction-less, across a surface, straight
line, winding course, zigzag course, long distance, over mountains /
hills / forest, over difficult surface , in the direction you want it to move)
[locations]

Location Source 11 (observer, one side of something, position, point, somewhere, line, a
fixed point, something, someone , a place , closed place) [locations]

Object on which acted | 4 (something, someone, own body, group of people) [locations]

on

Destination 17 (source of difficulty, source of anger, to somewhere, countryside, per-
son, animal, goal, to a large area, destination, to previous place, to a
particular place, to another place, speaker, location near / familiar to
speaker, person being spoken to, point, position, lower value, direction-
less) [locations]

Relative position 1 (previous position) [locations]

Place of action 9 [locations]

Time Frequency 2 (repeatedly, continuously) [positions]

Duration 4 (forever, short time , over a period of time, permanently) [adverbs]

Manner Mode 100 (awkwardly, easily, closely, unwillingly, accidentally, intentionally, car-
rying load, smoothly, violently, noisily etc.) [adverbs]

Speed 16 (quickly, very fast, regular(adj) step(v), easy and comfortable speed,
very slowly, suddenly, slowly, fast, speed, swiftly, quick, more quickly
than normal, very quickly, extremely quickly, moderately fast, rapidly)
[adverbs]

Reason Purpose 7 (hunting, make move, to go in a particular direction or have a particular
result, or to allow or cause this, to get information secretly, try to catch
or kill them, go where they go, to hold)

Cause 5 ((after)hitting a surface, force, by momentum / force of gravity by out-
side forces, rebound)

Because 20 (strike, due to some reason, feeling tired / bored, tired, from danger
, from fear, show annoyance, to start new journey, being frightened,
playfully, due to injury / pain, for pleasure and relaxation, for pleasure,
to escape, to look important, attract attention, old age, to show place to
someone, make certain that they arrive safely or that they leave a place
as a part of public celebration)

Effect of(verb) action 1 ((leave behind) pain)
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Abstract

This paper introduces three types of Sta-
tistical Machine Translation (SMT) out-
put errors that would require grammatical
knowledge for prevention. The first type
is due to words that are negative in mean-
ing but not in form. Problems arise when
the negative forms are obligatory in tar-
get languages. The second type of errors
is derived from the rigidity of pattern
phrases or correlatives which do not al-
low for intervening elements. The third
type is caused by ellipses in input sen-
tences which must be reinstated for out-
put sentences when so required by rules
of omission in target languages or the dif-
ference in Head-Complement order be-
tween source and target languages.

1 Introduction

Machine translation (MT) output errors are var-
ied, and have been discussed and classified by
many researchers. Flanagan (1994) classifies and
ranks errors into three levels according to im-
provability and intelligibility. Elliot et al. (2004)
identify fluency- and adequacy-related errors for
automatic MT evaluation. Vilar et al. (2006)
make a comprehensive classification of SMT
output errors. FarrGs et al. (2010) present a lin-
guistic-based evaluation of a variety of SMT
output errors. Popovi¢ and Burchardt (2011) at-
tempt to provide methods for an automatic error
analysis of MT output errors that overcome
weaknesses of automatic evaluation metrics.

This paper introduces three particular types of
errors made at the online English-to-Japanese
translation on the Google Language Tools, a cut-
ting-edge SMT system, and demonstrates that
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grammatical knowledge is required for prevent-
ing such errors.

2 Negative in Meaning but Not in Form

There are several English determiners and ad-
verbs that are negative in meaning but not in
form, which are termed negation-implying words
in this paper. Negation-implying determiners are
little and few, whereas negation-implying ad-
verbs include little, seldom, rarely, scarcely,
hardly and barely. This discrepancy between
meaning and form causes problems with transla-
tion into such languages as Japanese, the gram-
mars of which require the explicit forms of nega-
tion.

2.1 Negation-implying determiners

The word few used as a determiner® as in Few
men in (1a) below means “not many”, emphasiz-
ing how small a number of people is.:

(1a) Few people turned up for work.
In Japanese, such an emphasis on scarcity is usu-
ally expressed both by a negation-implying de-
terminer or adverb and the negative form of the
predicate that follows it. (1a) could be roughly
translated as the following:

(1b) hotondo-no hito-ga shokuba-ni

almost-POSS? people-SUBJ® workplace-LOC*

araware-nakatta.

show-up NOT-DID
Notice that the predicate of the corresponding
Japanese sentence is in the negative form.

Translation of an English sentence with such a

negation-implying word into Japanese is prob-
lematic, because it requires additional tasks in-

! Determiners in English are located at the beginning of
noun phrases. They include articles, demonstrative, quanti-
fiers and possessives.

2 POSS indicates the possessive marker.

% SUBJ denotes the subject marker.

4 LOC stands for the locus marker indicating place, goal or

D S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. ConfePé)iBI? OhtNBural Language Processing, pages 152-157,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



cluding the recognizing of the relevant predicate
and the changing of it into the negative form, let
alone the identification of the part of speech of
the word in question. Failure in carrying out such
tasks leads to mistranslation. Take the following
for instance:

(2a) Few decisions will have as lasting an

impact on your life as your choice of profession.
The SMT system translates (2a) as a Japanese
sentence that means:

(2b) A few decisions turn out to have a lasting

impact on your life as the choice of profession.”
At this translation, the SMT system probably
mistook few indicating “not many” for a few de-
noting “several”. The resulting Japanese sentence
does not convey the same importance on the rari-
ty of such decisions as implied in the input sen-
tence. The output sentence also fails to express
the core meaning of the input sentence.

It is necessary to identify the part of speech of
few in use, because it does not have a negative
connotation when used in other parts of speech.
It can be used as a pronoun, as illustrated below:

(3) A lucky few will be able to enjoy the new low

monthly payment.
In addition, it can be used as an adjective, as be-
low:

(4) Read the first few pages.
A tripartite distinction should be made in a noun
phrase (NP) with few: (i) determiner in yp[few ...
noun],” (ii) pronoun in yp[determiner ... few],
and (iii) adjective in yp[determiner ... few ...
noun].

A similar word little is more problematic, be-
cause it can belong to the adverb category as
well as the same parts of speech for few. Failure
to recognize the negation-implying determiners
is costly, because the output sentence could indi-
cate an opposite meaning to that of the input sen-
tence. Consider the following:

(5a) This has received little attention since 1983.
The SMT system in question translates (5a) as a
Japanese sentence that means:

(5b) This has received almost attention since

1983.7
The meaning of the output is contrary to that of
the input. This suggests that the SMT system
requires grammatical knowledge for identifying

® The output is “U> < SADHGEIL, ORI L LT
HIRTZD NEITHBE R e L TROZ LI &
+,

® wl ... ]indicates that the phrase between brackets is a

noun phrase.

" The output is “ Z411% 1983 FELUK, 1F & A LTER Siy9
TWEd, ™

the parts of speech for few and little, and, when
used as a determiner, it needs to recognize the
relevant predicate and transform it into the nega-
tive form of the equivalent of the target language.

2.2 Negation-implying adverbs

Adverbs such as little, seldom, rarely, scarcely,
hardly and barely are negative in meaning but
not in form. They seem to be treated by the SMT
system better than the counterpart determiners,
but a closer examination reveals that the treat-
ment is indeed erratic.

As long as an input sentence with a negation-
implying adverb is short and in the present tense,
and the predicate is not a be verb, the SMT sys-
tem in question generates an output with the neg-
ative form of the predicate, thus conveying the
same emphasis on the rarity of the event. For
instance, the sentence It seldom works out that
way is translated as a sentence with the intended
meaning,® only with a minor error of the wrong
negative inflection of the predicate.

However, the translation of a short sentence
fails, when the system is unable to identify the
parts of speech of the adverb and the surrounding
words, as illustrated below:

(6a) The world will little note, nor long

remember what we say here, but it can never

forget what they did here.’
The above sentence is translated as below:

(6b) The world will a short note, and also

remember what we who are long say here, but

it can never forget what they did here.*
The SMT system fails to identify the parts of
speech of little and note in the initial clause, re-
sulting in an ungrammatical output clause. It also
fails to recognize that long is an adverb, and
places the corresponding Japanese adjective im-
mediately before we. That means that long modi-
fies we. The negative conjunction nor is totally
skipped, thus giving rise to the corresponding
clause with the opposite meaning to the input
clause

The SMT’s treatment of the tense is puzzling
for short sentences with a negation-implying ad-
verb. It sometimes does not make a distinction
between the present and past tenses. For instance,
He rarely eats red meat and He rarely ate red
meat are translated as the same Japanese sen-

8 The outputis “ZAUTIEL A EZD L HITH FL WL
HE¥A,

® This is from the Gettysburg address by Abraham Lincoln.
1 The output is “tF I L/ — b, £EWVETZHRN
TITEIZLERATWDEAI D, ZIUIMH 5N
ZITMELIENEND Z EITTEEEA, ™.



tence in the present tense,™ indicating that he
rarely eats red meat. The treatment of the tense is
correct sporadically, though.

Near perfect translations were produced when
the predicates of sentences begin with could
hardly or can hardly, and the verbs are not a be
verb, as in:

(7) She could hardly wait for her child coming
back.*
(8) This fact can hardly be used to explain
present patterns of crime.*®
The treatment of the tense is also correct in the
two examples above.

With a be verb, however, even simpler input
sentences in (9a) and (10a) than in (7) and (8) are
translated as wrong output sentences, shown in
(9b) and (10b):

(9a) This was hardly surprising.

(10a) He was barely aware of the feeling.
The above two sentences are respectively trans-
lated as Japanese sentences meaning:

(9b) This was something almost surprising.**

(10b) He was aware of almost every feeling."®
The resulting outputs convey opposite meanings
to the English input sentences.*

We have seen that the SMT system in question
is erratic in the treatment of negation-implying
determiners and adverbs. For a comprehensive
treatment, it must identify the part of speech of
such a word, and, if it is used as a determiner or
an adverb, find the predicate and change it into
the negative form of the corresponding predicate.

3 Intervening Elements

It has been observed that when an English sen-
tence consists of a pattern phrase containing an
intervening element such as an adverb or a noun
phrase (NP) of time, the SMT system in question
generates incomprehensible Japanese outputs.

1 The output is “PIL D > 72 ICHRA Z ABEHE A

12 The output is “B &1 3IE & A LML DT R - TL
LORFFOTENTEERHATLE, 7.

3 The output is “Z DFEITIE L A EIRDOIIED R F
— VAT L OIET 2 ENTEEE A, ™
1 The outputis “ZAUITIF L A EEL R&E Z & TL

7o 7.

15 The output is “PZITIEIEDIZ E A L ZH>TVE L
7o 7.

18 It should be noted that when barely modifies a number as
in The industry employed barely 150,000 men, it is translat-
ed as a word denoting “almost”, and the output Japanese
sentence is a little awkward, but intelligible. The output is] 5()

CCERUTIFE AL IS HAETRALET

3.1 Adverbials causing discontinuous con-
stituents

Adverbs and adverbial phrases (called hereafter
adverbials) can be located at several positions of
sentences. This mobility of adverbials often cre-
ates problems with translation by pattern match-
ing. Take the following for instance:

(11a) The government (may be paying incorrect

subsidies to more than 1 million Americans for

their health plans in the new federal insurance

marketplace and) >’ has been unable so far to fix

the errors.
(11a) is roughly translated as below:

(11b) The government (can pay incorrect

subsidies to more than 1 million Americans for

its own health plans in the new federal

insurance marketplace, and) has not so far been

able to do it, in order to fix the errors.’®
The SMT system in question fails to recognize
the pattern phrase unable to fix the errors, be-
cause the phrase contains an adverbial so far be-
tween unable and to fix the errors.® Another ex-
ample follows:

(12a) Investments in the health systems of

low-income countries have long been geared

toward treating infectious disease, he said.?
The sentence in (12a) is translated as a Japanese
sentence roughly meaning:

(12b) Investments in the health systems of

low-income countries are geared toward treating

long infectious disease, he said.
The part of speech of long in the input sentence
is an adverb meaning “for a long time”, but in
the output sentence, it is an adjective, resulting in
a phrase denoting “a long disease”. This error is
probably due to the presence of long in the mid-
dle of the pattern phrase have been geared. With
long taken off, (12a) is translated correctly by the
SMT system in question.

To deal with adverbs and other unexpected in-
terruptions such as interjections and rephrasing, a
controlled skip parser was proposed (Yamada,
1996). The parser uses statistical information (N-

17 The parentheses in the sentence indicate that the elements
inside them are not targets for our discussion.

18 The output is “BURF 1387 7= 7ol AL BUF O R BT H C A
5y DREEEDFHE D 723512 100 5 ALLEDT A U 1 AIZ
OB EE LD ZEMTE, =7 —%EIET D
720l TNETTEERATLE, ™

1% The present focus is on translation errors caused by the
presence of an adverbial located inside a pattern phrase, and
thus the other errors found in the Japanese output are not
discussed here.

20 The output is “IXFTFHE ORI S 2T A~DEE DR
VRGP B OTRIEIZAT BV TV A, EHIEE VW E
L7z, ™.



grams) to determine what to skip in newspaper
articles. As far as the skipping of adverbs is con-
cerned, it does not affect the meaning of the sen-
tence when they are such adverbs as so far and
long respectively in (11a) and (12a), but it would
be detrimental if they are such adverbs as little
and hardly in (6a) and (9a). A careful research
would be conducted on the skipping of adverbi-
als. The skipping of a constituent of an input
sentence at machine translation (MT) should be a
last resort.

A to-infinitive can be used either as an adver-
bial modifier as well as a nominal one. The fol-
lowing example shows that an adverbial use
breaks a pattern.

(13a) Exercise does more to bolster thinking
than thinking does.
(13a) is translated as a sentence roughly with the
following meaning:
(13b) Exercise carries out than, in order to
bolster thinking, than thinking.**
The Japanese word equivalent to than is fol-
lowed by the object marker, indicating that than
is interpreted as the object of the predicate, re-
sulting in an intelligible output.

The removal of to bolster thinking from (13a)
gives rise to a grammatical and comprehensible
sentence. This demonstrates that the SMT system
is able to handle the pattern phrase x (Subject) +
verb + more than + y + does, but not one with
an intervening element.

3.2 Elements intervening relative clauses and
the heads

We have seen that the SMT system in question
goes awry when an adverbial cuts into a pattern
phrase. A similar error occurs when an element
intervenes between usually adjacent elements
such as a relative clause and the head noun
phrase (NP). Take the following for instance:
(14) “I want to marry Mii, but I can’t do that,”
Marini said in a video posted online that
attracted the attention of gaming blogs and
online forums this week.?
The SMT system is unable to recognize the head
NP and the relative clause a video ... that at-
tracted ... because of the intervening phrase
posted online between. The removal of the inter-

2! The output is “SEZITTE L 0 & BE LML+ 5720
I, L0 ERITVET, 7

22 The output is  [FAIL I A L F5IS L=V As, FLEE R
EITHZ LI TEEHA, U —=iF ©TARE
WOF—LTnrRod 7407 4+—7 L0OEHZHS]
O, A TA U EBETENTWES,

vening phrase produces a fairly grammatical and
intelligible output.?®

In addition, the following relatively short and
simple sentence is translated incorrectly for the
same reason as above:

(15) There were nine men that year who had run
faster than 10.2 seconds.?*

Again, the SMT system is unable to recognize
the relative clause and the head NP because of
the presence of last year between them. It misin-
terprets last year as the head NP of the relative
clause. Furthermore, last year is regarded as the
subject NP of the predicate were. As a result, the
output is an unintelligible sentence. The removal
of last year from (15) produces a grammatical
output,” recognizing the head NP and the rela-
tive clause.”®

These examples indicate that the system in
question needs grammatical knowledge to identi-
fy discontinuous constituencies and relations
with unexpected intervening elements such as
adverbials and NPs of time.

4 Omission and Recoverability

In languages, constituents of sentences which are
predictable from context are often omitted. This
omission, however, causes problems for machine
translation (MT). An MT system must (i) detect
if the sentence contains an ellipsis, and if it does
and if the reinstatement is required by the target
grammar, it must (ii) recover the word or phrase.
Such reinstatement would require grammatical
knowledge.

4.1 Verbal omissions

In (16a) below, the main predicate changed of
the final clause is omitted because it is a repeti-
tion of the predicate of the immediately preced-
ing clause. As the SMT system fails to recognize
the omission, it mistook the auxiliary verb have
for a regular verb denoting possession:

(16a) Values have shifted, the population has

changed, and the cities have too.

2 The output is “ TFAIE S o LSS L72WAs, FUEZZE R
BITH ZLIITEEREA, TV —=iF 48DF—
LTRTRA L TA T+ —T LOIERERDIZET
FOFRTESTNET,

2 The output is “9 FIEIT LV #< 102 B EEITL TV
TeEDENRHY E LT, 7.

% The output is “JEV 102 B L » £ FE(FL TWVWZ 9 AD
BHERHY F LT, .

%% However, the verb run is translated as a Japanese word
meaning “operate” instead of “move at a speed faster than a
walk”, probably because the frequency of the chosen mean-
ing is higher on the SMT system in question.



The output roughly means:

(16b) The numbers,? the population has been

changed, has shifted, and?® the cities possess too

much.?
The sentence in (16a) is a flat one, conjoining
three simple clauses. The SMT system fails to
recognize the initial clause Values have shifted as
a clause. It also fails to understand that the main
verb of the final clause has been omitted. The
word too is treated as the object NP of the verb
have. The system does not have knowledge that
too is an adverb, and that it cannot be the object
of a verb. Nor does it have grammatical means of
distinguishing have between uses of the auxiliary
and the main verbs.

The following sentence in (17a) contains a
relative clause in which both did and did not
share the main verb phrase watch television. The
system fails to identify the sharing, resulting in
an unintelligible output roughly meaning (17b).

(17a) Conversely the difference between those
who did and did not watch television widened.*
(17b) Conversely one conducted television, and
difference from those who did not watch it
widened.
It is difficult to imagine how such an output is
produced. An MT system should be provided
with grammatical knowledge for recognizing that
the first did is not a verb meaning “conduct” or
“perform”, but is an auxiliary verb.

The omission of the repeated verb phrase poses
problems for translation between head-initial
languages in Verb-Object (VO) order and head-
final languages in Object-Verb (OV) order. In
VO languages like English, the object NP shared
by two verbs can appear at the final position to-
gether with the second verb, creating the config-
uration of “Verbl (=Head) and Verb2 (=Head) +
Object (=Complement)”. On the other hand, in
OV languages like Japanese, the object NP
should appear at the initial position of the verb
phrase, generating the configuration of “Object
(=Complement) + Verbl (=Head) and Verb2
(=Head)”. In (17a), the shared complement is the
verb phrase watch television. (18a) is a partial

2" value has at least two meanings: principles or standards
of behavior and a numerical amount or number. The mean-
ing of numbers is chosen in the output, probably because of
the higher frequency stored at the SMT in question.

%8 Japanese uses different conjunctions for conjoining NPs
and clauses. The conjunction used in the output is one for
conjoining NPs, generating an awkward translation.

2 The output is “fEiZ. ANOMREEENZ, 7 FLT
WS, EETRHEVICHLREoTWET, 7.

* The output is “3#127 L E&1T /2272 L, RRA->7E5)
NEDEDPERLE LT, .

phrase cut off from (17a) for the sake of discus-
sion:

(18a) those who did and did not watch television
The configuration showing the omission in (18a)
is “AUX1 * (did=Head) and AUX2 (did
not=Head) + Verb Phrase (watch televi-
sion=Complement)”. The Japanese configuration
that corresponds to (18a) is “Verb Phrase (televi-
sion watch=Complement) + AUX1
(PAST=Head) and AUX2 (NOT PAST=Head)”.
The grammatical output of (18a) is roughly as
below:

(18b) television-OBJ watch-PAST people and

watch-NOT-PAST people
Notice that the verb phrase watch television is
moved to the initial position. For a proper treat-
ment of this type of omission, the system needs
to identify the missing element (the verb phrase
in this example), and move it to the appropriate
place, according to the target language grammar.

4.2 Other problematic omissions

The omission of repeated verb phrases is fairly
common and could be easy to handle, but repeat-
ed other categories can be omitted, too. Special
measures should be taken for them when source
and target languages differ much in grammars of
omission. For instance, with recovered missing
constituents, (18a) would look like the following:
(18a’) those who watched television and
those who did not watch television
In (18a), watched television in (18a”) is replaced
with did, and the repeated phrase those who is
omitted. A Japanese grammar of omission, how-
ever, does not permit such an omission, and
therefore those who must be reinstated in transla-
tion into Japanese. It would be difficult to solve
this type of problem by statistical means. It
would need several rules of recognition and gen-
eration to bridge the gap in this regard between
the two grammars.

Another example is an omission that takes
place in an idiomatic phrase. English has the
phrase as + adjective /adverb + as + X, which
expresses a comparison in relation to the same
degree. When the final part of the phrase is
equivalent or similar in semantics to as before, it
can be omitted, as follows:

(19) When she was running this whole show, and
had her own money, she didn’t need me as much
from that standpoint.*

31 AUX stands for auxiliary.

32 The output is “f% & 1% = DHEMAEKEFEIT L. AHOBE
RO TV L&, HLLIFXZFOEANDS, FUIR L 50
BIH ) ETHATLE, ™.



(20) The journey from London to Bath took forty

hours in 1720, but only half as long in 1770.%
The output of (19) is unintelligible, because the
object me of the verb need is translated as the
subject. The phrase as much is regarded as an
idiomatic phrase denoting the same, as in | am
sure she would do as much for me. As a result,
the clause she didn’t need me as much from that
standpoint is translated to mean “she from that
standpoint | didn’t need about the same”. Proba-
bly the quality of translation would have been
better by skipping the phrase as much.

The SMT system in question also fails to pro-
duce a comprehensible output of (20). The rele-
vant portion in (20) to the topic of omission is
only half as long in 1770. The adverb only is
translated as a word meaning “unique”, while the
phrase half as long as a word meaning “half”
followed by a stem denoting “long”. The system
cannot recognize the part of speech of long. An
accumulation of these errors gives rise to an in-
telligible output. The removal of as long, howev-
er, generates a little ungrammatical but under-
standable Japanese sentence.** While looking for
a general solution, it might be a realistic alterna-
tive to skip problematic words or phrases. But
even for this approach, research would be re-
quired for identifying what to skip.

5 Conclusion

This paper has shown three types of English-to-
Japanese SMT output errors, and demonstrated
that the solution of these errors needs grammati-
cal knowledge. The first type is caused by differ-
ence in negative implications of words in source
and target languages. The second type of output
errors is derived from the rigidity of pattern
phrases. Adverbs and adverbial phrases can ap-
pear at one of several positions of sentences, re-
sulting in discontinuous constituents. The inclu-
sion of adverbials in pattern phrases would cause
the proliferation of pattern phrases and probably
be not a feasible solution. Skipping them could
be an alternative, but the investigation of which
one to skip and not to skip would require much
research. The third type of errors concern the
omission of the constituents of sentences. It is
difficult for an SMT system to find a missing
constituent, but the target grammar sometimes

%3 The output is “/S— A ~D 2 K26 ORfIL 1770
FEITHE— Dy DR 1720 4F 40 BEI 00 & Lz

N, . 7

% The output is “/S—A~D 2 KU 2B DKL, 172053
A FFR 0 F LN, 1TI0FI2ERTE0,

requires the reinstatement of the omitted element.
The solution of these problems would need syn-
tactic parsing and grammatical knowledge.
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Abstract

Automatic Speech Recognition (ASR) has
received greater level of acceptance as it
creates speech recognition by the human
machine interface. This paper focuses on
developing a syllable based speech recog-
nition system for Malayalam language.
The proposed system consists of three dif-
ferent phases such as preprocessing, seg-
mentation and classification. The prepro-
cessing is performed for noise reduction,
DC component removal, pre-emphasis and
framing. The segmentation process imple-
mented using Syllable Segmentation Al-
gorithm segments the word utterances into
syllables, that are inturn fed into the sys-
tem for feature extraction. In the fea-
ture extraction step, we have proposed a
novel approach by adding energy and zero
crossing, along with MFCC features. The
classification is done using Artificial Neu-
ral Network and is also compared with
HMM classifier. Experiments are carried
out with real-time utterances of 100 words,
and obtained 96.4 % accuracy in ANN,
which outperformed HMM.

1 Introduction

Automatic Speech Recognition (ASR) system, es-
pecially speech to text conversion is one of the
most challenging tasks in nowadays. The ulti-
mate aim of ASR is to understand spontaneous
speech using a computer. However, a word-level
identification, which is a complex task in itself is
also a major chore in any ASR system. In this
paper, a word-level identification is performed to
make a computer identify the isolated words spo-
ken by a person and to convert it into correspond-
ing text. ASR is basically a pattern recognition
Broblem which also involves a number of tech?4
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nologies and research areas like Signal Process-
ing, Natural Language Processing, Statistics and
Cognitive Science. Different factors like gender,
emotional state, accent and pronunciation make
speech recognition a complex task. The mode
of articulation, nasality, pitch, volume, and speed
variability in speech also make speech recogni-
tion a difficult task. Even when speech is recog-
nized, the accuracy rate can be less due to vari-
ous behaviors of speech, usage of words, higher
variability, background noise and the linguistic
features of language and speech. This can seri-
ously affect the system performance. There exists
works which attempt for speaker dependent and
speaker independent recognition. Our attempt is
to achieve Speaker independence, which is diffi-
cult to achieve because in order to recognize the
speech patterns, these models should be trained
with speech data of a large group of people.
Developing an efficient speech recognizer that can
exhibit natural capabilities of every human pos-
sesses, along with language capability is much
harder. As far as Malayalam language is consid-
ered, which has a rich set of vocabulary and the
modern Malayalam alphabet has 15 vowel letters,
41 consonant letters, and a few other symbols.
Malayalam is one of the richest languages in terms
of number of alphabets and also one of the tough-
est languages while considering speech. This is
because of the variations in pronunciation. Speech
recognition in Malayalam language is still in its in-
fancy stage and the dream of a system which can
interact with the users in native language is still
in its early stage. Hence, developing an efficient
speech recognition system in Malayalam has great
relevance. An isolated word identification system
aims at identifying a spoken word from the trained
vocabulary.

The work is explained in this paper in 6 sections.
The first section is the abstract of the work. The
second section gives an introduction where the

S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 158-165,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



problem and the relevance of the problem in the
current scenario is explained. The third section
gives a review of already existing methods and the
comparative study about the advantages and dis-
advantages of the existing methods. The fourth
section is the core part of this work which intro-
duces the methodology adopted to solve the prob-
lem, and the implementation of the algorithm for
the same. The results are analyzed in the fifth sec-
tion which also contains a detailed study about the
results obtained. The future scope of the work is
included in the last section.

2 Literature Review

ASR technology, during the yesteryears has made
advancement to a great extent and has reached the
point where this facility is used in various fields
by millions. Speech recognition works, in foreign
languages, advanced a lot since 1920. The first
work in speech recognition was the development
of a toy named Radio Rex, a celluloid dog,which
was developed in 1920. Even though researches
were carried out since 1936, the first successful
speech recognizer was developed in the year 1952
by David et.al, which could recognize digit utter-
ances by a single speaker. The system used spec-
tral energy and formant frequencies for recogni-
tion purpose. Another notable development in this
field was the implementation of phoneme based
speech recognizer in the year 1959. In 1960s
Japan made their first leap into the field of speech
recognition and developed a special purpose hard-
ware to improve the computational speed of the
then systems. They also developed a hardware
phoneme recognizer in 1962 followed by a digit
recognizer in 1963 (Nnamdi Okomba S et al. |,
2015).

The ASR works were extended to the field
of isolated word utterance recognition in 1970s,
during which prominent works were carried out
by Velichko and Zagoruyko in Russia , Itakura
in United State and Cakoe and Chiba in Japan.
Meantime, CMU also played their role in the ASR
field. Several other systems such as HEARSAY
11(1975), HARPY(1976), HWIM (1977) and
KEAL (1977) were implemented during this pe-
riod. A major shift in the ASR technology hap-
pened in 1980, where the template based approach
got replaced by statistical modeling methods like
Hidden Markov Model (HMM). Different interna-
tional languages, including English, French ahdd

Pashto implemented speech recognition systems
with HMM and proved successful. An auto-
matic dictation system in French implemented us-
ing HMM gave an accuracy of 76.2%. A digit
recognition system for English implemented us-
ing HMM gave an accuracy rate of 88%. It was
in 1980s itself, that Support Vector Machine and
Neural Network approach got popularity despite
of its faded entry in the early 1950s. This period
also witnessed the progress in speech recognition
works carried out with continuous speech. ASR
using Artificial Neural Networks (ANN) achieved
excellent results in tasks such as voiced/unvoiced
discrimination in 1989 as well as phoneme recog-
nition and spoken digit recognition in 1989. Peel-
ing and Moore applied Multi Layer Perceptron
(MLP) to digit recognition and thereby obtained
excellent results. Various foreign languages, in-
cluding Malay, Indonesian and Arabic, later im-
plemented ASR using ANN. The work carried out
in Malay language using MLP considered utter-
ances of 4 different speakers and obtained an ac-
curacy of 95% in identifying words within the
trained vocabulary (Ahmed et al., 2012; Sheila
D Apte, 2012; Nnamdi Okomba S et al. , 2015).

Automatic Speech Recognition has tremendous
potential in the Indian scenario, as well. Since
common man depends on the internet and its ser-
vices, they will be interacting with machines ev-
ery time. In order to enjoy the benefits completely
and to bridge the digital divide, the communica-
tion should happen in their local languages. Keep-
ing this fact in mind, most of the Indian languages
have worked and are still working with ASR tasks.
Text- to speech conversion has been developed for
the visually challenged section of society, for In-
dian languages such as Hindi, Bengali, Marathi,
Tamil, Telugu and Malayalam. Isolated Word
speech recognition system is built for most spo-
ken Indian languages namely Telugu, Hindi, Urdu,
Kannada, Marathi, Tamil, Malayalam, Bengali
and Oriya using Hidden Markov Model tool kit
(HTK). It works as text dependent speaker recog-
nition mode. A notable work in Tamil - A sylla-
ble based isolated word recognizer for Tamil han-
dling OOV words’, uses a subword based con-
tinuous speech recognizer for word identification.
Notable works were carried out during the pe-
riod 2000 to 2005 in languages including Hindi,
Tamil and Telugu. Some of the works include
Speaker Independent Continuous speech recog-



nizer for Hindi(2000), Speech recognizer for Spe-
cific Domain in Tamil (2001), Speech Recogni-
tion of Isolated Telugu Vowels Using Neural Net-
works ( 2003) and Digit Recognizer for Hindi
(2006). Several other Indian languages like Pun-
jabi, Marathi, Gujarathi, Assamese and Kannada
successfully imprinted their footsteps in the field
of ASR during early 2000s (Kurian Cini, and
Kannan Balakrishnan. , 2012; Akila A and E.
Chandra, 2013; Akila A and E. Chandra, 2014).

Eventhough Malayalam is still in the budding
stage while considering ASR, there exist some
noteworthy works and the significant one was
from CDAC, Trivandrum where they developed a
speech recognition system for visually impaired
people. MFCC method was used as a front-end to
extract acoustic features from the input signal and
a hybrid model integrating rule based and statisti-
cal method was used to handle pronunciation vari-
ations in the dictionary. The system achieved word
accuracy of 75%. A speaker independent con-
tinuous speech recognizer based on PLP Cepstral
Coefficient, was also developed for Malayalam
which employs Hidden Markov Model for pattern
recognition. The system got trained with 21 male
and female speakers and obtained a word accu-
racy of 89% when tested with continuous speech
data. While considering LPC features for clas-
sification, Malayalam speech recognition system
obtained an accuracy rate of 81.2%, which is in-
deed a notable work. Vimal Krishnan et.al devel-
oped a small vocabulary (5 words) speech recog-
nition where Artificial neural network technique
(ANN) is used for classification and recognition
purpose and achieved a recognition rate of 89%.
Raji Kumar et.al presented recognition of the iso-
lated question words from the Malayalam speech
query using DWT and ANN and recognition accu-
racy of 80% has been reported.

3 Methodology

The word identification system designed for
Malayalam language uses a syllable based seg-
mentation approach. Instead of training the sys-
tem with independent words, we use syllable com-
binations for training and identification. This
eliminates the problem of maintaining a large set
of training data, as different words share com-
mon syllables as well as phone segments. New
words can be added to the vocabulary without
building new models for the existing syllabl%:g6

and phonemes corresponding to the word. Here,
we design a word identification system based on
two popular classifier techniques which are Hid-
den Markov Model (HMM)and Artificial Neural
Network (ANN). The various phases involved in
speech recognition include data preparation, syl-
labification and classification. The general system
architecture of the speech recognition system im-
plemented in this work is given below.

Figure 1: General System Architecture

3.1 Data Preparation

The work maintains a database of utterances
which consists of a total of 100 words used in the
agriculture domain. Multiple utterances of these
words by 9 different speakers(6 male & 3 females)
were recorded using an audio tool Audacity with
a sampling frequency of 16000Hz. A speech cor-
pus was in turn developed which consists of these
audio files along with the syllable transcription.

In audio recording, a DC offset is an undesirable
characteristic of a recording sound which occurs
during sound capturing. The offset causes the cen-
ter of the waveform to not be at 0, but at a higher
value. This can cause two problems:

o Either the loudest part of the signal will be
clipped prematurely, since the base of the
waveform has been moved up

e Inaudible low frequency distortion will occur.

The signal, hence should undergo a DC compo-
nent removal which is done as

z(n) = a(n)avg, avg=mean(a); (1)

where a is the speech signal

The pre-processing stage consists of noise



reduction and filtering. Pre-emphasis refers to
a process designed to increase the magnitude of
some (usually higher) frequencies with respect to
the magnitude of other (usually lower) frequencies
in order to improve the overall signal-to-noise
ratio. In speech processing, a pre-emphasis
is applied by high pass filtering the signal to
smooth the spectrum to achieve a uniform energy
distribution spectrum.
Pre-emphasis is done by applying the formula

y(n) = z(n) —0.9955 x x(n — 1) )

In speech processing, it is often advanta-
geous to divide the signal into frames to achieve
stationarity. A frame based analysis is essential
for speech signal. Framing is the process of
decomposing the speech signal into a series of
overlapping/non-overlapping frames. The speech
signal is stationary within windows of 20 to
30 ms duration and hence is divided into non-
overlapping frames with a duration of 30 ms
(Sheila D Apte, 2012) .

3.2 Syllabification & Feature Extraction
3.2.1 Syllabification

In this work, syllabification plays an important
role and hence every recorded utterance which be-
comes the input to the system should eventually
undergo syllabification. Instead of using com-
monly used approaches for syllabification includ-
ing group delay method, we have developed a
novel approach to syllabify utterances which make
use of short time energy, zero crossing rate as well
as formant frequencies. In syllabification, each
and every utterance is segmented into respective
syllables irrespective of the number of syllables it
consist of. The Syllable Segmentation Algorithm
introduced in this work is implemented using Mat-
lab and has obtained an accuracy of 95%.

Syllable Segmentation Algorithm

The algorithm segments syllables, based on the
concept that the energy measure for a vowel
(voiced segment) is much higher than the si-
lence part and the energy measure of the conso-
nant(unvoiced segment) is lower than the voiced
segment(vowel) but higher than the silence part.
The zero crossing rate is higher for the silence part
and lower for the voiced part of a signal. 157

Algorithm 1: Algorithm for Syllable Segmen-
tation
Input: Signal of Isolated Word utterance: [
Output: .wav files of Syllables
Signal Acquisition
Preprocessing
Apply a high pass filter and calculate ZCR
Apply low pass filter and calculate Energy
Calculate the formants FI1 & F2
calculate the peaks
Calculate the Residual Energy
Find the approximate syllable boundaries
using the calculated values.
9 Attenuate the syllables based on their energy
to get the accurate syllable boundary.
10 Apply window function
11 Store the segmented syllables as wav files

AN AW N =

After obtaining the energy and ZCR values of
frames, it is necessary to smooth the signal to find
the energy and ZCR peaks. Smoothing means that
we even out a signal, by mixing its elements with
their neighbors. In order to obtain an accurate
measure, we are considering two different energy
calculations. The first one is the energy of the sig-
nal which is the short time energy and the second
is the energy of the signal filtered with low pass
filter with a cutoff frequency of 1100Hz. This en-
ergy calculation will help us in discarding the mis
identified syllable boundaries.

The preprocessed signal then undergoes the
syllabification process by detecting the syllable
boundaries. Energy and Zero crossing

N-1
E=) sn) 3)
n=0
and zero crossing rate as
“4)

Z = |sgn(s(n)) — sgn(s(n — 1))|

The syllable segmentation for a word with
its speech signal is depicted below in Fig. 2.
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Figure 3: Result of Syllabification

3.2.2 Feature Extraction

The syllables which are stored as .wav files are
then fed into the feature extraction process. The
syllabified speech signal is divided into non-
overlapping frames of 30 ms length by keeping
in mind the concept that spectral evaluation
are reliable in the case of a stationary signal
and that a speech signal is stationary within a
window of duration 20-30 ms. For the purpose
of feature extraction, spectral analysis algorithm
such as MFCC is used. Cepstral analysis has
been widely used as the main analysis method
for speech recognition. The mel-frequency
cepstral coefficients (MFCC) appear to furnish a
more efficient representation of speech spectra
than other analysis methods. Human auditory
system is assumed to process speech signal in a
non-linear fashion. Lower frequency components
of speech signal contain more information. The
mel-frequency cepstrum (MFC) can be defined as
the short-time power spectrum of a speech sigdaig

which is calculated as the linear cosine transform
of the log power spectrum. Conversion from
normal frequency to mel-frequency is given by

m = 2595log10(1 + (f = 700))(4.7) (5

where f indicates normal frequency and m is the
corresponding mel-frequency. In order to improve
the recognition accuracy, later two additional pa-
rameters, energy and zero crossing rate are also
considered along with MFCC.

3.3 HMM C(lassification System

After preprocessing, syllabification and feature
extraction, HMM is used to recognize the speech
and training. The system is being trained using
task grammar, acoustic models and lexical models
using HTK toolkit.

For training, a 5 state HMM prototype model
was created with the first and last non- emitting
states. The main step in HMM training is defining
a prototype model as a model structure. A train
file is also created which will redirect HTK to the
location where the feature vector files (mfcc files)
are stored. Realigning the training data is done
next where the word-to-phone mapping operation
is performed. In this case, all pronunciations
for each word is considered and then output the
pronunciation that best matches the acoustic data.
In order to recognize the word using phoneme
combinations, triphone files are also generated
(Pammi S. C and V. Keri., 2005).

The testing phase which is responsible for rec-
ognizing the utterances also follows the same set
of steps till feature extraction, as in the training
phase. The testing signals were also converted
into a series of feature vectors. During the test-
ing phase, recognition happens where the decoder
compiles the recognition network using the task
level word network. The word level transcriptions
are constructed from the recognition network, as
the next step.

3.3.1 ANN Based Speech Recognition System

The speech recognition system based on ANN was
implemented using Multilayer Perceptron (MLP)
which is a popular form of neural network. The
input vectors are 12 MFCC values, along with
two additional features energy and zero crossing



rate. The architecture used for ANN based ASR is
given below.

Table 1: ANN Architecture

No: of input neurons 60
No: of neurons in the hidden layer 100
No: of hidden layers 1
No: of output neurons 80

Activation function Sigmoid

The system is trained using Backpropagation
algorithm with learning rate 0.3 and number of
epochs 200. The training and testing were per-
formed with various scenarios. The system is
trained only with MFCC and MFCC, along with
energy and zero crossing. A notable greater per-
formance is shown in later case.

4 Result & Discussions

The goal of this work was to design a speech
recognition system for Malayalam. In order to
identify a method which gives better recognition
accuracy, we used two well known approaches
which will solve pattern recognition problems.
The system was trained with both Artificial Neu-
ral Network and Hidden Markov Model so that if a
syllable is given, it will identify the class to which
it belongs to. To test the performance of both ANN
and HMM, various test data were given where the
accuracy in recognizing words within the vocabu-
lary and out of vocabulary words, by the same as
well as different speakers. The test data is catego-
rized as follows:

Exp  Test Data Speaker
Testl OOV Same Speaker
Test2 OOV Diff. Speaker
same gender
Test3 within the vocabulary Same Speaker
Test4  within the vocabulary  DIff. Speaker
same gender
Test5 OOV Diff. gender
Test6  within the vocabulary  Diff. gender

Table 2: Test Data Set

The system was provided a data set with a total
of 564 instances out of which 70% of the data
was taken for training and rest 30% for testinlgs.9

By comparing overall performance of both HMM
and ANN, it was found that ANN outperformed
HMM in almost all the test cases except for that
of a different gender utterances. It was also found
that the speech recognition system based on ANN
performs better while adding more features other
than the conventional MFCC features.

Given, are the results of recognition by both
HMM and ANN, while using only MFCC features
for training and testing.

Here, ANN has shown a better recognition
accuracy in especially different speaker utter-
ances and out of vocabulary utterances. But
the performance of both HMM and ANN were
not satisfactory in the case of different gender
utterances, even though HMM showed slightly
improved result.

Exp HMM ANN
Testl 87.5%  89.8%
Test2 62% 75%
Test3 91.67% 95.83%
Test4  93% 85.7%
Test5 79.17% 62.5%
Test6  80% 64.2%

Table 3: Results comparison HMUM & ANN
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Figure 4: Results comparison HUM & ANN

In order to improve the performance rate, along



with the MFCC parameters, energy measure as
well as zero crossing rate of the signal was also
considered as attributes for ANN. This choice was
proved correct by the recognition accuracy re-
sulted. Given below, is the table and graph de-
picting the difference in performance by the sys-
tem trained with ANN where the parameters se-
lection alone is different. The total instances used
for training and testing and also the test conditions
were the same.

Exp ANN ANN
(only mfec) (mfec,energy,zcr)

Testl 89.8.5% 95%

Test2 75% 81.25%
Test3 95.83% 99.2%

Test4 85.7% 96.4%

Test5 62.5% 62.5%

Test6 64.2% 65%

Table 4: ANN Results Comparison

Eventhough, addition of new parameters helped
in improving recognition accuracy of Test 1 to Test
4, Test 5 and Test 6 didnt show any improvement.
The system didnt successfully identify a different
gender utterance.
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Figure 5: ANN Result Comparison

The diagram below depicts the overall perfor-
mance comparison of the system performance.
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Figure 6: Overall Performance Comparison

5 Conclusion & Future Scope

This work addresses the problem of automatic
speech recognition for isolated words in Malay-
alam language. A new algorithm was proposed
with a feature set of formant frequencies, energy
measure and zero crossing rate. An ANN based
and HMM based models have been created and
testing was performed words within the vocabu-
lary and out of vocabulary. Based on performance
evaluation, it is shown that Artificial Neural Net-
work is well suited for speech recognition system
of isolated words. However, the system perfor-
mance is not satisfactory for gender specific.

5.1 Future Directions

In this research work, a speech recognition sys-
tem with a moderate degree of accuracy is de-
signed. The emphasis was on speech recognition
for isolated words which finds applications in dif-
ferent areas where there is a man- machine in-
terface. By considering the various factors, in-
cluding noisy environment and gender specific, a
deep leaning approach may be considered as fu-
ture scope. The system shall also be extended
for continuous speech recognition using syllable
based approach. Attempts should be made to iden-
tify the features which will help the system iden-
tify utterances irrespective of the gender of the
speaker.

References

. Ahmed, Irfan, Nasir Ahmad, Hazrat Ali, and Gulzar
Ahmad. 2012. The development of isolated words
pashto automatic speech recognition system., In
Automation and Computing ICAC), 18th Interna-
tional Conference on IEEE, 1-4

. Al-Qatab Bassam AQ, and Raja N. Ainon. 1983. Ara-
bic speech recognition using hidden Markov model



toolkit (HTK).. In Information Technology (ITSim),
International Symposium on IEEE, vol. 2, 557-562

. Kurian Cini, and Kannan Balakrishnan. 2012. Con-
tinuous speech recognition system for Malayalam
language using PLP cepstral coefficient. Journal of
Computing and Business Research, vol. 3.1

. Akila A and E. Chandra. 2013. Isolated Tamil Word
Speech Recognition System Using HTK. Interna-
tional Journal of Computer Science , vol. 3.02, 30-38

. Akila A and E. Chandra. 2014. Performance en-
hancement of syllable based Tamil speech recog-
nition system using time normalization and rate of
speech. CSI Transactions on ICT , vol. 2.2, 77-84

. Khetri G. P, Padme S. L., Jain D. C., Fadewar H.
S., Sontakke B. R., and Pawar V. P. 2012. Au-
tomatic Speech Recognition for Marathi Isolated
Words. Application or Innovation in Engineering &
Management (IJAIEM) , vol.1(3)

Resch Barbara 2003. Automatic Speech Recognition
with HTK. Signal Processing and Speech Communi-
cation Laboratory. Inffeldgase. Austria , Disponible
en Internet: http://www. igi. tugraz. at/lehre/CI .

Sheila D Apte 2012. Speech and audio processing.
Wiley publication , Feb 2012

Sunny Sonia, S. David Peter, and K. Poulose Ja-
cob 2013. Performance of Different Classifiers in
Speech Recognition. International Journal of Re-
search in Engineering and Technology , vol 2

Kurian Cini and Kannan Balakrishnan 2011. Malay-
alam Isolated Digit Recognition using HMM and
PLP cepstral coefficient. International Journal of
Advanced Information Technology (IJAIT) , vol 1.5

Kurian Cini and Kannan Balakrishnan 2011. Malay-
alam Isolated Digit Recognition using HMM and
PLP cepstral coefficient. International Journal of
Advanced Information Technology (IJAIT) , vol 1.5

Pammi S. C., and V. Keri 2005. A package for auto-
matic segmentation..

Zegers Pablo 1998. Speech recognition using neural
networks. Diss. University of Arizona

Gaikwad, Santosh K. Bharti W. Gawali and Pravin
Yannawar 2010. A review on speech recognition
technique. International Journal of Computer Ap-
plications , vol 10.3

Sunny Sonia, D. Peter, and K. Jacob 2013. Combined
Feature Extraction Techniques And Naive Bayes
Classiffier For Speech Recognition. CS & I'T-CSCP

Jurafsky D. and Martin J 2000. Speech and Language
Processing: An Introduction to Natural Language
Processing. Computational Linguistics and Speefgl
Recognition. Delhi, India , Pearson Education

Nnamdi Okomba S., Adegboye Mutiu Adesina, and
Candidus O. Okwor. 2015. Survey of Technical
Progress in Speech Recognition by Machine over
Few Years of Research. IOSR Journal of Electronics
and Communication Engineering Vol 10, Issue 4,
Ver. I (Jul - Aug .2015), PP 61-67



Judge a Book by its Cover: Conservative Focused Crawling under
Resource Constraints

Shehzaad Dhuliawala Arjun Atreya V
Ravi Kumar Yadav Pushpak Bhattacharyya
Center for Indian Language Technology, CSE Department
IIT Bombay, Mumbai, India,
{shehzaadzd, arjun, ravi,pb}@cse.iitb.ac.in

Abstract

In this paper, we propose a domain spe-
cific crawler that decides the domain rele-
vance of a URL without downloading the
page. In contrast, a focused crawler re-
lies on the content of the page to make the
same decision. To achieve this, we use a
classifier model which harnesses features
such as the page’s URL and its parents’
information to score a page. The classi-
fier model is incrementally trained at each
depth in order to learn the facets of the
domain. Our approach modifies the fo-
cused crawler by circumventing the need
for extra resource usage in terms of band-
width. We test the performance of our ap-
proach on Wikipedia data. Our Conserva-
tive Focused Crawler (CFC) shows a per-
formance equivalent to that of a focused
crawler (skyline system) with an average
resource usage reduction of ~30% across
two domains viz., tourism and sports.

1 Introduction

Crawling is a process of fetching documents iter-
atively from the web. While generic web search
engines need to crawl and index a huge num-
ber of documents, there exist other search sys-
tems like enterprise search, domain search, patent
search efc., that concentrate on a particular sec-
tion of the web. The crawling infrastructure re-
quired to process the entire web is huge and most
small scale and academic organizations cannot af-
ford them. Even though open source crawling
frameworks help in crawling the web, resource
constraints limit the number of documents be-
ing crawled. Most generic web crawlers employ
a breadth-first approach for fetching documents
from the web. A set of seed URLs which are man-

DS

depth and then the outlinks are processed for sub-
sequent depths. This process continues for multi-
ple depths to crawl more documents. Every doc-
ument crawled needs to be processed before re-
trieval. Processing a document involves the fol-
lowing sequence of steps:

Fetching The process of downloading the docu-
ment from the web. This is a bandwidth con-
suming task.

Parsing The process of extracting clean content
from a web document. Parsing would also in-
volve extracting outlinks, language, domain
information and other meta information from
the document. This is a CPU intensive task.

Indexing The process of storing the document in
a searchable format. This is a memory inten-
sive task.

In the context of crawling under resource con-
straints, it is important to carefully choose the ap-
propriate outlinks to be crawled at each depth.
Choosing the outlinks before actually fetching
them involves taking a decision based on the out-
link and its parents’ characteristics (which are al-
ready fetched in the previous depths).

The organization of the paper is follows; in Sec-
tion 2, we talk about related work. Section 3 de-
scribes the problem statement. Our approach is
discussed in Section 4 while Section 5 details the
experimental setup, 6 describes our skyline sys-
tem. The analysis of the results obtained are dis-
cussed section 7. We conclude our work in section
8.

2 Related Work

(Chakrabarti et al., 1999) is the first work which
talks about crawling a topic specific set of web-
pages. Classifying a document based on the URL
and its content is discussed in (Kan, 2004). For

uallsy fed to the crawler are processed in the fit4?  the problem of classifying a document based on
harma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 166-171,
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URL only, some of the features mentioned in this
work is found to be useful. The closest work to
our approach is by Aggarwal et al. (2001), which
provides an idea about categorizing the domain of
a URL while crawling but uses a simple weighted
addition for scoring. This paper does not address
the adaptability of the weights across domains.

Kan and Thi (2005) added URL features, com-
ponent length, content, orthography, token se-
quence and precedence to model URL. The re-
sulting features, used in supervised maximum en-
tropy modeling, significantly improve over exist-
ing URL features. Baykan et al. (2009) showed
that machine learning approach outperforms dic-
tionary based approach for URL classification
with n-grams as features.

Jamali et al. (2006) discusses use of link struc-
ture of web and content for focused crawler. They
use a classifier to compute similarity of given web
page to the topic. Qi and Davison (2009) de-
scribes multiple content based features that can
be used for page classification in focused crawl-
ing. Priyatam et al. (2013) worked with URL
based approach and tokenized them using n-grams
to achieve high precision for Indian languages.
The other works that use URL tokens as features
for document classification are Shih and Karger
(2004), Hernandez et al. (2012) and Anastacio et
al. (2009).

3 Problem Statement

In this work, we address the problem of excess re-
source usage while classifying the document as in-
domain or out-domain during crawling.
The formal problem statement is as follows:
Rank the URLs to be crawled in a given depth
based on the URL and its parents’ information
gathered over previous depths.

4 Our Approach

We propose a light-weight focused crawler which
selectively discards the out-domain URLSs without
fetching them. This is done by scoring and prior-
itizing the URLs to be crawled in each iteration.
Our approach gives a set of in-domain URLSs to be
fetched at a given depth. As several links get re-
jected before the fetching stage, the cost of fetch-
ing them is averted.

Figure 1 describes the architecture of our pro-
posed crawler. In a generic crawling pipeline,
we integrate a classification module that assigh@3

Model
™)

urls‘
Crawler

M\‘l - M\ + p\‘l + N\‘l
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Cram DB
Updater
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Figure 1: The system architecture

a confidence score to each outlink. The classifi-
cation module uses the outlink’s URL along with
some features of the outlink’s parents to decide
the domain of the outlink. We prioritize the URLs
based on these scores that would be fetched in the
subsequent depths. The initial classification mod-
ule is trained on a small set of outlinks. At every
depth, the model is incrementally trained using the
in-domain and out-domain outlinks encountered in
that depth. As shown in figure 1, the initial model,
M)y is trained using a small set of initial positive
and negative outlinks, Py and Ny. In depth 7 + 1,
the model of the initial depth M; is incrementally
trained using F; + 1 and IV; + 1.

4.1 Scoring

The process of assessing the confidence of an
outlink pointing to an in-domain page involves
the creation of a feature vector for every outlink.
This feature vector is then fed to a binary classi-
fier which then assigns a class(in-domain or out-
domain) to the outlink along with a confidence
score.

The scoring model incorporates four sets of to-
kens. These sets are called token pools. Two pools
collate tokens of URLs and anchor texts linking
to all the in-domain pages crawled till the current
depth, while the other two pools comprise of to-
kens of URLs and anchor texts relating to out-
domain pages. The pools also hold a weight for
each token based on its frequency of occurrence.

In order to score every outlink the following fea-
tures are used:

e The weighted overlap between the tokens in
the outlink’s URL with the positive URL to-
ken pool

e The weighted overlap between the tokens in



the outlink’s anchor text with the positive an-
chor text token pool

e The weighted overlap between the tokens in
the outlink’s URL with the negative URL to-
ken pool

e The weighted overlap between the tokens in
the outlink’s anchor text with the negative an-
chor text token pool

e The weighted overlap between the tokens in
the outlink’s parents’ URL with the positive
URL token pool

e The weighted overlap between the tokens in
the outlink’s parents’ URL with the negative
URL token pool

e The average score of the outlink’s parents

e The total number of in-domain parents

We use the concept of weighted overlap with
pools over a bag-of-words approach is because the
list of tokens relating to a domain is not exhaus-
tive. These pools are updated at each depth with
newer tokens discovered. A weighted overlap is
chosen to accommodate for non-domain specific
words. Tokens with no domain information would
be present in equal amounts in both the negative
and positive pools. Words which provide informa-
tion about the domain and indicate that the outlink
is in-domain would have a higher weight in the
positive token pool.

4.2 Facets of a domain

A domain cannot be only categorized using a small
exhaustive list of words. A domain often has sev-
eral facets. Hence, trying to train a complete clas-
sifier for domain identification is often a huge task.
For example, the domain sports may have sub-
domains such as:

e Football
e Cricket
e Hockey

Quite obviously, the terms associated with the
three above sub-domains of the domain of sports
will not be the same. A classifier model which is
trained using the terms of Football may be unable
to recognize the terms of another sub-domain like
Cricket. To overcome this we use an online classi-
fication model. The classification model is incre-
mentally trained at every depth as newer outlinks
are discovered. The online training is described in
section 4.3. 164

4.3 Online Learning

Over multiple iterations the performance of the
classifier may decrease as new tokens are encoun-
tered; online learning, in such a scenario, seems
like a viable option (Priyatam et al., 2013). The
incremental training aspect of the model manifests
two major benefits. First, it allows for the initial
set of training data to be relatively small (Zheng
et al., 2013). Secondly, it prevents the accuracy
from dipping over depths as new tokens are en-
countered.

Over the iterations, the size of the pools grow.
The classifier uses the new training data to incre-
mentally learn. There can be multiple combina-
tions to create this training set. We selectively
train our classifier with only a small fraction of the
pages.

The risk of an incremental classifier, however,
comes in the form of topic drift. A small amount
of corruption in the training pool, can cause the
classifier to accept several out-domain examples
for training and hence decreasing the accuracy. As
the model is further trained, it begins to assert its
belief.

5 [Experimental Setup

We customize the open source crawler, Nutch 1.7
for our experimental setup.

We replace the scoring mechanism by our
model. For the classifier we use an online Naive
Bayes classifier. Given that we begin our crawl
with a very small set of initial training data, we
employ a Naive Bayes classifier.

5.1 Generating initial pools and training data

CFC requires a very small data set to initially train
itself. The crawler starts with a single seed URL
(The content page of the category). This crawler
initially runs until it crawls 400 in-domain and
400 out-domain pages. This information is used
to populate the initial set of pools and create the
initial training file.

5.2 Crawling

We use Apache-Nutch-1.7 as the basic crawl
frame work. The single seed URL for each of the
domains is listed in table 2. The crawlers (CFC
and Skyline) are instructed to fetch 100 in-domain
URLs in every depth and the crawl is run for a total
of 20 depths.
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Figure 2: Scoring the token with the token pools

5.3 Data

We use English Wikipedia as our data set for ex-
periments. Wikipedia was specifically chosen as
pages are highly linked, so offering a highly con-
nected web graph. Secondly, Wikipedia pages are
category tagged. This allows for gold data to be
effectively identified. In our experiments we aim
to crawl over two topic domains: Indian Tourism
and sports.

5.3.1 Preparing Gold Data

Each document in Wikipedia is associated with
a set of categories. Each category represents a
collection of documents belonging to a particu-
lar topic. A category may have one or more sub-
categories resulting in a hierarchical structure.

For tourism we choose the category Tourism
in India' and for sports we choose Sports’.
Along with the chosen topic root categories, we
choose the sub categories in their respective cate-
gory trees.

The category lists obtained are further manually
pruned to refine our gold category set.

6 Skyline

For a skyline, we use the idea behind a generic
focused crawler. Here every page is downloaded
before the crawler verifies its domain. The Sky-
line Crawler is built by inserting a domain identi-
fier 6.1 into the pipeline of a generic crawler. The
domain identifier downloads each page and asserts
its domain. This is a bandwidth intensive process.

6.1 Domain Identifier

For the creation of our Skyline Crawler, we cre-
ate a binary class, bag of words text classifier.

"https://en.wikipedia.org/wiki/Category:Tourism

*https://en.wikipedia.org/wiki/Category:Sports 165

Domain Accuracy
Indian Tourism 95.4
Sports 94.8

Table 1: Domain Identifier accuracies
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Figure 3: Harvest Rate: Indian Tourism

This classifier was trained over pre-crawled gold
topic data. The classifier was trained using 1000
Wikipedia pages belonging to the required domain
along with 1000 randomly selected general cate-
gory documents. The classifier used was a C-SVC
type SVM. The five-fold accuracies obtained by
the classifiers for the domains of Indian Tourism
and sports are described in table 1.

7 Results

7.1 Harvest-rate

This section discusses the performance of CFC
when pitted against the Skyline crawler 6. We ob-
serve that CFC’s performance is close to skyline
accuracy.

The metric used to compare the crawlers per-
formance is the harvest-rate obtained. (Li et al.,
2008) defines harvest rate as:



Domain Initial seed URL
Indian Tourism | https://en.wikipedia.org/wiki/Tourism_in_India
Sports https://en.wikipedia.org/wiki/Sport

Table 2: Seed URLs
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Figure 4: Harvest Rate: Sports

Crawler | Indian Tourism | Sports
CFC 0.82 0.82
Skyline 0.83 0.91

Table 3: harvest rate comparison

The harvest rate represents the fraction
of web pages crawled that satisfy the
crawling target R among the crawled
pages P. If the harvest ratio is high, it
means the focused crawler can crawl
the relevant web pages effectively; oth-
erwise, it means the focused crawler
spends a lot of time eliminating irrele-
vant pages, and it may be better to use
another crawler instead. Hence, a high
harvest rate is a sign of a good crawling

ER]

run.

The harvest rate for both Indian tourism and
sports domain is depicted in figures 3 and 4. In
figure 3, CFC starts with a very high harvest rate.
However, this doesn’t seem to be mirrored in fig-
ure 4. We feel this is just by chance as the harvest
rate seems to soon stabilize. The graphs (figures
3 and 4) show that the Skyline outperforms CFC.
However, as the number of URLSs increase, the do-
main identifier is unable to maintain its high accu-
racy. A likely reason for this is that, over time, the
domain identifier gets several pages of different
facets of the domain which it hasn’t been trained
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Figure 5: Resources: Indian Tourism

the online classifier model is constantly updated
with new terms and tokens. Towards the end of
the graphs, we notice that CFC and Skyline reach
very close.

7.2 Resources

In this section we aim to compare CFC with the
Skyline crawlers based on the amounts of re-
sources required. Bandwidth (for fetching) is a
major resource involved in crawling. All other re-
sources like processing power (for parsing), mem-
ory (for indexing) depends on the number of pages
fetched. Hence, we evaluate our crawling perfor-
mance in terms of bandwidth usage.

The Skyline crawler requires an additional
amount of internet bandwidth owing to the fact
that it needs to download a page to determine the
domain of the page. While CFC scores an out-
link before the page is downloaded, only a fixed
number of pages are downloaded at every depth.
Downloading of extra pages increases the usage
of bandwidth and also increases the time required
for crawling.

Figures 5 and 6 show that the number of pages
which need to judge the domain is much higher.
The figures don’t indicate any specific trend, how-
ever we notice that the average number of pages
needed to be downloaded for sports is relatively
higher than that for tourism. The maximum pages
which needed to be downloaded in any depth is

on. CFC, however, doesn’t suffer from this dip 186 around 180 for each of the domains.
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Crawler | Indian Tourism | Sports
CFC 137.4 157.5
Skyline 100 100

Table 4: Average pages downloaded

The metric indicating number of pages down-
loaded does not do complete justice when trying
to judge the crawler on its resource usage. Sev-
eral offline factors also do come into play. The
Skyline crawler needs to train an SVM classifier
on a huge number of documents. This clearly
uses more computing power than training a Naive
Bayes classifier on a few set of numeric features.
The Skyline crawler also needs the huge set of in-
domain documents which it can be trained upon.

8 Conclusion

In this paper, we developed a preemptive crawler
that selectively picks a set of in-domain URLs to
be crawled in each depth. Using the outlink’s URL
and its parent’s information to determine a page’s
domain, yields results comparable to that of a fully
fledged focused crawler. Our experimental results
on tourism and sports domains validate reduced
bandwidth usage of ~30%. As a future work, we
aim to evaluate our system on the open web which
has a more complex web-graph as compared to
Wikipedia.
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Abstract

Text to speech synthesis system intended
for any language, converts the given text
in that language to corresponding speech.
The major challenge in TTS system is to
generate artificial speech which appears to
be natural and intelligible. This is essen-
tial for visually impaired people to prop-
erly understand and comprehend the gen-
erated speech. This paper discuss about
text normalization and unit selection for
a memory based non-uniform unit selec-
tion concatenative speech synthesizer for
Malayalam language.

1 Introduction

Text to speech synthesis systems(TTS) help users
to interact with computer through speech. System
with speech interaction is advantageous for physi-
cally challenged, especially visually impaired. Im-
portant challenge in speech synthesis is generating
synthesized speech which is both intelligible and
natural.

TTS systems synthesize speech by articula-
tory synthesis, formant synthesis or concatena-
tive speech synthesis techniques, of which con-
catenative speech synthesis excels in performance.
In concatenative speech synthesis, segments of
speech waveform that are cut from recorded
speech and stored in an inventory are concatenated
to generate synthesized speech. Non-uniform unit
selection involves selection of appropriate units
of variable length for synthesizing speech. Non-
uniform unit selection is the most popular tech-
nique in the current scenario. The selection of
appropriate speech waveform for concatenation is

the major concern within concatenative S}Inthesi]ség
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TTS systems attempts to synthesize speech
which has the qualities of natural speech generated
by humans. The best way to improve the quality
of synthesized speech is to mimic the way humans
generate speech. The process of mimicking hu-
man functionality requires a model of how humans
store the language within their brain and how they
retrieve appropriate units for speech production.
A memory based model for Malayalam TTS can
be developed based on Memory Prediction Frame-
work, which is a theory of brain function.

This work attempts to implement the front end
portions for a memory based Malayalam TTS. The
TTS system deals with real world data, hence text
preprocessing is an important challenge. The sys-
tem attempts to mimic the functionality of human
brain in generating speech. The system develops
a memory model resembling memory organization
of linguistic units within brain. The memory based
model can be used in unit selection block for non-
uniform unit selection concatenative speech syn-
thesis.

Non-uniform unit selection concatenative
speech synthesis is not reported for Malayalam
language. The use of memory prediction frame-
work for speech synthesis is a novel method in the
realm of speech synthesis.

2 Text Normalization

A text to speech synthesis system requires han-
dling of text input from various discourses. Pre-
processing is required to convert non standard
words of the language into units suitable for
speech production. = Numbers, abbreviations,
acronyms, dates, phone numbers, etc. are exam-
ples of non standard words. Thus, one of the main
components of a TTS system is the preprocessing
part which does text normalization that transforms
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non standard text elements into their expanded
form. This requires both linguistic and technical
knowledge.

First step in text normalization module is input
text tokenization, here the input text is converted
into tokens based on the space between words.
These tokens are then identified as standard or non
standard words (NSW). An inventory of the non
standard words must be stored to identify NSW in
the given text. NSW includes acronyms, abbre-
viations, numbers, dates, currency, measurement
units, etc. Examples are 12/5/15, Dr. prakash,
12.5 ¢. m., etc. These identified NSW are ex-
panded to standard form. Period at the sentence
boundary is identified.

The preprocessed text is used for selecting non
uniform units from the database using memory
based hierarchical model. The linguistic structure
is unique for each language. Hence preprocessing
module for Malayalam TTS need to be developed
after analysing the linguistic features of language.

3 Memory based model

The memory model is based on Memory Predic-
tion Framework (Hawkins and Blakeslee(2004)).
Memory Prediction Framework is a theory of
brain function. The organization of language pos-
sess a hierarchical tree structure with sentence at
top node and syllable at lower node. Letters are
combined to form syllables. Syllables are com-
bined to form words. Words are combined with
morphemes to form new word. Words and mor-
phemes combine to form sentences or clauses.

Sentence

keralathill nale mazhayilla

Phrase

keralathill nale

Words
Morphemes

Syllables

Figure 1: Hierarchical structure in language

Memory model exploits all properties of mem-
ory organization of language within brain. The
model attempts to build a hierarchical text
database that contains tokens of linguistic units at
various levels from sentence to syllables. The unit
selection algorithm selects the appropriate unit for
concatenation from memory model for concatena-
tive speech synthesis. The development of mem-
ory model requires a thorough study of morphb6—9

logical and syllable structure of Malayalam lan-
guage.

4 Morphological and Syllable structure
of Malayalam

Morphological variations for words occur in
Malayalam due to Inflections, Derivations and
Word compounding(Shanavas(2015)).

As a general rule, the syllable struc-
ture in Malayalam can be schematized as
OO)C)V(V)(C), where parenthesis indicates
optionality(Mohanan(1989)). C stands for conso-
nants and V for vowel. The basic syllable structure
in Malyalam consist of a vowel and consonant.
The syllabification rules are(Asher(1997))

e All intervocalic single and geminate conso-
nants are assigned to following syllable

e Sequences of two homorganic oral plosives
in which first unaspirated and second aspi-
rated are treated in the same way as geminate
consonant

o In other sequences of two consonants where
both belong to P class(stops, oral, nasal), the
two segments are assigned to different sylla-
bles.

e Where L(liquids or glides) as first segment
followed by P or F(Fricatives), it is assigned
to preceding syllable.

e Two-consonant clusters of the type PL,FL,LL
are all assigned to following syllable with
one exception, where in L1 Lo, Ly is /y/, /y/
goes to preceding syllable.

In phonology, an allophone is one of a set of mul-
tiple possible spoken sounds used to pronounce a
single phoneme. The allophonic variations has its
impact mostly on syllables. If these variations are
not considered, the synthesized speech will sound
differently from original speech. A set of rules
is to developed to account for this variability in
Malayalam language.

5 Non- Uniform Unit Selection

Concatenative speech synthesis involves selecting
optimal units from database and concatenation of
these units to synthesize speech. Non-uniform unit
selection involves selecting units which vary in
length. The most appropriate units have to se-
lected from the inventory to improve the quality



of synthesized speech. The non-uniform unit se-
lection algorithm formulated in this paper exploits
the properties of brain in generating speech.

The unit selection algorithm maintains a top-
down approach within the memory model. As we
move down the hierarchy, sentences get unfolded
into memory of sequences of phrases. In the next
layer down, each phrase is unfolded into a mem-
ory sequence of words and so on. The best optimal
unit will be selected while moving through the hi-
erarchy. The algorithm is prioritized to select the
longest unit if present in memory. In case of un-
availability of longer units, the algorithm moves
down the hierarchy to obtain shorter units.

6 Zipf’s Law

The distribution of words in a corpus of any natu-
ral language is non uniform. The rank of a word
(in terms of its frequency) in a given corpus of
natural language utterances is approximately in-
versely proportional to its actual frequency, and
so produces a hyperbolic distribution according to
Zipf’s law(K.(1949)). If the words of a sample
text are ordered by decreasing frequency, the fre-
quency of the kth word P(k), is given by

P(k) < k¢ l<a<?2 €))

The memory based model replicates the memory
organization within brain. Human brain mem-
orizes only frequently repeating linguistic units.
Such a system with limited size and efficiency is
possible only if Malayalam language has certain
units that would repeat more frequently compared
with others. This assumption is evaluated using
Zipf’s law.

7 Methodology

7.1 Text Normalization

Non-standard words are identified and are then
categorized into NSW with letters, numbers or
combination of both. The NSW are converted to
their standard form in the text normalization mod-
ule.

In Malayalam language, conversion of number
to text is not straight forward. For example in
English the number 712,500” can be expanded
to “twelve thousand and five hundred” by using
a simple algorithm, because words like twelve,
thousand, five, hundred, etc, are repeated in the
text representation of numerals. But in Malay-
alam this does not occur, the same number i¢0

expanded in malayalam as “pantiiraayiratti anjn-
juuR+”. Thus here for Malayalam TTS complex
algorithm is required for number conversion.

NSW with numbers is further classified into var-
ious subcategories which includes phone number,
cardinal number, date and time. This is because a
number ”123” is pronounced as “nuuRRi irupatti
muunn+~, where as a phone number 79961...” is
pronounced as ’onpatu onpatu aaR+ onn+...”. Due
to this difference in the output text their classifica-
tion is necessary, to generate the required output.

Finally acronyms and abbreviations are ex-
panded and period at sentence boundary is
identified eliminating all other periods denoting
acronyms, abbreviations or ellipsis.

7.2 Identification of Linguistic Constructs for
Building Memory model

The frequently repeating sentences, phrases,
words, morphemes and syllables has to be iden-
tified for development of memory model. Sen-
tences and words in each domain is identified
by frequency analysis of text data in that do-
main. Phrases are obtained by ngram modelling
of words.

N-grams are contiguous sequence of n items.
The ngram modelling gives an idea of colloca-
tions which can be modelled for prediction of next
word.

eg: nale mazha peyyum ennu thonnunnu

bigrams:(nale mazha), (mazha peyyum),
(peyyum ennu), (ennu thonnunnu)

trigrams: (nale mazha peyyum),(mazha
peyyum ennu),(peyyum ennu thonnunnu)

The morphemes are obtained after analysing the
morphological structure of Malayalam language.
The words containing morphemes are splitted into
root word and morpheme. Both root word and
morpheme are stored within memory model. In
order to generate a new word we could combine
root and morpheme from another word, if both
are available in memory model. This would avoid
the necessity syllable concatenation even if the re-
quired word is not present in memory.

The syllables are identified using automatic syl-
labification algorithm developed based rules for
syllable formation in Malayalam(Asher(1997)).
During syllabification the allophonic variations
are also taken into account.



8 Results and Discussions

8.1 Text Normalization

Acronym expansion, abbreviation identification
etc, was tested on the text corpus (including arti-
cles, newspapers) consisting of 90,000 sentences.
Number to text conversion algorithm for Malay-
alam was successfully implemented.

A complex algorithm is implemented for num-
ber conversions considering the exceptions in case
of Malayalam language. Initially, the algorithm
classifies, the digits in the number based on their
places in the string and separate conversion algo-
rithm is adopted for digit at each place. For first
and second place, the conversion is straight for-
ward, even if the number of digit increases (eg :
12 is pronounced as “pantranTu” in 312 and in
1012), but complexity increases for numbers with
higher places. Hence, rules are formulated for
higher places considering exceptions, for exam-
ple, if digit 1 is present at the third place in a four
digit number it is pronounced as “orunnuuRRi”
(eg : “aayiratti orunnuuRRi onn+” for 1101) and
as "nuuRRi” (eg : "nuuRRi onn+” for 101) when
at same place in a three digit number. And for
numbers having fifth place the dictionary consist-
ing of exceptions (such as ’patinayyaayiram” for
15000) is used.

Acronym expansion and abbreviation identifi-
cation was done by storing commonly occurring
acronym. Period defining sentence boundary was
identified after removing period defining acronym,
abbreviation and ellipsis.

8.2 Verification of Possibility of memory

model

demonstration of zipf's law

0 3 0 13 20 23 30
rank

Figure 2: Zipf’s law for Malayalam

The evaluation of Zipf’s law is done over
text database obtained from various online sitds/ ]

Zipf’s law is evaluated independently for each do-
main(news, literature, education, travel etc..) and
for each writer. The hyperbolic graph obtained is
found to follow the Zipf’s law.

It is also observed that, not only words but
phrases and whole sentences also follow Zipf’s
law. The significance of Zipf’s law is that, a major
portion of any speech corpus can be represented by
the most frequently occurring constructs. Hence a
memory model can be developed by storing fre-
quently occurring constructs.

8.3 Development of Memory model

The memory model is developed by analysing
1000 Malayalam sentences taken from a collec-
tion of speech data prepared by IIIT-Hyderabad
for various Indian languages(Kishore Prahal-
1ad(2012)). The development of memory model
involved identification of frequently occurring
constructs like sentences, phrases, words, mor-
phemes, syllables. The memory model is a 8 layer
structure with longer units at top. The model con-
sisted of 10 sentences, 18 trigrams, 70 bigrams,
156 words, 78 morphemes and 670 syllables. The
unit selection algorithm best suitable longest avail-
able unit for concatenation to synthesize speech.

Sentence | ‘ Layer 8

[ 1 I
Tigam [ [ ] | [ T T T ] tayer
e TN

wgom T T T [T T T T T s

Wores [ T | T T T T T [ T T ]tewrs
T L] — T

Morphemes Layer 4

Trisyllables [ ‘ [ [ | [ [ [ [ [ | | Layer3
Bl ke D, S

Disyllables | ‘ | ‘ ] | \ ] ‘ | | ‘ Layer 2

T P -
I

+
Syllables | ‘ | ‘ | I ‘ Layer 1

Figure 3: Memory model for Malayalam

9 Letter to sound rules

The rules to account for allophonic variation in
Malayalam are':

1. Allophonic variations for vowels

(a) Case /u/
If not word initial or word final and if
preceding vowel (vowel in the preced-
ing phoneme) is not /u/ then replace /u/

IThe letter to sound rules were framed in a two day work-
shop of linguists, language experts, computational linguists
and speech processing experts organized by SCERT (State
Council for Education Research and Training), at Calicut
University as a part of the programme to develop speech en-
abled systems for visually impaired.



with raised and retracted form of schwa
eg:uTuppu

(b) Case /a/
If not in word final syllable and if suc-
ceeding consonant is palatal or alveolar
or if preceding consonant is voiced stop
or /yal/, /ra/, /Ra/, /la/ then replace /a/
with a special form of /a/ which is more
similar to /e/ eg:balam

(c) Case /i/
If not word initial or word final then re-
place /e/ with raised and fronted form of
shwa.

2. Palatalization of geminate velar plosives

If preceding phoneme is /i/, /e/ or /ya/ then re-
place /kka/ with its palatalized version( /k’k’/
) eg:adik’k’uka

3. Case alveolar /n/

If not word initial and if preceding conso-
nant or succeeding consonant is dental then
replace with dental n eg:sandhi

Exceptions : perunnal, varumnal, malanad,
somanadhan, karinizhal,vananira

4. Voicing of intervocalic plosives

If preceding phoneme is nasal sonorant then
replace /ka, ca, ta, pa/ with a special form of
/ga, ja, da, ba/ replace /Ta/ with /Da/

else if preceding phoneme is nonnasal sono-
rant and if succeeding phoneme is a vowel
then replace /ka, cha, ta, pa/ with a special
form of /ga, ja, da, ba/ replace /da/ with /Da/
eg: makan, apakadam

5. Consonant cluster with /h/

When in a consonant cluster with a nasal,
/h/ is not pronunced, instead the consonant is
geminated.

If succeeding phoneme or succeeding
phoneme is nasal then replace /h/ with that
nasal eg:brahmam, chihnam

6. Case /w/

(a) If preceding phoneme is a consonant
then replace /w/ with a special form,
which is labiodental eg:varam

(b) If preceding phoneme is anuswaram
then replace /w/ with a special form of
/wl eg:swayamvaram 172

7. If preceding phoneme is a consonant and is
succeeded by /a/ then replace /ya/ with a spe-
cial form of /e/. eg:vyasanam

8. If not word initial or word final and if suc-
ceeding phoneme is not /m/ then replace
/tl with /l/ else if succeeding phoneme is
/m/ then replace /t/ with /[Pm/ or /t"p/
eg:athmavu

9. Post nasal stops converted to nasals

If not word initial or word final if succeeding
phoneme is a consonant then replace it with
corresponding nasal sound

10. If preceding phoneme is a consonant and is
succeeded by /a/ then replace /ya/ with a spe-
cial form of /e/ eg: nanni

11. If not word initial or word final and if suc-
ceeding phoneme is /k/ vargam then re-
place it with corresponding nasal eg:bhangi,
sangeetham

12. For /n/ if preceding phoneme is /p/ then re-
place /p/ with a special form /pt/ eg:swapnam

13. If preceding phoneme is /g/ then replace /p/
with a special form /¢%/. eg:yugmam

9.1

Front end developed consisting of text normal-
ization and unit selection block was incorpo-
rated with waveform generation module and lis-
tening test was conducted. Listening tests in-
volve preparing several samples of synthesized
output from TTS system, randomizing the sys-
tem sentence combinations and asking listeners
to score each output audio. For DMOS eval-
uation based on semantically unpredictable sen-
tences (SUS), 5 sentences were chosen and the
evaluation was done with 6 subjects(Viswanathan
and Viswanathan(2005)). The DMOS obtained
must be unbiased. To ensure this the same lis-
teners were not asked to participate in different
tests. For DMOS we play randomly the natural
sentences and synthesized sentences. An original
file (sentence x) was played followed by a synthe-
sised sentence (sentence y). All these sentences
had different text. Headphones of reasonable qual-
ity was used for evaluation. Further, each listener
was made to listen to a different set of sentences.
The average DMOS score obtained is 3.7.

Evaluation



Sentence DMOS
111000 3
naale skool avadiyaan+ 3.5
aayiraM kollaM pazhakamulla nadiyaan+ 4
keiralatile oru jillayaan+ tiruvanantapuraM 4
keiralappiravi navambeR 1 4

Table 1: Evaluation Results

10 Conclusion

Text to speech synthesis system finds its applica-
tion for visually impaired people. Naturalness and
intelligibility of the synthesized speech are neces-
sary for a text to speech synthesis system.

The text processing module was developed for
identifying the non standard words in Malayalam
and to generate normalized text. Units selection
for concatenation was performed using these nor-
malized text.

To make the synthesized speech to appear sim-
ilar to natural speech, we developed a model that
mimics human brain in generating speech. Human
brain maintains a hierarchical memory organiza-
tion of language containing linguistic units. Brain
uses non-uniform units stored within memory to
generate speech. The memory based model also
employs non-uniform unit selection algorithm.

The memory based model is developed by ob-
taining frequently occurring linguistic units in
Malayalam Language. The evaluation of Zipf’s
law for Malayalam provided base for assumption
that a few frequently repeating constructs could
represent an entire language.

The model was incorporated to the unit selec-
tion block of non-uniform unit selection speech
synthesizer. The average mean opinion score of
3.7 shows that the synthesized speech appears to
be natural and intelligible. The memory model
could be fine tuned by incremental learning by us-
ing a large text database.
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proach suffers when a word falls into more than
Abstract one paradigm because of common inflections. We

Morphological Analyzer is a tool which performs
syntactic analysis of a word and finds root form of
input inflected word form. Morph analyzer serves
as a pre-processing tool for many NLP applica-
tions. Significant amount of work has been done in
this area for many Indian languages but not much
work has been reported for Gujarati language. We
present Morph analyzer for Gujarati language. The
Morph analyzer is developed using a hybrid ap-
proach that combines statistical, knowledge based
and paradigm based approach. We present detailed
study of different approaches. We demonstrate a
significant improvement in overall accuracy and
achieve 92.34% and 82.84% accuracy with
knowledge based hybrid method and statistical
hybrid method respectively.

1 Introduction to Morph Analyzer

Morphology is a branch of linguistics that carries
out study of words, their internal structure and
their meanings. A morpheme is the smallest
grammatical unit in a language.

Developing an accurate Morph analyzer is
a challenging task, particularly for highly inflec-
tional and agglutinative language. In order to de-
velop Morph analyzer for Gujarati, we studied
inflections of Gujarati language and identified var-
ious grammatical paradigms. We have identified 8
paradigms for Noun , 3 paradigms for verb and 3
paradigms for Adjectives. Paradigm based ap-
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reduce this problem by consulting knowledge base
‘wordnet’ and by performing corpus based statisti-
cal analysis of a word.

The rest of the paper is organized as fol-
lows: Section 2 discusses survey and comparison
of existing approaches. Section 3 describes para-
digm construction process and various paradigms.
Section 4 discusses  hybrid method used to build
Morph analyzer for Gujarati and section 5 shows
experiment and evaluation.

2 Related Work

Morphological analyzer has been a continuously
evolving area of research. A lot of work
has been done for English language. However it re-
mains challenging task to develop Morph
analyzer for highly agglutinative and inflectional
languages

The first Morphological analyzer system is
KIMMO(Karttunen, Lauri, 1983) which follows
two level morphology approach. This approach is
suitable for languages with less degree of inflec-
tion. For higher degree of inflection, the model
does not perform well. Some unsupervised meth-
ods for developing Morph analyzer have also been
tried. Hammarstorm and Borin,2003 presented
survey based on various Unsupervised Learning
Techniques for Morphological analyzer. The input
to such algorithm is raw Natural Language text
data. This approach requires large training corpus
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and hence in absence of sufficient corpus, the ma-
chine learning efficiency would be less. Niraj As-
wani et al,2010 used unsupervised Method that
takes both prefixes as well as suffixes into account.
Given a corpus and a dictionary, this method can
be used to obtain a set of suffix-replacement rules
for deriving an inflected word’s root form. This
system is basically built for Hindi but some exper-
iments are done on Gujarati language also. Akshar
Bharti et al, 2001 presented an algorithm for unsu-
pervised learning of morphological analysis and
morphological generation for inflectionally rich
languages. The method depends on variety of word
forms present in the existing corpus.

Beesley, 2003 proposed concept of Finite
state Morphology. and this approach was used to
build Morphological analyzers for high inflectional
languages, as language can be easily represented
by Finite state machine. In this approach, XFST is
used as an interface. It is an interface which gives
access to finite state operations. The interface of
XFST includes a lookup operation and generation
operation. Hence this approach can be used for
Generation and Analysis of Morphology.

Considerable amount of work has been
done for the languages such as Hin-
di,Marathi,Tamil,Malayalam,Bangla also. Based
on FST approach proposed by Bessley, (Akshar
Bharti) proposed paradigm based approach for
building Morphological analyzer. In this approach,
the language expert provides different tables of
word forms covering the words in the language.
Set of roots covered by particular table have simi-
lar inflectional behaviour. This approach also re-
quires dictionary with root of the word and the
paradigm to which the root belongs. (Jyoti Pawar
et al, 2012) discusses work in which the morpho-
logical analyzer for Konkani has been developed
using FSA based approach with Word paradigm
model. Unlike traditional method, they have se-
guenced morphemes. (Harshada Gune et al, 2010)
developed paradigm based Finite state Morpholog-
ical analyzer for Marathi.

(Rajendra Rajeev, 2011) developed Mor-
phological analyzer using suffix stripping approach
for Malayalam language. The finite state transducer is
used to sequence the morphemes and to validate the
ordering. In this system the Suffix stripping method
with sandhi rules are used that does not require any
lookup tables.
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As far as work for Gujarati language is
concerned (kashyap Popat et al, 2010) have devel-
oped lightweight stemmer for Gujarati language
using hand crafted suffix rules. List of hand crafted
Guijarati suffixes which contains the postpositions
and the inflectional suffixes for nouns, adjectives
and verbs are created for use in this approach.

(kartik Suba et al, 2011) developed Inflec-
tional and derivational stemmer. The inflectional
stemmer is built using hybrid approach and deriva-
tional stemmer is built using rule based approach.
Four lists of suffixes which contain postpositions
and inflectional suffixes respectively for nouns,
verbs, adjectives and adverbs are created.

3 Paradigm Construction

Guijarati is morphologically rich language. Based
on various grammatical features, single root may
generate multiple word forms Words can be cate-
gorized into paradigms based on the similarity in
grammatical features and word formation process.
It is observed that for a particular grammatical fea-
ture there are some similarities in word formation
process.

A Paradigm defines all word forms that
can be generated from given stem along with
grammatical feature set associated with each word
form. For paradigm construction, sample corpus of
inflected words is taken. A list is prepared for all
possible suffixes from the sample data. The words
which take similar set of suffixes are grouped into

single paradigm. For example word %Zﬂ(Stri) and
t92{\(chaatri) both take same inflection for plural

transformation ({24 and ©>{2A) so we group

them under single paradigm. For all the words be-
longing to same paradigm, the rule to form root
word and set of possible suffixes to generate other
word forms remains same.

Guijarati nouns inflect in gender and num-
ber and case. Gujarati has three genders and two
numbers. Table 1 shows 7 paradigms identified for
Guijarati noun. The first column shows paradigm
ID, Second column shows suffix list which is used
to detect this paradigm, third column shows one
inflected word belonging to that paradigm and fi-
nal column shows corresponding root word. We



observe from table 1 that same suffix may belong
to more than one paradigm.

Id Suffix Example Root Word

Lo, a8l ausd, | sy %12]
wUSAL A, 9, %\, (Jamadyu) | (Jamvu)
A, d, A, L.

2 | aad, &, uad, | 522 53]
AL, A, 52, ), (Karshe) (Karvu)
A, d, A, L.

3 | 4, <, wad, Wiy wig
LU, A, R, o, q, (Khadhu) | (Khavu)
d, g

Id | Suffix Example Root Word
1 adga | 8lswA | 6183
oA, A | (Chokrao) | (Chokru)
2| A, oz s ER
(Dikro) (Dikro)
3 | Adlgel | s28l 528
(Katko) (Katko)
4 1A sl s
(Vaakyo) (Vaaky)
S [ AAA | Bl | (stri)
(Strio)
I Rl H(3all
(Mahina) (Mahino)
T A Ascll Ascll
(Ekta) (Ekta)
Table 1: Noun Paradigms
Id | Suffix Example Root Word
1 I’L,, ARL AL (Saru)
(Saro)
2 No Inflec- AU BYEEY|
tion (Saras) (Saras)
3 1A c(@ sl cy(@ il
(Vyabhichari) | (Vyabhichari)

Table 2: Adjective Paradigms

Table 2 shows various paradigms for ad-
jectives. Adjectives can be classified into variant
and non-variant adjectives based on the inflections
that they take. A non-variant adjective
do not inflect with gender.

Guijarati verb inflect in gender, number,
case and tense. Verb and adjective require gender
agreement with Noun. Table 3 shows various
paradigms for verb. We observe that unlike
Hindi, Gujarati verbs inflect in gender for only
past tense. For present and future tense, verb
does not inflect with gender

4 Implementation

In this section we describe paradigm based,
knowledge based and statistical approach.
We also propose ways to merge these approaches.
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Table 3: Verb Paradigms

4.1 Paradigm Based Method

We define paradigms for various part of speech
for Gujarati language. Paradigm building
methodology is covered in the next section
in brief. Each paradigm consists of rules to
obtain root word, various inflections possible
with that paradigm and a representing word
for that paradigm. An inflected word is given
as an input to the system. The system checks
suffix and determines one or more matching
paradigm for input word. It is possible that
the same rule is present in more than one
paradigm. For each matched paradigm system
applies rule to generate root word and gives
root word as output.

It is possible that a single inflected word is
mapped with more than one root word. So
to eliminate this multiple output we incorporate
two different methods knowledge based
and statistical method.

4.2  Knowledge Based Method

Whenever an inflected word gives more than
one Root word as an output using paradigm
based method, We consult Gujarati Wordnet
knowledge base and select best output. Gujarati
wordnet  contains  around 81000  words
in root form. Out of all multiple outputs, correct
output is matched with wordnet and it is
chosen as correct output. The success of this
approach lies in the coverage of various root
words in the dictionary.




4.3 Statistical Method

Statistical approach focuses on disambiguating
multiple outputs based on heuristic developed on
length of an inflected word and transformation
process for generating root word. In this method
we construct probability table which contains
transformation rules along with its probability
which is determined using
set of training words. Snapshot of this table is
shown in Table 4. For example if an inflected word

ends with <l then according to Table 4 it has two
possible transformations <1l - > ¢ + < and <1 > <.
Training data suggests that probability of rule 2 is

higher than rule 1 so in this case transformation 1
would be selected for root word generation.

Sr | Suffix Possible Trans- Probability ( %)
No formation
1 ol S o> al 90.3
o> o+ 5 32.6
- >No Suffix | 2-36
2 &l > A 82.36
A-> a0+ 12.28

Table 4: Statistical Method

5 Experiment Setup

For our experiment we have prepared Gold set
of data which consists of 200 Nouns, 200 verbs
and 100 Adjectives. Input to Morph analyzer
is inflected word and Output is root word. We
have root word information about this Gold
data which is manually prepared by Linguists.
We compare the result produce by our system
with actual root word in the Gold data. Analysis of
the result is based on factors like How
many words are mapped to correct paradigm,
How many words are not mapped to correct
paradigm , How Many Words belongs to Multiple
Paradigm, which category gives good result in the
system. From these parameters we
analyze accuracy of our system and analyze
how various part of speech affects accuracy of
the system.
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We classify outputs into 2 different catego-
ries:
e Correct: Words for which only one output
is generated which is correct output.
¢ Incorrect: Words for which one output is
generated and which is incorrect.
Due to the fact that same rule can be part
of multiple paradigms, for many words we get
multiple outputs. For all those words we apply
knowledge based and statistical methods for
output enhancements and evaluate accuracy
of the system after applying each of the above
method.

6 Result Analysis

Simple rule based method has problem of multiple
paradigm output. For the words giving
multiple outputs we apply knowledge based
method and statistical method for removing
incorrect outputs. Table 5 and Table 6 summarize
results obtained after applying knowledge based
and statistical methods. Table 7
shows accuracy of both knowledge based and
statistical methods. It can be seen that problem of
multiple outputs in case of simple rule
based technique can be handled by knowledge
based and statistical methods.

POS Correct | Incorrect | Accuracy
Noun 197 3 98.5
Verb 179 21 89.5
Adjective | 89 11 89
Table 5: Results: Knowledge Based Method
POS Correct | Incorrect | Accuracy
Noun 154 46 77
Verb 149 51 74.5
Adjective | 97 3 97

Table 6: Results: Statistical Method
Following points were observed as a part
of error analysis.

e For Rule based approach, same suffix rule
may apply to different categories so num-
ber of words correctly classified is less and
degree of multiple outputs is more.

e For Knowledge based method, the reason
for error is that some words may not be
present in wordnet dictionary so
knowledge based approach fails to remove
ambiguity from such words.



Approach Accuracy
(%)

Rule Based 58.26

Knowledge 92.34

Based

Statistical 82.84

Table 7: Approach wise Accuracy

e Statistical Methods do not depend on any
dictionary but they are probabilistic. So
depend upon training data used, accuracy
may vary.

7  Conclusion and Future Scope

In this paper we presented a Gujarati morphologi-
cal analyzer. We choose paradigm based
approach for our implementation and analyze
results obtained for gold set of words. We incorpo-
rate  two output enhancement  methods
knowledge based method and statistical methods.
We prepared gold set of words and tested
them with our system and analyzed results.
We conclude that after removing multiple outputs
system gives average accuracy of 92.34 for
knowledge based method and 82.84 for statistical
method. The limitation of current system
is that it cannot handle derivational morphology.
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Abstract

The challenge of anaphora resolution has
been taken up from long time. However, most
of the work did not include for dialogues. In
this paper we discuss the types of pronouns
and anaphora in Telugu language and make
an attempt to build a rule based pronominal
anaphora resolution algorithm for human to
human conversations. The model mainly con-
sists of two parts, creating a knowledge base
with a set of pronouns along with its morpho-
logical information and designing an algo-
rithm which uses this knowledge base to give
an output. In this process we have worked on
normal pronominal anaphora and suggested a
set of rules applicable for Telugu dialogues.
However, since there was no corpus for the
Telugu language, we built a corpus and tested
the algorithm on it. Results show that the
suggested algorithm produced an output with
an accuracy of 61.1%.

1 Introduction

Anaphora is the linguistic unit which refers to an
entity that is previously mentioned in the same
discourse. The word or phrase which it refers is
called antecedent. The process of identifying the
antecedent of an anaphora is called anaphora
resolution. We find the importance of anaphora
resolution in various NLP applications such as
dialogue systems, text summarization, machine
translation and so on. The pronouns in Telugu
language carry much more information about the
nouns than pronouns in English. Telugu is a
morphologically rich and free word order lan-
guage. The morphological richness of the lan-
guage helps in building various NLP applications
using simple parsing tools. Three types of
anaphora are identified in Telugu language, they
are normal pronominal anaphora, discourse deic-
tic anaphora and one - anaphora which are dis-
cussed in detail in section 3. This paper concen-
trates mainly on normal pronominal anaphora.
Many approaches have been proposed for anaph-
ora resolution in discourse and in dialogues fgfig

Radhika Mamidi
[T Hyderabad

radhika.mamidi
@iiit.ac.in
different languages. This is the first attempt at
anaphora resolution in Telugu dialogues.

2 Related work

Research has been going extensively in this area
from past few decades. Many rule based, ma-
chine learning based and knowledge based sys-
tems have come up. One of the earliest work has
been done by Hobbs (1976) on pronominal co-
reference. Hirst (1981) has compared 5 different
approaches and presented their strengths, weak-
nesses in resolving the anaphora. Lappin and
Leass (1994) came up with salience feature
based approach. Mitkov (1994a) came up with
integrated anaphora resolution approach which
relies on set of preferences and constraints. Ro-
bust knowledge poor pronoun resolution was
developed by Mitkov (1998) which makes use of
part-of-speech tagger and simple noun phrase
rules. Strube and Eckert (1998) made an attempt
to resolve discourse diectic anaphora in dia-
logues. et al., (2004) built an anaphora resolu-
tion method for multi person dialogues where
they brought in semantic, syntactic and
knowledge based techniques which were used in
anaphora resolution.

Coming to the Indian languages, work has
been done mostly on Hindi, Bengali, Tamil and
Malayalam. Shobha and Patnaik (2002) came up
with a rule based approach VASISTH which cur-
rently handles anaphora in Malayalam and Hindi
languages. Shobha.L (2007) resolves pronomi-
nals in Tamil, in which they have adopted a
probabilistic model. Praveen et al., (2013) built a
hybrid approach for anaphora resolution in Hindi
using dependency parser and decision tree classi-
fier. A generic anaphora resolution engine using
machine learning was developed for Indian lan-
guages by Shobha et al., (2014), they have tested
the system on Bengali, Hindi and Tamil. In Tel-
ugu Chandramohan and Sadanandam (2014) im-
plemented a rule based pronominal anaphora
resolution system for discourse. The algorithm
was tested on a limited set of data and an accura-
cy of 60.75% was obtained.



3 Anaphora in the context of Telugu
language

Telugu belongs to the Dravidian family of Indian
languages. It is a free word order language. Two
or more words undergoing some modifications to
form a single compound word is called sandhi. It
is very common in agglutinative languages. In
Telugu an entire sentence can be expressed as a
single word which can be seen in the following
example where three words are combined to
form a single word.

Example 1:

nuvvekkaDunnAwvu - nuvvu + ekkaDa + unnAvu
(Where are you?)  you where  present
These words cannot be analyzed by the NLP ap-
plications. To handle these cases there is a need
for sandhi splitter which splits the word as shown
above.

In Telugu, verbs are inflected with gender, num-
ber and person which give information about the
subject,

Example 2:

The verb “vellu” can take all the below forms in
Telugu. When subject is

male, sg, 3rd person - veltunnADu
female, sg, 3rd person - veltundi

neutral, pl, 3rd person - veltunnAru
neutral, sg, 1st person - veltunnAnu

3.1

There are a wide variety of pronouns in Telugu.
A pronoun can take different forms depending on
gender, number, person, case and also on social
relationships such as informal, formal, impolite,
very polite etc.

Pronouns in Telugu

This is illustrated below where all the pro-
nouns refer to a male person relatively distant
from the speaker.

vADu - 3“person, sg, male, impolite
atanu - 3 person, sg, male, neutral
Ayana - 3" person, sg, male, polite
VAru - 3“person, sg, male, very polite

There are 4 different types of pronouns in Tel-
ugu namely personal pronouns, demonstrative
pronouns, reflexive pronouns and interrogative
pronouns. The proposed algorithm works on all
the above types of pronouns, excluding interrog-
ative pronouns. In this paper we have classified
these pronouns into two different categories and

formed rules based on this.
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Personal pronouns: Pronouns which map to
human characters

Example 3:

“atanu” (he), “Ame” (she), “vADu” (he), “tama-
ru” (you), “adi” (she), “nuvvu” (you), “nEnu”
(me) etc.

Non-personal pronouns: These pronouns map
to the objects or animals

Example 4:

“adi” (it), “avi” (they), “vATiki” (them) etc.

3.2 Types of Anaphoras in Telugu Dia-

logues

Normal pronominal Anaphora: Where pro-
noun is referring to single word which is previ-
ously introduced in the context.

Example 5:
ramaNa: rAjA elA unnAvu? ninnu
(Raja  how present  you)
cUsi  cAIA rojulayiMdi.
(seen many  days back)
(Ramana: How are you? It’s been long time since I
met you)

rAjA: nEnu bAgunnAnu, nuvvela  unnAvu?
(me  good you_how  present)
(Raja: | am fine. How are you?)

Discourse Diectic Anaphora: In this case, there
is no single antecedent possible. The pronoun
will be referring to multiple words in the previ-
ous sentence. This is illustrated in example 7
where the pronoun “adi” (that) is referring to the
entire dialogue.
Example 6:
rAmu: rAju cAla  mancivADu.
(Raju  very  good person.)
(Ramu: Raju is a very good person)
ravi: adi nlku ela  telusu?
(that you  how  know)
(Ravi: How do you know that?)

One - Anaphora: It is the anaphoric noun phrase
headed by the word one (okaTi in Telugu).

Example 7:

rAju: nEnu kotta baMDi koMdAmani
(1 new bike buying)
anukuMTunnAnu.
(thinking.)

(Raju: 1 am thinking of buying a new bike)

ravi: nAku okaTi kAvali.
(1 one need.)

(Ravi: | too need one.)



4 Anaphora Resolution

Our approach for anaphora resolution can be ex-
plained in three steps

e Parsing the dialogues

e Creating the knowledge base and

e Identifying the antecedent.

4.1

We parse the dialogues one after the other using
morph analyzer. In this process we store the
speaker of each dialogue. The output of the
morph analyzer is given as input to the POS tag-
ger. The final output at this stage is in Shakti
standard format (SSF). It is the highly readable
representation for storing language analysis, an
English and Telugu examples in SSF are given
below.

Parsing

children NNS <fs af=’child,n,m,p,3,0,,’ >
| [ I O
| (I I Y
root | | lpers |
(| case
category | mumber
|
gender
atanu PRP  <fsaf="atanu,pn,m,sg,3,d,0,0'

name="atanu">

Initially we have implemented the system using
only morph analyzer where POS tag of most of
the pronouns, nouns and their features were not
identified.

Example 8:

VATIni
<fsaf='vATini,unk,,,,,,'poslcat="NM"name="vA
Tini'">

As we can see in this example, the category of
this pronoun is shown as unknown and gender,
number, person and case features are also null
values.

The use of POS tagger in addition to the morph
analyzer helped in obtaining POS tags for the
nouns and pronouns which could not be tagged
by the morph analyzer.

4.2

We stored all the pronouns which are tagged by
POS tagger and not detected by the morph ana-
lyzer in a separate database file. Along with it we
have also stored the gender, number, person and
case features of these pronouns in the knowledge
base. While running the anaphora resolution al-
gorithm, if a pronoun falls in the above category
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Knowledge Base

then the information of that particular pronoun is
obtained from the database file.

We have also stored the list of reflexive pro-
nouns in the knowledge base as the algorithm
consists of rules applicable only for reflexive
pronouns.

4.3

We have implemented a rule based pronoun
resolution algorithm. These rules were formed
based on various pronouns and features obtained
from the parsers. We have tried to concentrate
more on 3rd person pronouns because it was
relatively easy to identify the antecedents of 1st
and 2nd person pronouns compared to 3rd person
in human conversations. The system works on
the rules explained below,

Algorithm

4.3.1 Personal pronouns

As mentioned in sec 3.1 personal pronouns
should be referring to the human characters,
these pronouns are mapped to the proper nouns
or common nouns which tell about human identi-
ty.

Example 9:

“tammuDu” (younger brother), “anna” (elder
brother), “akka” (elder sister), “amma” (mother),
“DAktar” (doctor), “tIcAr” (teacher), etc.

1st person pronouns

1st person pronouns are mapped to the current
speaker, if the root word of the pronoun is “ma-
na” (we) then it will map to both speaker and
listeners. Listeners are the speakers of previous
and next dialogues.

Example 10:
amala: nA pEru amala. nl  pEreMTi?
(My name Amala. You name_what)

(Amala: My name is Amala. What’s your name?)
slta: nA  pEru slta.
(My name Seetha.)
(Seetha: My name is Seetha.)
Example 11:
srinivAs: nAku edayina
(1 something
nercukovAlani uMdi.
( learn there.)
(Srinivas: | want to learn something new.)
gOpAl: kAni manaku vllavwutuMdA?
(but us feasible.)
(Gopal: But is it feasible for us?)

kottagA
new)

As we can see, in example 10 “nA” is referring
to “amala” and in example 11 “manaku” which is



a plural pronoun is referring both “srlnivAs” and
GGgOpAl,’

2nd Person pronouns

2nd person pronouns are mapped to the listener,
if there is a previous dialogue then it will refer to
the speaker of the previous dialogue. If there is
no previous dialogue then it will be mapping to
speaker of the next dialogue.

Example 12:
slta: nA pEru slta.
(my name  Seetha.)

(Seetha: My name is Seetha.)

amala: nuvvu ekkaDa caduvutunnAvu?
(you  where studying?)
(Amala: Where are you studying?)
Example 13:
amala:  nA pEru amala. nl
(My name Amala you)
pEreMTi?
name_what?
(Amala: My name is Amala. What’s your name?)
slta: nA pEru slta.
(my name  Seetha)

(Seetha: My name is Seetha.)

“nuvvu” in example 12 and “nl” in example 13
are referring to the speakers of previous and next
dialogues respectively.

3rd Person pronouns

We have tried to identify the antecedents based
on gender, number, person features and a few
rules. The step by step procedure and the rules
are as follows,

1) While analyzing the parsed text word by
word. If a possible antecedent is detected
then it is stored along with its POS tag, gen-
der, number and person.

Example 14:

ravi: rAmuki Dabbu evaru iccAru?
(to_Ramu money who gave)

(Ravi: Who gave the money to Ramu?)

rAju: gOpi ataniki Dabbu iccADu.
(Gopi  him  money gave)

(Raju: Gopi gave him the money)

All the nouns that appear before pronoun
can be possible antecedents. Possible an-
tecedents for the pronoun “ataniki” in
example 14 are shown below with its
morphological features,
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2)

3)

4)

5)

6)

rAmuki NNP  <fs af="rAmuki,unk,,,,,,'
poslcat="NM" name="rAmuki">
Dabbu NN  <fs
af='"Dabbu,n,,sg,,d,0,0'name="dabbu_2">
gOpi NNP  <fs af="gOpi,n,,sg,,d,0,0'
name="gOpi">
If a pronoun is detected then we will be ex-
tracting its gender, number and person fea-
tures from the morph analyzer or through the
preprocessing stage mentioned above.
ataniki PRP <fs
af="atanu,pn,m,sg,3, ki ki' name="ataniki">
From the list of all possible antecedents, the
antecedents which do not agree in gender,
number and person features with the pronoun
are removed from the list. Below constraints
will be applied on the remaining antecedents.
As we can see the noun “dabbu” agree in
gender, number and person with the pro-
noun. Though the features of “rAmuki”
and “gOpiki” are not identified by the
morph analyzer, we have considered it as
the possible antecedent.
Pronouns which come under the category of
personal pronouns will be mapped to the
proper nouns or the common nouns which
tells about human identity. Some of these
common nouns are given in example 9.
As “Dabbu” cannot be referred by the
personal pronouns, it is removed from
the possible antecedent lists, we are left
with “rAmuki”, “gOpiki”
Reflexive pronouns will be referring the an-
tecedents within the sentence. Example: “ta-
nu” (he/she),”tAmu” (they).
Example 15:
ravi: rAmuki Dabbu evaru iccAru?
(to_Ramu money who gave)
(Ravi: Who gave the money to Ramu?)

rAju: gOpi tana Dabbu ataniki
(Gopi his money him)
iccADu.
(gave.)

(Raju: Gopi gave his money to him.)
Whereas demonstrative pronouns will be
referring to the antecedents outside the sen-
tence. Example: “vADu” (he), “Ame” (she),
etc.

The referent in the Example 14 is a
demonstrative pronoun, it should be re-
ferring the antecedent outside the sen-
tence. So “gOpi” is removed from the
list and we are left with only one possi-
bility “rAmuki” which is the antecedent
of the pronoun.



7) If more than one antecedent is left in the list,
recently appeared one is preferred as its an-

tecedent.

43.2

We have applied the same procedure as men-
tioned above but the steps 4, 5, 6 will change
because these pronouns will be mapping to the
objects or animals. So, there is no possibility of
reflexive pronouns.

Non-personal Pronouns

Example 16:

gOpi: ravi nl  kukkalu elA unnAyi?
(Ravi your dogs how present)
VATiki  AhAram peTTAVA?
(them foodkept?)

(Gopi: How are your dogs? Did you feed them?)

ravi: avi  bAgunnAyi. VATiki AhAraM
(they  good them food)
peTTANu.
(Kept.)

(Ravi: They are good. | fed them.)

5 Building the corpus

We have noted all the possible pronouns possible
for Telugu and for each pronoun, we considered
all the possible forms which it can take in differ-

ent cases (Genitive, Nominative, Objective, and
Dative).

The corpus consists of human to human con-
versations which has all the above pronouns ex-
cluding interrogative pronouns, as it is not part of
our research currently.

The corpus consists of 108 human conversa-
tions, each conversation may contain around 2-8
dialogues. Total number of pronouns in the cor-
pus are 509. About 40% of the corpus has been
taken from online chat conversations and the re-
maining 60% of the conversations have been
taken from telugu.webdunia.com and
www.learningtelugu.org.

6 Results

Once we built the corpus, we have tagged all the
pronouns in the corpus with its corresponding
antecedents. This has been done manually. Cor-
pus consists of all categories of pronouns men-
tioned in sec 3. The algorithm has been run on
the entire corpus and we have compared the re-
sults with the tagged data.

We have analyzed the results based on the person
of the referents. The accuracy of the system on
different pronouns is shown in the below table,

No. of pro- | Pronouns un- Pronouns wrong- | Pronouns cor- Accuracy
nouns resolved ly resolved rectly resolved
1st person 138 11 14 113 81.88%
2nd Person 106 14 19 73 68.87%
3rd person 202 23 91 88 43.56%
Non personal 63 3 23 37 58.73%
pronouns
Overall 509 51 147 311 61.10 %
Sandhi

7 Issuesin Telugu

Corpus

Annotated text and annotated dialogues are not
available for Telugu language. All the data is in
printed books format and the text which is pre-
sent in most of the Telugu websites is in image
format which makes it difficult to extract.
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This phenomenon makes it difficult for the par-
ser to analyze the text. In such cases the algo-
rithm is not able to identify the antecedent or the
anaphora present in the sentence. The accuracy
of the parsers will be less resulting in the low
accuracy of the system which was dependent on
these parsers.

Example 17:

ravi: ninna slta  inTiki vacindi.




(yesterday seetha home came)

(Ravi: Yesterday, Seetha came to my home.)
rAju: AmeMdukocindi?

Ame + eMduku + vacindi.

(she why came.)
(Raju: Why did she come?)
In example 17 Pronoun is a part of the compound
word in such a case it becomes difficult to identi-
fy the anaphora/antecedent. Hence we require a
good sandhi splitter for parsing the text.

Subject identification

Telugu is a free word order language. The morph
analyzer which we are using is taking individual
word as an input, so we are unable to get the case
of the words and are unable to identify the sub-
ject. Identifying the subject of the sentence will
improve the accuracy of 3rd person pronouns.

Example 18:

rAju: raviki  slta pustakaM icindi.
(to_Ravi Seetha  book gave)
ataniki pariksa undanta.
(he exam  present.)

(Raju: Seetha gave the book to Ravi. He has an ex-
am.)

In the above example, “slta” is the subject of the
first sentence and its gender is feminine which
can be identified from the verb “icindi”. As the
algorithm is unable to identify the subject, the
pronoun “ataniki” (male) is mapped to “slta”
(female).

Parsers

Morph analyzer and POS tagger used are giv-
ing lot of errors. These errors are carried forward
affecting the overall accuracy of the anaphora
resolution algorithm.

8 Future Work

In this paper we have concentrated mainly on
normal pronominal anaphora. We would like to
concentrate on cataphora in our future work as
Telugu is a free word order language the possi-
bility of occurrence of cataphoric reference is
very high.

Work has been going on in dialogue systems
in Telugu for tourism domain. We would like to
add this anaphora resolution system into dialogue
system.

We would like to work on 3rd person pro-
nouns as it has very less accuracy.

Adding a good sandhi splitter to the system
will improve the accuracy of the system.
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Abstract

Machine Translation has made significant
achievements for the past decades. How-
ever, in many languages, the complex-
ity with its rich inflection and agglutina-
tion poses many challenges, that forced
for manual translation to make the cor-
pus available. The divergence in lexi-
cal, syntactic and semantic in any pair
of languages makes machine translation
more difficult. And many systems still de-
pend on rules heavily, that deteriates sys-
tem performance. In this paper, a study
on divergence in Malayalam-Tamil lan-
guages is attempted at source language
analysis to make translation process easy.
In Malayalam-Tamil pair, the divergence
is more reported in lexical and structural
level, that is been resolved by using bilin-
gual dictionary and transfer grammar. The
accuracy is increased to 65 percentage,
which is promising.

Keywords- Translational divergence; se-
mantic; syntactic; lexical;

1 Introduction

The problem with divergence in machine trans-
lation in a complex topic, which can be defined
as the differences that occur in language with re-
spect to the grammar. The divergence mainly oc-
curs when these occur a translation from a source
language to the target language. For any MT sys-
tem, this topic is very crucial as to obtain an accu-
rate translation, it is very much needed to resolve
the nature of translational divergence. This diver-
gence can be seen at different levels. Based on the
complexity that occur in the specific translation,
divergence affects the translation quality. Some
translational divergences are universal in the sense
that they occur across the languages while certahfid

Elizabeth Sherly
Virtual Resource Centre for
Language Computing
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others are specific with respect to the language
pair (Lavanya et al., 2005; Saboor and Khan,
2010). Hence, the divergence in the translation
need to be studied both perspectives that is across
the languages and language specific pair (Sinha,
2005).The most problematic area in translation is
the lexicon and the role it plays in the act of creat-
ing deviations in sense and reference based on the
context of its occurrence in texts (Dash, 2013).

Indian languages come under Indo-Aryan or
Dravidian scripts. Though there are similarities
in scripts, there are many issues and challenges
in translation between languages such as lexical
divergences, ambiguities, lexical mismatches, re-
ordering, syntactic and semantic issues, structural
changes etc. Human translators try to choose the
correct wording by using knowledge from various
sources, and the factors like phonology, orthogra-
phy, morphology as well as knowledge of the per-
son, and cultural differences influences the trans-
lation. Therefore, it is hard to get a translation
of one person as same as other translator. MT
is a complex and challenging research area be-
cause language translation itself is very difficult.
While human processes language understanding
and translation on many levels, but a machine pro-
cesses data, with its linguistic form and structure,
it is difficult to get the sense. This requires more
of cognitive and intelligent systems in NLP, rather
than considering MT development only in linguis-
tic point of view. Many works have been per-
formed based on linguistic and lexical level, but
MT across the languages is a challenging task for
several reasons like, the difference in the structure
of source and target languages, ambiguity, multi-
word units like idioms, phrases and tense genera-
tion and many more. In this paper, we have con-
sidered two Dravidian languages Malayalam and
Tamil and various challenges and issues in seman-
tic and syntactical in both the languages are dis-
cussed.

D S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 189-196,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



Malayalam and Tamil belong to Dravidian lan-
guage family. Malayalam and Tamil are closely
related to each other in grammar with a rich liter-
ary tradition. However, Malayalam is highly influ-
enced by Sanskrit language at lexical, grammat-
ical and phonemic levels where as Tamil is not.
The Noun morphology is same in both the lan-
guages as the word may contain the root alone
or root with suffixes attached to it. Agglutination
is widely seen in Tamil and Malayalam. In both
languages, the case markers are found to be at-
tached to the nouns and pronouns. Post-positions
are also seen to be attached to these. Morphology
includes inflection, sandhi, and derivation. The
Tamil verbs inflect for person, number and gender
whereas Malayalam verbs do not. Hence the gen-
der marking of the noun is not a relevant feature
when Malayalam is considered.

Language divergence in most cases result in the
ambiguities in translation. The divergence issue
across a language is associated with many fac-
tors ranging from linguistic, cultural, and societal
to psychological aspects of the languages. Syn-
tactic and lexico-semantic divergence is the two
board categories of divergence proposed by Dorr.
Sentence level ambiguities are referred as syntac-
tic while at the word level is semantic. A hybrid
approach to develop the Malayalam to Tamil MT
system comprising paradigm, rule and machine
learning methods are proposed. The system deals
with the analysis, transfer, and generation process.
The issues being raised in the various stages in
the development of the Machine Translation are
discussed here. The next section deals with the
related works carried out in this area. In sec-
tion 3, various translational divergences are con-
sidered with respect to Malayalam and Tamil lan-
guages. Some other types of divergences found
while translation are discussed in next section.
Fifth sections give the methods for handling the
divergence and finally the paper is concluded in
section 6.

2 State of Art

Dorr (1994) gives a systematic solution to the
problem of divergence derived from the formal-
ization of two different information namely the
linguistic ground on which the lexical and se-
mantic divergence are based and the technique to
solve these problems. The paper explains mainly
seven types of divergence with examples with 36

spect to English, Spanish and German. The paper
focuses on Thematic, promotional, demotional,
structural, conflational, categorical and lexical di-
vergences. Barnett et al. (1994) divide distinc-
tions between source and target languages into
two categories mainly translation divergences and
translation mismatches. The information con-
veyed in source and target language remain same
while the structure of the sentence differ in transla-
tional divergence (1990). In definition of lexical-
semantic representation and translation mappings
is described. The paper discussed on the justifi-
cation for distinguishing promotional and demo-
tional divergence, the limits imposed on the range
of repositioning possibilities, notion of full cover-
age in context of lexical selection and resolution of
interacting divergence types. The paper concludes
with a brief description of UNITRAN, a system
for translation across a variety of languages, which
accommodates the divergence types.

Nizar and Dorr (2002) proposed a novel ap-
proach to handle divergence in translation in a
Generation-Heavy Hybrid Machine Translation
(GHMT)system. Deep symmetric knowledge of
source and target language is required for these ap-
proach. Various examples are illustrated to show
the interaction between statistical and symbolic
knowledge in GHMT system.

Dorr (1990) presented a mechanisms for map-
ping an underlying lexical-conceptual structure to
a syntactic structure used by the UNITRAN. Also
explains the ways to solve the problem of thematic
divergences in machine translation. The solution
is implemented in the bidirectional system for En-
glish, Spanish, and German. The two types of
thematic divergence namely the reordering of ar-
guments for a given predicate and reordering of
predicates with respect to arguments or modifiers
is explained. They presented three mechanisms to
solve the thematic divergences with a set of gen-
eral linking routines

Zhiwei (2006) describes different types of trans-
lation divergence in Machine Translation. Even
though, translation divergence occurs at all phases
of MT, the author concentrated on the translation
divergence in the transfer phase. The translational
divergence that are found in lexical selection in
target language, in tense in thematic relation, in
head-switch, in structure, in category, in conflation
is described. The ambiguity with respect to syn-
tactical, semantic and contextual that relate with



the co-occurrence based approaches for the selec-
tion of translation equivalence. The author also
suggests the use of feature vector to represent the
co-occurrence cluster. The paper proposes some
suggestions in Mt system.

Akeel and Mishra (2013) discussed about the
language divergences and the ambiguities present
in English to Arabic machine translation and the
control methods used to resolve the same. the
authors have implemented English to Arabic ma-
chine translation system using ANN and rule
based approach. The proposed system is capable
of handling conventional type of ambiguities like
lexical and syntactic ambiguity and also structural
divergences. The lexical ambiguities include cat-
egory, homograph, transfer or translational, pro-
noun reference, gender and number. The word-
order, agreement, tense and aspect are various
structural divergence explained in the paper.

Dave et al. (2001) have studied the language
divergence between English and Hindi. This pa-
per also studied the implication of language diver-
gence in machine translation using Universal Net-
working Language (UNL), introduced by united
Nation University, to facilitate the transfer and
exchange of information over the internet. The
language divergence between these languages is
considered as divergence between SOV and SVO
classes of languages. Two criteria are considered
for deciding the effectiveness of an interlingua.
The first criteria is that the meaning conveyed by
source text should be apparent from the interlin-
gual representation. The next is a generator should
be able to produce a target language sentence that
a native speaker of that language accepts as nat-
ural. The use of lexical resources in constructing
a semantically rich dictionary semi-automatically
with an overview of major differences between
English and Hindi is described. The syntactic and
lexical-semantic divergences between Hindi and
English from a computational linguistic perspec-
tive is explained.

Kulkarni et al. (2014) studied various diver-
gence pattern that occurred between English and
Marathi language pair translation. Their study in-
volved the divergences based on lexico-sematic
and syntactic. They further classified lexico-
semantic divergence into thematic divergence,
structural divergence, promotional and demo-
tional divergence, conflational and inflational di-
vergence, categorical divergence and lexical divd8’

gence. Syntactic divergence include constituent-
order divergence, adjunction divergence, null-
subject divergence and pleonastic divergences.
They also focused on divergence that occurred
in English and Marathi machine translation that
are common. These include divergence found in
replicative words, morphological gaps, determiner
systems, honorific differences, word related diver-
gences. All the translation divergences are ex-
plained with relevant examples.

Jayan et al. (2012) conducted a study to know
the pattern of the source and target languages and
the morphophonemic changes occurring during
the translation of a sentence. The paper focused on
the different types of divergence that occur among
this language pair. The non-configurational na-
ture of Malayalam is being explained with vari-
ous examples. Author discusses the complexity
of translational divergence among their language
pair and provides a solution to classify and resolve
the divergence problem. The paper gives a brief
idea about the English Malayalam MAT system
based on the Anglabharathi, which is an interlin-
gua based approach.

Goyal and Sinha (2009) discusses the transla-
tion pattern between English-Sanskrit and Hindi
- Sanskrit of various constructions to identify the
divergence in these language pairs. Through this
the authors come up with strategies to handle these
situations and also with correct translations. The
base of their classification of translation diver-
gence is presented by Dorr (1994).

Sinha and Thakur (2005) studied different pat-
terns of translation divergences both from Hindi to
English and English to Hindi keeping in view the
classification of translation divergence proposed
by Dorr. They have observed that there are a num-
ber of areas in Hindi-English translation pair that
fall under translation divergence but cannot be ac-
counted for within the existing parameters of clas-
sification strategy.

Mishra and Mishra (2009) proposed a method to
detect and implement the adaptation rules for the
divergence in English to Sanskrit machine trans-
lation. The divergences in language between En-
glish and Sanskrit can be considered as represent-
ing the divergences between SVO (Subject - Verb -
Object) and SOV (Subject - Object - Verb) classes
of languages. The type of divergence detected is
based on different aspects like linguistic to socio-
and psycho-linguistic, role of conjunctions and



particles, participle, gerunds and socio-cultural as-
pects. They have performed a novel method that
uses rules and ANN technique to detect and im-
plement the adaptation rules for the divergence in
English to Sanskrit machine translation.

Gupta and Chatterjee (2003) presented adap-
tation for English-Hindi EBMT. They have dis-
cussed the issue of adaptation, in general, with
special emphasis to divergence. Their work looks
at adaptation of EBMT between English and
Hindi. They have given special attention to the
study of divergence by recognizing six different
categories of divergence and providing schemes
for identifying them

3 Translational Divergence

The divergence study is mainly dealt with lan-
guages. Divergence is a language dependent phe-
nomenon and is not necessary that same set of
divergences will occur across all the languages.
Lexico-semantic translation divergences are ac-
counted for by means of parameterization of the
lexicon (Dorr, 1993). The reason behind diver-
gence mainly lies with the incompatibility of a lan-
guage with another, a common phenomenon for
almost all natural languages. There are situations
where a sentence in the source language needs to
be translated in the target language in entirely dif-
ferent forms, making the task of both translations
a difficult process.

3.1 Conflational and Inflational Divergence

Conflational divergence occurs when the sense
conveyed by a single word is expressed by two or
more words in one of the languages. The opposite
case of conflational divergence is referred to by in-
flational divergence. The problem due to the lex-
ical gap, an instance where there is an absence of
a wordto express a specific concept of the source
word in the target language during the translation
process. Not all the words in one language have
equivalent words in another language. In some
cases a word in one language is to be expressed
by a group of words or phrases in another. For ex-
amples:

alel (vala) : Bsomsop_wib-or&da Lin  (kiNaR-
Rai_muuTum_maraccaTlam)

(peeta) umedeo Qe upib -@)sooliiy
(paalil_ceyyappaTum_inippu)

S0@eaIgs  (kaal velLLa): ungsHar_siqiu@s
(paattatin_aTippakuti) 8

GalS
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3.2 Lexical Divergence

This type of divergences arises mainly due to the
lack of an exact lexical map for a word or con-
struction in one language into another. Most of
the conflational and inflational divergence overlap
with lexical divergence.

3.3 Syntactic Ambiguity

A word may belong to more than one POS
category, resulting in the syntactic ambiguity.
This is a problem with the parsing resulting in the
source language. There is a lack of one-to-one
correspondence of parts of speech between two
languages. For examples: can be INTF or PRP,
can be NN or PSP, can be PSP or VM etc.
@M/PRP  @o@)o/QF 3)0o/NN  enual@d/NN
Man7’VM @a10V/VM ./SYM

(avan/PRP atrayuM/QF duuraM/NN basil 7NN
ninn/VM pooyi/VM ./SYM )

@aId/PRP @paes/NST alan7PSP eeq oud/RB
aose3l/VM ./SYM

(avan/PRP avile/NST ninn/PSP
iRangngi/VM ./SYM)

In the first sentence, word “mlan” refers to
“stood” while in the second sentence the same
word means “from”. Another example

ippooL/RB

3.4 Null Subject Divergence

In Malayalam subject dropping can be seen fre-
quently. But Tamil has restrictions in subject drop-
ping. If the verb occurring in Tamil is an action at
the end of a sentence, then subject dropping is not
possible. But if it occurs in a statement, null sub-
ject construction is possible.

3.5 Agreement Divergence

Given two languages may have completely differ-
ent structures. Malayalam is free-word order lan-
guage while Tamil has SOV structure, so to iden-
tify the phrase performing the function of the sub-
ject in the sentence is a challenging process. Gen-
der issues in translation are a subject that serves
to point out the limitations of machine translation.
The agreement between the subject and verb is
one of the problematic issues in MT. The Tamil
verbs depend on the PNG (Person Number Gen-
der) information about nouns. Malayalam verbs
do not depend on this information. Hence the gen-
der marking of the noun is not a relevant feature
when Malayalam is considered.



Past Present Future
1st singular au s Capeit S Gt su(Geueor
(vandteen) (varukiReen) (varuveen)
1st plural uBCaTd uHCoTD suGaumip
(vandtoom) (varukiRoom) (varuvoom)
2nd singular U BSHTI UBHH T SU(HEUTLLI
(vandtaay) (varukiRaay) (varuvaay)
2nd singular honorific | aus&r uBENT Su(mAlT
(vandtiir) (varukiRiir) (varuviir)
2nd plural uBGHT H6N UBHDT 6T u(BallT a6T
(vandtiirkal.) | (varukiRiirkal) | (varuviirkal)
3rd singular male U b BHTeat UHEHDT60T U AU 60T
(vandtaan) (varukiRaan) (varuvaan)
3rd singular female UBSHT6M UHEH DTS Su(hHEUIT6T
(vandtaal.) (varukiRaal.) (varuvaal.)
3rd singular honorific | ubsTr UGBTI UHUTT
(vandtaar) (varukiRaar) (varuvaar)
3rd plural U 5 HTT H6T BB ST QU(HEUITT BT
(vandtaarkal) | (varukiRaarkal) | (varuvaarkal)
3rd singular neutral uHS gl UGB G SU(HLD
(vandtatu) (varukiRawu) (varum)
3rd plural neutral 6u [ & 6o SU(HE 6T MeoT SU(HLD
(vandtana) (varukinRana) (varum)

Table 1: Finite forms of verb vaa (sur )

From the above Table 1, for a single word “aio)
@ “we have present tense “aioyam)”, past tense “au
amy” and future tense “aio)o” in Malayalam, there
have eleven forms for each tense in Tamil depend-
ing the agreement of a verb with the subject.

3.6 Semantic Divergence

Word Sense Disambiguation (WSD) or Lexical
Ambiguity Resolution is a fundamental task,
which processes to identify the sense of a word
in a given sentence. Words can have more than
one meaning and sometimes group of words or
whole sentence may have more than one meaning
in a language resulting in the ambiguities.Words
having multiple meanings are called polysemy.
Word disambiguation is another major challenge
in translation where a same word can act differ-
ently based on the context. For examples:
oMo (rasaM) - @ME®), &0, Moo,
@RE10)afl, HRBH9)0]

(anubhuuti, kaRi, ishTaM, ruci, abhiruci, mer~
kkuRi)
eIS1IMNIW Gal0)QldU3 GalGONSBB &3)0)N)Bd: OV
H1HN)MND® BaOMOOD TVaOIW]HH)o.
(laLitamaaya ceeruvakaL ceerftulLa kurumuL k%9

@)ofl,

rasaM kazhikkunnat dahanatte sahaayikkuM.)
@RAIM” @RS)OM1HSWIW] af)BaMIS’ BRI Ao el
(avan~aTuttuTeyaayi ennooT atra rasaM illa.)

The word in the above two sentences clearly
distinguishes the difference in meanings respec-
tively “curry” and “realization”. Other examples:
ms (nala) - (&, MSBO)M, als]

(kRIya , naTakkuka , paTi)
@os) (aTi) - aaisgal, 1030, ®el
(cuvalalLav , paadaM , tall)
a1omMo (vaanaM) - mdmo, @REIDIMo
(maanaM , abhimaanaM)
DOm0 (uttaraM) - m0)als), ¢aloGBIYOMA0, @63’
(maRupaTi, coodyoottaraM, taangng)

From the above examples here the word “m
s” can act as Noun as well as Verb depending
on the context. This is applicable for both
the languages. Thus the differences are either
because of the absence of a concept or due to the
differences at the level of identifying concepts.
The case where there is an absence of a concept
is comparatively easier to handle than the cases
where the domains overlap with other domains.



Unless the correct meaning is captured, there are
more chances for incorrect translation.

3.7 Structural Divergence

Both the languages have almost same grammatical
structures. But there occurs some minor variations
in the construction of the sentences

@RAING maNeel NIMIAW HH” GaldWl. amIm)o.

( avan“innale sinimaykk pooyi. njaanuM. )

s Crpm HoTiiuL $HH@n CuTaITar. BT i
CumGeoteor.

(avan ndeeRR tiraippTattindkum  poonaan.
ndaanum pooneen. )

In the above example, in second sentence, its not
necessary to specify “ca1001” poyi with “emomyo”
njaanuM as its understood from the sentence
construction. But in Tamil, this construction is not
seen.

4 Other issues in Translation

4.1 Idiom Translation

An idiom can be defined as a phrase or sentence
whose meaning is not specific from meaning of
its individual units and that must be learnt as a
whole unit. These are used in written as well as
verbal communication, giving a stylistic way of
delivering a message. While translating idioms
from Malayalam to Tamil, some phrases can only
be translated with correct sense, but some others
can only be transliterated only.

21aM)aMO@EII0 HaldaMEL.

(minnunnatellaaM ponnalla.)

Dot GiouQgheveomin Quirmeort Beveo

(minnuvatellaam poonnalla.)

In the above example, the correct translation is
possible but in below example literal translation
of the phrase gives an incorrect translation.
PODHWVIL! al)OOT CDETB CaldOel.

(kaiyaala puRatte teengnga poole.)

wHo God ymp Qume

(matil meel puunai poola )

4.2 Divergence in Copula Transfer

A copula is a verb or verb like word, capable of
functioning as a main verb in a sentence. These
are different from action verbs grammatically and
semantically. In Malayalam, “@Goe;”” (aak) and
“oene” ” (uNT) functions as copula while Tamil
lacks copula.

@M MWI®OW Datfo @Y

190

(raaman siitaye ishTaM aaN.)

QrTLIsE Fmapomu Lgs@Ln

(iraamavukku ciitaiyai pitikkum)

While translating from Malayalam to Tamil, cop-
ula is not needed as the translation without copula
gives a meaningful sentence in Tamil .

4.3 Stylistic Variations

All languages have its own style. There are
sentences in Malayalam for which direct transla-
tion in Tamil is not possible. There occur such
sentences where many to one mappings can be
seen from Malayalam to Tamil. The example
below depicts this nature:

™M1 af)ales Galddh)am).

( nii eviTe pookunnu)

M7 ag)GEBRIS" Galddh)aM).

( nii engngooTT pookunnu)

B 61B&ma GUTHITLI

(nii efkai pookiraay)

M7 2g)flOSWIEM” Galdd)aN®).

( nii eviTeyaaN pookunnu)

b 61h&Hma GuIGHITL

(nii efkai pookiraay)

™M1 af)BEBRISIEM Baldd:)AND).

(nii engngooTTaaN pookunnu)

5 61h&Hma GuIGHImi

(nii efkai pookiraay)

For the all four sentences shown above in
Malayalam, there is only one equivalent transla-
tion in Tamil. In Malayalam, there is usages like
“@osmyameng” ” (kaaNunnuNT) , “@atosyamyens”
(pookunnuNT). Tamil doesn’t have these struc-
ture, which makes error in translation.

O3 MIOHS BRAINM H5IGMIAN)6NE"

(njaannaaLe avane kaaNunnuNT.)

BU&T Biswen yeusmneor LML GLssr

(ndaan ndaaLai avanee paarppeen.)

BTG BT djeusmeot LITT &S 5EHE Cmeor

(ndaan ndaaLai avanai paarkkavirukkiReen.)

Other difference mostly found is the drop-
ping of a word from a sentence in Tamil which is a
must in Malayalam. In the examples given below,
“@an”” (onn) from first sentence and “&w)” (oru)
from second sentence is droped. The following
examples demonstrate this typical characteristics.
AMIM3 BN’ alOGEMINS.

(njaan"onn paRanjnjooTTe.)

Brer Qameéoeol(Hom



(ndaan collaTTumaa.)

@RAIOHM BO) CGMIBH HHIEMIM HHIMIWI)IAN).
(avane oru nookk kaaNaan kotiyaakunnu.)
OIUMET LITTHSH %m&u@@@mm

(avanai paarkka aacaipaTukikeen.)

5 Handling Divergences

The divergence found in the MT system cannot
be handled completely by the system itself as
sometimes there may not be word meanings that
can be replaced exactly. Various modules are
built for bridging the divergence encountered
while translating the text from Malayalam to
Tamil. The linguistics modules are very crucial
for any machine translation. A combination of
linguistic as well as statistical machine learning
techniques are used to build translation capability.
Various modules included in the MT system are
Malayalam morphological analyser which is a
paradigm based, parts of speech tagger and chun-
ker statistical based, lexical transfer comprising
the bilingual dictionary, morphological generator
for Tamil with some additional minute modules.
The architecture of the system is based on the
analyse-transfer-generate.

Source Text

Analysis ‘_ N

Transfer

Target Text

—__.‘ Synthesis

Figure 1: System Architecture

In the present study, the divergence issues are
solved at the analysis part only ie at the source
side. The analysis of the source language side
deals with different modules. At each level
various grammatical rules are incorporated to get
a much better result. The Figure 2 depicts the
increase in the accuracy when certain rules are
applied.

The test was carried out for 100 sentences from
various domains, When rules are not given the
accuracy obtained ranges from 47-55%. At the
same time when certain rules were included in
different modules for rectifying the errors , thal

accuracy increased to 53-65%. The divergences at
the lexical are solved using bilingual dictionary.
The structural transformations are carried out at
the Transfer grammar module.
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Figure 2: Accuracy Graph

The structural transformations are carried out at
the Transfer grammar module. The Lexical di-
vergences are solved using bilingual dictionary.
Many rules are incorporated at various modules
for rectifying the errors occurring during the trans-
lation process.

6 Conclusion

Identifying the patterns of divergence in any lan-
guages is very crucial to obtain a quality machine
translation system. The translational divergence
requires combinations of manipulations both at
the lexical and structural level. Some important
types of divergence related to translation based
on Dorr’s classification from Malayalam to Tamil
are discussed in this paper. Both manual and ma-
chine translation among this language pair is taken
in view. The divergence found can be semantic
or syntactic types. Various patterns of translation
divergence found at different phases of machine
translation is examined.

References

Abdus Saboor and Mohammad Abid Khan. 2010.
Lexical-semantic divergence in Urdu-to-English Ex-
ample Based Machine Translation, In Emerging
Technologies (ICET), 6th International Conference
on IEEE. 316-320

Bonnie J. Dorr. 1994. Machine translation diver-
gences: A formal description and proposed solution,
Computational Linguistics , 20(4):597-633.



Bonnie J. Dorr. 1990. A cross-linguistic approach to
machine translation, In Proceedings, Third Interna-
tional Conference on Theoretical and Methodolog-
ical Issues in Machine Translation of Natural Lan-
guages, Linguistics Research Center, The Univer-
sity of Texas, Austin, Texas, 13-32.

Bonnie Dorr. 1993. Machine Translation: A View from
the Lexicon, MIT press.

Bonnie Dorr. 1990. Solving thematic divergences in
machine translation, In the Proceedings of the 28th
annual meeting on Association for Computational
Linguistics , Association for Computational Lin-
guistics. 127-134.

Deepa Gupta and Niladri Chatterjee. 2003. Identifica-
tion of divergence for English to Hindi EBMT, In
Proceeding of MT Summit-IX, 141-148.

Feng Zhiwei,. 2006. Translational divergence in Ma-
chine Translation, Eafterm Symposium, Haikou.

James Barnett, Inderjeet Mani and Elaine Rich . 1994.
Reversible machine translation: What to do when
the languages dont match up, Reversible Grammar
in Natural Language Processing, Springer US. 321-
364

Jayan V, Sunil R, Sulochana Kurambath G and
R Ravindra Kumar . 2012. Divergence patterns in
Machine Translation between Malayalam and En-
glish, In Proceedings of the International Confer-
ence on Advances in Computing, Communications
and Informatics. ACM. 788-794.

Marwan Akeel and R.B. Mishra. 2013. Divergence
and Ambiguity Control in an English to Arabic Ma-
chine Translation, In the International Journal of
Engineering Research and Applications , 3(6):1670-
1679.

Niladri Sekhar Dash. 2013. Linguistic Divergences in
English to Bengali Translation, INFOCOMP Inter-
national Journal of English Linguistics, 3(1):31-40

Nizar Habash, Bonnie Dorr . 2002. Handling trans-
lation divergences: Combining statistical and sym-
bolic techniques in generation-heavy machine trans-
lation, Springer Berlin Heidelberg.

Pawan Goyal and R. Mahesh K. Sinha . 2009. Trans-
lation divergence in English-Sanskrit-Hindi lan-
guage pairs, In Sanskrit Computational Linguistics,
Springer Berlin Heidelberg. 134-143.

Prahallad Lavanya, Prahallad  Kishore, and
Ganapa Thiraju Madhavi . 2005. A simple
approach for building transliteration editors for
indian languages, Journal of Zhejiang University
Science A , 6(11):1354-1361.

R. Mahesh K. Sinha and Anil Thakur . 2005. Transla-
tion Divergence in English-Hindi MT, In the Pro-
ceeding of EAMT Xth Annual Conference , Bu-
dapest, Hungary. 30-31. 192

Shachi Dave, Jignashu Parikh and Pushpak Bhat-
tacharyya . 2001. Interlingua-based English-
Hindi Machine Translation and Language Diver-
gence, Machine Translation , 16(4):251-304.

S. B Kulkarni, P.D. Deshmukh, M. M. Kazi and K.
V. Kale . 2014. Linguistic Divergence Patterns in
English to Marathi Translation, International Jour-
nal of Computer Applications(0975 8887), 87(4):21-
26.

R. Mahesh K. Sinha and Anil Thakur. 2005. Transla-
tion Divergence in English-Hindi MT, In the Pro-
ceeding of EAMT Xth Annual Conference, Bu-
dapest, Hungary. 245-254.

Vimal Mishra and R.B. Mishra. 2009. Divergence pat-
terns between English and Sanskrit machine trans-
lation, INFOCOMP Journal of Computer Science,
8(3):62-71.



Automatic conversion of Indian Language Morphological Processors into
Grammatical Framework (GF)

Harsha Vardhan Grandhi
LTRC
IIIT Hyderabad

venkata.harshavardhan@research.

iiit.ac.in

Abstract

Grammatical framework (GF) is an open
source software which supports seman-
tic abstraction and linguistic generaliza-
tion in terms of abstract syntax in a multi-
lingual environment. This makes the soft-
ware very suitable for automatic multi-
lingual translation using abstract syntax
which can be treated as a interlingua. As
a first step towards building multi-Indian
language translation system using GF plat-
form, we aim to develop an automatic
converter which will convert morphologi-
cal processors available in various formats
for Indian languages into GF format. In
this paper we develop a deterministic au-
tomatic converter that converts LTtoolbox
and ILMT morphological processors into
GF format. Currently we have converted
Hindi, Oriya and Tamil processors using
our converter with 100% information pre-
served in the output. We will also report
in this paper our effort of converting San-
skrit and Marathi LTtoolbox morphologi-
cal processor into GF format.

1 Introduction

Many NLP resources have been developed for pro-
cessing Indian languages in the last decade. A
major consortium of Indian language - Indian lan-
guage MT system (ILMT) has been successfully
carried out for 9 language pairs. These systems
mainly follow a transfer based approach. MT sys-
tem from English to various Indian languages have
also been developed through large projects. Mor-
phological analyzers and generators have been de-
veloped as part of these projects as well as inde-
pendently for many Indian languages. In this pa-
per, we present an automatic converter that con-

Soma Paul
LTRC
IIIT Hyderabad

soma@iiit.ac.in

ent formats into one common format of Grammat-
ical Framework. Grammatical framework (GF)
is an open source software which supports se-
mantic abstraction and linguistic generalization in
terms of abstract syntax in a multi-lingual envi-
ronment (Ranta Aarne, 2009). Abstract syntax
can be viewed as an interlingua in the context of
multi-lingual machine translation. Apart from ab-
stract syntax there exists another module called
concrete syntax in which the morphological spec-
ification and syntactic behavior of a language can
be captured. The abstract syntax and concrete syn-
taxes of all languages that one wants to handle to-
gether can produce very good quality, especially
for domain based MT systems. This is the mo-
tivation for converting morphological processors,
that at present exist in different format for differ-
ent Indian languages, into GF format so that good
quality meaning driven multi-lingual MT can be
accomplished.

Our morphological converter presently converts
morph resources designed in Lttoolbox and ILMT
morph framework into GF format. We have ex-
perimented with Hindi, Oriya, Tamil, Marathi
and Sanskrit morphological processors. We have
achieved 100% information preservation for the
conversion of Hindi, Tamil and Oriya languages.
Sanskrit and Marathi LTtoolbox resources are
quite huge and we have encountered some issues
in conversion which we will discuss in the paper.

The paper is divided into the following sections.
In the next section, we will briefly introduce LT-
toolbox, the structure of morph used in ILMT and
functionalities required for representing morpho-
logical information in GF. Section 3 presents re-
lated work. Section 4 presents our approach of au-
tomatic conversion. In section 5, we will present
the result of automatic conversion and analyze the
results for Hindi, Oriya (Ithisree Jena and Dipti
M. Sharma, 2011) and Sanskrit. We conclude the

verts morphological processors that exist in diffd?23 paper b% presenting a critical review of our work
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and also insight into future work.

2 Frameworks

We will briefly discuss the architecture of the mor-
phological processors of the three frameworks,
Grammatical Framework, Lttoolbox and ILMT.

2.1 Grammatical Framework

GF is a development platform which allows lin-
guists to build grammars (Ranta Aarne, 2009;
Ranta Aarne, 2004). It uses paradigm approach
in it’s morph resource. Parameters and Operations
are used as building blocks to create morph re-
source.

A parameter is a user-defined type which is
used to model lexical features like number, gen-
der etc.

param Number = Sg | P1 ‘

Listing 1: * Example parameter ”

Here, Number is a parameter representing the
singularity/plurality of given word. Each parame-
ter has a set of constructors, which represent possi-
ble values of that parameter. In this case, Number
has two constructors namely Sg and P, which are
declared as shown in the example above.

An Operation is a function which takes a
lemma of the given word and generates a table
consisting of all possible word forms. A table
in operation consists of branches with construc-
tors on the left and corresponding word forms on
the right. Table is computed by pattern match-
ing which returns the value from the first branch
whose pattern matches the argument.  (Ranta
Aarne, 2003)

Ex:
oper regNoun : Str -> {s : Number => Str
} = \dog —> {
s = table {
Sg => dog ;

P1 => dog + "s"

Listing 2: * Example Operation ”

In the example shown above, the operation reg-
Noun takes a String as an argument and returns a
Number to String {s: Number => Str }. If the
string dog is passed to the operation then it returns
a paradigm stating that when the word is singu-
lar(Sg) , the operation returns the same word(i.e.
dog), if it is plural(Pl) then it returns dogs. 194

2.2 Lttoolbox

Lttoolbox is an open source finite state toolkit used
for lexical processing, morphological analysis and
generation of words (Mikel L. Forcada et al.,
2011). Like GF, Lttoolbox also uses the paradigm
approach for creating morphological analyzer .

Morph resource in Lttoolbox has three impor-
tant sections (i.e. for automatic conversion )
namely symbol definition section, paradigm def-
inition section and lexicon dictionary.

Symbols are used to define lexical categories,
features and their values in the morph. These sym-
bols are defined within symbol definition (sdef).

’<sdef n="gen:m" c="masculine" />

|

Listing 3: “Example symbol definition”

In the above example, gen is the symbol for gen-
der, m is the corresponding feature value.

Paradigm takes a lemma and generates all pos-
sible word forms. Each paradigm consists of sev-
eral entries. Each entry has the data to create a
word form for a given set of grammatical sym-
bols. These paradigms of the grammar are defined
within paradigm definition (pardef).

<pardef n="kAl/A__adj">

<e><p><l>e</1><r>A<s n="cat:adj"/><s n="
case:0"/><s n="gen:m"/><s n="num:s
"/></r></p></e>

</pardef>

Listing 4: *“ Example paradigm definition ”

In the above example, the lemma in consideration
is kAlA. For the given entry (e) , the word form
kAle is generated for kAIA when the grammatical
symbols are <cat=adj;case=0;gen=m;num=s>

2.3 ILMT

ILMT uses Computational Paninian Grammar
(CPG) for analyzing language and combines it
with machine learning. It is developed using both
traditional rules-based and dictionary-based algo-
rithms with statistical machine learning (Sam-
park, 2009).

ILMT morph resource has categories, features,
feature_values and word_forms.

Each category with its name and its correspond-
ing features are defined in a single file. Simi-
larly, each feature along with its name and value
are stored in a different file. Each category has
its own paradigm file. A category can contain
many words. Each word belonging to a category



Lttoolbox grammar

q . . IR
ILMT grammar Detecting Analyzing
Grammar Grammar
E—

’ param oper
Generating P

Paramters

Generating
Operations

Integration
module

—>

Figure 1: Module level Overview of our approach

is stored in its paradigm file with its root and all its
forms. These word forms are listed in last varies
first order. For example,

e Noun_.m g_.m case num means that Noun_m
is a category depending on features g_m, case
and num.

e case d o represents that case feature has val-
ues d and o. Similarly, g_m has value m. num
has values s and p.

e Noun_m Gara, Gara, Gara, Gara, GaroM/-
Garoz . means that the first word is the root
form, and rest are its word forms in last varies
fast order of category features(i.e, <m,d,s>,
<m,d,p>, <m,0,s>, <m,0,p>).

3 Related Work

There’s little work done on automatic resource
sharing between frameworks. Some notable works
include resource sharing between Apertium and
Grammatical Framework (Gregoire and Ranta
Aarne, 2014). In this paper, the author proposes an
automatic approach to extract Apertium shallow-
transfer rules from a GF bilingual grammar. The
process of creating GF data from Lttoolbox gram-
mar is done manually. They successfully created
and tested the system with English-Spanish lan-
guage pair. Also some work has been done to im-
port Indian languages ( Muhammad Humayoun
and Ranta Aarne, 2011) into GF. However, this is
manual process and it requires linguists. To the
best of our knowledge, there exists no work ad-
dressing the automatic conversion from existing
morph resources(ILMT/Lttoolbox) of Indian lan-
guages into GF.

4 Our Approach

In this section, we describe our approach of con-
verting LTtoolbox and ILMT morph resources into
GF morph resources. The steps of conversion is
presented in the figure 1.

Our approach converts the morphological pro-
cessors available either in XML or ILMT syn-
tax format and converts them into Grammatidal

Framework. The key idea here is that Grammat-
ical Framework is a programming language with
a definite syntax and we need to transform the
given morphological processors such that they ad-
here to Grammatical Framework’s syntactic struc-
ture. This calls for the need to change morpholog-
ical processors into non-ambiguous, permissible
units which are supported by Grammatical Frame-
work. Some examples of above mentioned chal-
lenges are as follows. Further details regarding
these decisions are described in algorithms men-
tioned below.

e As already mentioned in above sections, Lt-
toolbox supports paradigms which depend
on variable number of parameters whereas
Grammatical Framework only supports de-
pendence on pre-determined parameters. So
we need to analyze all paradigms and their
dependencies to find the specific occurrences
and transform them into tabular syntax struc-
ture, supported by Grammatical Framework.

e Some attributes present in the source files
(e.g. numeric attributes, duplicate attributes)
cannot be transformed directly into GF e.g.
parsarg = 0. We chose to modify the parame-
ters to include the actual parameter value and
other contextual information e.g. the param-
eter type, the paradigm name etc.

4.1 Detecting Grammar

In this step, we classify the user input as Lttool-
box or ILMT morph resource. This is a relatively
simple step because of widely different syntaxes
of both morph resources. We accomplish this us-
ing syntax-based heuristics.

4.2 Analyzing Grammar

In this step, we take the respective grammar, parse
it and then convert into an intermediate represen-
tation (IR). The motivation behind this step is to
reduce complexity for the following steps i.e Gen-
erating parameters and operations.

In the case of ILMT, the morph resource is present

GF morph
resource



across different sources. So we convert it into
XML using the same structure as in Lttoolbox,
to make the conversion process more generalized.
Once we have the XML source, we will convert
it into IR by using the algorithm shown in Algo-
rithm.1.

Algorithm 1 “ Algorithm for Analyze Grammar
features = {} > sdef - represents the set of all
symbol definitions
for s € sdef do
and lexical values

features[s.lexical-feature].add(s.lexical-
value)

> s contains lexical features

paradigms = {} > pardef - represents the set of
paradigm definitions
for p € pardef do

root = p(n) > root word
fore € pdo > e is an entry in paradigm
definition > e contains feature set and word

form
paradigms[root].add(e.feature-
set,e.word-form)

return features,paradigms

In algorithm 1, we are converting symbol defini-
tions and paradigm definitions into IR (i.e features
and paradigms).

4.3 Generating Parameters

In this step, we use the features from IR to gen-
erate parameters and their constructors, using the
algorithm shown in Algorithm 2. The function

Algorithm 2 “ Algorithm for generating parameters ”
for f € featuresdo > features from IR > f
contains feature names and values

buildParameters(f.name, f.value)

buildParameters generates GF syntax (parameters
and corresponding constructors) for a given fea-
ture name and its values. For example call-
ing the function buildParameters with arguments
(Num,[num_s,num_p]) returns

Num = num_s | num_p;

Listing 5: “ Example Parameter Syntax in GF ”

4.4 Generating Operations

In this step, we use the IR ( features, paradigms )
to generate operations using the algorithm given I46

<sdef n="num:s"
>
<sdef n="num:p"

features= {

"num’: ['s"p],

param
Num = num_s |
num_p;

I> " . I np
<sdef n="gen:m" gen": ['m","f’] Gen=gen_m |
> gen_f;
<sdef n="gen:f" /> H

Lttoolbox/ILMT morph
resource

Intermediate
Representation(IR)

GF Parameter types

Figure 2: The entire process of generating param-
eters 1.Lttoolbox/ILMT morph as given by user
2.IR created in the previous step 3.GF morph re-
source parameters created in the present module.

Algorithm 3 ““ Algorithm for generating operations ”
function BUILDOPERATIONS(features,
paradigms)

for p € paradigms do
buildDecalara-
tion(p,dependentFeatures)
buildTable(features,p,dependentFeatures)

return

Algorithm 3. The function buildOperations builds
operations for each paradigm. As explained in
the above section, each operation consists of dec-
laration and description which are generated by
buildDeclaration and buildTable respectively. To
do this we need to keep track of all the features
used for a paradigm. So we built a helper function
which does this by iterating through all the entries
in the paradigm.

For example, calling buildDeclaration
with arguments (case,gen,num) produces the
x1,,,,,,x8:Str -> Case => Gen => Num => Str
(we used x1-x8 because each feature has two
values, total possible values in table are 2x2x2 =
8).

The function buildTable recursively builds the
table which is used to generate the possible word
forms for a given lemma in GF, using the algo-
rithm shown in Algorithm 4.

4.5 Code and Datasets

The entire code base has been written in Python.
The description of datasets are shown in Table
1. Code and datasets are publicly available under

open-source license.!.

"https://github.com/harshavardhangsv/
automaticMorphResourceConverter



Algorithm 4 *“ Algorithm for building table”
function BUILDTABLE(features,paradigm, de-
pendentfeatures)
if dependentFeatures is empty then
return
for df € dependentFeatures do
for v € features[df] do
v => buildTable(features, paradigm,
rest(dependentFeatures))

>rest(1,2,3) =2,3

<pardef n="KAlIlA__adj">

<e><p><[|>A</I><r>A<s n="cat:adj"'/><s n="case:d"/><s
n="gen:m"/><s n="num:s"/></r></p></e>
<e><p><I>|</I><r>A<s n="cat:adj"/><s n="case:d"/><s
n="gen:f"/><s n="num:s"/></r></p></e>

</pardef>

v
features = ["case":["case_d", "case_d"], "gen":
['gen_m","gen_f'], "num"["num_s""num_f'J;
paradigms = [
(<case_d,gen_m,num:s>,"KAIA"),
(<case_d,gen_f,num:s>,"KAll"),

dependent_features = ["case","num","gen"]

kAIA_adj: (x1,,,,,,,,X8):8tr -> {s: Case->Gen->Num}=\s -> {
s= table -> {case_d => table{
gen_m => table {
num_s =>"KAIA"

|3
gen_f => table {
num_s =>"KALI'
3}
}

Figure 3: This figure explains the process of gen-
erating operations. 1.Lttool/ILMT morph resource
given by user 2.variables state in IR form 3.GF
syntax operations created from the buildTable

Dataset | # of paradigms | # of words
Hindi 57 26356
Tamil 254 34290
Oriya 45 2860

Bengali 148 5478

Table 1: Description of Datasets
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S Evaluation and Error Analysis

We measure the accuracy of the converter in the
following way. The same text is given to both
GF analyzer and the original source tool (LTtool-
box and ILMT). We verify that the output of GF
analyzer and the original source tool is identical.
Thus we ensure that information is faithfully trans-
ferred. We found that there is no loss of data for
the chosen languages i.e Hindi, Oriya, Tamil and
Bengali. This evaluation is repeated for various
random news articles and 100% information was
preserved in the output. However, we have come
across with some problems in converting Sanskrit
and Marathi morph resources. These problems
are mainly caused due to presence of language-
specific syntax which we had trouble in generaliz-
ing. Even though we had some troubles, we have
found that, after analyzing files manually, our ap-
proach will still be able to make the automated
conversion to around 65%.

6 Conclusion and Future Work

In this paper, we have explained the process
of creating an automatic converter which de-
terministically converts morphological processor
from different formats into GF format without
any information loss for Hindi, Oriya and Tamil.
We are presently working on other Indian lan-
guages such as Marathi, Sanskrit and Telugu. We
have observed that if there exists any language
specific morpho-syntactic information in the re-
source, conversion of such resources requires ad-
ditional work. At present we are converting morph
resources created in Lttoolbox and ILMT morph
format.

In future we might come across a morphologi-
cal processor developed in another framework. In
order to bring the complete genericness into our
tool, we want to modularize our system. We in-
tend to develop a generic system that first asks the
user about the format of their morphological pro-
cessor and then activate the right module for the
conversion. We hope that with our effort we will
be able to offer a NLP resource to the community
which will eradicate the barrier of framework dif-
ferences.
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Abstract

Automatic selection of morphological
paradigm for a noun lemma is neces-
sary to automate the task of building
morphological analyzer for nouns with
minimal human interventions. Mor-
phological paradigms can be of two
types namely surface level morpholog-
ical paradigms and lexical level mor-
phological paradigms. In this pa-
per we present a method to automat-
ically select lexical level morphologi-
cal paradigms for Konkani nouns. Us-
ing the proposed concept of paradigm
differentiating measure to generate a
training data set we found that logis-
tic regression can be used to automat-
ically select lexical level morphological
paradigms with an F-Score of 0.957.

1 Introduction

Morphological analysis is required for many
NLP applications such as Spell Checkers,
Text to Speech Systems, Rule Based Machine
Translation, etc. Finite State Transducers
(FSTs) are ideal for developing Morphologi-
cal Analyzer for a language because they are
computationally efficient, inherently bidirec-
tional and can also be used for word genera-
tion. FST based Morphological Analyzers are
based on word and paradigm model, wherein
a word lemma is mapped to a correspond-
ing Morphological Paradigm. A Morpholog-
ical Paradigm is used to generate all possi-
ble word forms for a given word lemma. To
develop a FST based Morphological Analyzer
two resources namely Morphological Paradigm
List and Morphological Lexicon are required.
Morphological Paradigm List is prepared re-
ferring to grammar books, morphology relatéd?
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Department of Computer
Science and Engineering

[IT-Patna

pb@cse.iitp.ac.in

linguistics thesis in Konkani and elaborate dis-
cussions with linguists. Lemmas® in the lan-
guage are then mapped to appropriate Mor-
phological Paradigms to create a Morpholog-
ical Lexicon. Mapping of lemmas to Mor-
phological Paradigms is time consuming when
done manually.

Automating creation of Morphological Lex-
icon requires automatic mapping of lemmas
to morphological paradigms. Morphological
Paradigms can be defined at two level surface
level and lexical level. At surface level two
different morphological paradigms will gen-
erate a different Inflection Set for a given
lemma whereas at lexical level two different
morphological paradigms could generate same
Inflection Set for a given lemma. Thus au-
tomatically choosing a correct morphological
paradigm at the lexical level cannot be based
on Suffix Evidence Value as in previous used
methods (Carlos et al., 2009).

In this paper, we present the use of lo-
gistic regression for Automatic Lexical Level
Paradigm Selection designed to facilitate the
development of Morphological Lexicon. Here
we propose the concept of paradigm differen-
tiating measure (pdm) which has been used to
map lemmas to Lexical Level Morphological
Paradigms.

2 Related Work

Automatic mapping of word to a paradigm
have been done earlier for other languages.
An n-gram-based model has been developed
(Sanchez et al., 2012; Linden and Tuovila,
2009) to select a single paradigm in cases
where more than one paradigm generates the
same set of word forms. These systems use
POS information or some additional user in-

L Citation form of words
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put from native language speakers to map
words to paradigms, instead of a corpus alone.

Lexicon acquisition methods (Carlos et al.,
2009; Clement et al., 2004; Forsberg et al.,
2006; Mohammed et al., 2012) exist for many
languages that extract lemmas from a corpus
and map them to morphological paradigms.
Functional Morphology has been used to de-
fine morphology for languages like Swedish
and Finnish, and tools based on Functional
Morphology, namely Extract (Forsberg et al.,
2006) which suggest new words for a lexicon
and map them to paradigms, have been devel-
oped. To be able to use a tool like Extract,
the morphology of the language has to be fit-
ted into the Functional Morphology definition.

3 Terminology and Notations Used

Definition (Root, Stem, Base, Prefix
and Suffix): A Root is the basic part of a lex-
eme? which cannot be further analyzed, using
either inflectional or derivational morphology.
Root is that part of word-form that remains
when all derivational and inflectional affixes
have been removed. A Stem is that part of
the word form that remains when inflectional
suffixes have been removed. A Base (b;) is
that part of the word form to which affixes of
any kind can be added. It is a generic term
which could refer to a Root or a Stem. A Pre-
fiz is a bound morpheme that is attached at
the beginning of a Base. A Suffiz s; € Y." is a
bound morpheme that is attached at the end
of a Base.

Definition (Rule) An ordered 3-tuple («, 3,
~) is said to be a Rule used to convert a string
x; to a string y; where a="ADD/DELETE”
is an operation performed on input string x;;
B=position at which the operation specified in
« is to be performed on string x;; y=z; is the
argument for the operation to be performed.
Example: If z,=9@4(dhaa.Nvapa)® and
Rule= ("DELETE”, "JEND”, "Y(pa)”) where
a= "DELETE”; f="END”; y="4(pa)” with
respect to above Definition y;=#Td(dhaa. Nva).
Definition (Base Rule
(BFR)): An ordered n-tuple of Rules

Formation

2Lexeme is the basic unit of meaning. It is an ab-
stract unit of morphological analysis in linguistics, that
roughly corresponds to a set of forms taken by a single
word

Sgiaq(dhaa. Nvapa) (to run) 200

which is used to convert lemma [; to base b;
is said to be a Base Formation Rule BF R.
Example: If [;=94¥(bhasa)® and BFR=
("DELETE”, ”END”, "¥(sa)”),(”ADD”,
"END”, 7Q(sha)”)) with respect to above
Definition b;=412T(bhasha,).

Definition (Morphological Paradigm):
An ordered tuple (¢, {(¥1, w1,71 )see,(Vn, Wn,
Yn)}) where

e ¢=p;, a unique identifier for the ith

paradigm,

o 1;=BFR the Base Formation Rule corre-
sponding to the j** Base,

o wj = S aset of (suffix?, grammatical fea-
ture) ordered pairs corresponding to the
jt" Base and

e 7 = A boolean flag which is set to 1 if cor-
responding suffixes uniquely identify the
paradigm i.e. corresponding (1)}, w;) form
the paradigm differentiating measureS.

e n is the total number distinct bases for
the paradigm,

is said to be a Morphological Paradigm which
is used to generate the Inflectional Set i.e.
all the inflectional word forms, for the input
lemma.

Example: When the paradigm is given by

e p=P11,

o Y= ("DELETE”, "END?”,
"H(sa)”),("ADD”, "END”, "?l(sha)”)) is
the BFR corresponding to the first Base.

e w1 = {(3(e), singular oblique case),
(3% (cka), singular oblique accusative
case), (\ach[ (ekaUch), singular oblique
accusative case with emphatic clitic), ...

}
e m=1

o 9= ("DELETE”, "END”, "0”) is the
BFR corresponding to the second Base.

9 (bhasa) (language)

SHere suffix could be made up of more than one
suffix concatenated with each other

Sparadigm differentiating measure has been defined
in the following subsection.



{(::1(0), plural direct case), (£:7

° LUQ =
(och), plural direct case with emphatic
clitic), ...}

] ")/2 = O

() n:2’

If the input lemma = ¥N¥(bhaasa), then the
first Base is ¥I¥(bhaasha) and the second
Base is ¥N(bhaasa). The word forms gen-
erated by the above paradigm are as fol-
lows: {19 (bhaashe), 191& (bhaasheka), -
Qﬁ@ (bhaashekaUch), ... SR (bhaaso), 9RIE
(bhaasoch), ...}

Definition (Inflectional Set) A set W, of
all possible word forms generated by a Mor-
phological Paradigm with p; as paradigm iden-
tifier, for a lemma [; is said to be the In-
flectional Set for lemma [; with respect to
paradigm p;.

Example: If p;=P10, a verb Morphologi-
cal Paradigm and [j=walk with respect to
above Definition Wpilj:{walk, walks, walking,
walked}.

4 Types of Morphological
Paradigms:

A Morphological Paradigm is used to generate
the inflectional word forms for a given input
lemma. At the Surface Level, a Morpholog-
ical Paradigm generates a set of word forms
which can be expressed in an abstract man-
ner as {b;.s; : where b; is the Base; s; is the
Suffix}. At the Lexical Level, a Morpholog-
ical Paradigm generates a set of word forms
which can be expressed in an abstract manner
as {l;+grammatical features : where [; is the
lemma}.

Example: If the input lemma l;=dance, Word
forms generated at Surface Level are {danc-
ing, danced, dances, ...} where bj=danc. Word
forms generated at Lexical Level are {dance
+ present continuous, dance + past perfect,
dance + present, ...}.

Morphological Paradigms can differ from each
other either at the Surface Level or at the Lex-
ical Level

Surface Level difference between Mor-
phological Paradigms: Two Morphological
Paradigms are said to differ at surface level
when they generate different set of word forrt@1

at the Surface Level for a given input lemma.
Surface level difference implies that at least
one of the following two conditions is true.

e 7 at least one BFR that is not the same
amongst them.

o Jat least one suffix which is not the same
amongst them.

Lexical Level difference between Mor-
phological Paradigms: Two distinct Mor-
phological Paradigms are said to differ at lex-
ical level when they generate same set of word
forms at the Surface Level. Lexical level dif-
ference implies the following condition is true

e J at least one word form which has dif-
ferent grammatical features in the two
paradigms.

Each Morphological Paradigm is unique either
at the Surface or Lexical level. We refer to
the feature which makes the Morphological
Paradigm unique as paradigm differentiating
measure and is defined as follows

Definition (Paradigm Differentiating
Measure) The ordered tuple (v, w;) with
respect to Morphological Paradigm Definition
above is called paradigm differentiating mea-
sure if it occurs only once across all possible
paradigms.

Example 1: If set A and B represent two
sets of word forms generated by two different
paradigms p; and po respectively which differ
at the surface level, for a given lemma. Let set
A and B be given as follows:

A= { (b1.s1,f1), (b1-s2,f2),  (b1.83,f3),
(b1-84,f1), (b1.85,f5)}
B= { (bi-s1,f1), (b1-se,f2), (b1.83,f3),

(b1.54,f1), (b1.s5,f5)}

where b; is a base obtained using ;, s; is the
suffix obtained using w; and f; is the corre-
sponding grammatical feature.

From set A and B we observe that the word
forms differ only at the second entry namely
(b1.52,f2) € A and (by.s6,f2) € B hence the
corresponding (11, we2) in p; and (¢1, wa) in
po are the paradigm differentiating measure.
Example 2: If set C and D represent two
sets of word forms generated by two different
paradigms p; and po respectively which differ
only at the lexical level, for a given lemma.
Let set C and D be given as follows:



C= { (bisi,f1),  (bisiufz),  (b1-ss.f3),
(b1-54,f1), (b1.85,f5)}
D= { (b1.51,f1), (b1.s3,f2), (b1.53,f3),

(b1-84,f1), (b1.85,f5)}

where b; is a base obtained using v, s; is the
suffix obtained using w; and f; is the corre-
sponding grammatical feature.

From set C and D we observe that the word
forms are same at surface level but correspond-
ing grammatical features differ only at the sec-
ond entry namely (b1.51,f2) € A and (b;.s3,f2)
€ B hence the corresponding (11, ws) in p; and
(11, we) in py are the paradigm differentiating
measure.

5 Lexical Level Morphological
Paradigm Selection for Konkani
Nouns

A Konkani noun lemma can be mapped to
more than one Morphological Paradigm. The
noun Morphological Paradigms are such that
they all differ from each other either at the sur-
face level or at the lexical level. It is not possi-
ble to implement a Rule Based System to map
noun lemmas to Morphological Paradigms due
to ambiguity in paradigm selection presented
next.

5.1 Ambiguity in Paradigm Selection
for Konkani Nouns

Ambiguity in Paradigm Selection for Konkani
Nouns exists due to the following reasons
1. Formative Suffix attachment: There
is no known linguistic rule” to decide which
Formative Suffix is to be attached to the Base
to obtain the Inflectional Set. This gives
rise to ambiguity in choosing the appropriate
paradigm.
Example: When noun lemma does not end
with a vowel as in case of the noun lemma
Ulel(paala)(lizard); then three possible forma-
tive suffixes could be attached which gives rise
to three possible Stems namely YTeT], gTeft, qTet
(paalaa, paall, paale). Amongst these three
possible Stems only UTef! (paall) is the correct
choice. However no linguistic rule can be used
to arrive at the correct stem thus causing an
ambiguity in choosing a correct paradigm for
the input noun lemma.

7Linguistic rule based on noun lemma ending char-

acters alone in absence of knowledge of nouns graﬁbz
matical gender

2. Multiple paradigm for single noun
lemma: A single noun lemma could be
mapped to more than one noun paradigm.
This gives rise to another ambiguity is
paradigm selection.

Example: For lemma
RIS (mara ThI)(marathi language or marathi
speaking person); the same lemma will map to
two different paradigms for the two different
senses namely marathi language and maraths
speaking person. In such a case simply
computing Suffix Evidence Value SEV is not

enough to resolve ambiguity.

noun

3. Lexical level differences in paradigms:
Some paradigm differ only at lexical level and
generate the same Inflectional Set at surface
level. This is another ambiguity challenge
faced for paradigm selection.

Example: For noun lemma UM (paana)(leaf);
the same lemma will map to two different
paradigms which are same at the surface level.
This is because a single form in such paradigm
have two different grammatical features as in
case of UMI(paanaa) which could be singular
oblique form or direct plural form which is a
type of ambiguity.

5.2 Problem Statement

Given a set of noun lemmas LXy = {l; :
1 to n, where n is number of lemmas
which map to same surface level morphological
paradigms}; a set of Lexical Noun Paradigm
List PLN.= {(pi, {(BFRj, s1,91, pdmy)}) ¢ pi
is the paradigm identifier, BF'R; is the Base
Formation Rule, s; is the stem formative suffix
corresponding to the I** suffix group, g; is the
group identifier corresponding to the I** suf-
fix group, pdmy is the paradigm differentiating
measure flag corresponding to the I** stem for-
mative suffix, ¢ = 1 to ¢, where ¢ is number of
noun paradigms in L, j = 1 to r, where r is
number of Bases corresponding to the i* noun
paradigm and [ = 1 to s, where s is number
of Noun Suffix Groups corresponding to the
4" Base of i, noun paradigms} and Lexical
Training Data Set generate Lexical Level Noun
Morphological Lexicon set LXnn ={(l;,p;) :
l; € LXy, and p; € PLNL}

7 =



5.3 Design of Lexical Level Noun
Morphological Paradigm Selection

A training data set is prepared for each Lexical
Level Paradigm. The features used in the data
set are listed in Table 1.

Table 1: Data Set Features for Lexical Level
Paradigm Selection.

Name Feature Description

PID The paradigm identifier.

FregDSF  Number of times the direct
singular form of the noun oc-
curs in the corpus

FreqgSOF  Number of times the oblique
singular form of the noun oc-
curs in the corpus.

FreqPOF Number of times the oblique

plural form of the noun occurs
in the corpus.

These features were chosen after observ-
ing that, in Konkani Lexical Level Paradigms,
for one paradigm, the Direct Singular Form
(DSF) and Direct Plural Form (DPF) are the
same while for the other paradigm, Direct
Plural Form (DPF) and Plural Oblique Form
(POF) were the same. In general, these fea-
tures correspond to those word forms that
have multiple grammatical roles i.e. those
word forms which cause ambiguity. The intu-
ition behind choosing these features was that,
if in one paradigm a particular word form
has multiple grammatical roles, than its corre-
sponding relative frequency should differ from
the other paradigm where it has a single gram-
matical role.

Example: Let p; and p; be two paradigms
which are same at surface level but differ at
lexical level. Let [; be the input lemma. In
paradigm p;, let the word form w; have two
grammatical roles as in case of Konkani word
BIaR(phaatara) (stone) which is both Direct
Singular Form (DSF) and Direct Plural Form
(DPF). In paradigm pj, let the same word
form w; have only one grammatical role which
is Direct Singular Form (DSF) and has a dif-
ferent form w; for Direct Plural Form (DPF)
which is also Plural Oblique Form (POF).
Thus in the data set for paradigm p;, frequency
of DSF and POF will follow a different pattegg?’

when compared to frequency of DSF and POF
in pj.

To select appropriate machine learning
model for the training data set various ma-
chine learning algorithms were tested on the
training data set. The best performing model
namely Logistic Regression was chosen as the
learning model as it works well on numeric
data, is simple and performed better than
other machine learning classifiers as illustrated
in Table 2. We created a training data set with
356 noun lemmas and assigned the paradigm
identifier manually. This was used as a train-
ing model to pick lexical level paradigm for
the input lemma. The algorithm for the Lexi-
cal Level Morphological Paradigm Selection is
illustrated in Figure 1.

Algorithm: Lexical Level

Paradigm Selection

Morphological

Input: Noun lemma [;, Lexical Training
Data Set T'DS, set of unique corpus words
We, Lexical Noun Paradigm List (PrNp),
Pruned Relevant paradigm set Rp, Surface
Noun Paradigm List (PrNg)
Output:Relevant paradigm set with lexical
paradigms Rp.

/* Select appropriate Lexical Level
Paradigm */
For each p; € Rp
If p; € PLNp,
/* Compute corresponding Feature
Set F'S for Lexical Level Paradigm*/
FS = computeFeatureSet(l;,W¢, p;,
P.Ny)
R,, = applyLogisticRegression(T'DS,F'S)
Replace p; with R,, in Rp
End If
End For

Figure 1: Algorithm: Lexical Level Morpho-
logical Paradigm Selection for Konkani Noun.

6 Experimental Results and
Evaluation

The goal of the experiment was to identify a
machine learning model to automatically as-
sign lexical level morphological paradigms to
noun lemmas. To choose the model for lexi-
cal level paradigm assignment, we ran various



classification algorithms on our development
data sets created with features listed in Table 1
using 10 fold cross validation to determine the
best training model. The performance of ma-
chine learning classifiers on our data set are
tabulated in Table 2. Here Precision, Recall
and F-score are the weighted average values
generated.

Table 2: Model Selection for Lexical Level
Paradigm Selection.

Algorithm Precision Recall F-Score
Bayesian Classifiers

Naive 0.796 0.815 0.785
Bayes

Bayes Net 0.787 0.806 0.79
Function Classifiers

Logistic 0.94 0.941 0.94
Multilayer- 0.821 0.834 0.822
Perceptron

RBFNetwork 0.806 0.82 0.79
SimpleLogistic  0.958 0.958 0.957
SMO 0.839 0.798 0.723
Instance-Based Classifiers

B1 0.84 0.846 0.842
KStar 0.828 0.834 0.807
Ensemble Classifiers

AdaBoost 0.915 0.916 0.912
Bagging 0.937 0.938 0.938
Random 0.898 0.896 0.887
Sub Space

Decorate 0.952 0.952 0.951
Logit Boost 0.932 0.933 0.93
Rule-Based Classifiers

PART De- 0.94 0.941 0.94
cision List

Ridor 0.94 0.941 0.94
ZeroR 0.61 0.781 0.685
Decision Tree Classifiers

Random 0.928 0.93 0.928
Forest

Logistic 0.977 0.978 0.977
Model Tree

REPTree 0.936 0.935 0.936

Analyzing the performance of the various
classifiers from Table 2, We observe that 1204

gistic Regression based models namely Sim-
pleLogistic and Logistic Model Tree outper-
form other models. Hence Logistic Regression
was chosen as a training model to select rele-
vant lexical level morphological paradigm.

7 Conclusion

In this paper we present a method to auto-
matically select a lexical level morphological
paradigm for a Konkani noun lemma. We de-
fine paradigm differentiating measure and use
the same to select features and prepare the
training data set. The data set thus created
in used to identify logistic regression as an ap-
propriate model to select lexical level morpho-
logical paradigms for Konkani nouns with an
F-score of 0.957.
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Abstract

Restaurant recommendation systems are
capable of recommending restaurants
based on various aspects such as location,
facilities and price range. There exists
some research that implements restaurant
recommendation systems, as well as some
famous online recommendation systems
such as Yelp. However, automatically rat-
ing individual food items of a restaurant
based on online customer reviews is an
area that has not received much attention.
This paper presents Ruchi, a system ca-
pable of rating individual food items in
restaurants. Ruchi makes use of Named
Entity Recognition (NER) techniques to
identify food names in restaurant reviews.
Typed dependency technique is used to
identify opinions associated with different
food names in a single sentence, thus it
was possible to carry out entity-level senti-
ment analysis to rate individual food items
instead of sentence-level sentiment analy-
sis as done by previous research.

1 Introduction

Today, many factors affect a person’s selection of
a particular restaurant to dine in. People can find
information on factors such as price, wifi and ser-
vice from a restaurant’s website and/or brochures.
However, information about some important fac-
tors is not directly available. Ratings of individ-
ual dishes in restaurants is one such factor that
is not directly available. Therefore it is common
nowadays for people to rely on the reviews and rat-
ings in restaurant review sites given by other cus-
tomers. However, reading each customer review
on restaurant review sites is time consuming, bor-
ing and exhaustive. This becomes more complex
if someone wishes to search for a particular food
item that he is interested in.

205 .

Existing restaurant recommendation systems
such as Yelp do not have the facility to rate the
individual food items of a restaurant. Moreover,
as far as we are aware, existing research on restau-
rant recommendation systems has not focused on
rating individual food items of restaurants, except
for the work of Trevisiol et al. (2014).

This paper presents Ruchi (Ruchi means taste
in Sinhala and Tamil, the two local languages in
Sri Lanka), which is a system for rating indi-
vidual food items (both food and beverages) in
restaurants by automatically analyzing customer
reviews. It combines the techniques of machine
learning, natural language processing and infor-
mation retrieval.

In order to rate and recommend individual food
items, it was necessary to identify food names
in customer reviews, and the customer opinions
associated with them. Food names in reviews
are identified using a trained NER model. For
this purpose, a corpus' created from online cus-
tomer reviews for restaurants was automatically
annotated with food names extracted from various
sources. As far as we are aware, this is the only
freely available comprehensive corpus annotated
with food names. Opinions related to these identi-
fied food items are extracted using a typed depen-
dency parser. We then perform entity-level sen-
timent analysis to find the polarity of these opin-
ions. Finally individual food items are rated based
on the polarities of all the opinions received for
each of these food items.

The rest of the paper is organized as follows.
Next section discusses related work. Section three
gives an overview of sentiment analysis. Sec-
tion four discusses the data collection process.
Section five discusses research and development
work. Section six contains evaluation and discus-
sion, and finally section seven concludes the paper.

"https://raw.githubusercontent .com/
usoth09/Ruchi/master/res/review_train
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2 Related Work

Recommendation systems are available for many
domains, including online business, specific prod-
ucts, restaurants and movies. As for restaurant rec-
ommendation systems, a very popular recommen-
dation system is Yelp?. In Yelp, restaurant profiles
are rated using a large data set with customer rat-
ings and reviews. Yelp is capable of recommend-
ing the best restaurants, but not individual food
items. Tripadvisor® also provides restaurant rec-
ommendations. It recommends a set of restaurants
in a country that have famous food items, however
these food items are not rated.

Snyder and Barzilay (2007) used the good grief
algorithm to rate multiple aspects in restaurants.
In their approach, each review is given a rating of
1 to 5 for five different aspects in a restaurant re-
view: food, service, ambiance, value, and overall
experience. But they did not rate the individual
food items. Gupta et al. (2015) also discussed
about sentiment based summarizing of restaurant
reviews based on three aspects: food, ambiance
and service.

As far as we are aware, the work by Trevisiol
et al. (2014) is the only research that focused on
rating individual food items using customer re-
views. Their BuonAppetito system is capable of
recommending personalized menus in a restau-
rant. In this system, a menu is considered to be
comprised of food items. Food items are rated
based on the customer opinions in the customer
text reviews. The main difference between their
approach and our approach is that they have car-
ried out sentence-level sentiment analysis. In con-
trast, we carry out entity-level sentiment analysis.
This is because one sentence of a review can con-
tain more than one food item and associated opin-
ions. For example, consider the sentence “Pizza
was tasty but pasta was terrible”. Here two food
items are mentioned in one sentence - one has a
positive opinion and the other one has a negative
opinion. Therefore, if sentence-level sentiment
analysis was performed, the overall review will be
neutral. Despite the fact that we used a data set dif-
ferent to what was used by Trevisiol et al., we note
that our recommendation system achieved a better
precision and F1 measure than what was received
by Trevisiol et al.

nttp://www.yelp.com/
Shttp://www.tripadvisor.com
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3 Sentiment Analysis

Sentiment analysis is a natural language process-
ing technique that involves collecting and catego-
rizing opinions (Liu, 2010). Sentiment analysis
(or classification) can be done at different levels.

In document-level sentiment analysis, a whole
opinion document is classified as a positive
or negative sentiment (Liu, 2010; Liu, 2012).
Document-level sentiment analysis assumes that
each document expresses opinion on only one en-
tity. More fine-grained analysis can be done us-
ing sentence-level sentiment analysis. In this level,
each sentence is classified as positive, negative, or
neutral. However, sentence-level sentiment anal-
ysis is not capable of handling cases where a sin-
gle sentence contains opinions on multiple enti-
ties. Thus entity and aspect-level analysis can be
done to obtain better insight to customer opinions.
At aspect-level, opinions on multiple aspects (e.g.
food, service, ambiance, value and overall expe-
rience aspects of the restaurant entity, or the size
and color aspects of a mobile phone entity) are an-
alyzed.

In this research, different food items could be
considered as different aspects of the food entity in
restaurants. Note that food is considered an entity
here, rather than an aspect of a restaurant, as con-
sidered by Snyder and Barzilay (2007), and Gupta
et al. (2015). However, we see that using the term
aspect-level sentiment analysis is slightly mislead-
ing in our context, because in its true sense, a food
item is not really an aspect of food, as opposed to
color being an aspect of a mobile phone. Rather,
in our context, we see a food item as a sub-entity
of the food entity. Therefore in this paper, the term
entity-level sentiment analysis is used.

4 Data Collection

Data collection had two aspects - collecting restau-
rant reviews and collecting food names.

Multiple sources for review collection were
identified. These are Yelp, CityGrid* and tasty.1k>.
One of the biggest issues with customer review
system is opinion spam (Ott et al., 2013). Fake re-
views can lead to false conclusions. We only used
Yelp data source in our final system because Yelp
has its very own spam filtering mechanism.

Food names were collected from the A-Z of
Food and Drink dictionary published by Oxford

‘http://www.citygrid.com/
5tasty.lk



University (food Dictionary, 2015), food time-
line (food list, 2015) and the Oregon State Glos-
sary of food items (state food list, 2015).

5 Rating Individual Food Items in
Restaurant Reviews

Figure 1 shows our overall approach for rating
food items based on customer reviews. This
has four main steps: extracting food names from
customer reviews, associating opinions with each
food name in a review, calculating the sentiment
value for the given opinion, and finally rating the
food item using all the sentiment scores recorded
for it.

A NER system proceeded by a pre-processing
step was used to extract food names from customer
reviews. This NER system is particularly trained
for food domain using our food list. Opinion word
associated with each food item is determined us-
ing a typed dependency parser, and phrases that
contain only one subject (i.e. a food item) are cre-
ated. Sentiment analysis tool in the StanfordNLP
toolkit is used for sentiment analysis. We used a
modified version of Suresh et al. (2014)’s ranking
algorithm for rating food items using the sentiment
scores. Calculated ratings for the individual food
items are finally saved in a persistent storage.
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Figure 1: Overall system architecture

5.1 Pre-processing

In the pre-processing module, we focused on get-
ting various data sources to a usable format for the
NER module. Stemming, language detection, and
symbol removing are these pre-processing step52.07

5.2 Food Name Extraction

Named Entity Recognition (NER) was used for
food name extraction. An NER model trained for
the food name domain can be used to extract food
names from sentences without explicitly search-
ing for word tokens. POS tagging can be used to
get the noun phrase from sentences, so that while
training the NER, we can search only for noun
phrases to tag food names.

Apache OpenNLP machine learning toolkit ©
was used for NER purpose. OpenNLP toolkit
has NameFinder API for NER. It uses Maximum
Entropy principle to classify entities using a pre-
trained data model. Tokenized sentence should be
given as input to NameFinder to predict catego-
rized entities.

To make use of NER to identify food names in
restaurant reviews, a corpus annotated with food
names was required. Since such corpus was not
available, we had to create one. We automated
the process of creating a corpus by using the food
names we collected from various sources. Figure 2
shows the process of creating this annotated cor-
pus. We picked 150,000 reviews to create this cor-
pus. From these reviews, about 300,000 sentences
contained food names and thus got automatically

annotated.
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Food name NET List
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Sentence
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Sentence
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————)
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Figure 2: Process of creating the annotated corpus

First, each review was broken into its con-
stituent sentences. Sentence detector in the

6https ://opennlp.apache.org/



OpenNLP toolkit was used to break reviews into
sentences using punctuation characters. Then,
each of these sentences was tokenized and POS
tagged. The whitespace tokenizer and the POS
tagger (respectively) in the OpenNLP toolkit were
used for these tasks. The POS annotated to-
kens were then sent to the chunker, which com-
bines these tokens into syntactically correlated
parts of words, such as noun groups and verb
groups. This was required since some food items
have more than one token. Finally, the noun
groups are checked against the food name list we
have prepared, and matching noun phrases are
tagged with a unique tag (< START : food >
food_name < END >) to identify food item
names.

Now this annotated corpus could be used for
NER. However, sometimes the output was just
a part of the actual food name (e.g.: pepperoni
pizza was identified when the actual name was
Italian pepperoni pizza). This was because the
dish names of most of the restaurants are not just
the standard food names included in our food list.

A post-processing technique was used to elim-
inate this problem. This post-processing step is
based on the observation that the common features
(food names) come as noun phrases. So we first
picked up the noun phrases from each sentence us-
ing POS tags and checked each phrase with our
NER predicted food names. This process consid-
ers noun phrases around any food item as part of
that food name. If a phrase contains the predicted
name, then it will be considered as a food name.
It is equally possible to apply this post-processing
technique while annotating the corpus. However,
we decided against it in order to make our corpus
as general as possible, in order to use it for food
name detection in a different type of application,
say identifying food names in a supermarket con-
text.

5.3 Sentiment Analysis

In our system, we are rating individual food items,
therefore sentiment extraction is done at entity-
level. Sentences may contain several subjects with
different opinions. Stanford typed dependency
representation (De Marneffe and Manning, 2008)
is used to find the opinion associated with each
food item in a sentence, and to create phrases that
contain only one subject (i.e., a food name).
Many researchers have mentioned that opinigg8

words are usually adjective or adverb. Gupta et
al. (2015) have used two grammatical relations -
amod and nsubj, to determine the noun that an ad-
jective modifies. amod, short for adjectival modi-
fier is any adjectival phrase that serves to modify
the meaning of the noun phrase. nsubj, short for
nominal subject is a noun phrase, which is the syn-
tactic subject of a clause. In nsubj relation, there
is a possibility that both words involved are nouns
so we have to check for the presence of adjective
in the relation. Other than these two grammatical
relations, we also used advmod, which is the short
form for adjectival modifier. This is because ad-
verbs can also refer to opinion words.

First, opinion words are identified. Then other
words that have grammatical relationship with
food and opinion words are identified. After iden-
tifying all the words, we create opinion phrases
containing only one subject.

Once the opinion phrases are identified, their
sentiment orientation is determined by the senti-
ment analysis tool. Sentiment analysis tool in the
StanfordNLP toolkit was used for this purpose.
Sentiment analysis tool in the StanfordNLP toolkit
uses deep learning technique. This technique uses
arecursive neural sensor network to compute com-
positional vector representations for phrases of
variable length and syntactic type. These repre-
sentations will then be used as features to classify
each phrase.

Other than the deep learning method in the
StanfordNLP sentiment analysis tool, we also
experimented with few other machine learning
techniques (multilayer perceptron neural network,
Support Vector Machine (SVM), PART, REPtree,
Random Forest and J48) to determine the senti-
ment polarity of phrases. Since our system is for
restaurants, restaurant reviews were used to train
these algorithms. 1150 reviews were manually
tagged according to Stanford Sentiment Treebank
and were used to train the model.

StanfordNLP sentiment scores are: 4 - Very
Positive, 3 - Positive, 2 - Neutral, 1 - Negative,
0 - Very Negative.

In the Treebank representation, training data
structure is a binary tree. In the StanfordNLP sen-
timent analysis process, first the individual words
are assigned a sentiment score. Then two words
are combined and a single score is assigned to the
combined words. This process continues combin-
ing word with word, phrase with word and phrase



with phrase. Finally a sentiment score for the com-
plete opinion phrase can be obtained.

5.4 Rating System

Rating system aims at scoring the food items in a
restaurant based on customer reviews, using their
sentiment weight. In order to rate a particular food
item, sentiment weights assigned to it across all of
the reviews should be considered.

In order to rate the food items using weak and
strong positive and negative words, we first built
a subjectivity lexicon. A subjectivity lexicon is
a list of positive or negative opinion words. We
created a master list that contains this subjectiv-
ity lexicon (each word in the lexicon has a senti-
ment weight), an intensifier word list (really, very,
too, such etc.), and a negation word list (no, not
etc.). We prepared the subjectivity lexicon from
AFINN-111 word list” and the restaurant reviews
that were not used to test the system. The POS
tagged reviews are fed into our rating algorithm.

Our rating algorithm is an extension of Suresh
et al. (2014)’s opinion score assignment algorithm.
Suresh’s algorithm focused on word-level scor-
ing. However, in our approach, we focused on
sentence-level scoring since word-level scoring
mostly relies on sentiment weight of individual
words and it fails to calculate rate for complex sen-
tences. For example, if you consider the sentence
“pizza was good, not service”, this sentence has 2
opinion phrase and word-level score gives a wrong
rating for pizza.

The rating algorithm takes polarity tagged
phrases as input and provides a scoring value de-
pending on the polarity of the phrase. If the word
is POS tagged as an adverb or an adjective, it
is considered as an opinion word. If the word
appeared in a master list where all possible po-
larity words are classified according to sentiment
weight, the score is calculated according to the
sentiment weight of the word.

In the next step, if the opinion word is POS-
tagged as a superlative sentiment, the score is in-
creased or decreased by 2. If the opinion word is
POS-tagged as comparative sentiment, the score
is increased or decreased by 1. Words that mod-
ify the polarity (using negation word e.g. no) and
intensifiers (e.g. too, very) are also considered for
scoring the opinion word. Final score converges to
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a value between 1 to 5 according to the sentiment
score.

6 Results

Experiments were carried out to validate our (1)
corpus creation process, (2) food name extraction,
(3) sentiment analysis, and (4) the overall process.

Corpus creation process: In order to vali-
date our corpus creation, a sample set of reviews
containing 1000 sentences was randomly selected
from the tagged corpus. Then these sentences
were manually inspected to see how the tagging
process has performed. This manual investigation
identified 1898 occurrences of food names in these
1000 sentences. Out of these 1898 occurrences,
71.97% food names have been correctly tagged. It
was noticed that sometimes only a part of a long
food name was tagged.

Food name extraction: We used 1219 review
sentences with manually tagged food names to
evaluate the NER approaches. We achieved 63.2%
precision, and 83.5% recall by using Maximum
Entropy model technique of OpenNLP toolkit.

Sentiment analysis: We used 1150 sentiment

sentences hand selected from restaurant reviews
that included food names, and sentiments of each
of these sentences were manually tagged. Our
sentiment evaluation results obtained for differ-
ent machine learning techniques are summarized
in Table 1. However, after training the sentiment
model for the restaurant context using the deep
learning technique of StanfordNLP toolkit, we
achieved 85.74109% accuracy, 82.9684% recall,
98.2708% precision and 89.9736% F1-measure.
Deep learning technique is very promising. There-
fore we used deep learning in our final system.
For this experiment, our sentiment classification
demonstrated an improvement of 6.7% over Stan-
fordNLP baseline. We were able to achieve this
because we used a trained model containing food
item names.
Overall process: For the overall evaluation of the
system, reviews were manually tagged with rat-
ings. For each sentence in a review, all the food
names and the corresponding opinion were tagged
by human annotators. Whether the opinion rate
is 1 to 5 (very negative to very positive) was also
identified.

It is easy to judge whether an opinion of the sen-
tence is positive or negative. However, deciding
the opinion rate (score) can be somewhat subjec-



Table 1: Machine learning algorithm result for
sentiment classification

Algorithm precision | recall | F1

NeuralNetwork | 0.8072 0.7867 | 0.7665
SVM(SMO) 0.7798 0.7205 | 0.6634
PART 0.8047 0.8014 | 0.7914
DecisionTable | 0.8312 0.8161 | 0.8031
J48 0.8014 0.8047 | 0.7914
REPTree 0.8068 0.7941 | 0.7783
RandomForest | 0.7520 0.7573 | 0.7492
RandomTree 0.7523 0.7573 | 0.7527
Naive Bayes 0.8222 0.8235 | 0.8226

tive. In order to validate our human tagged rat-
ing for sentence opinion rate, we carried out an
inter-rater reliability (IRR) test. Each sentence
was given to a primary human tagger (participant)
and the secondary tagger (one of the authors). Fi-
nal rate value was calculated using joint probabil-
ity of agreement, and we received a joint proba-
bility of agreement value of 75%. Finally, all the
results generated by our system are compared with
the manually tagged result. Result of our final sys-
tem is evaluated with respect to precision and F1
measure using 10-fold cross validation. The aver-
age precision of our recommendation system was
0.4177 and F1 measure was 0.4518.

7 Conclusion

This paper presented Ruchi, a system capable of
rating individual food items. Ruchi makes use
of NER for extracting the food item names from
reviews, and typed dependency representation to
identify the customer opinions. A corpus created
from restaurant reviews was automatically tagged
to be used in NER, using a list of food names com-
piled from various resources. This automated ap-
proach proved to be effective in creating a large
corpus tagged with food names, as opposed to cor-
pora manually tagged (Yasavur et al., 2013).

As for future work, we are planning to modify
our system to be able to carry out time-based food
rating. This feature will give the rating based on
the reviews that were written within a preferred
time period and avoid giving false rating to food

items based on very old reviews.
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Abstract

Question classification is an important part in
Question Answering. It refers to classifying a
given question into a category. This paper
presents a learning based question classifier.
The previous works in this field have used
UIUC questions dataset for the classification
purpose. In contrast to this, we use the Web-
Questions dataset to build the classifier. The
dataset consists of questions with the links to
the Freebase pages on which the answers will
be found. To extract the exact answer of a
question from a Freebase page, it is very es-
sential to know the domain of the answer as it
narrows down the number of possible answer
candidates. Proposed classifier will be very
helpful in extracting answers from the Free-
base. Classifier uses the questions’ features to
classify a question into the domain of the an-
swer, given the link to the freebase page on
which the answer can be found.

1 Introduction

Question classification refers to finding out the
class to which a question belongs (Loni, 2011). In
traditional question answering systems, the an-
swers were extracted from the corpora. But more
recent question answering systems use structured
knowledge bases for extracting answers. One of
the popular knowledge bases is the Freebase. Free-
base is an online collection of structured data har-
vested from many sources. Freebase aims to create
a global resource which allows people (and ma-
chines) to access common information more effec-
tively. It was developed by the American software
company Metaweb. It has over 39 million topics
about real-world entities like people, places and
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things. The freebase data is organized and stored in
the form of a graph and each node in a graph has a
unique id. The data is classified into one of the 71
domains like people, location, sports etc. The do-
mains comprise of types and types comprise of
properties. To extract an answer from the freebase
we write MQL queries to query over Freebase
(Yao et. al, 2014A, Yao et. al,2014B). For exam-
ple: “Who are the parents of Justin Bieber?”. The
MQL query to find out the answer will be The
above MQL query, searches the freebase page with
the id “/en/justin_bieber”. The answer field
Ipeople/person/parents is left blank. The query re-
turns the answer by filling in the answer fields. The
/people is the domain which has /person as a type
and this type has /parents as a property. It is shown
in Fig. 1. If we do this manually by going to the
freebase page named Justin Bieber, we have to
scan through all the properties to find the answer.
But by knowing the domain i.e. people, only the
answers which fall under the people category are
scanned. Hence number of possible answer candi-
dates are

Query Answer
D "fen/justin_bieber"
i) "/en/justin_bieber”
= | "People/person/perent” [1
"People/person/perent” [1 v
"Pattie Mallette",
"Jeremy Bieber”
MQL JSON

Figure 1: MQL query and answer from Freebase

reduced which considerably reduces our effort and
time in finding the answer. In this approach, we
build a learning based classifier which can classify
a question into the domain of the answer. In case
of multiple domains, we select the most suitable

D S Sharma, R Sangal and E Sherly. Proc. of the 12th Intl. Conference on Natural Language Processing, pages 215-218,
Trivandrum, India. December 2015. (©2015 NLP Association of India (NLPAI)



domain. We have assumed that only the common
nouns can be the headwords of the questions. As a
result, only ~50% of the questions have headwords
present in them. We then use the feature set for
these ~500 questions for training using a LIBSVM
classifier. We get an accuracy of 76.565%.

2 Related Work

The previous works in this field have classified
the UIUC dataset published by Li and Roth (2004).
Li and Roth also defined a taxonomy with 6 course
and 50 fine grained classes. They used four ques-
tion features namely, (1) automatically acquired
named entity categories, (2) word senses in Word-
Net 1.7, (3) manually constructed word lists related
to specific categories of interest, and (4) automati-
cally generated semantically similar word lists.
They obtained an accuracy of 92.5% for 6 coarse
classes and 89.3% for 50 fine grained classes using
a learning bases classification approach. Silva et al.
(2011) used 5 features namely, (1) wh-word, (2)
headword, (3) WordNet semantic feature, (4) N-
grams and (5) word shape. They get an accuracy of
89.2% for coarse grained and 93.4% for fine
grained classes, using learning based approach.
Silva et al. (2011) obtained an accuracy of 90.8%
on fine grained and 95.0% on coarse grained
classes which is the highest accuracy reported on
this dataset. They used a hybrid of the rule based
and the learning based approach.

We use the before mentioned three features be-
cause they have contribute the most to the classifi-
cation process in the previous works mentioned
above. Thus we have a relatively smaller but rich
feature set.

3 Proposed Approach

A question can be treated as a bag of features.
These features then help us to map the question
with a class. We have considered three features
namely, the wh-tag, the similarities of the head-
word with the four domains (obtained using
WordNet Similarity package) and the question
unigrams as features. We use the WebQuestions
dataset for training and testing the classifier. The
WebQuestions dataset was created by the Stanford
NLP group. It consists of 3,778 training examples
and 2,032 test examples. On WebQuestions, each
example contains three fields: utterance: natural

212

language utterance. TargetValue: The answer pro-
vided by AMT workers, given as a list of descrip-
tions. url: Freebase page, where AMT workers
found the answer. We use the training samples
from the above dataset. We find out all the factoid
questions (which have a single answer) from the
dataset. There are about 2575 factoid questions out
of 3778.

We find out the headwords of all the given
questions. A headword is a word which the ques-
tion is seeking (a noun). For example: “Who are
the parents of Justin Bieber?” Here the word par-
ents is the headword. Out of 2575 nearly 1303
questions have headwords present. We then use
~500 questions from these questions for the train-
ing of our classifier. We manually classify the
questions by navigating to the url given with each
question and searching for the answer. Then the
domain of the answer is noted as the question
class. All the questions fall into one of the four
classes (domains) namely, people, location, gov-
ernment and sports. The classifier uses question
features for training the dataset. In this approach,
the question is treated as a bag of features. We use
three features namely, the wh-tag, the similarities
of the headword with the four domains (obtained
using WordNet Similarity package) and the ques-
tion unigrams as features.

3.1. Wh-word

A Wh-word is the word starting with wh with
which the question begins. In our dataset it is one
of what, which, why, where and who. If the wh-
word is who, then the question has a high probabil-
ity of falling into the people class. Similarly, for
the wh-word being where, the question may fall in
the location class.

Headword similarities with the four
classes

3.2.

A headword is a word the question is seeking. It
plays an important role in classifying a question.
For example if the headword is brother, the ques-
tion is seeking for a person and will probably fall
into the people class. This is because the word
brother is semantically related to the class people
more than the other three classes. Thus, we can use
the similarities of the headword with the four
classes as four separate features and take the active



Table |
Dependency tree’s priority list

Parent Direction Priority List

S Left VP S FRAG SBAR ADJP

SBARQ | Left SQ S SINV SBARQ FRAG

sQ Left NP VP SQ

NP Right by position | NP NN NNP NNPS NNS NX

PP Left WNP NP WHADVP SBAR

WHNP | Left NP

WHPP | Right WHNP WHADVP NP SBAR
feature as the one corresponding to the class to

which the headword is the most similar. To find
out the similarities we make use of WordNet
(Miller, 1995). WordNet is a large English lexicon
in which meaningfully related words are connected
via cognitive synonyms (synsets). The WordNet is
a useful tool for word semantics analysis and has
been widely used in question classification. We
make use of the WordNet Similarity package to
find out the similarities. For a pair of words, this
package computes the length of the path to reach
from one of the words to the other via the WordNet
network. It then computes the similarity based on
the path. The class which has the highest similarity
with the headword is marked as an active feature.
Starting from the root of the parse tree shown in

What are the countries in the united kingdom?

Parser: C:stanford-parser-full-2014-10-31\stanford-parser-3.5.0-models
edulstanfordinipimodelsilexparserenglishPCFG.ser.gz

ROQOT
I

SBARQ
VWHNP e

| T |

WF  VBP NP ?

T T

What are MNP FP

SN N

DT MNNS  IN NP

I e

the countries in DT VBN NN
| I |
the wunited kingdom

Figure 2: Parse tree traversal based on priority list

Fig. 2, the current node is matched with a parent.
Depending upon the parent, all the child nodes of
the current node are then compared with the cor-
responding priority list elements by the manner
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specified by direction. If the direction of search is
left by category then the algorithm starts from the
leftmost child and check it against items in priority
list and if it matches any, then the matched item
will be returned as head. Otherwise if the algo-
rithm reaches the end of the list and the child does
not match with any of the items, it continues the
same process with the next child. On the other
hand, if the search direction is left by position, then
the algorithm first starts checking the items in
priority list and for each item it tries to match it
with every child from left to right. The first
matched item is considered as head. we applied the
head rules starting from the root. The root of the
tree is SBARQ. On matching it with the parent tag
on table I, we get the rule comparing the children
of SBARQ with the right hand side of the rule we
get a match at SQ. We then match it with the table
and get the rule NP matches the right hand side and
in this way the procedure continued till we reach at
NN and capital is returned as the headword. Apart
from the head rules mentioned in table |, there are
three more rules which have been used to find out
the similarities are shown in table Il. Thus, the
question will fall into the class government as it
has the highest similarity with the question head-
word. Hence we use the semantic meaning of the
headword for classification.

Table 11
Domain classes and their similarities

Classes Similarity
Capital and People 0.1429
Capital and Location 0.2500
Capital and Government 0.3333
Capital and Sports 0.1111

headwords for some of the exceptions to the head
rules. parse tree traversal shown in figure 2. By
default the comparison is by category. They are:

1) When SBARQ has a WHXP child with at least
two children, WHXP is returned.

2) After applying the first rule, if the resulting
head is a WHNP containing an NP that ends
with a possessive pronoun (POS), we return
the NP as the head.

3) If the extracted headword is name, kind, type,
part, genre or group, and its sibling node is a
prepositional phrase PP, we use PP as the head
and proceed with the algorithm.



After finding out the headword we use the Word-
Net similarity package to find out the semantic
similarity of the headword with the four classes.

3.3. N-grams

An n-gram is a contiguous sequence of n items
from a given sequence of text or speech. We have
considered the question unigrams as features be-
cause they are simple and contribute in the ques-
tion classification process better than bigrams and
trigrams. We have not used the proper nouns in the
unigram feature set as the proper nouns cannot
help in the classification process. Further we have
also removed the stop words from the unigrams
because of their triviality. For example for the
question: What is the capital of India? The uni-
gram feature set will be {(What,1),(capital,1)}.
The Wh-word will also be a part of the unigrams.

4. Experimental Setup and Analysis

Out of 500 questions 379 questions are classi-
fied correctly shown in table Ill. The resultant ma-

TABLE Il
CORRECT AND INCORRECT CLASSIFIED INSTANCES OUT OF 500
379 76.565%
116

Correctly Classified

23.434%

In-Correctly Classified

trix shown in table 1V shows the accuracy of the
classified questions. In the idea case the matrix
should have all the non diagonal elements as 0. We

TABLE IV
RESULTANT MATRIX FOR FOUR CATEGORIES
A B C D CLASSIFIED AS
223 24 2 4 a = location
36 69 2 9 b = people
4 8 47 1 C = sports
12 11 3 40 d = government

see that the there is a discrepancy in the classifica-
tion matrix. The discrepancy is maximum for the
sports class. The discrepancy occurs because we
have tried to classify the dataset using only a com-
pact set of 312 features. To improve the accuracy,
we can increase the number of features and the no
of questions used for training. Also the domains
under the freebase cannot be classified using the
conventional classification techniques. We cannot
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always correctly classify the questions into their
freebase domains by the question’s features. Thus
the classifier performs average as expected for the
freebase domain classification as compared to the
conventional classification using the taxonomy
proposed by Li and Roth (2004).

5. Conclusion and Future Work

The accuracy obtained in classification is ~76%
which can be improved by increasing the size of
the feature set by adding more features like bi-
grams, N-grams, Word-Shapes, Question-Length,
Hypernyms,  Indirect-Hypernyms,  Synonyms,
Name Entities and Related-Words can be added to
the feature set. The Wordnet similarity used in the
project gives us the general similarity between two
words. Hence a sense disambiguation technique
can be used to improve the classification. Also we
have worked on the domain classification, which is
a new field of question classification. It will be
helpful during answer extraction from the Free-
base. We have ~312 features for each question, and
the number of questions used is ~500. Thus with a
comparatively compact dataset we have received
an accuracy of 76% which is promising for any
future work in this field.
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Abstract

Entity linking is the task of disambiguat-
ing entities in unstructured text by link-
ing them to an entity in a catalog. Sev-
eral collective entity linking approaches
exist that attempt to collectively disam-
biguate all mentions in the text by leverag-
ing both local mention-entity context and
global entity-entity relatedness. However,
the complexity of these models makes
it unfeasible to employ exact inference
techniques and jointly train the local and
global feature weights. In this work we
present a collective disambiguation model,
that, under suitable assumptions makes ef-
ficient implementation of exact MAP in-
ference possible. We also present an effi-
cient approach to train the local and global
features of this model and implement it in
an interactive entity linking system. The
system receives human feedback on a doc-
ument collection and progressively trains
the underlying disambiguation model.

1 Introduction

Search systems proposed today (Chakrabarti et al.,
2006; Cheng et al., 2007; Kasneci et al., 2008; Li
et al., 2010) are greatly enriched by recognizing
and exploiting entities embedded in unstructured
pages. In a typical system architecture (Cucerzan,
2007; Dill et al., 2003; Kulkarni et al., 2009; Milne
and Witten, 2008) a spotter first identifies short to-
ken segments or “spots” as potential mentions of
entities from its catalog. For our purposes, a cata-
log consists of a directed graph of categories, to
which entity nodes are attached. Many entities
may qualify for a given text segment, e.g., both
Kernel trick and Linux Kernel might qualify for
the text segment “...Kernel...”. In the second stage,
a disambiguator assigns zero or more entities 443

selected mentions, based on mention-entity coher-
ence, as well as entity-entity similarity.

Some of the recent work (Zhou et al., 2010; Lin
etal., 2012) shows that several mentions may have
no associated sense in the catalog. This is referred
to as the no-attachment (NA) problem (or NIL in
the TAC-KBP challenge (McNamee, 2009)). The
other, relatively lesser addressed challenge is that
of multiple attachments (Kulkarni et al., 2014),
where a mention might link to more than one enti-
ties from the catalog. This might often be a result
of insufficient context and has been acknowledged
by some of the recent entity disambiguation chal-
lenges!.

We present an approach to collective disam-
biguation of several mentions by combining vari-
ous mention-entity compatibility and entity-entity
relatedness features. Also, unlike most of the prior
work, we jointly learn the local and global feature
weights. Our Markov network-based model, along
with suitable assumptions, makes efficient learn-
ing possible. The model links mentions to zero or
more entities, thus offering a natural solution to
the problem of NAs and multiple attachments.

2 Prior Work

Earlier works (Dill et al., 2003; Bunescu and
Pasca, 2006; Mihalcea and Csomai, 2007) on
entity annotation focused on per-mention disam-
biguation. This involves selecting the best entity
to assign to a mention, independent of the assign-
ments to other mentions in the document. Wik-
ify! (Mihalcea and Csomai, 2007) for instance,
uses context overlap for disambiguation 