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Preface

Welcome to EMNLP 2010, Conference on Empirical Methods in Natural Language Processing! The
conference is organized by SIGDAT, the Association for Computational Linguistics’ special interest
group on linguistic data and corpus-based approaches to NLP, and is held this year as a stand-alone
conference at the MIT Stata Center, Massachusetts, USA on October 9-11. !

EMNLP 2010 received 500 submissions, a new record for the conference. The program committee was
able to accept 125 papers in total (an acceptance rate of 25%). Among them, 70 of the papers (14%)
were accepted for oral presentations, and 55 (11%) for poster presentations. The PC, which consists of
18 area chairs and 460 PC members from Asia, Europe, and North America, worked together to create
a strong program with high quality oral and poster presentations and enlightening invited talks.

First and foremost, we would like to thank the authors who submitted their work to EMNLP 2010. The
sheer number of submissions reflects how broad and active our field is. We are deeply indebted to the
area chairs and the PC members for their hard work. They enabled us to make a wonderful program
and to provide valuable feedback to the authors. We are very grateful to our invited speakers Kevin
Knight, Andrew Ng and Amit Singhal, who kindly agreed to give talks at EMNLP. Many thanks to
local arrangements chair, Regina Barzilay, who has made the conference smoothly held at the wonderful
venue of MIT; the publications chair, Eric Fosler-Lussier, who put this volume together with assistance
from Preethi Jyothi and Rohit Prabhavalkar; best paper award committee chair, Jason Eisner, who
lead the effort of selecting the best papers. Special thanks to David Yarowsky and Ken Church of
SIGDAT, as well as Jason Eisner, Philipp Koehn, Rada Mihalcea, who provided much valuable advice
and assistance in the past months. David Yarowsky also worked on the important issues of invitation
letters and travel grants. We are most grateful to Priscilla Rasmussen who helped us with various
logistic and organizational aspects of the conference. Rich Gerber and the START team responded to
our questions quickly, and helped us manage the large number of submissions smoothly; we would like
to thank them as well.

To enhance the quality of the conference, the program committee made a number of new efforts
and continued some existing good practices in PC management, paper selection, and conference
participation.

First, a strict process for selecting PC members was set up. PC members were first nominated by the
area chairs; PC co-chairs then carefully checked whether they were qualified as reviewers by looking
at their publications and academic experience. Second, a best reviewer award was created for the first
time in this conference. After the reviewing process, 86 outstanding PC members were selected as the
“best reviewers” as noted in the proceedings: they submitted all the reviews on time, made detailed,
constructive, and helpful comments, and actively participated in the paper discussion when necessary.
These recipients were first nominated by the area chairs and then endorsed by the PC co-chairs. The
awards are a recognition of the reviewers who really did hard work in reviews.

In paper selection, we created an author response period, as in the two previous EMNLP conferences.
Authors were able to read and respond to the reviews of their papers before the program committee
made a final decision. They were asked to correct factual errors in the reviews and answer questions

!Conference web site: http://www.Isi.upc.edu/events/emnlp2010/.
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raised in the reviewer comments. In some cases, reviewers changed their scores in view of the authors’
response; the area chairs read all responses carefully prior to making recommendations for acceptance.
As PC co-chairs, we did our best effort in final paper selection. The area chairs made accept/reject
suggestions to us on the papers in their areas. We carefully examined all the cases, discussing with
the area chars the submissions on which we had divergent opinions. In some cases, the original
suggestions by the area chairs were reversed after the discussions. The final paper selection was based
on the consensus of the program committee. The accepted papers were further classified into oral and
poster types, based on recommendations by the area chairs and discussions between the area chairs and
us. Those papers that are suitable for presentations for the general audience (novel, inspiring, widely
applicable, etc.) were selected as oral. After the paper notification, an independent committee for best
paper awards led by Jason Eisner was created. From the candidates nominated by the PC, the committee
performed independent reviews of the papers and made the best paper award selection, as listed in the
proceedings.

Since EMNLP is held in the US, many participants needed visas to attend the conference. In order to
help authors in the application for visas, a new procedure was implemented to anticipate the submission
of invitation letters. The information on whether the authors needed a visa was collected at the paper
submission time. The authors whose papers had average scores above a certain threshold were sent
invitation letters by David Yarowsky, even before paper acceptance notification. In this way, the authors
were given more time for their visa applications.

The success of a conference is really a result of the great efforts of everybody involved. We hope that
you enjoy the conference at the fantastic building of MIT Stata Center!

Hang Li and Lluis Marquez
EMNLP 2010 Program Co-Chairs
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Invited talks

“Why do we call it decoding?”
Kevin Knight, Information Sciences Institute, University of Southern California

The first natural language processing systems had a straightforward goal — decipher coded mes-
sages sent by the enemy. Sixty years later, we have many more applications! These include web
search, question answering, summarization, speech recognition, and language translation. This
talk explores connections between early decipherment research and today’s work. We find that
many ideas from the earlier era have become core to the field, while others still remain to be
picked up and developed.

“Unsupervised feature learning and Deep Learning”
Andrew Ng, Computer Science Department, Stanford University

Machine learning has seen numerous successes, but applying learning algorithms today often
means spending a long time laboriously hand-engineering the input feature representation. This
is often true for learning in NLP, vision, audio, and many other problems. To address this, re-
cently in machine learning there has been significant interest in unsupervised feature learning
algorithms, including “deep learning” algorithms, that can automatically learn rich feature rep-
resentations from unlabeled data. These algorithms build on such ideas as sparse coding, ICA,
and deep belief networks, and have proved very effective for learning good feature representa-
tions in many problems. Since these algorithms mostly learn from unlabeled data, they also have
the potential to learn from vastly increased amounts of data (since unlabeled data is cheap), and
therefore perhaps also achieving vastly improved performance. In this talk, I’ll survey the key
ideas in this nascent area of unsupervised feature learning and deep learning. I’ll outline a few
algorithms, and describe a few successful applications of these ideas to problems in NLP, au-
dio/speech, vision, and other problems.

“Challenges in running a commercial search engine”
Amit Singhal, Google, Inc.

These are exciting times for Information Retrieval and NLP. Web search engines have brought
IR to the masses. It now affects the lives of hundreds of millions of people, and growing, as
Internet search companies launch ever more products based on techniques developed in IR and
NLP research.The real world poses unique challenges for search algorithms. They operate at
unprecedented scales, and over a wide diversity of information. In addition, we have entered
an unprecedented world of “Adversarial Information Retrieval.” The lure of billions of dollars
of commerce, guided by search engines, motivates all kinds of people to try all kinds of tricks
to get their sites to the top of the search results. What techniques do people use to defeat IR
algorithms? What are the evaluation challenges for a web search engine? How much impact has
IR had on search engines? How does Google serve over 250 Million queries a day, often with
sub-second response times? This talk will show that the world of algorithm and system design
for commercial search engines can be described by two of Murphy’s Laws: a) If anything can go
wrong, it will, and b) If anything cannot go wrong, it will anyway.



Fred Jelinek Best Paper Award
The EMNLP-2010 Best Paper Award is named in memory of Fred Jelinek (18 Nov. 1932 - 14 Sept. 2010).

“Dual Decomposition for Parsing with Non-Projective Head Automata,”

Terry Koo, Alexander M. Rush, Michael Collins, Tommi Jaakkola and David Sontag

This paper introduces algorithms for non-projective parsing based on dual decomposition. We
focus on parsing algorithms for non-projective head automata, a generalization of head-automata
models to non-projective structures. The dual decomposition algorithms are simple and efficient,
relying on standard dynamic programming and minimum spanning tree algorithms. They prov-
ably solve an LP relaxation of the non-projective parsing problem. Empirically the LP relaxation
is very often tight: for many languages, exact solutions are achieved on over 98% of test sen-
tences. The accuracy of our models is higher than previous work on a broad range of datasets.
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Abstract

This paper introduces dual decomposition as a
framework for deriving inference algorithms
for NLP problems. The approach relies on
standard dynamic-programming algorithms as
oracle solvers for sub-problems, together with
a simple method for forcing agreement be-
tween the different oracles. The approach
provably solves a linear programming (LP) re-
laxation of the global inference problem. It
leads to algorithms that are simple, in that they
use existing decoding algorithms; efficient, in
that they avoid exact algorithms for the full
model; and often exact, in that empirically
they often recover the correct solution in spite
of using an LP relaxation. We give experimen-
tal results on two problems: 1) the combina-
tion of two lexicalized parsing models; and
2) the combination of a lexicalized parsing
model and a trigram part-of-speech tagger.

1 Introduction

Dynamic programming algorithms have been re-
markably useful for inference in many NLP prob-
lems. Unfortunately, as models become more com-
plex, for example through the addition of new fea-
tures or components, dynamic programming algo-
rithms can quickly explode in terms of computa-
tional or implementational complexity.! As a re-
sult, efficiency of inference is a critical bottleneck
for many problems in statistical NLP.

This paper introduces dual decomposition
(Dantzig and Wolfe, 1960; Komodakis et al., 2007)
as a framework for deriving inference algorithms in
NLP. Dual decomposition leverages the observation
that complex inference problems can often be
decomposed into efficiently solvable sub-problems.
The approach leads to inference algorithms with the
following properties:

!The same is true for NLP inference algorithms based on
other exact combinatorial methods, for example methods based
on minimum-weight spanning trees (McDonald et al., 2005), or
graph cuts (Pang and Lee, 2004).

e The resulting algorithms are simple and efficient,
building on standard dynamic-programming algo-
rithms as oracle solvers for sub-problems,’ to-
gether with a method for forcing agreement be-
tween the oracles.

o The algorithms provably solve a linear program-
ming (LP) relaxation of the original inference
problem.

e Empirically, the LP relaxation often leads to an
exact solution to the original problem.

The approach is very general, and should be appli-
cable to a wide range of problems in NLP. The con-
nection to linear programming ensures that the algo-
rithms provide a certificate of optimality when they
recover the exact solution, and also opens up the
possibility of methods that incrementally tighten the
LP relaxation until it is exact (Sherali and Adams,
1994; Sontag et al., 2008).

The structure of this paper is as follows. We
first give two examples as an illustration of the ap-
proach: 1) integrated parsing and trigram part-of-
speech (POS) tagging; and 2) combined phrase-
structure and dependency parsing. In both settings,
it is possible to solve the integrated problem through
an “intersected” dynamic program (e.g., for integra-
tion of parsing and tagging, the construction from
Bar-Hillel et al. (1964) can be used). However,
these methods, although polynomial time, are sub-
stantially less efficient than our algorithms, and are
considerably more complex to implement.

Next, we describe exact polyhedral formula-
tions for the two problems, building on connec-
tions between dynamic programming algorithms
and marginal polytopes, as described in Martin et al.
(1990). These allow us to precisely characterize the
relationship between the exact formulations and the

>More generally, other exact inference methods can be
used as oracles, for example spanning tree algorithms for non-
projective dependency structures.
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LP relaxations that we solve. We then give guaran-
tees of convergence for our algorithms by showing
that they are instantiations of Lagrangian relaxation,
a general method for solving linear programs of a
particular form.

Finally, we describe experiments that demonstrate
the effectiveness of our approach. First, we con-
sider the integration of the generative model for
phrase-structure parsing of Collins (2003), with the
second-order discriminative dependency parser of
Koo et al. (2008). This is an interesting problem
in its own right: the goal is to inject the high per-
formance of discriminative dependency models into
phrase-structure parsing. The method uses off-the-
shelf decoders for the two models. We find three
main results: 1) in spite of solving an LP relax-
ation, empirically the method finds an exact solution
on over 99% of the examples; 2) the method con-
verges quickly, typically requiring fewer than 10 it-
erations of decoding; 3) the method gives gains over
a baseline method that forces the phrase-structure
parser to produce the same dependencies as the first-
best output from the dependency parser (the Collins
(2003) model has an F1 score of 88.1%; the base-
line method has an F1 score of 89.7%; and the dual
decomposition method has an F1 score of 90.7%).

In a second set of experiments, we use dual de-
composition to integrate the trigram POS tagger of
Toutanova and Manning (2000) with the parser of
Collins (2003). We again find that the method finds
an exact solution in almost all cases, with conver-
gence in just a few iterations of decoding.

Although the focus of this paper is on dynamic
programming algorithms—both in the experiments,
and also in the formal results concerning marginal
polytopes—it is straightforward to use other com-
binatorial algorithms within the approach. For ex-
ample, Koo et al. (2010) describe a dual decompo-
sition approach for non-projective dependency pars-
ing, which makes use of both dynamic programming
and spanning tree inference algorithms.

2 Related Work

Dual decomposition is a classical method for solv-
ing optimization problems that can be decomposed
into efficiently solvable sub-problems. Our work is
inspired by dual decomposition methods for infer-
ence in Markov random fields (MRFs) (Wainwright

2

et al., 2005a; Komodakis et al., 2007; Globerson and
Jaakkola, 2007). In this approach, the MRF is de-
composed into sub-problems corresponding to tree-
structured subgraphs that together cover all edges
of the original graph. The resulting inference algo-
rithms provably solve an LP relaxation of the MRF
inference problem, often significantly faster than
commercial LP solvers (Yanover et al., 2006).

Our work is also related to methods that incorpo-
rate combinatorial solvers within loopy belief prop-
agation (LBP), either for MAP inference (Duchi et
al., 2007) or for computing marginals (Smith and
Eisner, 2008). Our approach similarly makes use
of combinatorial algorithms to efficiently solve sub-
problems of the global inference problem. However,
unlike LBP, our algorithms have strong theoretical
guarantees, such as guaranteed convergence and the
possibility of a certificate of optimality. These guar-
antees are possible because our algorithms directly
solve an LP relaxation.

Other work has considered LP or integer lin-
ear programming (ILP) formulations of inference in
NLP (Martins et al., 2009; Riedel and Clarke, 2006;
Roth and Yih, 2005). These approaches typically
use general-purpose LP or ILP solvers. Our method
has the advantage that it leverages underlying struc-
ture arising in LP formulations of NLP problems.
We will see that dynamic programming algorithms
such as CKY can be considered to be very effi-
cient solvers for particular LPs. In dual decomposi-
tion, these LPs—and their efficient solvers—can be
embedded within larger LPs corresponding to more
complex inference problems.

3 Background: Structured Models for NLP

We now describe the type of models used throughout
the paper. We take some care to set up notation that
will allow us to make a clear connection between
inference problems and linear programming.

Our first example is weighted CFG parsing. We
assume a context-free grammar, in Chomsky normal
form, with a set of non-terminals N. The grammar
contains all rules of the foorm A — B C' and A —
w where A, B,C" € N and w € V (it is simple
to relax this assumption to give a more constrained
grammar). For rules of the form A — w we refer
to A as the part-of-speech tag for w. We allow any
non-terminal to be at the root of the tree.



Given a sentence with n words, w1, wa, ... w,, a
parse tree is a set of rule productions of the form
(A — B C,ik,j) where A,B,C € N, and
1 <4 <k < j < n. Each rule production rep-
resents the use of CFG rule A — B C where non-
terminal A spans words w; ...w;, non-terminal B
spans words wj . ..wg, and non-terminal C' spans
words w1 - . . wj. There are O(|N|3n3) such rule
productions. Each parse tree corresponds to a subset
of these rule productions, of size n — 1, that forms a
well-formed parse tree.

We now define the index set for CFG parsing as

T={(A— BC,ikj) AB,CE€N,
1<i<k<j<n}

Each parse tree is a vector y = {y, : r € I},
with y,, = 1 if rule r is in the parse tree, and y, =
0 otherwise. Hence each parse tree is represented
as a vector in {0, 1}"™, where m = |Z|. We use )
to denote the set of all valid parse-tree vectors; the
set ) is a subset of {0,1}" (not all binary vectors
correspond to valid parse trees).

In addition, we assume a vector § = {0, : r €
T} that specifies a weight for each rule production.*
Each 6, can take any value in the reals. The optimal
parse tree is y* = argmaxycy ¥y -0 wherey -0 =
>, Yr0, is the inner product between y and 6.

We use y, and y(r) interchangeably (similarly for
0, and 6(r)) to refer to the r’th component of the
vector y. For example (A — B C,i,k,j) is a
weight for the rule (A — B C, i, k, j).

We will use similar notation for other problems.
As a second example, in POS tagging the task is to
map a sentence of n words wy ...w, to a tag se-
quence t; . ..t,, where each ¢; is chosen from a set
T of possible tags. We assume a trigram tagger,
where a tag sequence is represented through deci-
sions ((A,B) — C,i) where A,B,C € T, and
i € {3...n}. Each production represents a tran-
sition where C'is the tag of word w;, and (A, B) are

3We do not require rules of the form A — wy; in this repre-
sentation, as they are redundant: specifically, a rule production
(A — B C,i,k,j) implies a rule B — w; iff ¢ = k, and
C—wj;iffj=k+1.

“We do not require parameters for rules of the form A — w,
as they can be folded into rule production parameters. E.g.,
under a PCFG we define (A — B C,i,k,j) = log P(A —
B C | A)+ diklogP(B — w;|B) + k41,5 log P(C —
w;|C) where §;,, = 1if x = y, 0 otherwise.

the previous two tags. The index set for tagging is
Tiag = {((A,B) = C,i) : A,B,CeT,3<i<n}

Note that we do not need transitions for¢ = 1 or¢ =
2, because the transition ((A, B) — C, 3) specifies
the first three tags in the sentence.’

Each tag sequence is represented as a vector z =
{#zr 1 1 € Tiag}, and we denote the set of valid tag
sequences, a subset of {0, 1}|Itag‘, as Z. Given a
parameter vector 0 = {0, : r € Ti,s}, the optimal
tag sequence is arg max,cz z - 6.

As a modification to the above approach, we will
find it convenient to introduce extended index sets
for both the CFG and POS tagging examples. For
the CFG case we define the extended index set to be
7' = 7 U Zyn; where

Tumi = {(i,t) :i € {1...n},t €T}

Here each pair (i,t) represents word w; being as-
signed the tag t. Thus each parse-tree vector y will
have additional (binary) components y(i,¢) spec-
ifying whether or not word ¢ is assigned tag t.
(Throughout this paper we will assume that the tag-
set used by the tagger, 7', is a subset of the set of non-
terminals considered by the parser, N.) Note that
this representation is over-complete, since a parse
tree determines a unique tagging for a sentence:
more explicitly, for any ¢ € {1...n},Y € T, the
following linear constraint holds:

y(i,Y) = i: S y(X =Y Zii k) +

k=i+1X,ZEN

i—1
Y y(X = ZY,ki—1,i)
k=1 X,ZeN

We apply the same extension to the tagging index
set, effectively mapping trigrams down to unigram
assignments, again giving an over-complete repre-
sentation. The extended index set for tagging is re-
ferred to as Zi,,,.

From here on we will make exclusive use of ex-
tended index sets for CFG parsing and trigram tag-
ging. We use the set ) to refer to the set of valid
parse structures under the extended representation;

3As one example, in an HMM, the parameter 6((A, B) —
C, 3) would be log P(A|**)+log P(B|*A)+log P(C|AB)+
log P(w1|A) + log P(w2|B) + log P(ws|C), where x is the
start symbol.



each y € ) is a binary vector of length |Z’|. We
similarly use Z to refer to the set of valid tag struc-
tures under the extended representation. We assume
parameter vectors for the two problems, '8 ¢ RIZ'l
and 038 € R\ Ttagl,

4 Two Examples

This section describes the dual decomposition ap-
proach for two inference problems in NLP.

4.1 Integrated Parsing and Trigram Tagging

We now describe the dual decomposition approach
for integrated parsing and trigram tagging. First, de-
fine the set Q as follows:

Q={(y,2z):yeV,z€ Z,
y(i,t) = z(i,t) for all (i,t) € Zyni} (1)

Hence Q is the set of all (y,z) pairs that agree
on their part-of-speech assignments. The integrated
parsing and trigram tagging problem is then to solve

(y WAL Otag) 2

max
(y,2)€Q

This problem is equivalent to

. gcfg . Htag
mas (y +9(y) )

where g : )V — Z is a function that maps a parse
tree y to its set of trigrams z = g(y). The benefit of
the formulation in Eq. 2 is that it makes explicit the
idea of maximizing over all pairs (y, z) under a set
of agreement constraints y(i,t) = z(, t)—this con-
cept will be central to the algorithms in this paper.

With this in mind, we note that we have effi-
cient methods for the inference problems of tagging
and parsing alone, and that our combined objective
almost separates into these two independent prob-
lems. In fact, if we drop the y(i,t) = z(i,t) con-
straints from the optimization problem, the problem
splits into two parts, each of which can be efficiently
solved using dynamic programming:

(y*,2%) = (argmaxy - 0 arg max z - 0'28)

yey ZEZ

Dual decomposition exploits this idea; it results in
the algorithm given in figure 1. The algorithm opti-
mizes the combined objective by repeatedly solving
the two sub-problems separately—that is, it directly

4

Set uM) (i, ) « 0 for all (i,t) € Tyni
for k =1to K do

(k) .9cfs _ ®) (i it
y*) o argmax (y 2. P yGi.)
(17t)€1—uni

(k) . gtae 5 (; ;
2"« argmax (-6 ?t)gz .u (i,t)z(1, 1))

if 47 (i,t) = 2(F) (i, t) for all (i,t) € Zp; then
return (y(®), 2(F)
for all (i,t) € Zyni,
uFTD G 1) — u™ (1) +a (™ (4, 1) — 27 (4, 1))
return (y(%) 2(K))

Figure 1: The algorithm for integrated parsing and tag-
ging. The parameters o, > 0 for & = 1... K specify
step sizes for each iteration, and are discussed further in
the Appendix. The two arg max problems can be solved
using dynamic programming.

solves the harder optimization problem using an ex-
isting CFG parser and trigram tagger. After each
iteration the algorithm adjusts the weights u(i,1t);
these updates modify the objective functions for the
two models, encouraging them to agree on the same
POS sequence. In section 6.1 we will show that the
variables u(i,t) are Lagrange multipliers enforcing
agreement constraints, and that the algorithm corre-
sponds to a (sub)gradient method for optimization
of a dual function. The algorithm is easy to imple-
ment: all that is required is a decoding algorithm for
each of the two models, and simple additive updates
to the Lagrange multipliers enforcing agreement be-
tween the two models.

4.2 Integrating Two Lexicalized Parsers

Our second example problem is the integration of
a phrase-structure parser with a higher-order depen-
dency parser. The goal is to add higher-order fea-
tures to phrase-structure parsing without greatly in-
creasing the complexity of inference.

First, we define an index set for second-order un-
labeled projective dependency parsing. The second-
order parser considers first-order dependencies, as
well as grandparent and sibling second-order depen-
dencies (e.g., see Carreras (2007)). We assume that
Zqep 1s an index set containing all such dependen-
cies (for brevity we omit the details of this index
set). For convenience we define an extended index
set that makes explicit use of first-order dependen-



cies, Z'qep = Zaep U Zirst, Where

Tarst = {(4,4) : 1€{0...n},je{l...n},i #j}
Here (i,j) represents a dependency with head w;
and modifier w; (¢ = 0 corresponds to the root sym-

bol in the parse). We use D C {0, 1}‘I</iep| to denote
the set of valid projective dependency parses.

The second model we use is a lexicalized CFG.
Each symbol in the grammar takes the form A(h)
where A € N is a non-terminal, and h € {1...n}
is an index specifying that wy, is the head of the con-
stituent. Rule productions take the form (A(a) —
B(b) C(c),i, k,j) where b € {i... k}, c € {(k+
1)...7}, and a is equal to b or ¢, depending on
whether A receives its head-word from its left or
right child. Each such rule implies a dependency
(a,b) if a = ¢, or (a,c) if a = b. We take Zyeaq
to be the index set of all such rules, and I{nead =
Thead U ZLsrst to be the extended index set. We define
H C Ao, 1}‘I/h°ad| to be the set of valid parse trees.

The integrated parsing problem is then to find

(y*,d*) = arg max <y -ghead 4 . Odep) 3)

(y,d)eR
where R = {(y,d):y € H,deD,
y(Zv ]) = d(Z,j) for all (Zv ]) € Iﬁrst}

This problem has a very similar structure to the
problem of integrated parsing and tagging, and we
can derive a similar dual decomposition algorithm.
The Lagrange multipliers « are a vector in R/ Zrst|
enforcing agreement between dependency assign-
ments. The algorithm (omitted for brevity) is identi-
cal to the algorithm in figure 1, but with Z i, V, Z,
6°%, and 6'2¢ replaced with Zg,e;, H, D, 6724, and
9°P respectively. The algorithm only requires de-
coding algorithms for the two models, together with
simple updates to the Lagrange multipliers.

S Marginal Polytopes and LP Relaxations
We now give formal guarantees for the algorithms
in the previous section, showing that they solve LP
relaxations of the problems in Egs. 2 and 3.

To make the connection to linear programming,
we first introduce the idea of marginal polytopes in
section 5.1. In section 5.2, we give a precise state-
ment of the LP relaxations that are being solved
by the example algorithms, making direct use of
marginal polytopes. In section 6 we will prove that
the example algorithms solve these LP relaxations.
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5.1 Marginal Polytopes
For a finite set )/, define the set of all distributions
over elements in Y as A = {a € RPI : o, >
O,Zyey ay, = 1}. Each o € A gives a vector of
marginals, ;1 = 3, v, ayy, where j, can be inter-
preted as the probability that y,, = 1 for a y selected
at random from the distribution «.

The set of all possible marginal vectors, known as
the marginal polytope, is defined as follows:

M ={p €R™:Ja € A such that u = Zayy}
yey

M is also frequently referred to as the convex hull of
YV, written as conv()). We use the notation conv()))
in the remainder of this paper, instead of M.

For an arbitrary set )/, the marginal polytope
conv())) can be complex to describe.® However,
Martin et al. (1990) show that for a very general
class of dynamic programming problems, the cor-
responding marginal polytope can be expressed as

“)

where A is a p X m matrix, b is vector in RP, and the
value p is linear in the size of a hypergraph repre-
sentation of the dynamic program. Note that A and
b specity a set of p linear constraints.

We now give an explicit description of the re-
sulting constraints for CFG parsing:’ similar con-
straints arise for other dynamic programming algo-
rithms for parsing, for example the algorithms of
Eisner (2000). The exact form of the constraints, and
the fact that they are polynomial in number, is not
essential for the formal results in this paper. How-
ever, a description of the constraints gives valuable
intuition for the structure of the marginal polytope.

The constraints are given in figure 2. To develop
some intuition, consider the case where the variables
wy are restricted to be binary: hence each binary
vector p specifies a parse tree. The second con-
straint in Eq. 5 specifies that exactly one rule must
be used at the top of the tree. The set of constraints
in Eq. 6 specify that for each production of the form

conv(Y) ={p e R™: Au=0b,u >0}

SFor any finite set )V, conv())) can be expressed as {u €
R™ : Ap < b} where A is a matrix of dimension p X m, and
b € R? (see, e.g., Korte and Vygen (2008), pg. 65). The value
for p depends on the set ), and can be exponential in size.

"Taskar et al. (2004) describe the same set of constraints, but
without proof of correctness or reference to Martin et al. (1990).



VreZ, p>0; > X =Y Z1Lkn)=1 (5

X,Y,ZEN
k=1...(n—1)

VX € N,V(i,j) suchthat 1 < ¢ < j <mand (4,7) # (1,n):

Yo X =Y Zikg) = Y plY - Z X ki-17)
Y, ZeEN Y,ZeN
k=i...(j—1) k=1...(i—1)

+ E wY — X Zi,5,k)  (6)
Y,ZEN
k=(j+1)...n

VY eT, Vie{l...n}: pu(Y)=
DX =Y Ziii k) + Y (X — ZY,ki—1,i) (7)

X,ZEN
k=(i+1)...n

X,ZEN
k=1...(i—1)

Figure 2: The linear constraints defining the marginal
polytope for CFG parsing.

(X — Y Z,i,k,j)in a parse tree, there must be
exactly one production higher in the tree that gener-
ates (X, 1, j) as one of its children. The constraints
in Eq. 7 enforce consistency between the u(i,Y)
variables and rule variables higher in the tree. Note
that the constraints in Eqs.(5—7) can be written in the
form Ap = b, p > 0, as in Eq. 4.
Under these definitions, we have the following:

Theorem 5.1 Define ) to be the set of all CFG
parses, as defined in section 4. Then

conv(Y) = {u € R™ : u satisifies Eqs.(5-7)}

Proof: This theorem is a special case of Martin et al.
(1990), theorem 2.

The marginal polytope for tagging, conv(Z), can
also be expressed using linear constraints as in Eq. 4;
see figure 3. These constraints follow from re-
sults for graphical models (Wainwright and Jordan,
2008), or from the Martin et al. (1990) construction.

As a final point, the following theorem gives an
important property of marginal polytopes, which we
will use at several points in this paper:

Theorem 5.2 (Korte and Vygen (2008), page 66.)
For any set Y C {0,1}*, and for any vector 0 € R,

maxy -0 =

-0 8
yey com(y) ®

peconv(Y)

The theorem states that for a linear objective func-
tion, maximization over a discrete set ) can be
replaced by maximization over the convex hull
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Vr € Ling, vr >0

dou(X,Y) > 23)=1

X,Y,ZeT

VX eT,Vie{3...n—1}:

SV, 2) > X)) = > v((Y,X) > Zi+1)

Y,ZeT Y,ZeT

VX €T, Vie{3...n—2}:

Sou(V2) > Xi)= > v((X,Y) = Z,i+2)

Y,ZeT Y,ZeT

VX eT,Vie{3..n}: v(i,X)= Y  v((Y,Z)—> X,i)

Y,ZeT

VXeT: v(1,X)= > v((X,Y)—Z3)
Y,ZeT

VX eT: v(2,X)= Y v((Y,X)— Z23)
Y,ZeT

Figure 3: The linear constraints defining the marginal
polytope for trigram POS tagging.

conv()’). The problem MaX,,ccony(Y) M 0 is a linear
programming problem.
For parsing, this theorem implies that:

1. Weighted CFG parsing can be framed as a linear
programming problem, of the form max,ccony(y) H-
6, where conv()) is specified by a polynomial num-
ber of linear constraints.

2. Conversely, dynamic programming algorithms
such as the CKY algorithm can be considered to
be oracles that efficiently solve LPs of the form

maXcconv(y) K 0.
Similar results apply for the POS tagging case.

5.2 Linear Programming Relaxations

We now describe the LP relaxations that are solved
by the example algorithms in section 4. We begin
with the algorithm in Figure 1.

The original optimization problem was to find
max(y .ycQ (y- o°te 4 = . 0'2¢) (see Eq. 2). By the-
orem 5.2, this is equivalent to solving

max

X o) (# . p°fs +u. etag) )

To formulate our approximation, we first define:

Q' = {(1,v) : € conv(P),v € conv(Z),
w(i, t) = v(i,t) for all (i,t) € Tyn;}



The definition of Q' is very similar to the definition
of O (see Eq. 1), the only difference being that )
and Z are replaced by conv()) and conv(Z) re-
spectively. Hence any point in Q is also in Q'. It fol-
lows that any point in conv(Q) is also in Q’, because
Q' is a convex set defined by linear constraints.

The LP relaxation then corresponds to the follow-
ing optimization problem:

max

(M cocfe 1y gtag)
(wv)eQ!
Q' is defined by linear constraints, making this a

linear program. Since Q' is an outer bound on
conv(Q), i.e. conv(Q) C Q’, we obtain the guaran-
tee that the value of Eq. 10 always upper bounds the
value of Eq. 9.

In Appendix A we give an example showing
that in general Q' includes points that are not in
conv(Q). These points exist because the agreement
between the two parts is now enforced in expecta-
tion (u(i,t) = v(i,t) for (i,t) € Zyni) rather than
based on actual assignments. This agreement con-
straint is weaker since different distributions over
assignments can still result in the same first order
expectations. Thus, the solution to Eq. 10 may be
in @ but not in conv(Q). It can be shown that
all such solutions will be fractional, making them
easy to distinguish from Q. In many applications of
LP relaxations—including the examples discussed
in this paper—the relaxation in Eq. 10 turns out to
be tight, in that the solution is often integral (i.e., it
is in Q). In these cases, solving the LP relaxation
exactly solves the original problem of interest.

In the next section we prove that the algorithm
in Figure 1 solves the problem in Eq 10. A similar
result holds for the algorithm in section 4.2: it solves
a relaxation of Eq. 3, where R is replaced by

R' = {(u,v) : p € conv(H),v € conv(D),
(i, j) = v(i,j) forall (i,7) € Zgret }
6 Convergence Guarantees
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6.1 Lagrangian Relaxation

We now show that the example algorithms solve
their respective LP relaxations given in the previ-
ous section. We do this by first introducing a gen-
eral class of linear programs, together with an op-
timization method, Lagrangian relaxation, for solv-
ing these LPs. We then show that the algorithms in
section 4 are special cases of the general algorithm.

The linear programs we consider take the form

max (01 -1 + 02 - 22) suchthat Fxy = Fuy

r1€X1,22€ X2

The matrices £ € R7*™ and F' € R7*! specify ¢ lin-
ear “agreement” constraints between z; € R™ and
x9 € Rl The sets X, X» are also specified by linear
constraints, X1 = {x; € R™: Az; =b,z1 > 0}
and X9 = {xg eR: Cay = d,x9 > O}, hence the
problem is an LP.

Note that if we set X; = conv(})), Xo =
conv(Z), and define F and F' to specify the agree-
ment constraints j(7,t) = v(i,t), then we have the
LP relaxation in Eq. 10.

It is natural to apply Lagrangian relaxation in
cases where the sub-problems max,, ¢ x, 61 - x1 and
maxg,eXx, 02 - 2 can be efficiently solved by com-
binatorial algorithms for any values of 6;, 62, but
where the constraints Fx1; = Fze “complicate” the
problem. We introduce Lagrange multipliers u € R?
that enforce the latter set of constraints, giving the
Lagrangian:

L(u,l‘l,wg) = 91 | +92 “ Lo+ U - (E.Il — F(L'Q)
The dual objective function is

L(u)=  max  L(u,z1,22)

z1€X1,22€X2
and the dual problem is to find min e L(u).
Because X; and X are defined by linear con-
straints, by strong duality we have

min L(u) = (01 - 21 + 02 - 22)

ueR?

max
r1€X1,72€ X2:Ex1=F12

Hence minimizing L(u) will recover the maximum
value of the original problem. This leaves open the
question of how to recover the LP solution (i.e., the
pair (z7,z3) that achieves this maximum); we dis-
cuss this point in section 6.2.

The dual L(u) is convex. However, L(u) is
not differentiable, so we cannot use gradient-based
methods to optimize it. Instead, a standard approach
is to use a subgradient method. Subgradients are tan-
gent lines that lower bound a function even at points
of non-differentiability: formally, a subgradient of a
convex function L : R™ — R at a point « is a vector
gy such that for all v, L(v) > L(u) + gy - (v — u).



uD — 0
for k =1to K do
x(lk) — arg max,, ex, (01 + (u
x(k) «—ar 0y —
2 gmameXz( 2 (u
if Exgk) = Fx;k) return u ()
k1) — (k) — ak(Eajgk) — Fmgk))
(K)

(k))TE
(k))TF

)21

) - T2

return u

Figure 4: The Lagrangian relaxation algorithm.

By standard results, the subgradient for L at a point
u takes a simple form, g, = Ex] — Fz3, where

x] = arg xrflea))({l(gl + WHTE) - 2y

23 = arg max (62 — (u)TF) -z,
T2€X2

The beauty of this result is that the values of 27 and
x5, and by implication the value of the subgradient,
can be computed using oracles for the two arg max
sub-problems.

Subgradient algorithms perform updates that are
similar to gradient descent:

uFtD — k) gR)

where ¢(*) is the subgradient of L at u®) and o, > 0
is the step size of the update. The complete sub-
gradient algorithm is given in figure 4. The follow-
ing convergence theorem is well-known (e.g., see
page 120 of Korte and Vygen (2008)):

Theorem 6.1 If limy_ ..o, = 0 and > oo o =
00, then limy_oo L(u™®) = min, L(u).

The following proposition is easily verified:

Proposition 6.1 The algorithm in figure 1 is an in-
stantiation of the algorithm in figure 4,8 with X, =
conv(Y), Xo = conv(Z), and the matrices E and
F defined to be binary matrices specifying the con-
straints p(i,t) = v(i, t) for all (i,t) € Lyni.

Under an appropriate definition of the step sizes ay,
it follows that the algorithm in figure 1 defines a
sequence of Lagrange multiplers u(k) minimizing a
dual of the LP relaxation in Eq. 10. A similar result
holds for the algorithm in section 4.2.

8with the caveat that it returns (x&m, xé’”) rather than u(®.

6.2 Recovering the LP Solution

The previous section described how the method in
figure 4 can be used to minimize the dual L(u) of the
original linear program. We now turn to the problem
of recovering a primal solution (z7,z3) of the LP.
The method we propose considers two cases:

(Case 1) If Exgk) = F :cgk) at any stage during
the algorithm, then simply take (mgk) , mgk)) to be the
primal solution. In this case the pair (mgk) , mgk)) ex-
actly solves the original LP.° If this case arises in the
algorithm in figure 1, then the resulting solution is
binary (i.e., it is a member of Q), and the solution

exactly solves the original inference problem.

(Case 2) If case 1 does not arise, then a couple of
strategies are possible. (This situation could arise
in cases where the LP is not tight—i.e., it has a
fractional solution—or where K is not large enough
for convergence.) The first is to define the pri-
mal solution to be the average of the solutions en-
countered during the algorithm: Z; = ), l‘gk) /K,
To=D) xék) /K. Results from Nedié¢ and Ozdaglar
(2009) show that as K — oo, these averaged solu-
tions converge to the optimal primal solution.'® A
second strategy (as given in figure 1) is to simply
take (argK), ;UéK)) as an approximation to the primal
solution. This method is a heuristic, but previous
work (e.g., Komodakis et al. (2007)) has shown that
it is effective in practice; we use it in this paper.

In our experiments we found that in the vast ma-
jority of cases, case 1 applies, after a small number
of iterations; see the next section for more details.

7 Experiments

7.1 Integrated Phrase-Structure and
Dependency Parsing

Our first set of experiments considers the integration
of Model 1 of Collins (2003) (a lexicalized phrase-
structure parser, from here on referred to as Model

“We have that 6, -xﬁk) + 65 - xék) = L(u(’“),at(lm7 xgk)) =
L(u'®)), where the last equality is because :cgk) and xgk)
fined by the respective arg max’s. Thus, (acgk), x;k)) and u®
are primal and dual optimal.

0The resulting fractional solution can be projected back to

the set Q, see (Smith and Eisner, 2008; Martins et al., 2009).

are de-



Itn. 1 2 3 4 5-10 | 11-20 | 20-50 | **
Dep | 435 | 20.1 | 102 | 49 | 140 5.7 1.4 0.4
POS | 58.7 | 154 | 63 | 3.6 | 103 3.8 0.8 1.1

Table 1: Convergence results for Section 23 of the WSJ
Treebank for the dependency parsing and POS experi-
ments. Each column gives the percentage of sentences
whose exact solutions were found in a given range of sub-
gradient iterations. ** is the percentage of sentences that
did not converge by the iteration limit (K=50).

1),'! and the 2nd order discriminative dependency
parser of Koo et al. (2008). The inference problem
for a sentence « is to find

y* = argmax (f1(y) +v.f2(y)) (11)
yey

where ) is the set of all lexicalized phrase-structure
trees for the sentence x; fi(y) is the score (log prob-
ability) under Model 1; f5(y) is the score under Koo
et al. (2008) for the dependency structure implied
by y; and v > 0 is a parameter dictating the relative
weight of the two models.'?> This problem is simi-
lar to the second example in section 4; a very sim-
ilar dual decomposition algorithm to that described
in section 4.2 can be derived.

We used the Penn Wall Street Treebank (Marcus
et al., 1994) for the experiments, with sections 2-21
for training, section 22 for development, and section
23 for testing. The parameter v was chosen to opti-
mize performance on the development set.

We ran the dual decomposition algorithm with a
limit of K = 50 iterations. The dual decomposi-
tion algorithm returns an exact solution if case 1 oc-
curs as defined in section 6.2; we found that of 2416
sentences in section 23, case 1 occurred for 2407
(99.6%) sentences. Table 1 gives statistics showing
the number of iterations required for convergence.
Over 80% of the examples converge in 5 iterations or
fewer; over 90% converge in 10 iterations or fewer.

We compare the accuracy of the dual decomposi-
tion approach to two baselines: first, Model 1; and
second, a naive integration method that enforces the
hard constraint that Model 1 must only consider de-

""'We use a reimplementation that is a slight modification of
Collins Model 1, with very similar performance, and which uses
the TAG formalism of Carreras et al. (2008).

2Note that the models fi and fo were trained separately,
using the methods described by Collins (2003) and Koo et al.
(2008) respectively.

Precision | Recall | Fi Dep

Model 1 88.4 87.8 | 88.1 || 91.4
Koo08 Baseline 89.9 89.6 89.7 || 93.3
DD Combination 91.0 90.4 | 90.7 || 93.8

Table 2: Performance results for Section 23 of the WSJ
Treebank. Model 1: a reimplementation of the genera-
tive parser of (Collins, 2002). KooO8 Baseline: Model 1
with a hard restriction to dependencies predicted by the
discriminative dependency parser of (Koo et al., 2008).
DD Combination: a model that maximizes the joint score
of the two parsers. Dep shows the unlabeled dependency
accuracy of each system.

100 F e T L L i i i e e
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% certificates = = =
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Figure 5: Performance on the parsing task assuming a
fixed number of iterations K. f-score: accuracy of the
method. % certificates: percentage of examples for which
a certificate of optimality is provided. % match: percent-
age of cases where the output from the method is identical
to the output when using K = 50.

pendencies seen in the first-best output from the de-
pendency parser. Table 2 shows all three results. The
dual decomposition method gives a significant gain
in precision and recall over the naive combination
method, and boosts the performance of Model 1 to
a level that is close to some of the best single-pass
parsers on the Penn treebank test set. Dependency
accuracy is also improved over the Koo et al. (2008)
model, in spite of the relatively low dependency ac-
curacy of Model 1 alone.

Figure 5 shows performance of the approach as a
function of K, the maximum number of iterations of
dual decomposition. For this experiment, for cases
where the method has not converged for £k < K,
the output from the algorithm is chosen to be the
y®) for k < K that maximizes the objective func-
tion in Eq. 11. The graphs show that values of K
less than 50 produce almost identical performance to
K = 50, but with fewer cases giving certificates of
optimality (with K = 10, the f-score of the method
is 90.69%; with K = 5 it is 90.63%).



Precision | Recall Fq POS Acc
Fixed Tags 88.1 87.6 | 87.9 96.7
DD Combination 88.7 88.0 88.3 97.1

Table 3: Performance results for Section 23 of the WSJ.
Model 1 (Fixed Tags): a baseline parser initialized to the
best tag sequence of from the tagger of Toutanova and
Manning (2000). DD Combination: a model that maxi-
mizes the joint score of parse and tag selection.

7.2 Integrated Phrase-Structure Parsing and
Trigram POS tagging

In a second experiment, we used dual decomposi-
tion to integrate the Model 1 parser with the Stan-
ford max-ent trigram POS tagger (Toutanova and
Manning, 2000), using a very similar algorithm to
that described in section 4.1. We use the same train-
ing/devi/test split as in section 7.1. The two models
were again trained separately.

We ran the algorithm with a limit of K = 50 it-
erations. Out of 2416 test examples, the algorithm
found an exact solution in 98.9% of the cases. Ta-
ble 1 gives statistics showing the speed of conver-
gence for different examples: over 94% of the exam-
ples converge to an exact solution in 10 iterations or
fewer. In terms of accuracy, we compare to a base-
line approach of using the first-best tag sequence
as input to the parser. The dual decomposition ap-
proach gives 88.3 F1 measure in recovering parse-
tree constituents, compared to 87.9 for the baseline.

8 Conclusions

We have introduced dual-decomposition algorithms
for inference in NLP, given formal properties of the
algorithms in terms of LP relaxations, and demon-
strated their effectiveness on problems that would
traditionally be solved using intersections of dy-
namic programs (Bar-Hillel et al., 1964). Given the
widespread use of dynamic programming in NLP,
there should be many applications for the approach.

There are several possible extensions of the
method we have described. We have focused on
cases where two models are being combined; the
extension to more than two models is straightfor-
ward (e.g., see Komodakis et al. (2007)). This paper
has considered approaches for MAP inference; for
closely related methods that compute approximate
marginals, see Wainwright et al. (2005b).
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A Fractional Solutions

We now give an example of a point (i, ) € Q'\conv(Q)
that demonstrates that the relaxation Q' is strictly larger
than conv(Q). Fractional points such as this one can arise
as solutions of the LP relaxation for worst case instances,
preventing us from finding an exact solution.

Recall that the constraints for Q' specify that u €
conv(Y), v € conv(Z), and pu(i, t) = v(i,t) for all
(i,t) € Zuni. Since p € conv()), u must be a con-
vex combination of 1 or more members of V; a similar
property holds for v. The example is as follows. There
are two possible parts of speech, A and B, and an addi-
tional non-terminal symbol X. The sentence is of length
3, wy; wo ws. Let v be the convex combination of the
following two tag sequences, each with probability 0.5:
w1 /A wy/A ws/A and w1 /A wy/B ws/B. Let u be
the convex combination of the following two parses, each
with probability 0.5: (X (A w1)(X (A4 ws)(B w3))) and
(X (A w1)(X(B w2)(A ws))). It can be verified that
(i, t) = v(i,t) for all (,t), i.e., the marginals for single
tags for p and v agree. Thus, (u,v) € Q'.

To demonstrate that this fractional point is nrot in
conv(Q), we give parameter values such that this frac-
tional point is optimal and all integral points (i.e., ac-
tual parses) are suboptimal. For the tagging model, set
0(AA — A,3) = 0(AB — B, 3) = 0, with all other pa-
rameters having a negative value. For the parsing model,
set (X — A X,1,1,3) = (X — A B,2,2,3) =
(X — B A,2,2,3) = 0, with all other rule parameters
being negative. For this objective, the fractional solution
has value 0, while all integral points (i.e., all points in Q)
have a negative value. By Theorem 5.2, the maximum of
any linear objective over conv(Q) is equal to the maxi-
mum over Q. Thus, (u, V) & conv(Q).

B Step Size

We used the following step size in our experiments. First,
we initialized o to equal 0.5, a relatively large value.
Then we defined o, = g * 27", where 7y, is the num-
ber of times that L(u*)) > L(u*'~1) for ¥ < k. This
learning rate drops at a rate of 1/2¢, where ¢ is the num-
ber of times that the dual increases from one iteration to
the next. See Koo et al. (2010) for a similar, but less ag-
gressive step size used to solve a different task.
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Abstract

We study self-training with products of latent
variable grammars in this paper. We show
that increasing the quality of the automatically
parsed data used for self-training gives higher
accuracy self-trained grammars. Our genera-
tive self-trained grammars reach F scores of
91.6 on the WSJ test set and surpass even
discriminative reranking systems without self-
training. Additionally, we show that multi-
ple self-trained grammars can be combined in
a product model to achieve even higher ac-
curacy. The product model is most effective
when the individual underlying grammars are
most diverse. Combining multiple grammars
that were self-trained on disjoint sets of un-
labeled data results in a final test accuracy of
92.5% on the WSJ test set and 89.6% on our
Broadcast News test set.

1 Introduction

The latent variable approach of Petrov et al. (2006)
is capable of learning high accuracy context-free
grammars directly from a raw treebank. It starts
from a coarse treebank grammar (Charniak, 1997),
and uses latent variables to refine the context-free
assumptions encoded in the grammar. A hierarchi-
cal split-and-merge algorithm introduces grammar
complexity gradually, iteratively splitting (and po-
tentially merging back) each observed treebank cat-
egory into a number of increasingly refined latent
subcategories. The Expectation Maximization (EM)
algorithm is used to train the model, guaranteeing
that each EM iteration will increase the training like-
lihood. However, because the latent variable gram-
mars are not explicitly regularized, EM keeps fit-
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ting the training data and eventually begins over-
fitting (Liang et al., 2007). Moreover, EM is a lo-
cal method, making no promises regarding the final
point of convergence when initialized from different
random seeds. Recently, Petrov (2010) showed that
substantial differences between the learned g