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1 Introduction

Arguments are an important part of scientific writing and reflect the reasoning
of researchers during the scientific process. Therefore, identifying argumenta-
tive structures in scientific publications plays a key role in understanding the
scientific discourse and in making sense of massive amounts of scientific litera-
ture. It can help improving a bunch of other related computational tasks, such
as summarization of scientific literature [I0], research trend prediction [7] or
citation analysis [6].

Hence, the goal of this annotation study is to identify argumentative compo-
nents as well as their relations in scientific publications.

The present annotation guide gives an overview of the underlying argumenta-
tion theory that we are going to use and provides some examples as well as
system usage instructions.

Please read the guide carefully. If you have any questions, don’t hesitate to
ask.

2 A Model of Argumentation

There exists many models of argumentation, such as the one introduced by
Toulmin [I1] or Reed and Walton [§], inter alia. What most of these models
have in common is that they define several argumentative components and re-
lationships between them [5]. To minimize the complexity of the annotations,
we define the following two main component

1. Claim
A claim corresponds to the point an arguer is trying to make. It is an
assertion or a hypothesis made publicly for general acceptance and reflects
therefore the author’s opinion to a controversy. The claim can be identi-
fied by looking at certain key phrases such as we think .. or we suggest ...

INote that the examples in this section might not be completely annotated for the purpose
of reducing complexity when introducing the several parts of our annotation scheme.



Paraphrasing it as I/ We think that .. may help to identify it.

Ezxample: Harry is a British subject.

Interestingly, in scientific publications we can notice two types of claims:
Claims that describe the scientific community or the background of the
work, in contrast to claims that are made about the work of the authors
themselves. To capture those differences, we introduce two subcategories:

(a) Background_claim
These are claims that do not relate directly to the work presented
in the subject paper but that express a general believe or a general
attitude regarding the domain.

Example: ”The range of breathtaking realistic 3D models is only
limited by the creativity of artists and resolution of devices.” [I]

This sentence can be easily identified as a claim, because it corre-
sponds to a hypothesis that the authors are putting forward and on
which they are basing their arguments in the course of the article.
But, this claim relates to the domain of 3D models in general and
not specifically to the work the others are proposing. Therefore it
has to be annotated as background_claim.

(b) Own_claim
In contrast to the sub-category background_claim presented before,
own_claim is intended for capturing claims that relate directly to the
work, which is the topic of the subject paper, i.e. to the authors’
own work. In general, it provides more specific information.

Example: ”We provide detailed reasons why and how the inverse
operation can improve the results.” [1]

In this example the authors are claiming that their approach is supe-
rior to others. It is therefore a claim that relates to their own work
and has to be labeled as own_claim.

Right now we assume that background_claims can be typically found in
the introduction of the section while own_claims might be more present
in the middle of the paper. Usually, background_claims might be more
difficult to identify as claims — a very conservative annotator might not
annotate them at all.

. Data

Data is the fact which we present as support for the claim. It is often
also called evidence, ground, premise or precondition. It gives answer to
the questions: What are the facts supporting the claim? What is the ev-
idence? Why should someone believe this? In which particular case does



the claim hold?

It can for example be some kind of knowledge or an observation or even the
results of an experiment. In scientific writing, citations often correspond
to data, for example when the authors are referring to previous results to
support their hypothesis.

Ezxample: Harry was born in Bermuda.

Sometimes, claim and data might be difficult to distinguish and depend-
ing on the context, it might be possible that the same sentence belongs
to either the one or the other category. In case you are not sure ask
yourselves: Does the sentence really represent a fact? Something that is
already proven (data)? Or is it rather a statement the authors are making,
but that can be seen differently (claim)?

Apart from these components we define the following argumentative relation-
ships:

1. Supports
A Supports relationship is a directed relationship from a component a to
a component b if a backs b. Usually, this relationship exists from data
to claim, but in many cases a claim might support another claim. Other
combinations are still possible.

Example: ”Since [data: vertex transformations can be easily implemented
in the graphic card], [background_claim: SSD is very popular in circumstances

that require animating a number of characters in real time].” [1]

ts .
data 2PPO5 background_claim

2. Contradicts
A relationship of type contradicts represents the counterpart of the sup-
ports relationship, but in contrast, it is a bi-directional, i.e., symmetric
relationship. An instance of this type of relationship exists between a
component ¢ and a component b, if component a contradicts b and vice
versa.

Example: ”Given physical principles, [background_claim 1: this category
can generate more believable animation effects compared to its geometric
counterpart. But [background_claim 2: they are seldom applied to interactive
applications| because of the high cost of computing and complicated algo-
rithms.” [I]

contradicts

background_claim 1: +——— background_claim 2:

In general, the skeleton of a very simple argument can be illustrated graphically
as shown in figure [I] or using natural language as follows:

D, so C.

Fitting in the example dealing with Harry, we get the following argument:
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Data (D) PP} Claim (C)

Figure 1: A simple argument structure.

Harry was Support Harry is
born in a British
Bermuda (D) subject (C)

Figure 2: The simple argument structure applied to an example.

Harry was born in Bermuda, so Harry is a British subject.

An illustration of this argument structure applied to the example can be seen in
figure[2l In the simplest case, the relationships presented above exist between a
data component and a claim. But there might be also several data components
connected to a claim and a more complex argument might also include relation-
ships between claims. A more compound argument is illustrated in figure 3} In
case you have identified multiple claims inside the same publication, the claims
themselves may also have a certain relationship with each other. For example,
if you think for that the claims support each other (imagine a major claim and
a minor claim), you should connect the claims with a supports relation, such
that an inter-argument structure gets visible.

In addition to the two argumentative inter-component relationships presented
above, we have to specify a third "artificial” type of relation, which exist only
inside a single component, parts_of_-same, as well as a fourth non-argumentative
relationship, semantically_same.

e Parts_of same
In real-world examples of argumentative structures a single component,
such as for example a claim, might be split up in several parts. Never-
theless, we would like to be able to recognize that those parts actually
belong to the same component and should be treated in that way. We
specify a new type of relationship, being bidirectional, intra-component,
and non-argumentative for identifying such discontinous components.

Example: [background_claim 1: Tense interpretation has received much
attention in linguistics] (Partee (1984), Hinrichs (1986), Nerbonne (1986),
inter alia), [background_claim 2: and natural language processing] (Web-
ber (1988), Kameyama et al.(1993), Lascarides and Asher (1993), inter
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Figure 3: A complex argument: Claim C2 is contradicting claim c1; both claims
are supported by corresponding data.

alia).” []
parts_of_same

background_claim 1 +—————— background_claim 2

e Semantically_same
When presenting work in science, the authors often repeat certain parts of
their argumentation to underline their importance or to remind the reader
of what was said before with regard to what is coming next. This means,
that we could find multiple instances of a single argumentative component,
e.g. maybe the concrete wording of two text spans might differ, but they
are essentially expressing the same claim. To capture those cases, we intro-
duce a symmetric and non-argumentative relationship, semantically_same.

Example: ”This section will describe the implementation of our inverse
algorithm and why [own_claim 1: it is an improvement]. (...) We call the
PSD scheme without the inverse operation as “forward PSD”, and com-
parison to it will be used to demonstrate [own_claim 2: the superiority of
the inverse method].” [1]

semantically_same .
own_claim 2

own_claim 1
In case you encounter more than two instances of essentially the same
component you do not have to draw the relationship to all instances, but
to the last instance of that component that you have already connected.

To sum up, the component types which you can choose during the annotation
process are background_claim, own_claim, and data. In addition, you may assign
two types of argumentative relationships, supports and contradicts, as well as
two non-argumentative relationships, parts_of_-same and semantically_same.

/A Note that we do not want to annotate whole sentences only, i.e. we would



like to study annotation on a fine-grained level in which single argumentative
components might consist of a single clause or even of a citation marker only.
Therefore, there might be also several components of different types present in
the same sentence. Please always try to annotate the minimal text span and
omit conjunctions, such as ”"because”’, when they are not part of an argumen-
tative component but rather connecting multiple. The annotated span must be
understandable on its own.

Example: ”But they are seldom applied to interactive applications because of
the high cost of computing and complicated algorithms.” [I]

Annotate as claim ”they are seldom applied to interactive applications” but not
"seldom applied to interactive applications” (also no ”"but” or ”because” in the
span).

3 The Annotation Process

When performing the annotation, we recommend the following process:

1. Read the whole publication from the beginning to the end to get an
overview about the structure of the paper as well as about the overall
content.

2. Then, start from the introduction section, i.e., you can leave out the ab-
Stractﬂ and read sentence by sentence carefully.

3. For each sentencd}

(a) Decide: Does it contain argumentative components or not?

(b) If yes, which parts of the sentence,i.e., text spans, of the sentence are
argumentative (the whole sentence, a relative clause, etc.)?

(¢) Whenever you have identified an argumentative part(s), decide whether
they are of type data or claim and in case you identify a claim, choose
one of the two subcategories background_claim and own_claim.

(d) Next, in case you have identified several parts: Do they actually
belong together but are just split because of linguistic reasons? If
yes, assign a parts_of_same relationship.

(e) For each argumentative component identified think about other pos-
sible relationships that might hold between other already identified
components.

(f) If you identify such a relationship: Of which type is it (supports,
contradicts or semantically_same)?

4. Finally, go again through your annotations and check whether they make
sense.

2Similarly, you can leave out the appendix and the acknowledgements.
3Keep in mind that in theory, components might also consist of more then one sentence!



A\ If you encounter problems or difficult cases, please collect them, such that we
can discuss them in our training sessions. Please copy the corresponding text
spans and paste them together with your questions or thoughts in our discussion

file.
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Consistency Rules and other Remarks

In order to increase the consistency of the annotations, please stick to the fol-
lowing rules when annotating.

1.

Punctuation

Whenever you mark a text span and this span ends with a punctuation
(comma, period, semicolon, colon, etc.) do not include this symbol into
your annotation.

Example: ” Therefore, [own_claim: providing a flexible and efficient solution

to animation remains an open problem].” [1]

References

As said before, references are often used as data. Whenever you encounter
this constellation, make sure that you only mark the minimal span and
omit brackets, parentheses etc.

Example: ”[background_claim: A nice review of SSD is given] in [data:

1]

Preconditions

We would like to capture preconditions for claims as data. Cue phrases in-
dicating preconditions are for example ”if”, ”for”, ”in the case of”, " when-
ever”, "when” etc. But naturally there might be constellations, in which
these phrases are not related to a precondition. In case they are, make
sure that you only mark the precondition itself and not the cue phrase.
Example: "For [data: small deformations, [own_claim: both algorithms

produce similar results], as in the [data: second row of Figure 6] (..).” [3]

. Examples

Sometimes, the authors use examples to support their argumentation.
Therefore, in many cases, examples correspond to data. Similar to pre-
conditions, we only want to capture the examples and not the cue phrases,
such as ”"such as”, "e.g.”, ”for example”, ”for instance” etc. Also, please
mark each example separately.

Example: ”Each time when [data: a frame goes wrong|, [background_claim:
a production cannot afford major revisions| such as [data: resculpting

models] or [data: re-rigging skeletons].” [T}

Figures and Tables

Especially when presenting results, the authors often refer to tables or
figures in order to support their claims. In such a case, a figure corre-
sponds to data. Again, make sure that you only mark the minimal spans.




Note that this also applies to other specific parts of the publications, e.g.,
sections.

Example: 7 As explained in the [data: next section], [own_claim: the SBS
works on a circular arc instead of segment], see [data: Figure 1].”

6. Structure-related hints
The overall structure of a scientific publication might already give you a
hint which argumentative components you might encounter. Of course,
you should not rely on this and you might encounter many variations.
Nevertheless, it might help to keep in mind which part of the paper you
are currently annotating. The structure of a computer science paper and
the types of components you will find are typically like this:

e Introduction: Mostly background_claims, but in the end own_claims

e Related Works: Mostly background_claims, often references as data

e Method or Implementation: In the beginning maybe some back-
ground_claims, but mostly own_claims; it might have less argumen-
tative components, as authors are often relatively descriptive in this
part

e Experiments or Results: Mostly own_claims, often figures and tables
as data

e Conclusion: Some background_claims, mostly own_claims.

5 Examples

5.1 Example 1

e A

Example taken from [2]:

” Although [background_claim: the scheme was originally proposed as
a preferred way of implementing the independence assumption]|, we
suggest that [own_claim 1: it is also appropriate for implementing
similarity-based models, as well as class-based models]. [own_claim 2:
It enables us to rely on direct maximum likelihood estimates] when
[data 1: reliable statistics are available, and only [data 2: otherwise]
own_claim 3: resort to the estimates of an ’indirect’ model].”

Relations:

] contradicts q
background_claim <————— own_claim 1

o supports o
own_claim 2 —— own_claim 1
supports o
data 1 —>t own_claim 2
supports g
data 2 ———— own_claim 3
g supports 0
own_claim 3 ——— own_claim 1




In this example the phrase ”we suggest” indicates that the authors are trying
to make an argumentative point. We can easily reformulate this part of the
example as: We think that it [the model] is also appropriate for .. . Also, this
statement is an important part of the authors’ work. Therefore, it should be
labeled as own_claim. But it contradicts a claim that was made about the related
works (background_claim) before. Furthermore, after making their statement,
the authors explain why they think so, i.e. they provide evidence for convincing
the reader of their statement. Therefore, that sentence has to be labeled as data.
In addition to annotating both components, please indicate the relationship
between them by drawing a relation of type supports from the data to the
claim.

5.2 Example 2

' )

Example taken from [4]:
[background_claim 1: Tense interpretation has received much attention

in linguistics| ([data 1: Partee (1984)], [data 2: Hinrichs (1986)], [data
3: Nerbonne (1986)], inter alia), [background_claim 2: and natural

language processing] ([data 4: Webber (1988)], [data 5: Kameyama et
al. (1993)], [data 6: Lascarides and Asher (1993)], inter alia).

Relations:

parts_of_same

background_Claim 1 ———————— background_claim 2

supports

data 1 ——— background_Claim 1

supports

data 2 ——— background_Claim 1

data 3 SUPPOS, background_Claim 1

supports

data 4 ——— background_claim 2

supports

data 5 ——— background_claim 2

supports

data 6 ——— background_claim 2

\. J

Interestingly, in this example, the authors do not announce that a claim is
made. There is no clear linguistic clue. Furthermore, regarding the discourse
structure of the publication, the phrase ” Tense interpretation has received much
attention in linguistics [..] and natural language processing [..].” is not the
central hypothesis. Instead, it’s just some kind of background information the
authors are adding, such that the readers understand that the topic is important.
Nevertheless, when looking at the micro-structure of arguments, we can find
argumentative components here and as we can easily rephrase the sentence as
”We think that tense interpretation has received much attention in linguistics

” we should label the phrase therefore as background_claim.
Another interesting aspect of this example is, that proof for the claim is not
provided in terms of numbers or long textual explanations but just in form of
references to other publications that are provided as examples. Therefore, the



references have to be labeled as data. More specifically, as each citation provides
already some kind of evidence on it’s own, each reference has to be marked as a
single component. Note that we also have to add a relation which indicates that
the two parts of the claim actually belong together. Therefore, you should draw
a relation of type parts_of-same from background_Claim 1 to background_Claim
2. Note that we only want to annotate the references and not the parentheses
around them.

5.3 Example 3

' )

Example taken from [4]:

"We argue that [own_claim: aspects of both analyses are necessary to
account for the recovery of temporal relations.] To demonstrate our
approach we will address the following examples; passages [..] are taken
from Lascarides and Asher (1993).”

\. J

”

Here, the claim is is clearly announced by the phrase ”We argue that ..
The authors state that they are now going to make their major claim, which
they gonna argue for using some examples. But one has to be careful: The
authors do not explain the facts why they think their claim holds, instead they
just announce that they are going to do so. Therefore, the second part of the
excerpt must not be labeled as data.

5.4 Example 4

Example taken from [4]:

"lown_claim 1: The tenses used may not completely specify the implicit
temporal relations between the described events]. We claim that
[own_claim 2: these relations may be further refined by constraints
imposed by the coherence relation operative between clauses]. We
describe three coherence relations relevant to the examples in this paper
and give temporal constraints for them.”

Relations:

o supports 0
own_claim 1 —— own_claim 2

\. J

Here, we encounter two claims regarding the method of the authors. There-
fore, both have to be marked as own_claim. The second claim is announced by
"We claim that [..]” but the first one is more difficult to identify. Still, the first
claim provides reason why the relations should be further refined. Therefore, a
relationship of type supports needs to be drawn.

10



5.5 Example 5

Example taken from [I]:

”For the situation where other unknown skinning operations are adopted,
we propose a unified framework which will be discussed in the following
section.”

In this example, nothing should be annotated because the authors are just
saying that they propose something, but they are not stating any particular

property about the framework.

5.6 Example 6

7

Example taken from [3]:

"[own_claim 1: The proposed skin deformation system is by no means
perfect]; [own_claim 2: it cannot compete with complex, layered
models]. However, [own_claim 3: the SBS algorithm offers reasonable
price for elimination of the notorious LBS artifacts.]”

Relations:

. supports .
own_claim 2 2222 own_claim 1

. contradicts .
own_claim 1 own_claim 3

. contradicts .
own_claim 2 +——— own_claim 3

Here, the authors are making three points: First of all, they claim that their
system is not perfect. As this directly relates to their own work, this statement
has to be annotated as own_claim. Similarly, the second and the third claim
are of type own_claim. Moreover, the second claim provides reason for the first
claim. Therefore, own_claim 2 supports own_claim 1. In contrast, the third
claim is introduced with the adverb "however”, which corresponds to a hint
that the following statement is inconsistent with what was said before. Hence,

own_claim 8 contradicts the two former claims.

11




5.7 Example 7

e )

Example taken from [3]:

"First, if [data: we substitute r ¢ in place of v], [own_claim 1: no rotation
occurs|, which means that [own_claim 2: r c is] indeed [own_claim 3: a

center of rotation].”

Relations:

supports .
data own_claim 1

. supports .
own_claim 1 ——— own_claim 2

. parts_of_same .
own_claim 2 +———— own_claim 3

This sentence exposes a reasoning structure, which is indicated by ”if .. 7.
In such cases, we would like to capture the precondition introduced by "if” as
data (note that we do not want to annotate the ”if” itself), while the second
part, which in this case is not explicitly marked by ”then”, has to be annotated
as claim. Here, the authors relate to their own work, which is why it is of type
own_claim. As the part starting with ”if” represents a precondition, it supports
the second part. Furthermore, the authors follow from these two parts that ”[..]
r ¢ is indeed a center of rotation.” The word ”indeed” just corresponds to a
figure of speech. Therefore, we exclude it from the text span marking only the
rest as claims and connecting those two latter parts with parts_of-same. The
first claim supports the whole construct involving own_claim 2 and own_claim
3, but as those two are essentially one claim, we only draw the supports relation
to the part that’s closest from own_claim 1, own_claim 2.

5.8 Example 8

Example taken from [3]:
”Let us denote matrices by capital letters, while vectors and quaternions
by bold.”

This sentence is non-argumentative as the authors are just explaining a
mathematical convention in order to make the reader better understand the
formulas. Nothing has to be annotated.

12



5.9 Example 9

Example taken from [I]:
"We reformulate the problem as f(y;) = v; + w; — SKINNING; (v, +
d;)2 + Aw;2, where y; is a concatenated vector y; = [d;, w;] and A is an
arbitrary small number.”

Similar to the example above, nothing should be annotated here as the
authors are just describing their method.

5.10 Example 10

Example taken from [I]:
”Basic skinning provided by Maya is called in the loop of minimization
scheme.”

Again, nothing should be annotated here as the authors are just describing
their implementation.

5.11 Example 11

Example taken from [I]:
?[background_claim:  Skeleton Subspace Deformation (SSD) is the
predominant approach to character skinning at present].”

In contrast to the examples above, the authors are not just describing a
method in this sentence, they are making an assessment of it and basically stat-
ing that everybody in their specific community is using it. They are presenting
it as a fact, but people could argue about this and the authors could provide
supporting evidence for their opinion. Therefore, this has to be annotated as
background_claim.

6 Using the Annotation Tool: BRAT

In the present annotation study we decided for using the BRAT Rapid Anno-
tation Tool (BRAT) [9].

When launching BRAT you will first see a welcome message, which links you to
user manual of the system E| and provides basic information regarding the usage
of BRAT. You may find it helpful to read the usage instructions before starting
to annotate. Nevertheless, in case you encounter any problems with the system,
please contact us.

4http://brat.nlplab.org/manual.html

13



The following sections provide a brief overview of the main features you will
need.

6.1 Selecting a Document

After you have closed the welcome message the ”Open” dialog appears, in which
you can select the document you would like to annotate. You can also open this
dialog at any time by selecting the button ” Collection”, which appears together
with the rest of the main menu, when you hover the top area of the screen.

In that dialog you can now select the folder, in which you would like to work.
Please only open the folder, which we assigned to you beforehand!

After opening the folder, you can select one of the documents, which you would
like to annotate. You can also go back to documents you already worked on and
change your annotations if you want to. We recommend that you keep track of
your individual annotation status, such that you have a clear overview on which
publications still require your annotation.

In case you have already opened a document, you can move to the succeeding/
preceding document by using the right/ left arrows in the left corner of the
screen.

6.2 Logging in

You can check all the documents including the annotations at any time, but you
can only modify your labels while being signed in to the system. To do so, you
have to hover over the top bar of the screen such that the main menu appears
and click on the ”"Login” button in the right corner. Then the ”Login” dialog
appears, which prompts you for the user name and the password, which we
assigned to you You have to submit your credentials by pressing the button
7ok”.

6.3 Annotating a Document

After you have logged in to the system and selected a document, you can start
to annotate!

BRAT distinguished between two types of annotations that you can make: en-
tities and their associations. In our case, entities correspond to argumentative
components, e.g. own_claim or data, while associations correspond to argumen-
tative relations such as supports. You can stop/ pause the annotation process at
any point in time as your progress will be saved. Nevertheless, we recommend
to always finish the annotation of a publication before moving ahead or taking
a longer break.

5In case you forget your credentials, don’t hesitate to contact us.

14



6.3.1 Annotating Entities

To annotate an argumentative component, e.g. an entity, you should first select
(mark) the text span which corresponds in your opinion to the argumentative
component. Next, a dialog will ask you for the type of argumentative compo-
nent you just selected ("entity type”). To do so, just mark the radio button to
the left of the type with which you would like to label the text span. Further-
more, you can optionally leave some comments on the annotation. To confirm
your annotation, close the dialog by pressing the button ”ok”, otherwise press
”cancel”.

6.3.2 Annotating Associations

To annotate an association in BRAT, you first must have annotated the argu-
mentative components, i.e. entities, between which you would like to draw the
relation. Then, select the entity from which the relation starts and hold the
mouse down while moving to the entity to which the relation goes. The move-
ment corresponds to a drag-and-drop action, which you may know from other
applications.

Next, the association dialog opens, in which you can specify the type of relation
similar to specifying the type of entity before. You can confirm you annotation
by pressing ”ok”, otherwise press ”cancel”.

6.3.3 Editing Annotations

To edit your annotations, double-click on the highlighted area. The ”"Edit An-
notation” dialog will open, which displays several options, such as changing the
type of an annotation or deleting it.

6.3.4 Troubleshooting

If you encounter any problems with or weird behavior of the system, just contact
us in order to find a solution. Sometimes, also the BRAT manual might give
you a hint to the solution. Known problems are the following:

e Problem: The file can be seen, but annotations can not be made. E.g.,
after marking a span, the window to select the label for the annotation
does not pop up.

Solution: Log in.

e Problem: After marking a span, the window always jumps to the beginning
of the page.
Solution: Reload the page.

o Problem: BRAT indicates that it cannot visualize an annotation because
of inconsistencies.
Solution: Contact us, such that we can clean up your annotation file.

15



e Problem: BRAT does not show anything (maybe just a weird line) when
I open a file.
Solution: Contact us, such that we can clean up your annotation file.

7 Concluding Remarks

Identifying argumentative structures in scientific publications is an important
step in the direction of making sense of massive amounts of scientific literature
and gaining a deeper understanding of the sociology of science.

We would like to thank all the annotators for their efforts.
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