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Introduction

The EACL 2009 Workshop on Statistical Machine Translation (WMT09) took place on March 30 and
31 in Athens, Greece, immediately preceding the 12th Conference of the European Chapter of the
Association for Computational Linguistics (EACL), which was organized by the Greek National Centre
for Scientific Research, with support from Athens University of Economics and Business — Department
of Informatics, and the Institute for Language and Speech Processing.

This is the fifth time this workshop has been held. The first time was in 2005 as part of the ACL 2005
Workshop on Building and Using Parallel Texts. In the following years, the Workshop on Statistical
Machine Translation was held at HLT-NAACL 2006 in New York City, US, at ACL 2007 in Prague,
Czech Republic, and at ACL 2008 in Columbus, Ohio, US.

The focus of our workshop was to evaluate the state of the art in machine translation (MT) for a variety
of languages. Recent experimentation has shown that the performance of machine translation systems
varies greatly with the source language. In this workshop, we encouraged researchers to investigate ways
to improve the performance of MT systems for diverse languages.

Prior to the workshop, in addition to soliciting relevant papers for review and possible presentation, we
conducted a shared task that brought together machine translation systems for an evaluation on previously
unseen data. The shared task also included a track for evaluation metrics and system combination
methods.

The results of the shared task were announced at the workshop, and these proceedings also include an
overview paper for the shared task that summarizes the results, as well as provides information about the
data used and any procedures that were followed in conducting or scoring the task. In addition, there are
short papers from each participating team that describe their underlying system in some detail.

Like in previous years, we have received a far larger number of submission than we could accept for
presentation. This year we received 21 full paper submissions. 12 full papers were selected for oral
presentation.

We received 3 short paper submissions for the evaluation task, 5 short paper submissions for the system
combination task, and 20 short paper submissions for the translation task. Due to the large number of
high quality submission for the full paper track, shared task submissions were presented as posters. The
poster session gave participants of the shared task the opportunity to present their approaches.

The invited talk was given by Martin Kay (Stanford University and Saarland University).

We would like to thank the members of the Program Committee for their timely reviews. We also would
like to thank the participants of the shared task and all the other volunteers who helped with the manual
evaluations.

Chris Callison-Burch, Philipp Koehn, Christof Monz, and Josh Schroeder

Co-organizers
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Findings of the 2009 Workshop on Statistical Machine Translation

Chris Callison-Burch
Johns Hopkins University
ccb@cs.jhu.edu

Christof Monz
University of Amsterdam
christof@science.uva.nl

Abstract

This paper presents the results of the
WMTO09 shared tasks, which included a
translation task, a system combination
task, and an evaluation task. We con-
ducted a large-scale manual evaluation of
87 machine translation systems and 22
system combination entries. We used the
ranking of these systems to measure how
strongly automatic metrics correlate with
human judgments of translation quality,
for more than 20 metrics. We present a
new evaluation technique whereby system
output is edited and judged for correctness.

1 Introduction

This paper presents the results of the shared tasks
of the 2009 EACL Workshop on Statistical Ma-
chine Translation, which builds on three previ-
ous workshops (Koehn and Monz, 2006; Callison-
Burch et al., 2007; Callison-Burch et al., 2008).
There were three shared tasks this year: a transla-
tion task between English and five other European
languages, a task to combine the output of multiple
machine translation systems, and a task to predict
human judgments of translation quality using au-
tomatic evaluation metrics. The performance on
each of these shared task was determined after a
comprehensive human evaluation.

There were a number of differences between
this year’s workshop and last year’s workshop:

e Larger training sets — In addition to annual
increases in the Europarl corpus, we released
a French-English parallel corpus verging on 1
billion words. We also provided large mono-
lingual training sets for better language mod-
eling of the news translation task.

Philipp Koehn
University of Edinburgh
pkoehn@inf.ed.ac.uk

Josh Schroeder
University of Edinburgh
j.schroeder@ed.ac.uk

e Reduced number of conditions — Previ-
ous workshops had many conditions: 10
language pairs, both in-domain and out-of-
domain translation, and three types of man-
ual evaluation. This year we eliminated
the in-domain Europarl test set and defined
sentence-level ranking as the primary type of
manual evaluation.

e Editing to evaluate translation quality —
Beyond ranking the output of translation sys-
tems, we evaluated translation quality by hav-
ing people edit the output of systems. Later,
we asked annotators to judge whether those
edited translations were correct when shown
the source and reference translation.

The primary objectives of this workshop are to
evaluate the state of the art in machine transla-
tion, to disseminate common test sets and pub-
lic training data with published performance num-
bers, and to refine evaluation methodologies for
machine translation. All of the data, translations,
and human judgments produced for our workshop
are publicly available.! We hope they form a
valuable resource for research into statistical ma-
chine translation, system combination, and auto-
matic evaluation of translation quality.

2 Overview of the shared translation and
system combination tasks

The workshop examined translation between En-
glish and five other languages: German, Spanish,
French, Czech, and Hungarian. We created a test
set for each language pair by translating news-
paper articles. We additionally provided training
data and a baseline system.

'nttp://statmt.org/WMT09/results.html
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2.1 Test data

The test data for this year’s task was created by
hiring people to translate news articles that were
drawn from a variety of sources during the pe-
riod from the end of September to mid-October
of 2008. A total of 136 articles were selected, in
roughly equal amounts from a variety of Czech,
English, French, German, Hungarian, Italian and
Spanish news sites:?

Hungarian: hvg.hu (10), Napi (2), MNO (4),
Népszabadsig (4)

Czech: iHNed.cz (3), iDNES.cz (4), Li-
dovky.cz (3), aktudlné.cz (2), Novinky (1)

French: dernieresnouvelles (1), Le Figaro (2),
Les Echos (4), Liberation (4), Le Devoir (9)

Spanish: ABC.es (11), El Mundo (12)

English: BBC (11), New York Times (6), Times
of London (4),

German: Siiddeutsche Zeitung (3), Frankfurter
Allgemeine Zeitung (3), Spiegel (8), Welt (3)

Italian: ADN Kronos (5), Affari Italiani (2),
ASCA (1), Corriere della Sera (4), 11 Sole 24
ORE (1), I Quotidiano (1), La Republica (8)

Note that Italian translation was not one of this
year’s official translation tasks.

The translations were created by the members
of EuroMatrix consortium who hired a mix of
professional and non-professional translators. All
translators were fluent or native speakers of both
languages. Although we made efforts to proof-
read all translations, many sentences still contain
minor errors and disfluencies. All of the transla-
tions were done directly, and not via an interme-
diate language. For instance, each of the 20 Hun-
garian articles were translated directly into Czech,
English, French, German, Italian and Spanish.
The total cost of creating the test sets consisting
of roughly 80,000 words across 3027 sentences in
seven languages was approximately 31,700 euros
(around 39,800 dollars at current exchange rates,
or slightly more than $0.08/word).

Previous evaluations additionally used test sets
drawn from the Europarl corpus. Our rationale be-
hind discontinuing the use of Europarl as a test set
was that it overly biases towards statistical systems
that were trained on this particular domain, and

?For more details see the XML test files. The docid
tag gives the source and the date for each document in the
test set, and the origlang tag indicates the original source
language.

that European Parliament proceedings were less of
general interest than news stories. We focus on a
single task since the use of multiple test sets in the
past spread our resources too thin, especially in the
manual evaluation.

2.2 Training data

As in past years we provided parallel corpora to
train translation models, monolingual corpora to
train language models, and development sets to
tune parameters. Some statistics about the train-
ing materials are given in Figure 1.

10° word parallel corpus

To create the large French-English parallel cor-
pus, we conducted a targeted web crawl of bilin-
gual web sites. These sites came from a variety of
sources including the Canadian government, the
European Union, the United Nations, and other
international organizations. The crawl yielded on
the order of 40 million files, consisting of more
than 1TB of data. Pairs of translated documents
were identified using a set of simple heuristics to
transform French URLSs into English URLSs (for in-
stance, by replacing fr with en). Documents that
matched were assumed to be translations of each
other.

All HTML and PDF documents were converted
into plain text, which yielded 2 million French
files paired with their English equivalents. Text
files were split so that they contained one sen-
tence per line and had markers between para-
graphs. They were sentence-aligned in batches of
10,000 document pairs, using a sentence aligner
that incorporates IBM Model 1 probabilities in ad-
dition to sentence lengths (Moore, 2002). The
document-aligned corpus contained 220 million
segments with 2.9 billion words on the French side
and 215 million segments with 2.5 billion words
on the English side. After sentence alignment,
there were 177 million sentence pairs with 2.5 bil-
lion French words and 2.2 billion English words.

The sentence-aligned corpus was cleaned to re-
move sentence pairs which consisted only of num-
bers or paragraph markers, or where the French
and English sentences were identical. The later
step helped eliminate documents that were not
actually translated, which was necessary because
we did not perform language identification. After
cleaning, the parallel corpus contained 105 million
sentence pairs with 2 billion French words and 1.8
billion English words.



Europarl Training Corpus

Spanish < English French — English German — English
Sentences 1,411,589 1,428,799 1,418,115
Words 40,067,498 | 41,042,070 | 44,692,992 | 40,067,498 | 39,516,645 | 37,431,872
Distinct words 154,971 108,116 129,166 107,733 320,180 104,269

News Commentary Training Corpus

Spanish < English French < English German > English Czech — English
Sentences 74,512 64,223 82,740 79,930
Words 2,052,186 | 1,799,312 | 1,831,149 | 1,560,274 | 2,051,369 | 1,977,200 | 1,733,865 | 1,891,559
Distinct words 56,578 41,592 46,056 38,821 92,313 43,383 105,280 41,801
10° Word Parallel Corpus
French < English
Sentences 22,520,400
Words 811,203,407 | 668,412,817
Distinct words 2,738,882 2,861,836
Hunglish Training Corpus CzEng Training Corpus
Hungarian < English Czech — English
Sentences 1,517,584 Sentences 1,096,940
Words 26,114,985 | 31,467,693 Words 15,336,783 | 17,909,979
Distinct words 717,198 192,901 Distinct words 339,683 129,176
Europarl Language Model Data
English Spanish French German
Sentence 1,658,841 1,607,419 1,676,435 1,713,715
Words 44,983,136 | 45,382,287 | 50,577,097 | 41,457,414
Distinct words 117,577 162,604 138,621 348,197
News Language Model Data
English Spanish French German Czech Hungarian
Sentence 21,232,163 1,626,538 6,722,485 10,193,376 5,116,211 4,209,121
Words 504,094,159 | 48,392,418 | 167,204,556 | 185,639,915 | 81,743,223 | 86,538,513
Distinct words 1,141,895 358,664 660,123 1,668,387 929,318 1,313,578
News Test Set
English | Spanish | French | German | Czech | Hungarian | Italian
Sentences 2525
Words 65,595 68,092 | 72,554 62,099 | 55,389 54,464 64,906
Distinct words 8,907 10,631 10,609 12,277 15,387 16,167 11,046

News System Combination Development Set

English | Spanish | French | German | Czech | Hungarian | Italian

Sentences 502
Words 11,843 12,499 12,988 11,235 9,997 9,628 11,833
Distinct words 2,940 3,176 3,202 3,471 4,121 4,133 3,318

Figure 1: Statistics for the training and test sets used in the translation task. The number of words is
based on the provided tokenizer and the number of distinct words is the based on lowercased tokens.



In addition to cleaning the sentence-aligned par-
allel corpus we also de-duplicated the corpus, re-
moving all sentence pairs that occured more than
once in the parallel corpus. Many of the docu-
ments gathered in our web crawl were duplicates
or near duplicates, and a lot of the text is repeated,
as with web site navigation. We further elimi-
nated sentence pairs that varied from previous sen-
tences by only numbers, which helped eliminate
template web pages such as expense reports. We
used a Bloom Filter (Talbot and Osborne, 2007) to
do de-duplication, so it may have discarded more
sentence pairs than strictly necessary. After de-
duplication, the parallel corpus contained 28 mil-
lion sentence pairs with 0.8 billion French words
and 0.7 billion English words.

Monolingual news corpora

We have crawled the news sources that were the
basis of our test sets (and a few more additional
sources) since August 2007. This allowed us to
assemble large corpora in the target domain to be
mainly used as training data for language mod-
eling. We collected texts from the beginning of
our data collection period to one month before the
test set period, segmented these into sentences and
randomized the order of the sentences to obviate
copyright concerns.

2.3 Baseline system

To lower the barrier of entry for newcomers to the
field, we provided Moses, an open source toolkit
for phrase-based statistical translation (Koehn et
al., 2007). The performance of this baseline sys-
tem is similar to the best submissions in last year’s
shared task. Twelve participating groups used the
Moses toolkit for the development of their system.

2.4 Submitted systems

We received submissions from 22 groups from
20 institutions, as listed in Table 1, a similar
turnout to last year’s shared task. Of the 20
groups that participated with regular system sub-
missions in last year’s shared task, 12 groups re-
turned this year. A major hurdle for many was
a DARPA/GALE evaluation that occurred at the
same time as this shared task.

We also evaluated 7 commercial rule-based MT
systems, and Google’s online statistical machine
translation system. We note that Google did not
submit an entry itself. Its entry was created by

the WMTO9 organizers using Google’s online sys-
tem.> In personal correspondence, Franz Och
clarified that the online system is different from
Google’s research system in that it runs at faster
speeds at the expense of somewhat lower transla-
tion quality. On the other hand, the training data
used by Google is unconstrained, which means
that it may have an advantage compared to the re-
search systems evaluated in this workshop, since
they were trained using only the provided materi-
als.

2.5 System combination

In total, we received 87 primary system submis-
sions along with 42 secondary submissions. These
were made available to participants in the sys-
tem combination shared task. Based on feedback
that we received on last year’s system combina-
tion task, we provided two additional resources to
participants:

e Development set: We reserved 25 articles
to use as a dev set for system combina-
tion (details of the set are given in Table
1). These were translated by all participating
sites, and distributed to system combination
participants along with reference translations.

e n-best translations: We requested n-best
lists from sites whose systems could produce
them. We received 25 100-best lists accom-
panying the primary system submissions, and
5 accompanying the secondary system sub-
missions.

In addition to soliciting system combination en-
tries for each of the language pairs, we treated sys-
tem combination as a way of doing multi-source
translation, following Schroeder et al. (2009). For
the multi-source system combination task, we pro-
vided all 46 primary system submissions from any
language into English, along with an additional 32
secondary systems.

Table 2 lists the six participants in the system
combination task.

3 Human evaluation

As with past workshops, we placed greater em-
phasis on the human evaluation than on the auto-
matic evaluation metric scores. It is our contention

3http ://translate.google.com



ID

Participant

CMU-STATXFER

Carnegie Mellon University’s statistical transfer system (Hanneman et al., 2009)

COLUMBIA Columbia University (Carpuat, 2009)
CU-BOJAR Charles University Bojar (Bojar et al., 2009)
CU-TECTOMT | Charles University Tectogramatical MT (Bojar et al., 2009)
DCU Dublin City University (Du et al., 2009)
EUROTRANXP | commercial MT provider from the Czech Republic
GENEVA University of Geneva (Wehrli et al., 2009)
GOOGLE Google’s production system
JHU Johns Hopkins University (Li et al., 2009)
JHU-TROMBLE | Johns Hopkins University Tromble (Eisner and Tromble, 2006)
LIMSI LIMSI (Allauzen et al., 2009)
LIU Linkdping University (Holmqvist et al., 2009)
LIUM-SYSTRAN | University of Le Mans / Systran (Schwenk et al., 2009)
MORPHO Morphologic (Novak, 2009)
NICT National Institute of Information and Comm. Tech., Japan (Paul et al., 2009)
NUS National University of Singapore (Nakov and Ng, 2009)
PCTRANS commercial MT provider from the Czech Republic
RBMT1-5 commercial systems from Learnout&Houspie, Lingenio, Lucy, PROMT, SDL
RWTH RWTH Aachen (Popovic et al., 2009)
STUTTGART University of Stuttgart (Fraser, 2009)
SYSTRAN Systran (Dugast et al., 2009)
TALP-UPC Universitat Politecnica de Catalunya, Barcelona (R. Fonollosa et al., 2009)
UEDIN University of Edinburgh (Koehn and Haddow, 2009)
UKA University of Karlsruhe (Niehues et al., 2009)
UMD University of Maryland (Dyer et al., 2009)
USAAR University of Saarland (Federmann et al., 2009)

Table 1: Participants in the shared translation task. Not all groups participated in all language pairs.

1D Participant
BBN-COMBO BBN system combination (Rosti et al., 2009)
CMU-COMBO Carnegie Mellon University system combination (Heafield et al., 2009)
CMU-COMBO-HYPOSEL | CMU system comb. with hyp. selection (Hildebrand and Vogel, 2009)
DCU-COMBO Dublin City University system combination
RWTH-COMBO RWTH Aachen system combination (Leusch et al., 2009)
USAAR-COMBO University of Saarland system combination (Chen et al., 2009)

Table 2: Participants in the system combination task.



Language Pair Sentence Ranking Edited Translations Yes/No Judgments
German-English 3,736 1,271 4,361
English-German 3,700 823 3,854
Spanish-English 2,412 844 2,599
English-Spanish 1,878 278 837
French-English 3,920 1,145 4,491
English-French 1,968 332 1,331
Czech-English 1,590 565 1,071
English-Czech 7,121 2,166 9,460
Hungarian-English 1,426 554 1,309
All-English 4,807 0 0
Multisource-English 2,919 647 2184
Totals 35,786 8,655 31,524

Table 3: The number of items that were judged for each task during the manual evaluation.

that automatic measures are an imperfect substi-
tute for human assessment of translation quality.
Therefore, we define the manual evaluation to be
primary, and use the human judgments to validate
automatic metrics.

Manual evaluation is time consuming, and it re-
quires a large effort to conduct it on the scale of
our workshop. We distributed the workload across
a number of people, including shared-task partic-
ipants, interested volunteers, and a small number
of paid annotators. More than 160 people partic-
ipated in the manual evaluation, with 100 people
putting in more than an hour’s worth of effort, and
30 putting in more than four hours. A collective
total of 479 hours of labor was invested.

We asked people to evaluate the systems’ output
in two different ways:

e Ranking translated sentences relative to each
other. This was our official determinant of
translation quality.

e Editing the output of systems without dis-
playing the source or a reference translation,
and then later judging whether edited transla-
tions were correct.

The total number of judgments collected for the
different modes of annotation is given in Table 3.
In all cases, the output of the various translation
outputs were judged on equal footing; the output
of system combinations was judged alongside that
of the individual system, and the constrained and
unconstrained systems were judged together.

3.1 Ranking translations of sentences

Ranking translations relative to each other is a rea-
sonably intuitive task. We therefore kept the in-
structions simple:

Rank translations from Best to Worst rel-
ative to the other choices (ties are al-
lowed).

In our the manual evaluation, annotators were
shown at most five translations at a time. For most
language pairs there were more than 5 systems
submissions. We did not attempt to get a com-
plete ordering over the systems, and instead relied
on random selection and a reasonably large sample
size to make the comparisons fair.

Relative ranking is our official evaluation met-
ric. Individual systems and system combinations
are ranked based on how frequently they were
judged to be better than or equal to any other sys-
tem. The results of this are reported in Section 4.
Appendix A provides detailed tables that contain
pairwise comparisons between systems.

3.2 Editing machine translation output

We experimented with a new type of evaluation
this year where we asked judges to edit the output
of MT systems. We did not show judges the refer-
ence translation, which makes our edit-based eval-
vation different than the Human-targeted Trans-
lation Error Rate (HTER) measure used in the
DARPA GALE program (NIST, 2008). Rather
than asking people to make the minimum number
of changes to the MT output in order capture the
same meaning as the reference, we asked them to



edit the translation to be as fluent as possible with-
out seeing the reference. Our hope was that this
would reflect people’s understanding of the out-
put.

The instructions that we gave our judges were
the following:

Correct the translation displayed, mak-
ing it as fluent as possible. If no correc-
tions are needed, select “No corrections
needed.” If you cannot understand the
sentence well enough to correct it, select
“Unable to correct.”

Each translated sentence was shown in isolation
without any additional context. A screenshot is
shown in Figure 2.

Since we wanted to prevent judges from see-
ing the reference before editing the translations,
we split the test set between the sentences used
in the ranking task and the editing task (because
they were being conducted concurrently). More-
over, annotators edited only a single system’s out-
put for one source sentence to ensure that their un-
derstanding of it would not be influenced by an-
other system’s output.

3.3 Judging the acceptability of edited output

Halfway through the manual evaluation period, we
stopped collecting edited translations, and instead
asked annotators to do the following:

Indicate whether the edited transla-
tions represent fully fluent and meaning-
equivalent alternatives to the reference
sentence. The reference is shown with
context, the actual sentence is bold.

In addition to edited translations, unedited items
that were either marked as acceptable or as incom-
prehensible were also shown. Judges gave a sim-
ple yes/no indication to each item. A screenshot is
shown in Figure 3.

3.4 Inter- and Intra-annotator agreement

In order to measure intra-annotator agreement
10% of the items were repeated and evaluated
twice by each judge. In order to measure inter-
annotator agreement 40% of the items were ran-
domly drawn from a common pool that was shared
across all annotators so that we would have items
that were judged by multiple annotators.

INTER-ANNOTATOR AGREEMENT
Evaluation type P(A) P(E) K
Sentence ranking 549 333 323
Yes/no to edited output  .774 .5 .549

INTRA-ANNOTATOR AGREEMENT
Evaluation type P(A) P(E) K
Sentence ranking 07 333 561
Yes/no to edited output  .866 .5 732

Table 4: Inter- and intra-annotator agreement for
the two types of manual evaluation

We measured pairwise agreement among anno-
tators using the kappa coefficient (K') which is de-
fined as
P(A) - P(E)

K= 1— P(E)

where P(A) is the proportion of times that the an-
notators agree, and P(FE) is the proportion of time
that they would agree by chance.

For inter-annotator agreement we calculated
P(A) for the yes/no judgments by examining all
items that were annotated by two or more anno-
tators, and calculating the proportion of time they
assigned identical scores to the same items. For
the ranking tasks we calculated P(A) by examin-
ing all pairs of systems which had been judged by
two or more judges, and calculated the proportion
of time that they agreed that A > B, A = B, or
A < B. Intra-annotator agreement was computed
similarly, but we gathered items that were anno-
tated on multiple occasions by a single annotator.

Table 4 gives K values for inter-annotator and
intra-annotator agreement. These give an indi-
cation of how often different judges agree, and
how often single judges are consistent for repeated
judgments, respectively. The interpretation of
Kappa varies, but according to Landis and Koch
1977), 0 — .2 is slight, .2 — .4 is fair, .4 — .6 is
moderate, .6 — .8 is substantial and the rest almost
perfect.

Based on these interpretations the agreement for
yes/no judgments is moderate for inter-annotator
agreement and substantial for intra-annotator
agreement, but the inter-annotator agreement for
sentence level ranking is only fair.

We analyzed two possible strategies for improv-
ing inter-annotator agreement on the ranking task:
First, we tried discarding initial judgments to give



@00 WMT09 Manual Evaluation

d D [ http://www.statmt.org/wmt09/judge/do_task.php 3.

Edit MT Output

You have judged 19 sentences for WMT09 Multisource-English News Editing, 468 sentences total taking 74.4 seconds per sentence.

Original: They are often linked to other alterations sleep as nightmares, night terrors, the nocturnal enuresis (pee in bed) or the sleepwalking, but it is not
always the case.

Edit:

They are often linked to other sleep disorders, such as nightmares, night terrors, the nocturnal enuresis (bedwetting) or sleepwalking, but this is
not always the case.

Reset Edit

@ Edited.

(ONo corrections needed.
OUnable to correct.

Annotator: ccb Task: WMT09 Multisource-English News Editing

Instructions:

Correct the translation displayed, making it as fluent as possble. If no corrections are needed, select "No corrections needed." If you cannot understand
the sentence well enough to correct it, select "Unable to correct."

Figure 2: This screenshot shows an annotator editing the output of a machine translation system.

@00 WMT09 Manual Evaluation
d b [http://www.statmt.org/wmt09/judge/do_task.php E::(E
Judge Edited MT Output

You have judged 84 sentences for WMTO09 French-English News Edit Acceptance, 459 sentences total taking 64.9 seconds per sentence.

Source: Au méme moment, les gouvernements belges, hollandais et luxembourgeois ont en parti nationalisé le conglomérat européen financier, Fortis.
Les analystes de Barclays Capital ont déclaré que les négociations frénétiques de ce week end, conclues avec I'accord de sauvetage" semblent ne pas avoir
réussi a faire revivre le marché".

Alors que la situation économique se détériorasse, la demande en matiéres premiéres, pétrole inclus, devrait se ralentir.

"la prospective d'équité globale, de taux d'intérét et d'échange des marchés, est devenue incertaine" ont écrit les analystes de Deutsche Bank dans une
lettre a leurs investisseurs."

"nous pensons que les matiéres premieres ne pourront échapper a cette contagion.

Reference: Meanwhile, the Belgian, Dutch and Luxembourg governments partially nationalized the European financial conglomerate Fortis.

Analysts at Barclays Capital said the frantic weekend negotiations that led to the bailout agreement "appear to have failed to revive market sentiment."
As the economic situation deteriorates, the demand for commodities, including oil, is expected to slow down.

"The outlook for global equity, interest rate and exchange rate markets has become increasingly uncertain," analysts at Deutsche Bank wrote in a note to
investors.

"We believe commodities will be unable to escape the contagion.

Translation Verdict
While the economic situation is deteriorating, demand for commodities, including oil, should decrease. \E?s ISIDO
While the economic situation is deteriorating, the demand for raw materials, including oil, should slow down. é?s I\(I?)
Alors que the economic situation deteriorated, the request in rawmaterial enclosed, oil, would have to slow down. %s I\(I?)
While the financial situation damaged itself, the first matters affected, oil included, should slow down themselves. \((25 I\(?o
While the economic situation is depressed, demand for raw materials, including oil, will be slow. 325 I\(I?)
Annotator: ccb Task: WMTO09 French-English News Edit Acceptance

Instructions:

Indicate whether the edited translations represent fully fluent and meaning-equivalent alternatives to the reference sentence.

The reference is shown with context, the actual sentence is bold.

Figure 3: This screenshot shows an annotator judging the acceptability of edited translations.
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Figure 4: The effect of discarding every annota-  Figure 5: The effect of removing annotators with
tors’ initial judgments, up to the first 50 items the lowest agreement, disregarding up to 40 anno-
tators



annotators a chance to learn to how to perform
the task. Second, we tried disregarding annota-
tors who have very low agreement with others, by
throwing away judgments for the annotators with
the lowest judgments.

Figures 4 and 5 show how the K values im-
prove for intra- and inter-annotator agreement un-
der these two strategies, and what percentage of
the judgments are retained as more annotators are
removed, or as the initial learning period is made
longer. It seems that the strategy of removing the
worst annotators is the best in terms of improv-
ing inter-annotator K, while retaining most of the
judgments. If we remove the 33 judges with the
worst agreement, we increase the inter-annotator
K from fair to moderate, and still retain 60% of
the data.

For the results presented in the rest of the paper,
we retain all judgments.

4 Translation task results

We used the results of the manual evaluation to
analyze the translation quality of the different sys-
tems that were submitted to the workshop. In our
analysis, we aimed to address the following ques-
tions:

e Which systems produced the best translation
quality for each language pair?

e Did the system combinations produce better
translations than individual systems?

e Which of the systems that used only the pro-
vided training materials produced the best
translation quality?

Table 6 shows best individual systems. We de-
fine the best systems as those which had no other
system that was statistically significantly better
than them under the Sign Test at p < 0.1.* Multi-
ple systems are listed for many language pairs be-
cause it was not possible to draw a statistically sig-
nificant difference between the systems. Commer-
cial translation software (including Google, Sys-
tran, Morphologic, PCTrans, Eurotran XP, and
anonymized RBMT providers) did well in each of
the language pairs. Research systems that utilized

“In one case this definition meant that the system that was
ranked the highest overall was not considered to be one of
the best systems. For German-English translation RBMTS
was ranked highest overall, but was statistically significantly
worse than RBMT2.
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only the provided data did as well as commercial
vendors in half of the language pairs.

The table also lists the best systems among
those which used only the provided materials.
To determine this decision we excluded uncon-
strained systems which employed significant ex-
ternal resources. Specifically, we ruled out all of
the commercial systems, since Google has access
to significantly greater data sources for its statisti-
cal system, and since the commercial RBMT sys-
tems utilize knowledge sources not available to
other workshop participants. The remaining sys-
tems were research systems that employ statisti-
cal models. We were able to draw distinctions
between half of these for each of the language
pairs. There are some borderline cases, for in-
stance LIMSI only used additional monolingual
training resources, and LIUM/Systran used addi-
tional translation dictionaries as well as additional
monolingual resources.

Table 5 summarizes the performance of the
system combination entries by listing the best
ranked combinations, and by indicating whether
they have a statistically significant difference with
the best individual systems. In general, system
combinations performed as well as the best indi-
vidual systems, but not statistically significantly
better than them. Moreover, it was hard to draw
a distinction between the different system combi-
nation strategies themselves. There are a number
of possibilities as to why we failed to find signifi-
cant differences:

e The number of judgments that we collected
were not sufficient to find a difference. Al-
though we collected several thousand judg-
ments for each language pair, most pairs of
systems were judged together fewer than 100
times.

It is possible that the best performing indi-
vidual systems were sufficiently better than
the other systems and that it is difficult to im-
prove on them by combining them.

Individual systems could have been weighted
incorrectly during the development stage,
which could happen if the automatic evalu-
ation metrics scores on the dev set did not
strongly correlate with human judgments.

The lack of distinction between different
combinations could be due to the fact that



Language Pair Best system combinations Entries  Significantly different than
best individual systems?
German-English RWTH-COMBO, BBN-COMBO, 5 BBN-COMBO>GOOGLE, SYSTRAN,
CMU-COMBO, USAAR-COMBO USAAR-COMBO<RMBT2,
no difference for others
English-German USAAR-COMBO 1 worse than 3 best systems
Spanish-English CMU-COMBO, USAAR-COMBO, 3 each better than one of the RBMT

BBN-COMBO

USAAR-COMBO
CMU-COMBO-HYPOSEL,

English-Spanish
French-English

DCU-COMBO, CMU-COMBO

systems, but there was no difference

with GOOGLE, TALP-UPC
1 no difference
no difference

English-French USAAR-COMBO, DCU-COMBO 2 USAAR-COMBO>UKA,
DCU-COMBO>SYSTRAN, LIMSI,
no difference with others

Czech-English CMU-COMBO 2 no difference

Hungarian-English ~ CMU-COMBO-HYPOSEL, 3 both worse than MORPHO

CMU-COMBO
Multisource-English RWTH-COMBO 3 n/a

Table 5: A comparison between the best system combinations and the best individual systems. It was
generally difficult to draw a statistically significant differences between the two groups, and between the

combinations themselves.

there is significant overlap in the strategies
that they employ.

Improved system combination warrants further in-
vestigation. We would suggest collecting addi-
tional judgments, and doing oracle experiments
where the contributions of individual systems are
weighted according to human judgments of their
quality.

Understandability

Our hope is that judging the acceptability of edited
output as discussed in Section 3 gives some indi-
cation of how often a system’s output was under-
standable. Figure 6 gives the percentage of times
that each system’s edited output was judged to
be acceptable (the percentage also factors in in-
stances when judges were unable to improve the
output because it was incomprehensible).

The edited output of the best perform-
ing systems under this evaluation model were
deemed acceptable around 50% of the time
for French-English, English-French, English-
Spanish, German-English, and English-German.
For Spanish-English the edited output of the best
system was acceptable around 40% of the time, for
English-Czech it was 30% and for Czech-English
and Hungarian-English it was around 20%.

This style of manual evaluation is experimental
and should not be taken to be authoritative. Some
caveats about this measure:

e Editing translations without context is diffi-
cult, so the acceptability rate is probably an
underestimate of how understandable a sys-
tem actually is.

e There are several sources of variance that are
difficult to control for: some people are better
at editing, and some sentences are more dif-
ficult to edit. Therefore, variance in the un-
derstandability of systems is difficult to pin
down.

e The acceptability measure does not strongly
correlate with the more established method of
ranking translations relative to each other for
all the language pairs.”

Please also note that the number of corrected
translations per system are very low for some
language pairs, as low as 23 corrected sentences
per system for the language pair English—French.

>The Spearman rank correlation coefficients for how the
two types of manual evaluation rank systems are .67 for de-
en, .67 for fr-en, .06 for es-en, .50 for cz-en, .36 for hu-en,
.65 for en-de, .02 for en-fr, -.6 for en-es, and .94 for en-cz.



French-English English-French Hungarian-English
625-836 judgments per system 422-517 judgments per system 865-988 judgments per system
System C? | >others System C? | >others System | C? | >others
GOOGLE e no 76 LIUM-SYSTRAN ® | no 73 MORPHO ® | no 5
DCU * yes .66 GOOGLE e no .68 UMD * yes .66
LIMSI no .65 UKA ox% yes .66 UEDIN yes 45
JHU % yes .62 SYSTRAN e no .65
UEDIN % yes .61 RBMT3 e no .65
UKA yes .61 DCU ox yes .65
LIUM-SYSTRAN no .60 LIMSI @ no .64
RBMTS no .59 UEDIN % yes .60
CMU-STATXFER % | yes .58 RBMT4 no .59
RBMT1 no .56 RWTH yes .58
USAAR no .55 RBMTS no 57
RBMT3 no .54 RBMT1 no 54
RWTH * yes 52 USAAR no A48
COLUMBIA yes .50 GENEVA no .38
RBMT4 no 47
GENEVA no 34
German-English English-German Czech-English
651-867 judgments per system 977-1226 judgments per system 1257-1263 judgments per system
System C? | >others System C? | >others System | C? | >others
RBMTS no .66 RBMT2 e no .66 GOOGLE e no 75
USAAR o no .65 RBMT3 e no .64 UEDIN % yes 57
GOOGLE e no .65 RBMTS e no .64 CU-BOJAR % | yes .51
RBMT2 o no .64 USAAR no .58
RBMT3 no .64 RBMT4 no .58
RBMT4 no .62 RBMT1 no .57
STUTTGART ex | yes .61 GOOGLE no .54
SYSTRAN e no .60 UKA % yes .54
UEDIN % yes .59 UEDIN % yes 51
UKA % yes .58 LIU yes 49
UMD * yes .56 RWTH * yes 48
RBMT1 no .54 STUTTGART | yes 43
LIU % yes .50
RWTH yes .50
GENEVA no .33
JHU-TROMBLE | yes 13
Spanish—-English English-Spanish English-Czech
613-801 judgments per system 632-746 judgments per system 4626-4784 judgments per system
System C? | >others System C? | >others System | C? | >others
GOOGLE e no .70 RBMT3 e no .66 PCTRANS o no .67
TALP-UPC % | yes .59 UEDIN ex | yes .66 EUROTRANXP ® | no .67
UEDIN % yes .56 GOOGLE ® | no .65 GOOGLE no .66
RBMTI1 e no .55 RBMTS e no .64 CU-BOJAR * yes .61
RBMT3 e no .55 RBMT4 no .61 UEDIN yes .53
RBMTS e no .55 NUS * yes .59 CU-TECTOMT yes 48
RBMT4 e no .53 TALP-UPC | yes .58
RWTH * yes 51 RWTH yes 51
USAAR no .51 RBMT] no 25
NICT yes 37 USAAR no 48

Systems are listed in the order of how often their translations were ranked higher than or equal to any
other system. Ties are broken by direct comparison.

C? indicates constrained condition, meaning only using the supplied training data and possibly standard
monolingual linguistic tools (but no additional corpora).
e indicates a win in the category, meaning that no other system is statistically significantly better at
p-level<0.1 in pairwise comparison.
* indicates a constrained win, no other constrained system is statistically better.

For all pairwise comparisons between systems, please check the appendix.

Table 6: Official results for the WMTOQ9 translation task, based on the human evaluation (ranking trans-
lations relative to each other)
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Given these low numbers, the numbers presented
in Figure 6 should not be read as comparisons be-
tween systems, but rather viewed as indicating the
state of machine translation for different language
pairs.

5 Shared evaluation task overview

In addition to allowing us to analyze the transla-
tion quality of different systems, the data gath-
ered during the manual evaluation is useful for
validating the automatic evaluation metrics. Last
year, NIST began running a similar “Metrics
for MAchine TRanslation” challenge (Metrics-
MATR), and presented their findings at a work-
shop at AMTA (Przybocki et al., 2008).

In this year’s shared task we evaluated a number
of different automatic metrics:

e Bleu (Papineni et al., 2002)—Bleu remains
the de facto standard in machine translation
evaluation. It calculates n-gram precision and
a brevity penalty, and can make use of multi-
ple reference translations as a way of captur-
ing some of the allowable variation in trans-
lation. We use a single reference translation
in our experiments.

e Meteor (Agarwal and Lavie, 2008)—Meteor
measures precision and recall for unigrams
and applies a fragmentation penalty. It uses
flexible word matching based on stemming
and WordNet-synonymy. meteor-ranking is
optimized for correlation with ranking judg-
ments.

e Translation Error Rate (Snover et al.,
2006)—TER calculates the number of ed-
its required to change a hypothesis transla-
tion into a reference translation. The possi-
ble edits in TER include insertion, deletion,
and substitution of single words, and an edit
which moves sequences of contiguous words.
Two variants of TER are also included: TERp
(Snover et al., 2009), a new version which in-
troduces a number of different features, and
(Bleu — TER)/2, a combination of Bleu and
Translation Edit Rate.

e MaxSim (Chan and Ng, 2008)—MaxSim
calculates a similarity score by comparing
items in the translation against the reference.
Unlike most metrics which do strict match-
ing, MaxSim computes a similarity score
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for non-identical items. To find a maxi-
mum weight matching that matches each sys-
tem item to at most one reference item, the
items are then modeled as nodes in a bipar-
tite graph.

wcd6pder (Leusch and Ney, 2008)—a mea-
sure based on cder with word-based substitu-
tion costs. Leusch and Ney (2008) also sub-
mitted two contrastive metrics: bleusp4114,
a modified version of BLEU-S (Lin and
Och, 2004), with tuned n-gram weights, and
bleusp, with constant weights. wcd6pder
is an error measure and bleusp is a quality
score.

RTE (Pado et al., 2009)—The RTE metric
follows a semantic approach which applies
recent work in rich textual entailment to the
problem of MT evaluation. Its predictions are
based on a regression model over a feature
set adapted from an entailment systems. The
features primarily model alignment quality
and (mis-)matches of syntactic and semantic
structures.

ULC (Giménez and Marquez, 2008)—ULC
is an arithmetic mean over other automatic
metrics. The set of metrics used include
Rouge, Meteor, measures of overlap between
constituent parses, dependency parses, se-
mantic roles, and discourse representations.
The ULC metric had the strongest correlation
with human judgments in WMTOS (Callison-
Burch et al., 2008).

wpF and wpBleu (Popovic and Ney, 2009) -
These metrics are based on words and part of
speech sequences. wpF is an n-gram based F-
measure which takes into account both word
n-grams and part of speech n-grams. wp-
BLEU is a combnination of the normal Blue
score and a part of speech-based Bleu score.

SemPOS (Kos and Bojar, 2009) — the Sem-
POS metric computes overlapping words, as
defined in (Giménez and Marquez, 2007),
with respect to their semantic part of speech.
Moreover, it does not use the surface repre-
sentation of words but their underlying forms
obtained from the TectoMT framework.
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Figure 6: The percent of time that each system’s edited output was judged to be an acceptable translation.
These numbers also include judgments of the system’s output when it was marked either incomprehen-
sible or acceptable and left unedited. Note that the reference translation was edited alongside the system
outputs. Error bars show one positive and one negative standard deviation for the systems in that lan-
guage pair.
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5.1 Measuring system-level correlation

We measured the correlation of the automatic met-
rics with the human judgments of translation qual-
ity at the system-level using Spearman’s rank cor-
relation coefficient p. We converted the raw scores
assigned to each system into ranks. We assigned
a human ranking to the systems based on the per-
cent of time that their translations were judged to
be better than or equal to the translations of any
other system in the manual evaluation.

When there are no ties p can be calculated using
the simplified equation:

63 d2

:1—7
P n(n? —1)

where d; is the difference between the rank for
system; and n is the number of systems. The pos-
sible values of p range between 1 (where all sys-
tems are ranked in the same order) and —1 (where
the systems are ranked in the reverse order). Thus
an automatic evaluation metric with a higher abso-
lute value for p is making predictions that are more
similar to the human judgments than an automatic
evaluation metric with a lower absolute p.

5.2 Measuring sentence-level consistency

Because the sentence-level judgments collected
in the manual evaluation are relative judgments
rather than absolute judgments, it is not possi-
ble for us to measure correlation at the sentence-
level in the same way that previous work has done
(Kulesza and Shieber, 2004; Albrecht and Hwa,
2007a; Albrecht and Hwa, 2007b).

Rather than calculating a correlation coefficient
at the sentence-level we instead ascertained how
consistent the automatic metrics were with the hu-
man judgments. The way that we calculated con-
sistency was the following: for every pairwise
comparison of two systems on a single sentence by
a person, we counted the automatic metric as being
consistent if the relative scores were the same (i.e.
the metric assigned a higher score to the higher
ranked system). We divided this by the total num-
ber of pairwise comparisons to get a percentage.
Because the systems generally assign real num-
bers as scores, we excluded pairs that the human
annotators ranked as ties.
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2 5 2 7 %
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g & & 5 2 Z
ulc 78 92 86 1 .6 .83
maxsim .76 91 .98 7 .66 .8
rte (absolute) .64 91 .96 .6 .83 .79
meteor-rank .64 93 .96 7 54 75
rte (pairwise) .76 .59 .78 .8 .83 75
terp -72 -89 -94 -7 -37 -72
meteor-0.6 .56 93 .87 7 .54 72
meteor-0.7 .55 93 .86 v .26 .66
bleu-ter/2 .38 .88 78 9  -03 .58
nist 41 .87 5 9 -14 56
wpF 42 87 .82 1 -31 .56
ter -43 -83 -84 -6 -01 -54
nist (cased) 42 .83 75 1 -31 .54
bleu 41 .88 .79 6 -14 51
bleusp 39 .88 78 .6 -.09 51
bleusp4114 39 89 .78 .6 -26 48
bleu (cased) 4 .86 8 .6 -31 A7
wpbleu 43 .86 .8 g -49 46
wcdb6pder -41 -89 -76 -6 43 -45

Table 7: The system-level correlation of the au-
tomatic evaluation metrics with the human judg-
ments for translation into English.
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5 5 § 5§ <
terp .03 -8 -58 -4 -46
ter -.03 -78 -5 -1 -35
bleusp4114 -3 88 51 1 3
bleusp -3 87 5l .1 29
bleu -43 87 .36 3 27
bleu (cased) -.45 .87 .35 3 27
bleu-ter/2 =37 87 44 d1 26
wcdb6pder 54 -8 -45 -1 -22
nist (cased) -47 .84 .35 .1 2
nist -52 87 23 d 17
wpF -.06 9 58 wna na
wpbleu 07 92 63 na nka

Table 8: The system-level correlation of the au-
tomatic evaluation metrics with the human judg-
ments for translation out of English.



SemPOS 4 BLEUleCtO 3
Meteor 4 BLEU 3
GTM(e=0.5)¢ecto 4 NIST;pma .1
GTM(e=0.5)jpjuma 4 NIST .1
GTM(e=0.5) 4 BLEU;,,m4 1
WER¢ecr0 3 WERyuma -1
TER¢ecto0 3  WER -1
PERsect0 3 TERy,uma -1
F-measuresecro .3 TER -1
F-measure;, 4 3 PERy,ma -1
F-measure 3 -1

NIST¢ecto -3

Table 9: The system-level correlation for auto-
matic metrics ranking five English-Czech systems

6 Evaluation task results

6.1 System-level correlation

Table 7 shows the correlation of automatic met-
rics when they rank systems that are translating
into English. Note that TERp, TER and wcd6p4er
are error metrics, so a negative correlation is bet-
ter for them. The strength of correlation varied for
the different language pairs. The automatic met-
rics were able to rank the French-English systems
reasonably well with correlation coefficients in the
range of .8 and .9. In comparison, metrics per-
formed worse for Hungarian-English, where half
of the systems had negative correlation. The ULC
metric once again had strongest correlation with
human judgments of translation quality. This was
followed closely by MaxSim and RTE, with Me-
teor and TERp doing respectably well in 4th and
Sth place. Notably, Bleu and its variants were the
worst performing metrics in this translation direc-
tion.

Table 8 shows correlation for metrics which op-
erated on languages other than English. Most of
the best performing metrics that operate on En-
glish do not work for foreign languages, because
they perform some linguistic analysis or rely on
a resource like WordNet. For translation into for-
eign languages TERp was the best system overall.
The wpBleu and wpF metrics also did extremely
well, performing the best in the language pairs that
they were applied to. wpBleu and wpF were not
applied to Czech because the authors of the met-
ric did not have a Czech tagger. English-German
proved to be the most problematic language pair
to automatically evaluate, with all of the metrics
having a negative correlation except wpBleu and
TER.

Table 9 gives detailed results for how well vari-
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ations on a number of automatic metrics do for
the task of ranking five English-Czech systems.®
These systems were submitted by Kos and Bojar
(2009), and they investigate the effects of using
Prague Dependency Treebank annotations during
automatic evaluation. They linearizing the Czech
trees and evaluated either the lemmatized forms of
the Czech (lemma) read off the trees or the Tec-
togrammatical form which retained only lemma-
tized content words (tecto). The table also demon-
strates SemPOS, Meteor, and GTM perform better
on Czech than many other metrics.

6.2 Sentence-level consistency

Tables 10 and 11 show the percent of times that the
metrics’ scores were consistent with human rank-
ings of every pair of translated sentences.” Since
we eliminated sentence pairs that were judged to
be equal, the random baseline for this task is 50%.
Many metrics failed to reach the baseline (includ-
ing most metrics in the out-of-English direction).
This indicates that sentence-level evaluation of
machine translation quality is very difficult. RTE
and ULC again do the best overall for the into-
English direction. They are followed closely by
wpF and wcd6p4er, which considerably improve
their performance over their system-level correla-
tions.

We tried a variant on measuring sentence-level
consistency. Instead of using the scores assigned
to each individual sentence, we used the system-
level score and applied it to every sentence that
was produced by that system. These can be
thought of as a metric’s prior expectation about
how a system should preform, based on their per-
formance on the whole data set. Tables 12 and 13
show that using the system-level scores in place
of the sentence-level scores results in considerably
higher consistency with human judgments. This
suggests an interesting line of research for improv-
ing sentence-level predictions by using the perfor-
mance on a larger data set as a prior.

7 Summary

As in previous editions of this workshop we car-
ried out an extensive manual and automatic eval-
vation of machine translation performance for
translating from European languages into English,

®pCTRANS was excluded from the English-Czech systems
because its SGML file was malformed.
"Not all metrics entered into the sentence-level task.
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ulc S5 56 51 50 51 51 54
rte (absolute) .54 .56 .51 .50 .55 51 .53
wpF 5455 50 47 48 51 52
wcd6pder S4 54 49 48 48 50 .52
maxsim 53055 49 47 50 49 52
bleusp S4 55 49 47 46 50 51
bleusp4114 5355 48 47 46 50 51
rte (pairwise) .49 48 52 .53 55 .52 51
terp 52 53 48 46 45 48 .50
meteor-0.6 S0 53 46 48 47 47 49
meteor-rank S0 52 46 48 47 47 49
meteor-0.7 49 52 46 48 47 47 49
ter A48 47 43 41 40 42 45
wpbleu 46 45 46 .39 .35 45 44

Table 10: Sentence-level consistency of the auto-
matic metrics with human judgments for transla-
tions into English. Italicized numbers fall below
the random-choice baseline.

2o & g 8
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£ 3 8 5
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wcd6pder 57 47 52 49 .50
bleusp4114 .57 46 54 .49 .50
bleusp 57 46 53 48 49
ter S0 41 45 37 41
terp S .39 48 .27 .36
wpF 57 46 54 n/a 51
wpbleu 53 .37 46 n/a 43

Table 11: Sentence-level consistency of the auto-
matic metrics with human judgments for transla-
tions out of English. Italicized numbers fall below
the random-choice baseline.
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Oracle 61 63 59 61 .67 .62
rte (absolute) .60 .61 .59 57 .65 .61
ulc 61 62 58 .61 59 .60
maxsim 61 62 59 57 61 .60
meteor-rank 61 61 59 57 .61 .60
meteor-0.6 61 61 58 57 .60 .60
rte (pairwise) .56 .61 .57 .59 .64 .59
terp 60 61 89 57 56 .59
meteor-0.7 61 61 58 57 55 .59
ter 60 59 57 55 51 .58
wpF 60 59 57 .61 46 58
bleusp 61 59 56 55 48 57
bleusp4114 61 59 56 55 46 57
wcd6pder 61 59 57 55 44 57
wpbleu 60 .59 57 57 43 57

Table 12: Consistency of the automatic met-
rics when their system-level ranks are treated as
sentence-level scores. Oracle shows the consis-
tency of using the system-level human ranks that
are given in Table 6.
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Oracle 62 59 63 .60 .60
terp 62 50 59 53 .54
ter 61 51 58 .50 .53
bleusp 62 48 59 50 .52
bleusp4114 63 48 59 50 .52
wcd6pder 62 46 58 50 .52
wpbleu 63 51 .60 n/a .56
wpF 63 50 59 n/a 55
Table 13: Consistency of the automatic met-

rics when their system-level ranks are treated as
sentence-level scores. Oracle shows the consis-
tency of using the system-level human ranks that
are given in Table 6.



and vice versa.

The number of participants remained stable
compared to last year’s WMT workshop, with
22 groups from 20 institutions participating in
WMTO09. This year’s evaluation also included 7
commercial rule-based MT systems and Google’s
online statistical machine translation system.

Compared to previous years, we have simpli-
fied the evaluation conditions by removing the in-
domain vs. out-of-domain distinction focusing on
news translations only. The main reason for this
was eliminating the advantage statistical systems
have with respect to test data that are from the
same domain as the training data.

Analogously to previous years, the main focus
of comparing the quality of different approaches
is on manual evaluation. Here, also, we reduced
the number of dimensions with respect to which
the different systems are compared, with sentence-
level ranking as the primary type of manual eval-
uation. In addition to the direct quality judgments
we also evaluated translation quality by having
people edit the output of systems and have as-
sessors judge the correctness of the edited output.
The degree to which users were able to edit the
translations (without having access to the source
sentence or reference translation) served as a mea-
sure of the overall comprehensibility of the trans-
lation.

Although the inter-annotator agreement in the
sentence-ranking evaluation is only fair (as mea-
sured by the Kappa score), agreement can be im-
proved by removing the first (up to 50) judgments
of each assessor, focusing on the judgments that
were made once the assessors are more familiar
with the task. Inter-annotator agreement with re-
spect to correctness judgments of the edited trans-
lations were higher (moderate), which is proba-
bly due to the simplified evaluation criterion (bi-
nary judgments versus rankings). Inter-annotator
agreement for both conditions can be increased
further by removing the judges with the worst
agreement. Intra-annotator agreement on the other
hand was considerably higher ranging between
moderate and substantial.

In addition to the manual evaluation criteria we
applied a large number of automated metrics to
see how they correlate with the human judgments.
There is considerably variation between the differ-
ent metrics and the language pairs under consid-
eration. As in WMTOS8, the ULC metric had the
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highest overall correlation with human judgments
when translating into English, with MaxSim and
RTE following closely behind. TERp and wpBleu
were best when translating into other languages.

Automatically predicting human judgments at
the sentence-level proved to be quite challeng-
ing with many of the systems performing around
chance. We performed an analysis that showed
that if metrics’ system-level scores are used in
place of their scores for individual sentences, that
they do quite a lot better. This suggests that prior
probabilities ought to be integrated into sentence-
level scoring.

All data sets generated by this workshop, in-
cluding the human judgments, system translations
and automatic scores, are publicly available for
other researchers to analyze.?
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A Pairwise system comparisons by human judges

Tables 14-24 show pairwise comparisons between systems for each language pair. The numbers in each
of the tables’ cells indicate the percentage of times that the system in that column was judged to be better
than the system in that row. Bolding indicates the winner of the two systems. The difference between
100 and the sum of the complimentary cells is the percent of time that the two systems were judged to
be equal.

Because there were so many systems and data conditions the significance of each pairwise compar-
ison needs to be quantified. We applied the Sign Test to measure which comparisons indicate genuine
differences (rather than differences that are attributable to chance). In the following tables % indicates sta-
tistical significance at p < 0.10, { indicates statistical significance at p < 0.05, and 1 indicates statistical
significance at p < 0.01, according to the Sign Test.

B Automatic scores

Tables 26 and 25 give the automatic scores for each of the systems.
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GENEVA a6% 08% 637 54 69T .73% 83F 78F 49* 77t 75% 74% 57T 74% 69%| 75F 84 60 .84 71F
GOOGLE  .15% 03 23 50 43 24T 39 42 39 43 33 27% 29* 38 48 | 57 44 32 35 36
JHU-TROMBLE .75 .90% 77F 81% 84F 91% 947 88% 797 83% .83% 93% .89% 92% .90%| .94% 90 .95% .91 .83*
L 297 65T .12f 49 63 .63* 57 .63 41 49 46 50 49 50 41 | 667 53 .59F 62F 53
RBMTI 32 43 .11 46 42 46 50 617 34 46 58 51 42 42 56 | 47 53 49 58 .54
RBMT2 25T 46 .09% 37 45 33 45 231 3 28 47 42 31* 34 39| 49 61 4 32 29*
RBMT3  .17F 59T .02% 26* 35 .46 27 45 27 36 46 42 43 26* 49 | 4 48 58 29 31
RBMT4  .12% 47 07F 37 4 45 52 60* 39 39 45 39 31* 29T 44 | 54 45 37 43 30
RBMTS  .13% 34 07F 30* 247 577 41 29* 31 50 34 3 287 43 30| 49 57 3 49 21
RWTH  21* 55 .10% 41 49 .55 .46 .46 .60 44 57 48 51 41 .56 | 64T 54 .56% .74% 59*
STUTTGART  .17% 43 13% 39 43 55 39 36 33 34 38 42 52 42 49 | 49 28 35 .56 .46
systRaN 117 63 .06F 42 37 47 50 32 .58 34 .55 36 44 35 43 | 617 46 41 33 44
UEDIN .10 .50* 03% 35 49 46 39 .52 55 29 39 .52 35 33 42| 58 43 56 59T 55
uka 29T 58 04% 32 47 .63* 55 .54% 64T 24% 28 39 50 29 50 | 48 36 .57 45 45
ump  .16% 53 08% 38 49 43 .63* 687 49 38 39 41 .50 .49 46 | 54 44 38 46 .50
USAAR  .19F 44 F 41 34 49 4 44 33 36 33 45 39 32 41 46 41 31 42 11
BBN-COMBO  .14% 31 067 267 44 44 48 36 38 23% 35 267 29* 34 36 .37 32 237 38 32
cmu-comBo  .10% 36 07F 37 37 36 48 40 30 28 .53 41 4 43 28 34 | .50 33 53 44
CMU-COMBO-H .3 46 + 10 39 43 40 48 .57 27* 41 47 28 26* 38 49 | .657 .46 41 47
rRwTH-comBo  .06* 38 % 19t 36 54 43 43 30 .10f 33 56 22 27 23 42 | 32 31 41 29
USAAR-COMBO  .20% 55 17 3 39 57 45 59 32 27° 33 47 32 33 27 16 | 55 44 4 50
> OTHERS 22 51 .06 138 44 52 49 49 50 33 44 48 44 42 41 47 | 56 48 46 51 43
>=OTHERS .33 65 .13 50 54 64 64 62 .66 50 .61 .60 .59 .58 56 .65 | 68 .63 .62 .70 .62

Table 14: Sentence-level ranking for the WMT09 German-English News Task
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GOOGLE 347 56 51 55t 44 56t 37 41 42 45 45 43
L 587 62t 55T 55 61 59T 37 38 47 43 581 | 44
RBMTI .39 33t 567 .44 50 57T 41 32t 37 35T 45 42
RBMT2 .35 34t 34f 43 37" 40 25t 25t 31r 36f 37 | 32t
rRBMT3 31T 35% 41 35 37 41 24% 25t 33t 43 49 36*
RBMT4 .48 33F 33* 56* .55* 47 37 35t 34t 45 44 38
remMT5 367 35T 33T 50 53 33 36f 32t 35t 31F 0 25t | 30t
RWTH .51 46 .50 60F 65t 51 607 38 47 48 52 .54
STUTTGART .50 47 625 65t 64t 57T 62 46 52 54t 66t | 53
UEDIN .50 37 53¢ 64t 62 60 55T 45 28t 4 53 35
UKA 47 42 57t 58T 46 44 62F 35 32t 36 46 41
USAAR .46 36T 46 555 42 42 48t 42 28t 39 44 41
USAAR-COMBO .37 45 .54 55T 55% 53 617 39 40 .39 46 .52
> OTHERS 44 338 43 55 53 a7 54 37 33 39 a2 43 A1
>=OTHERS .54 49 57 .66 64 58 64 48 43 51 54 58 52
Table 15: Sentence-level ranking for the WMTO09 English-German News Task
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GOOGLE 218 40 40 41 38 23t 35 311 25t | 36 14 21
NicT  J74F 52 53 63t 64t 55T 61t 65t s9f | 62 78F 66t
RBMTl .56 40 34 44 46 35 48 42 42 571 .52 .54
RBMT3 .40 39 40 34 36 42 4 .55 .50 57 48 621
RBMT4 .55 328 41 46 47 39 49 49 48 .54 57 54
RBMT5 .54 30 35 44 38 45 .50 49 23 51 51 .66%
RWTH  .64% 297 50 53 53 49 42 46 43 .44 51 .58%
TALP-UPC .48 245 44 47 A1 36 39 36 32 | 47 45 .50
vepIN 61T 16t 48 42 41 46 44 43 44 49 51 41
USAAR  .69% 28T 47 44 38 35 43 60* 48 647 58 56*
BBN-COMBO .35 208 32F 36 39 37 36 39 32 317 .50 40
CMU-COMBO .19 A58 33 39 32 37 36 31 37 21% | 35 31
USAAR-COMBO .23 20F 42 31 39 25t 27 35 35 32% | 36 29
> OTHERS .50 26 a2 a2 ) a2 39 a4 3 37 49 49 50
>=OTHERS .70 37 55 55 53 55 51 59 56 51 64 70 69

Table 16: Sentence-level ranking for the WMT(09 Spanish-English News Task
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GOOGLE 39 218 49 36 48 34 39 33 36 | 21
NUS .50 1t et 1 51 35 25 47 36 43
rRBMTI  76F  .80% 79% 79t 83t 64t 76t 80F .67 | .64t
RBMT3 .42 31t et 30% 43 34 29 56 24% | 32
RBMT4 .47 32 A5 52 49 38 36 .51 39 38
RBMTS5 .42 40 a1 49 35 31t 39 47 a8t | 47
RWTH  .59* .52 26 54 51 617 46 567 39 55t
TALP-UPC .49 41 17t 63t 52 .51 29 45 39 41
UEDIN .50 32 17t 36 37 46 30t 29* 32t | 36
USAAR  .58* .56 23t 61t 53 477 51 49 617 .58*
USAAR-COMBO .31 45 215 54 49 .50 30T .43 43 33*
> OTHERS .50 45 17 56 47 53 33 ) 52 37 43
>=OTHERS .65 59 25 .66 61 64 51 58 66 48 61

Table 17: Sentence-level ranking for the WMTO09 English-Spanish News Task
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CMU-STATXFER 37 44 17 63" 47 46 58T 34 32 25T 42 48 46 28 38| .58F 47 39 41 35
COLUMBIA .56 56 37 71t 48 56% 35 45 28 38 42 41 33 58 50| .64T 52 .4t 71F 58T
pcu 27 .29* 157 67% 45 33 34 29 31 29 27 24 37 217 39| 61F 4 36 37 .1
GENEVA  .76% .54 .73% 715 .65% 73F 62* 667 76 46 .79% 57 4% 72t 671 69% 52 71F 67 .64t
GooGLE 23T 17% 12t 13t 218 35 09% 20% 27Y 31T 44 16t 21% 33 271 28 30 34 37 .16t
JHU 40 26 .38 22F .60% 31 .44 27 37 297 41 33 37 48 48| 53 47 31 47T 29
LiMst .4 .16% 38 .19% 56 .49 29 37 27 208 38 23* 33 29 38| .17 47 31 36 26"
LiuM-sYSTRAN 23T 30 42 33* 61F 27 45 48 31 41 44 32 35 41 39| 547 61T 24 677 36
RBMTI .53 23 42 .19% 57F 46 51 45 47 33 46 33 41 30 61| .77 51 41 50 41
RBMT3 .57 .63* .55 157 69T 44 57 52 41 22 38 51 43 43 31| .57F 46 47 38 .55
rBMT4 58T 35 51 36 677 607 .63F 35 41 .59% 40 55 50 71t 521 63T 65T 65T 66T 38
RBMT5 42 .49 .54* 09% 38 49 49 37 27 29 34 38 39 51 18| 42 .58 .48 .50 .60%
RWTH 38 39 45 32 .63% 46 .51 34 56 39 32 .52 48 46 46| 667 627 .617 .667 .54*
UEDIN 41 21 31 .19% 68" 46 42 35 41 38 31 46 .33 34 41| 41 35 44 63" 37
UKA .40 31 54T 19F 51 37 44 33 52 51 17F 27 32 49 34] 39 53 36 .44 29
USAAR .44 43 52 267 62* 48 46 30 30 .58 177 24 44 47 4 657 52 70% 55 41
BeN-comBo  21F 217 12F 23F 26 32 28T 23T 12F 26* 22T 49 09F 34 23 197 44 497 28 21f
cMu-coMBO 41 36 4 28 30 35 47 21T 29 42 23t 31 a7t 49 25 42| 31 37 29 25
cmu-comBo-H 24 217 38 23 37 39 31 24 31 41 28" 31 .14% 33 34 24% a8t 3 29 27
pcu-comBo 41 .13% 42 20 37 29 50 19T 44 49 23T 46 20F 21F 37 39| 31 26 .46 19%
USAAR-COMBO .41 257 .18 28T .66% 53 .52* 48 41 38 .53 .17F 21* 42 42 47| 58F 58 47 .63%
> OTHERS 40 31 41 23 .56 43 46 36 37 41 30 40 33 41 40 40| 50 47 46 49 36
>=OTHERS 58 5 .66 34 .76 .62 .65 .60 56 54 47 59 52 61 61 55| .73 66 .71 .67 57
Table 18: Sentence-level ranking for the WMTO09 French-English News Task
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pcu 128 39 47 44 33 44 27 45 24 49 24 46 26f| 39 33
GENEVA  .62% 730 69%  80F 50 71t 50 52¢ 56T .66t 46t s6F 57 | 74F 84t
GOOGLE .46  .15% 28 42 26 .44 267 34 29% 44 24 32 29| 36 32
LIMSI 25  .16% 45 48 23* 43 30 45 27 42 34 4 36 | 537 .38
LIUM-SYSTRAN 24 F 45 32 a7t 29 a7t 21t 380 20 a7b 35 a7t 41 M
RBMTI .39 25 51 .51* 537 46 40 29 52 36  .60* 63" 41 | 44 607
RBMT3 36 .11 37 37 52 24 25% 27 31 44 43 32 27%| 53 44
rRBMT4 .36 .19 587 37 577 23 61* 42 32 50 22 39 44 | 53 56"
RBMTS 41 .17 53 39 617 38 .58 30 41 52 41 48 13 | 54 .60
RWTH .59 21T 63* 50 47 29 44 37 31 37 35 51 16t| 50 57t
SYSTRAN .35 208 33 39 38 40 22 29 26* .44 47 33 32 | 60" 45
UEDIN .38  11F 41 28 77F 33 51 44 49 32 37 30 31 | .56 .56%
UKA 36 .09F 46 4 45 23T 50 39 29 29 47 26 198 41 567
usaarR .66 27 52 49 70T 31 61 29 32 .e4f 62 51 61f 765 .65%
pcu-comBo .32 11T 30 18T 45 22 29 33 29 3% 27 26 41 12f 21
USAAR-COMBO .40  F 39 17 26 a7t 28 20% 28 20" 39 .04F 06" 08%| .39
> OTHERS 41 .15 47 39 .52 29 45 32 35 35 45 34 42 28 | 51 49
>=OTHERS .65 38 .68 64 73 54 65 59 57 58 65 .60 .66 48 | 74 .77

Table 19: Sentence-level ranking for

the WMTO09 English-French News Task
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CU-BOJAR 54 44 45t 52
GOOGLE  .28% 324 | st 23
UEDIN .38 51+ 38 .45t
BBN-cOMBO 317 39F 32 38%
cMmu-comBo  28% 29 278 | 24t
> OTHERS 31 43 34 31 40
>= OTHERS Sl 75 57 .65 73

Table 20: Sentence-level ranking for the WMTO09 Czech-English News Task
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CU-BOJAR 31F 45t 43t 48t 30f
CU-TECTOMT  .51% 548 56t 58F 42*
EUROTRANXP 357 26t 39 .38 29t
GooGLE  31F  30f 42 43 26t
pcTRANS  .33F 278 36 38* 30%
UEDIN  42F 377 528 50f  53F
> OTHERS .38 .30 46 45 48 31
>= OTHERS .61 48 .67 .66 .67 .53

Table 21: Sentence-level ranking for the WMTO09 English-Czech News Task
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MORPHO 21 28t | 24F  27F gt

UEDIN  .70% 59% | 45t 55t 50t

ump  .61F  26f 218 29 38

BBN-COMBO  .67F 237  48F 41 52F

cmu-comBo .59 25 35 29* 42
CMU-COMBO-HYPOSEL  .55%  .15% 34 270 34

> OTHERS .62 2 A1 29 37 0

>= OTHERS .75 45 66 54 62 .68

Table 22: Sentence-level ranking for the WMT(09 Hungarian-English News Task
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GOOGLE¢ z 61 54* 47 52 51 47 61 42 | 38 52 55 54 11F 51 48 34 49 32 53 .52 50 .59 .53
GOOGLEgg  .33* 42 37 38 41 35 49 45 | 11 39 25 36 .18F 26* 36 .22F 32 .18 38 4 4 38 22
GOOGLEpgr  27% 42 26" 36 43 47 33 35 | 29* 23T 50 23 .14f 207 21F 11t a7F 22F 39 48 32 36 27
RBMT2pEp 33 .49 .617 41 43 25t 52 38 | 33 41 4 .55 20% .66 .62* .18% 55 35 35 .58 .54 .61* 57T
RBMT3pp .37 .60 .54 .41 42 38 45 61 | 48 39 40 .63F 32 43 25T 35 35 25T 56 .69T 46 .49 .46
RBMT3ps .34 .52 .46 .51 .54 43 36 38 | 30* 54 41 47 25% 50 42 26 43 27T 52 57 47 46 26*
RBMT3rpr 40 .58 37 .63 53 .57 54 .50 | 36 .64* 44 55 .13% 60 .64* 4 .53 31 46 48 44 52 42
RBMTS5pg .29 41 .55 31 48 36 .33 39 | .16% 44 50 68" 23T 35 48 38 37 41 607 51 .51 .65% 32
RBMTSrr 47 .52 45 .50 33 .51 34 42 29 59 44 49 F 49 .61* 28* .19% 35 587 60 27 59 .57
BBN-COMBOcz .41 .74% 65* 55 44 .67* .56 .80F .46 46 .58 707 22T 737 63T 32 38 48 .65* 727 .667 .707 58
BBN-COMBOpg .39 .54 58T 41 49 44 31 44 28 | 49 49 52 16F 52 36 22% 38 33* 41 687 34 52 .56
BBN-COMBOps 38 .40 41 43 47 55 46 25 .51 | 31 43 44 207 50 42 30T 32 29* 36 .62 47 44 38
BBN-COMBOpp .38 .52 .35 .36 .27F 53 40 267 33 | 24% 44 36 128 47 47 32 44 271 41 42 33 .60% 35
BBN-COMBOgy  .84% .75% 78% 60 57 70* 71% 627 84%| .657 .72% 637 .85% 78% 697 607 71F 50 .85 78F 87% .86% .75%
BBN-COMBOx x 4 .54* .63T 34* 50 47 132 45 39 | 20% 39 45 41 .14% 24% 218 3 217 46 40 47 41 41
CMU-CMB-HYPpp 48 .43 .687 29* 647 46 31* 30 30*| 237 41 39 32 .197 .74% 21% 32 31 .50 747 38 .56* .53
CMU-CMB-HYPyy .63 .75% .78% 70 55 .63* 46 .58 .59*| .50 .61* .707 59 .13% .68% .69% 657 39 75% 71% 82% .80% .681
CMU-COMBOcz .32 .59 .81% 36 .50 .46 41 .50 .60%| 28 .54 .52 47 20% 55 .56 .26% 13t 55 69T 57 .66 .55
CMU-COMBOgy .62 .76% .69% 58 687 671 59 .54 .54 | 48 .67* .64* 707 32 .74% 60 50 .77% 667 72 61 .82 .82F
CMU-COMBOxx 4 .50 33 .51 37 43 44 207 2at| 32% 56 43 39 .13% 39 39 .16% 30 .32f 39 4 46 4
DCU-COMBOpgr 44 .57 29 32 257 29 26 35 27¢| 9% 237 38 42 .15% 34 20% 12F 197 17F 50 55 .49 30*
RWTH-COMBOpr 41 .43 .52 37 39 .53 .50 35 .53 | 257 40 47 .54 .10 47 41 07F 38 30 .53 38 56 .49
RWTH-COMBOy x .31 .38 .44 26 41 39 31 26 32 | .18% 29 44 .19% 10% 36 .25* .11% 28* .15% 39 42 28 44

USAAR-COMBOgg .37 .37 .54 21T 4 58 39 47 31 | 32 34 28 .55 .11% 38 38 207 38 .18% 44 .67* 43 44

> OTHERS 41 54 54 43 45 49 41 44 44 | 32 46 46 50 .16 51 45 26 40 29 52 .57 48 55 47
>=OTHERS .52 .67 .70 55 55 .57 52 58 .58 | 43 57 59 .62 27 .62 58 37 .52 36 .63 68 .59 .69 .62

Table 23: Sentence-level ranking for the WMTO09 All-English News Task
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BBN-COMBO
CMU-COMBO
RWTH-COMBO

BBN-COMBO 37 407
CMU-COMBO | .41 444
RWTH-cOMBO | .32%  34%
> OTHERS .36 .35 42
>= OTHERS .62 .58 .67

W

Table 24: Sentence-level ranking for the WMT(09 Multisource-English News Task
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German-English News Task
BBN-COMBO  0.68 0.24 022 -0.17 029 031 051 055 06 041 7.08 678 0.13 0.1 0.54 063 0.31 045 036 0.31
CMU-cOMBO  0.63 022 021 -0.19 028 029 049 054 058 04 695 671 0.12 0.09 056 0.66 029 047 035 0.29
CMU-COMBO-HYPOSEL ~ 0.62 0.23 021 -0.19 028 03 049 054 057 04 679 65 0.1 0.09 057 066 029 047 035 03
GENEVA 033 0.1 0.09 -033 0.17 0.18 038 043 044 030 4.88 4.65 0.03 0.04 071 0.86 022 0.58 025 0.17
GOOGLE  0.65 0.21 020 -02 027 0.28 048 0.54 0.57 039 6.85 6.65 0.1 011 0.56 0.65 0.29 048 035 0.28
JHU-TROMBLE ~ 0.13 0.07 0.06 -038 0.09 0.1 034 043 041 029 490 425 0.02 0.02 081 1 0.19 0.61 022 0.12
Liw 050 019 0.18 -022 025 027 046 051 054 038 635 6.02 006 0.05 061 072 027 049 033 026
RBMTI 0.54 0.14 013 -029 020 021 043 050 0.53 037 530 5.07 0.04 0.04 0.67 076 026 0.55 029 0.22
RBMT2  0.64 0.17 0.16 -0.26 023 024 048 052 055 038 606 575 0.1 0.12 063 070 029 051 031 024
RBMT3  0.64 0.17 0.16 -0.25 023 025 048 052 055 038 598 571 0.09 0.09 061 0.68 029 051 032 025
RBMT4  0.62 0.16 0.14 -0.27 021 023 045 05 052 036 565 536 006 0.07 065 0.72 027 052 030 023
RBMT5  0.66 0.16 0.15 -026 022 024 047 051 054 037 576 552 0.07 006 0.63 070 0.28 0.52 031 0.24
RWTH 050 0.19 0.18 -0.21 025 026 045 050 0.53 036 644 624 0.06 003 0.60 0.74 0.27 049 033 0.26
RWTH-cOMBO 0.7 023 022 -0.18 029 030 050 0.55 059 041 7.06 6.81 0.11 007 0.54 063 0.30 046 036 0.31
STUTTGART  0.61 0.2 0.18 -0.22 026 0.27 048 0.52 056 038 639 6.11 0.1 006 0.60 0.69 0.29 049 033 0.27
SYSTRAN 0.6 0.19 0.17 -022 024 026 047 052 0.55 038 640 6.08 0.08 0.07 0.60 0.71 028 0.5 033 0.26
UEDIN 059 020 0.19 -022 026 027 047 052 055 038 647 6.24 007 0.04 061 070 027 049 034 027
UKA 058 021 02 -020 027 028 047 052 056 038 6.66 643 0.08 0.04 058 0.69 028 048 0.34 028
uMp 056 021 0.19 -0.19 026 028 047 052 0.56 038 6.74 642 0.08 0.04 056 0.69 028 048 034 0.27
USAAR  0.65 0.17 0.15 -026 023 024 047 051 0.54 038 589 564 0.06 0.05 064 0.71 028 0.52 031 0.24
USAAR-COMBO  0.62 0.17 0.16 -025 023 0.24 047 051 055 038 599 6.85 0.07 006 0.64 0.70 0.28 0.51 0.32 0.25
Spanish-English News Task
BBN-COMBO  0.64 0.29 027 -0.13 034 035 053 057 062 043 7.64 735 0.16 0.13 0.51 061 033 042 04 0.35
cMU-COMBO 0.7 0.28 027 -0.13 033 035 053 058 0.62 043 7.65 7.46 021 02 051 0.60 034 042 040 0.36
GOOGLE ~ 0.70 0.29 028 -0.13 034 035 053 058 0.62 043 7.68 7.50 023 022 05 059 034 042 041 036
NICT 037 022 022 -0.19 027 029 048 0.54 057 039 691 674 0.1 01 0.60 071 03 046 036 0.3
RBMTI 055 0.19 0.18 -024 025 026 049 054 057 040 6.07 593 0.11 0.12 062 0.69 03 049 034 028
RBMT3 055 020 02 -022 026 027 050 054 058 041 624 6.08 0.13 0.14 0.60 0.65 031 048 036 029
RBMT4 053 02 0.9 -022 025 027 048 053 057 04 620 6.03 0.10 0.11 0.60 0.67 03 048 035 028
RBMT5 055 020 02 -022 026 027 05 054 058 040 626 6.10 0.12 0.11 0.6 065 0.31 048 036 0.29
RWTH 051 024 023 -0.16 03 031 049 054 058 04 7.2 695 0.11 0.08 0.56 0.68 031 045 037 032
TALP-UPC  0.59 0.26 025 -0.15 031 033 051 056 06 041 7.28 7.02 0.13 0.11 0.54 064 032 044 038 0.33
UEDIN 056 0.26 025 -0.15 032 033 051 056 0.60 042 725 7.04 0.16 0.1 055 0.64 032 043 039 0.34
USAAR 051 02 0.9 -022 025 027 048 054 057 04 631 6.14 011 0.09 062 0.67 03 048 034 028
USAAR-COMBO ~ 0.69 029 0.27 -0.13 0.34 035 053 058 0.62 043 758 7.25 020 0.13 051 06 034 042 04 035
French-English News Task
BBN-cOMBO  0.73 0.31 03 -0.11 036 038 054 059 0.64 045 7.88 7.58 0.14 0.12 02 020 036 040 041 0.37
CMU-cOMBO  0.66 0.3 029 -0.12 035 036 053 058 0.63 044 7.72 7.57 0.15 0.12 024 026 035 041 041 0.37
CMU-COMBO-HYPOSEL ~ 0.71 0.28 0.26 -0.14 033 035 053 057 0.61 043 740 7.15 0.1 0.08 031 033 034 042 04 035
CMU-STATXFER ~ 0.58 024 0.23 -0.18 029 031 049 054 058 040 6.89 6.75 0.08 0.07 038 042 031 046 037 032
COLUMBIA 050 023 0.22 -0.18 029 030 049 054 058 040 685 6.68 0.07 0.07 036 039 031 046 036 031
pcu 066 027 025 -0.15 032 034 052 056 0.61 042 729 694 0.09 0.07 032 034 033 043 038 0.34
DCU-cOMBO  0.67 031 031 -0.11 036 037 054 059 064 044 784 7.69 0.14 0.12 021 022 035 041 042 038
GENEVA 034 0.14 0.14 -029 021 022 043 049 052 036 532 515 005 0.05 054 052 026 0.53 029 022
GOOGLE  0.76 0.31 030 -0.10 036 037 054 058 0.63 044 8 7.84 0.17 0.13 0.17 02 036 041 042 0.38
JHU  0.62 0.27 023 -0.15 032 033 051 056 0.6 041 723 6.68 0.08 0.05 033 036 032 043 037 0.32
LiMst - 0.65 026 025 -0.16 030 032 051 056 060 042 7.02 6.87 0.09 0.07 035 036 033 044 038 033
LIUM-SYSTRAN  0.60 0.27 026 -0.15 032 033 051 056 060 042 7.26 7.10 0.10 0.06 0.33 036 0.33 043 039 035
RBMTI 056 0.18 0.18 -0.25 024 025 048 053 057 04 589 573 007 0.06 051 045 03 050 034 026
RBMT3 054 02 0.19 -022 025 027 048 053 056 039 6.12 596 0.07 0.06 045 045 030 049 035 028
RBMT4 047 0.19 0.18 -024 024 026 048 052 056 039 597 583 007 0.06 046 045 03 049 034 027
RBMT5 059 0.19 0.19 -024 025 026 049 054 057 040 6.03 59 0.09 007 046 043 031 049 035 0.28
RWTH 052 025 024 -0.16 030 032 05 055 059 040 7.09 694 0.07 0.03 035 039 032 044 038 032
UEDIN  0.61 025 024 -0.16 031 032 050 055 0.59 041 7.04 685 0.08 0.04 035 038 032 044 038 0.33
UKA  0.61 026 025 -0.15 031 033 051 055 06 041 7.17 7.00 0.08 0.04 034 037 032 044 038 034
USAAR 055 0.19 0.18 -024 024 026 048 054 057 04 608 592 007 0.06 046 044 03 049 034 026
USAAR-COMBO  0.57 0.26 025 -0.16 031 033 051 055 059 041 7.13 6.85 0.08 002 0.33 035 032 044 038 0.33
Czech-English News Task
BBN-COMBO  0.65 0.22 020 -0.19 027 0.29 047 0.52 056 039 6.74 645 024 03 0.52 060 0.29 047 034 0.29
CMU-CcOMBO  0.73 0.22 020 -0.2 027 0.29 047 053 057 039 6.72 646 034 034 053 060 029 047 035 0.29
CU-BOJAR 051 0.16 0.15 -026 022 024 043 05 052 036 584 554 026 028 0.61 069 026 052 031 0.24
GOOGLE ~ 0.75 021 020 -0.19 026 028 046 052 0.55 038 6.82 6.61 032 033 053 062 029 047 035 0.28
UEDIN 057 02 019 -023 025 027 045 050 0.54 037 62 6 022 025 0.56 0.63 0.27 049 0.33 027
Hungarian-English News Task
BBN-COMBO  0.54 0.14 0.13 -029 0.19 021 038 045 046 032 546 52 0.16 0.18 0.71 083 023 055 027 02
CMU-COMBO  0.62 0.14 0.13 -029 0.19 021 039 046 047 032 552 524 028 022 071 0.82 023 0.55 028 0.2
CMU-COMBO-HYPOSEL ~ 0.68 0.14 0.12 -029 0.19 021 039 045 046 032 551 516 025 025 071 0.82 023 0.55 027 0.2
MORPHO  0.75 0.1 009 -036 0.15 0.17 039 045 046 032 475 455 034 049 079 083 023 06 026 0.17
UEDIN 045 0.12 011 -032 0.18 0.19 037 042 043 030 495 474 0.12 0.12 075 0.87 021 0.58 027 0.19
uMp 066 0.13 012 -028 0.18 02 036 044 045 030 541 512 021 0.13 0.68 0.85 022 0.55 027 0.18

Table 25: Automatic evaluation metric scores for translations into English
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English-German News Task
GOOGLE 054 0.5 014 -029 020 022 536 525 062 074 054 03 0.23
Liu 049 014 013 029 02 021 535 518 0.65 078 054 03 0.23
RBMTI 057 011 011 -032 017 019 469 459 067 081 057 028 021
RBMT2 066 013 0.13 -030 0.19 021 508 499 062 075 055 030 023
RBMT3  0.64 012 012 -029 02 021 48 471 062 076 054 031 025
RBMT4 058 011 010 -033 017 018 466 457 0.7 084 057 027 02
RBMTS  0.64 013 0.12 -03 019 020 503 494 064 079 055 03 0.23
RWTH 048 0.14 013 -028 02 021 551 541 062 078 053 03 0.23
STUTTGART 043 0.2 0.12 -031 0.8 020 506 482 067 079 055 029 021
UEDIN 051 0.5 015 -027 021 023 553 542 063 077 053 031 024
UKA 054 015 015 -027 021 022 5.6 548 062 075 052 031 024
USAAR 058 0.12 011 -033 018 0.19 483 471 069 08 057 028 021
USAAR-COMBO 052 0.16 0.15 -027 021 023 5.6 539 062 075 052 031 024
English-Spanish News Task
GOOGLE  0.65 028 027 -0.15 033 034 727 7.07 036 042 042 037 031
NUS 059 025 023 -0.17 030 031 696 667 048 059 044 034 028
RBMTI 025 0.5 014 -027 020 022 532 517 055 066 051 024 0.16
RBMT3  0.66 0.18 0.17 -0.18 028 03 579 563 049 059 045 033 027
RBMT4 0.61 021 02 -020 026 028 647 628 052 064 047 031 025
RBMTS  0.64 022 021 02 027 029 653 634 052 064 046 032 0.26
RWTH 051 022 021 -0.18 027 029 683 6.63 050 0.65 046 032 026
TALP-UPC 058 025 023 -0.17 03 0.31 6.96 669 047 058 044 034 028
UEDIN 066 025 024 -0.17 030 031 694 673 048 059 044 034 029
USAAR 048 020 019 -021 026 027 636 616 054 066 047 030 0.24
USAAR-COMBO  0.61 028 026 -0.14 033 034 736 697 039 048 042 036 031
English-French News Task
pcu 065 024 022 -019 029 030 6.69 639 063 072 047 038 0.34
pcu-comBo  0.74 028 027 015 033 034 729 7.2 058 0.67 044 042 038
GENEVA 038 0.15 0.14 -027 020 022 559 539 068 08 053 032 025
GOOGLE  0.68 025 024 -0.17 030 031 6.90 6.71 062 0.7 046 040 036
LiMST 064 025 024 -0.17 03 031 694 677 060 071 046 04 0.35
LIUM-SYSTRAN  0.73 026 024 -0.17 031 032 7.02 683 061 071 045 040 0.36
RBMTI 054 018 0.17 -023 024 026 612 59 065 076 05 035  0.29
RBMT3  0.65 022 020 -020 027 028 648 629 063 072 048 038 033
RBMT4 059 018 017 -024 024 025 602 58 066 077 050 035 03
RBMTS 057 020 019 -021 026 027 631 615 063 074 049 036 031
RWTH 058 022 021 -019 027 028 6.67 651 062 075 048 038 032
SYSTRAN  0.65 023 022 -0.19 028 029 67 647 0.63 074 047 039 034
UEDIN  0.60 024 023 -0.18 029 030 675 657 062 071 047 039 035
UKA 0.66 024 023 018 029 030 682 665 061 0.71 046 039 035
USAAR 048 0.19 018 -023 024 026 616 598 066 076 05 034 029
USAAR-COMBO  0.77 027 025 015 032 033 724 693 059 0.69 044 041 037
English-Czech News Task
CU-BOJAR 061 014 0.13 -028 021 023 518 496 0.63 082 0.0l n/a n/a
CU-TECTOMT 048 007 0.07 -035 0.14 016 417 403 071 096 001 n/a n/a
EUROTRANXP  0.67 0.1 009 -033 016 0.18 438 426 07 093 0.0l n/a n/a
GOOGLE  0.66 0.14 013 -030 020 022 496 484 066 082 001 n/a n/a
PCTRANS  0.67 009 0.09 -034 017 018 434 419 071 090 0.01 n/a n/a
UEDIN 053 0.14 013 -029 021 022 504 49 0.64 0.84 001 n/a n/a
English-Hungarian News Task
MORPHO  0.79 0.08 0.08 -037 0.5 016 404 392 083 1 0.6 n/a n/a
UEDIN 032 0.1 009 -033 017 0.18 448 432 078 1 0.56  n/a n/a

Table 26: Automatic evaluation metric scores for translations out of English
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Abstract

We explored novel automatic evaluation
measures for machine translation output
oriented to the syntactic structure of the
sentence: the BLEU score on the detailed
Part-of-Speech (POS) tags as well as the
precision, recall and F-measure obtained
on POS n-grams. We also introduced F-
measure based on both word and POS n-
grams. Correlations between the new met-
rics and human judgments were calcu-
lated on the data of the first, second and
third shared task of the Statistical Machine
Translation Workshop. Machine transla-
tion outputs in four different European
languages were taken into account: En-
glish, Spanish, French and German. The
results show that the new measures cor-
relate very well with the human judge-
ments and that they are competitive with
the widely used BLEU, METEOR and TER
metrics.

1 Introduction

We proposed several syntax-oriented automatic
evaluation measures based on sequences of POS
tags and investigated how they correlate with hu-
man judgments. The new measures are the POS-
BLEU score, i.e. the BLEU score calculated on
POS tags instead of words, as well as the POSP, the
POSR and the POSF score: precision, recall and F-
measure calculated on POS n-grams. In addition
to the metrics based only on POS tags, we investi-
gated a WPF score, i.e. an F-measure which takes
into account both word and POS n-grams.

The correlations on the document level were
computed on the English, French, Spanish and
German texts generated by various translation sys-
tems in the framework of the first (Koehn and
Monz, 2006), second (Callison-Burch et al., 2007)

and third shared translation task (Callison-Burch
et al., 2008). Preliminary experiments were car-
ried out on the data from the first (2006) and
the second task (2007) — Spearman’s rank corre-
lation coefficients between the adequacy and flu-
ency scores and the POSBLEU, POSP, POSR and
POSF scores were calculated. The POSBLEU and
the POSF score were shown to be the most promis-
ing, so that these metrics were submitted to the
official shared evaluation task 2008. The results
of this evaluation showed that these metrics also
correlate well on the document level with another
human score, i.e. the sentence ranking. However,
on the sentence level the results were less promis-
ing. The possible reason for this is the main draw-
back of the metrics based on pure POS tags, i.e.
neglecting the lexical aspect. Therefore we also
introduced a WPF score which takes into account
both word n-grams and POS n-grams.

2 Syntactic-oriented evaluation metrics

We investigated the following metrics oriented on
the syntactic structure of a translation output:

e POSBLEU
The standard BLEU score (Papineni et al.,
2002) calculated on POS tags instead of
words;

POSP

POS n-gram precision: percentage of POS n-
grams in the hypothesis which have a coun-
terpart in the reference;

POSR

Recall measure based on POS n-grams: per-
centage of POS n-grams in the reference
which are also present in the hypothesis;

POSF
POS n-gram based F-measure: takes into ac-
count all POS n-grams which have a counter-

Proceedings of the Fourth Workshop on Statistical Machine Translation , pages 29-32,
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part, both in the reference and in the hypoth-
esis.

WPF

F-measure based both on word and POS n-
grams: takes into account all word n-grams
and all POS n-grams which have a counter-
part both in the corresponding reference and
hypothesis.

The prerequisite for all metrics is availability of
an appropriate POS tagger for the target language.
It should be noted that the POS tags cannot be only
basic but must have all details (e.g. verb tenses,
cases, number, gender, etc.).

The n-gram scores as well as the POSBLEU
score are based on fourgrams (i.e. the value of
maximal n is 4). For the n-gram-based measures,
two types of n-gram averaging were investigated:
geometric mean and aritmetic mean. Geometric
mean is already widely used in the BLEU score, but
is also argued not to be optimal because the score
becomes equal to zero even if only one of the n-
gram counts is equal to zero. However, this prob-
lem is probably less critical for POS-based metrics
because the tag set sizes are much smaller than vo-
cabulary sizes.

3 Correlations between the new metrics
and human judgments

The syntax-oriented evaluation metrics were com-
pared with human judgments by means of Spear-
man correlation coefficients p. Spearman’s rank
correlation coefficient is equivalent to Pearson cor-
relation on ranks, and its advantage is that it makes
fewer assumptions about the data. The possible
values of p range between 1 (if all systems are
ranked in the same order) and -1 (if all systems are
ranked in the reverse order). Thus the higher value
of p for an automatic metric, the more similar it
is to the human metric. Correlation coefficients
between human scores and three well-known au-
tomatic measures BLEU, METEOR and TER were
calculated as well, in order to see how the new
metrics perform in comparison with widely used
metrics. The scores were calculated for outputs
of translation from Spanish, French and German
into English and vice versa. English and Ger-
man POS tags were produced using the TnT tag-
ger (Brants, 2000), Spanish texts were annotated
using the FreeLing analyser (Carreras et al., 2004),
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and French texts using the TreeTagger'. In this
way, all references and hypotheses were provided
with detailed POS tags.

Experiments on 2006 and 2007 test data

The preliminary experiments with the new eval-
uation metrics were performed on the data from
the first two shared tasks in order to investigate
Spearman correlation coefficients p between POS-
based evaluation measures and the human scores
adequacy and fluency. The metrics described in
Section 2 (except the WPF score) were calculated
for all translation outputs. For each new metric,
the p coefficient with the adequacy and with the
fluency score on the document level were calcu-
lated. Then the results were summarised by aver-
aging obtained coefficients over all translation out-
puts, and the average correlations are presented in
Table 1.

2006+2007 H adequacy | fluency
BLEU 0.590 0.544
METEOR 0.598 0.538
TER 0.496 0.479
POSBLEU 0.642 0.626
POSF gm 0.586 0.551
am 0.584 0.570

POSR gm 0.572 0.576
am 0.542 0.544

POSP gm 0.551 0.481
am 0.531 0.461

Table 1: Average system-level correlations be-
tween automatic evaluation measures and ade-
quacy/fluency scores for 2006 and 2007 test data
(gm = geometric mean for n-gram averaging, am
= arithmetic mean).

Table 1 shows that the new measures have
high p coefficients both with respect to the ade-
quacy and to the fluency score. The POSBLEU
score has the highest correlations, followed by the
POSF score. Furthermore, the POSBLEU score has
higher correlations than each of the three widely
used metrics, and all the new metrics except the
POSP have higher correlations than the TER. The
POSF correlations with the fluency are higher than
those for the standard metrics, and with the ad-
equacy are comparable to those for the METEOR
and the BLEU score.

Uhttp://www.ims.uni-stuttgart.de/projekte/corplex/Tree Tagger/



Table 2 presents the percentage of the docu-
ments for which the particular new metric has
higher correlation than BLEU, METEOR or TER. It
can be seen that on the majority of the documents
the POSBLEU metric outperforms all three stan-
dard measures, especially the correlation with the
fluency score. The geometric mean POSF shows
similar behaviour, having higher correlation than
the standard measures in majority of the cases but
slightly less often than the POSBLEU. The POSR
has higher correlation than the standard measures
in 50-70% of cases, and the POSP score has the
lowest percentage, 30-60%. It can be also seen
that the geometric mean averaging of the n-grams
correlates better with the human judgments more
often than the artimetic mean.

Experiments on 2008 test data

For the official shared evaluation task in 2008, the
human evaluation scores were different — the ad-
equacy and fluency scores were abandoned being
rather time consuming and often inconsistent, and
the sentence ranking was proposed as one of the
human evaluation scores: the manual evaluators
were asked to rank translated sentences relative
to each other. RWTH participated in this shared
task with the two most promising metrics accord-
ing to the previous experiments, i.e. POSBLEU
and POSF, and the detailed results can be found
in (Callison-Burch et al., 2008). It was shown that
these metrics also correlate very well with the sen-
tence ranking on the document level. However,
on the sentence level the performance was much
weaker: a percentage of sentence pairs for which
the human comparison yields the same result as
the comparison using particular automatic metric
was not very high. We believe that the main rea-
son for this is the fact that the metrics based only
on the POS tags can assign high scores to transla-
tions without correct semantic meaning, because
they are taking into account only syntactic struc-
ture without taking into account the actual words.
For example, if the reference translation is “This
sentence is correct”, a translation output “This tree
is high” would have a POS-based matching score
of 100%. Therefore we introduced the WPF score
— an F-measure metrics which counts both match-
ing POS n-grams and matching word n-grams.
The p coefficients for the POSBLEU, POSF and
WPF with the sentence ranking averaged over all
translation outputs are shown in Table 3. The cor-
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relations for several known metrics are shown as
well, i.e. for the BLEU, METEOR and TER along
with their variants: METEOR-r denotes the vari-
ant optimised for ranking, whereas MBLEU and
MTER are BLEU and TER computed using the
flexible matching as used in METEOR. It can be
seen that the correlation coefficients for all three
syntactic metrics are high. The POSBLEU score
has the highest correlation with the sentence rank-
ing, followed by POSF and WPF. All three mea-
sures have higher average correlation than MTER,
MBLEU and BLEU. The purely syntactic metrics
outperform also the METEOR scores, whereas the
WPF correlations are comparable with those of the
METEOR scores.

2008 H sentence ranking
BLEU 0.526
MBLEU 0.504
METEOR 0.638
METEOR-1 0.603
MTER 0.318
POSBLEU 0.712
POSF gm 0.663
am 0.661
WPF gm 0.600
am 0.628

Table 3: Average system-level correlations be-
tween automatic evaluation measures and human
ranking for 2008 test data.

Table 4 presents the percentage of the docu-
ments where the particular syntactic metric has
higher correlation with the sentence ranking than
the particular standard metric. All syntactic met-
rics have higher correlation than the MTER on al-
most all documents, and on a large number of doc-
uments than the MBLEU score. The correlations
for syntactic measures are better than those for the
BLEU score for more than 60% of documents. As
for the METEOR scores, the syntactic metrics are
comparable (about 50%).

4 Conclusions

The results presented in this article suggest that
the syntactic information has the potential to
strenghten automatic evaluation metrics, and there
are many possible directions for future work. We
proposed several syntax-oriented evaluation met-
rics based on the detailed POS tags: the POS-
BLEU score and POS-n-gram precision, recall and



adequacy fluency

2006+2007 || BLEU | METEOR | TER || BLEU | METEOR | TER
POSBLEU 77.3 58.3 75.0 | 81.8 83.3 83.3
POSF gm 72.7 58.3 75.0 | 63.6 75.0 83.3
am 68.2 58.3 75.0 || 63.6 66.7 68.1

POSR gm || 63.6 75.0 58.3 || 68.1 66.7 58.3
am 54.5 75.0 58.3 63.6 58.3 50.0

POSP gm 63.6 50.0 75.0 || 454 50.0 58.3
am || 54.5 41.7 66.7 | 364 50.0 58.3

Table 2: Percentage of documents from the 2006 and 2007 shared tasks where the particular new metric
has better correlation with adequacy/fluency than the particular standard metric.

2008 H BLEU \ MBLEU \ MTER \ METEOR | METEOR-T

POSBLEU || 714 85.7 92.8 57.1 64.3
POSFam | 64.3 78.6 92.8 50.0 50.0
gm || 64.3 78.6 92.8 57.1 50.0

wPF am || 57.1 64.3 100 42.8 50.0
gm || 57.1 64.3 92.8 42.8 50.0

Table 4: Percentage of documents from the 2008 shared task where the new metric has better correlation
with the human sentence ranking than the standard metric.

F-measure, i.e. the POSP, POSR, and POSF score.
In addition, we introduced a measure which takes
into account both POS tags and words: the WPF
score. We carried out an extensive analysis of
the Spearman’s rank correlation coefficients be-
tween the syntactic evaluation metrics and the hu-
man judgments. The obtained results showed that
the new metrics correlate well with human judg-
ments, namely the adequacy and fluency scores,
as well as the sentence ranking. The results also
showed that the syntax-oriented metrics are com-
petitive with the widely used evaluation measures
BLEU, METEOR and TER. Especially promising
are the POSBLEU and the POSF score. The cor-
relations of the WPF score are slightly lower than
those of the purely POS based metrics — however,
this metric has advantage of taking both syntactic
and lexical aspect into account.
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Abstract

This paper describes a simple evaluation
metric for MT which attempts to overcome
the well-known deficits of the standard
BLEU metric from a slightly different an-
gle. It employes Levenshtein’s edit dis-
tance for establishing alignment between
the MT output and the reference transla-
tion in order to reflect the morphological
properties of highly inflected languages. It
also incorporates a very simple measure
expressing the differences in the word or-
der. The paper also includes evaluation on
the data from the previous SMT workshop
for several language pairs.

1 Introduction

The problem of finding a reliable machine trans-
lation metrics corresponding with a human judg-
ment has recently returned to the centre of atten-
tion. After a brief period following the introduc-
tion of generally accepted and widely used met-
rics, BLEU (Papineni et al., 2002) and NIST (Dod-
dington, 2002), when it seemed that this persistent
problem has finally been solved, the researchers
active in the field of machine translation (MT)
started to express their worries that although these
metrics are simple, fast and able to provide con-
sistent results for a particular system during its de-
velopment, they are not sufficiently reliable for the
comparison of different systems or different lan-
guage pairs.

The results of the NIST evaluation in 2005
(Le and Przybocki, 2005) have also strengthened
the suspicion that the correlation between human
judgment and the BLEU and NIST measures is not
as strong as it was widely believed. Both mea-
sures seem to favor the MT output created by sys-
tems based on n-gram architecture, they are un-
able to take into account certain factors which are

very important for the human judges of translation
quality.

The article (Callison-Burch et al., 2006) thor-
oughly discusses the deficits of the BLEU and
similar metrics. The authors claim that the existing
automatic metrics, including some of the new and
seemingly more reliable ones as e.g. Meteor (cf.
(Banerjee and Lavie, 2005)) ... they are all quite
rough measures of translation similarity, and have
inexact models of allowable variation in transla-
tion.” This claim is supported by a construction of
translation variations which have identical BLEU
score, but which are very different for a human
judge. The authors identify three prominent fac-
tors which contribute to the inadequacy of BLEU —
the failure to deal with synonyms and paraphrases,
no penalties for missing content, and the crudeness
of the brevity penalty.

Let us add some more factors based on our ex-
periments with languages typologically different
than English, Arabic or Chinese, which are prob-
ably the languages most frequently used in recent
shared-task MT evaluations. The highly inflected
languages and languages with a higher degree of
word-order freedom may provide additional ex-
amples of sentences in which relatively small al-
terations of correct word forms may have a dire
effect on the BLEU score while the sentence still
remains understandable and acceptable for human
evaluators.

The effect of rich inflection has been observed
for example in (Tynovsky, 2007), where the au-
thor mentions the fact that the BLEU score used
for measuring the improvements in his experimen-
tal Czech-German EBMT system penalized heav-
ily all subtle errors in Czech morphology arising
from an out-of-context combined partial transla-
tions taken from different examples.

The problem of the insensitivity of BLEU to the
variations of the order of n-grams identified in ref-
erence translations has already been mentioned in
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the paper (Callison-Burch et al., 2006). The au-
thors showed examples where changing a good
word order into an unacceptable one did not af-
fect the BLEU score. We may add a different ex-
ample documenting the phenomenon that a pair
of syntactically correct Czech sentences with the
same word forms, differing only in the word order
whose n-gram score for n = 2, 3, and 4 differs
greatly. Let us take one of the sentences from the
2008 SMT workshop and its reference translation:

When Caligula appointed his horse to the Sen-
ate, the horse at least did not have blood on its
hoofs. — KdyZ Caligula zvolil do sendtu svého
koné, nemél jeho kil aspori na kopytech krev.

If we modify the Czech reference sentence into
Kdy? svého koné do sendtu zvolil Caligula, jeho
kuri aspori nemél na kopytech krev., we destroy 8
out of 15 bigrams, 11 out of 14 trigrams and 12
out of 13 quadrigrams while we still have sentence
with almost identical meaning and probably very
similar human evaluation. The BLEU score of the
modified sentence is, however, lower than it would
be for the identical copy of the reference transla-
tion.

2 The description of the proposed metric

There is one aspect of the problem of a MT
quality metric which tends to be overlooked but
which is very important from the practical point
of view. This aspect concerns the expected diffi-
culties when post-editing the MT output. It is very
important for everybody who really wants to use
the MT output and who faces the decision whether
it is better to post-edit the MT output or whether a
new translation made by human translators would
be faster and more efficient way towards the de-
sired quality. It is no wonder that such a met-
ric is mentioned only in connection with systems
which really aim at practical exploitation, not with
a majority of experimental MT system which will
hardly ever reach the stage of industrial exploita-
tion.

We have described one example of such practi-
cally oriented metric in (Haji¢ et al., 2003). The
metric exploits the matching algorithm of Trados
Translator’s Workbench for obtaining the percent-
age of differences between the MT output and the
reference translation (created by post-editing the
MT output). The advantage of this measure is its
close connection to the real world of human trans-
lating by means of translation memory, the disad-
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vantage concerns the use of a proprietary match-
ing algorithm which has not been made public and
which requires the actual use of the Trados soft-
ware.

Nevertheless, the matching algorithm of Trados
gives results which to a great extent correspond
to a much simpler traditional metric, to the Lev-
enshtein’s edit distance. The use of this metric
may help to refine a very strict treatment of word-
form differences by BLEU. A similar approach at
the level of unigram matching has been used by
the well-known METEOR metric (Agarwal and
Lavie, 2008), which proved its qualities during the
previous MT evaluation task in 2008 (Callison-
Burch et al., 2008). Meteor uses Porter stemmer
as one step in the word alignment algorithm. It
also relies on synonymy relations in WordNet.

When designing our metric, we have decided to
follow two general strategies — to use as simple
means as possible and to avoid using any language
dependent tools or resources. Levenshtein metric
(or its modification for word-level edit distance)
therefore seemed to be the best candidate for sev-
eral aspects of the proposed measure.

The first aspect we have decided to include was
the inflection. The edit distance has one advan-
tage over the language independent stemmer — it
can uniformly handle the differences regardless of
their position in the string. The stemmer will prob-
ably face certain problems with changes inside the
stem as e.g. in the Czech equivalent of the word
house in different cases dum (nom.sg) — domu
(gen., dat. or loc. sg.) or German Mann in differ-
ent numbers der Mann (sg.) — die Mdnner (pl.),
while the edit distance will treat them uniformly
with the variation of prefixes, suffixes and infixes.

As mentioned above, we have also intended to
aim at the treatment of the free word order in our
metric. However this seems to be one of the ma-
jor flaws of the BLEU score, it turned out that the
word order is extremely difficult if we stick to the
use of simple and language independent means. If
we take Czech as an example of a language with
relatively high degree of word-order freedom, we
can still find certain restrictions (e.g. the sentence-
second position of clitics, their mutual order, the
adjectives typically, but not always preceding the
nouns they depend upon etc.) which will defi-
nitely influence the human judgment of the accept-
ability of a particular sentence. These restrictions
are language dependent (for example Polish, the



language very closely related to Czech, has dif-
ferent rules for congruent attributes, the adjectives
stand much more often to the right of the govern-
ing noun) and they are also very difficult to capture
algorithmically. If the MT output is compared to
a single reference translation only, there is, in fact,
no way how the metric could account for the pos-
sible correct variations of the word order without
exploiting very deep language dependent informa-
tion. If there are more reference translations, it is
possible that they will provide the natural varia-
tions of the word order, but it, in fact, means that
if we want to stick to the above mentioned require-
ments, we have to give up the hope that our metric
will capture this important phenomenon.

2.1 Word alignment algorithm

In order to capture the word form variations
caused by the inflection, we have decided to em-
ploy the following alignment algorithm at the level
of individual word forms. Let us use the follow-
ing notation: Let the reference translation R be a
sequence of words r;, where ¢ €< 1,...,n >.
Let the MT output T be a sequence of words tj,
where j €< 1,...,m >. Let us also set a thresh-
old of similarity s €< 0,1 >. (s roughly ex-
presses how different the forms of a lemma may
be. The idea behind this criterion is that a mistake
in one morphological category (reflected mostly
by a different ending of the corresponding word
form) is not as serious as a completely different
lexeme. This holds especially for morphologically
rich languages that can have tens or even hun-
dreds of distinct word forms for a single lemma.)
Starting from ¢, let us find for each ¢; the best
r; for i €< 1,...,n > such that the edit dis-
tance d; from t; to r; normalized by the length
of ¢; is minimal and at the same time d; < s.
If the r; is already aligned to some tx, k < j
and the edit distance dj, > dj, then align t; to
r; and re-calculate the alignment for ¢, to its sec-
ond best candidate, otherwise take the second best
candidate r; conforming with the above mentioned
conditions and align it to ;. As a result of this
process, we get the alignment score Arg from T
to R Arp = 2% (for i e< 1,0 >)
where d; = 1 for those word forms ¢; which are
not aligned to any of the word forms r; from R.
Then we calculate the alignment score Apr using
the same algorithm and aligning the words from R
to T. The similarity score S equals the minimum
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from Argr and Arr. The way how the similar-
ity score S is constructed ensures that the score
takes into account a difference in length between
T and R, therefore it is not necessary to include
any brevity penalty into the metric.

2.2 A structural metric

In order to express word-order difference between
the MT output and the reference translation we
have designed a structural part of the metric. It
is based on an algorithm similar to one of the stan-
dard sorting methods, an insert sort. The refer-
ence translation R represents the desired word or-
der and the algorithm counts the number of op-
erations necessary for obtaining the correct word
order from the word order of the MT output T by
inserting the words ¢; to their desired positions r;
(t; is aligned to r;). If a particular word ¢; is not
aligned to any r;, a penalty of 1 is added to the
number of operations.

2.3 A combination of both metrics

The overall score is computed as a weighted aver-
age of both metrics mentioned above. Let L be the
lexical similarity score and M the structural score
based on a word mapping. Then then overall score
S can be obtained as follows:

S=alL +bM

The coefficients a and b must sum up to one.
They allow to capture the difference in the degree
of word-order freedom among target languages.
The coefficient b should be set lower for the tar-
get languages with more free word-order. Because
both then partial measures L and M have values in
the interval < 0,1 >, the value of S will also fall
into this interval.

3 The experiment

We have performed a test of the proposed met-
ric using the data from the last year’s SMT work-
shop.! The parameters a, b, and s have been set to
the same value for all evaluated language pairs, no
language dependent alterations were tested in this
experiment:

Parameter | Value
s 0.15
a 0.9

b 0.1

'The data are available at http://www.statmt.org/wmt08.



The values for the parameters have been set up
empirically with special attention being paid to
Czech, the only language with really rich inflec-
tion among the languages being tested.

We have performed sentence-level and system-
level evaluation using the Spearman’s rank corre-
lation coefficient which is defined as follows:

6> d?
p=1- =0
n(n?—1)

where d; = x; —y; is the difference between the
ranks of corresponding values X; and Y; and n is
the number of values in each data set.

The following scores express the correlation of
our automatic metric and the human judgements
for the language pairs English-Czech and English-
German. The sentence-level correlation pgep; is
the average of Spearman’s p across all sentences.

Language pair Metric ‘ Psent ‘ Psys
English-Czech proposed | 0.20 | 0.50
English-Czech | BLEU 0.21 | 0.50
English-German | proposed | 0.91 | 0.37
English-German | BLEU 0.90 | 0.20

3.1 Conclusions

The metric presented in this paper attempts to
combine some of the important factors which
seem to be neglected by some generally accepted
MT evaluation metrics. Inspired by the fact that
human judges tend to accept incorrect word-forms
of corectly translated lemmas, it employs a simi-
larity measure relaxing the requirements on iden-
tity (or similarity) of matching word forms in the
MT output and the reference translation. At the
same time, it also incorporates a penalty for dif-
ferent length of the MT output and the reference
translation. The second component of the metric
tackles the problem of incorrect word-order. The
constants used in the metric allow to set the weight
of its two components with regard to the target lan-
guage properties.

The experiments performed on the data from
the previous shared evaluation task are promising.
They indicate that the first component of the met-
ric succesfully replaces the strict unigram mea-
sure used in BLEU while the second component
may require certain alteration in order to achieve a
higher correlation with human judgement.
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Abstract

We present two regression models for the prediction
of pairwise preference judgments among MT hy-
potheses. Both models are based on feature sets that
are motivated by textual entailment and incorporate
lexical similarity as well as local syntactic features
and specific semantic phenomena. One model pre-
dicts absolute scores; the other one direct pairwise
judgments. We find that both models are compet-
itive with regression models built over the scores
of established MT evaluation metrics. Further data
analysis clarifies the complementary behavior of the
two feature sets.

1 Introduction

Automatic metrics to assess the quality of machine trans-
lations have been a major enabler in improving the per-
formance of MT systems, leading to many varied ap-
proaches to develop such metrics. Initially, most metrics
judged the quality of MT hypotheses by token sequence
match (cf. BLEU (Papineni et al., 2002), NIST (Dod-
dington, 2002). These measures rate systems hypothe-
ses by measuring the overlap in surface word sequences
shared between hypothesis and reference translation.

With improvements in the state-of-the-art in machine
translation, the effectiveness of purely surface-oriented
measures has been questioned (see e.g., Callison-Burch
et al. (2006)). In response, metrics have been proposed
that attempt to integrate more linguistic information
into the matching process to distinguish linguistically li-
censed from unwanted variation (Giménez and Marquez,
2008). However, there is little agreement on what types
of knowledge are helpful: Some suggestions concen-
trate on lexical information, e.g., by the integration of
word similarity information as in Meteor (Banerjee and
Lavie, 2005) or MaxSim (Chan and Ng, 2008). Other
proposals use structural information such as dependency
edges (Owczarzak et al., 2007).

In this paper, we investigate an MT evaluation metric
that is inspired by the similarity between this task and
the textual entailment task (Dagan et al., 2005), which

*This paper is based on work funded by the Defense Ad-
vanced Research Projects Agency through IBM. The content
does not necessarily reflect the views of the U.S. Government,
and no official endorsement should be inferred..

HYP: The virus did not infect anybody.

entailment entailment

REF: No one was infected by the virus.

HYP: Virus was infected.
|

no entailment * no entailment

1
REF: No one was infected by the virus.

Figure 1: Entailment status between an MT system hy-
pothesis and a reference translation for good translations
(above) and bad translations (below).

suggests that the quality of an MT hypothesis should be
predictable by a combination of lexical and structural
features that model the matches and mismatches be-
tween system output and reference translation. We use
supervised regression models to combine these features
and analyze feature weights to obtain further insights
into the usefulness of different feature types.

2 Textual Entailment for MT Evaluation

2.1 Textual Entailment vs. MT Evaluation

Textual entailment (TE) was introduced by Dagan et
al. (2005) as a concept that corresponds more closely
to “common sense” reasoning than classical, categorical
entailment. Textual entailment is defined as a relation
between two natural language sentences (a premise P
and a hypothesis H) that holds if a human reading P
would infer that H is most likely true.

Information about the presence or absence of entail-
ment between two sentences has been found to be ben-
eficial for a range of NLP tasks such as Word Sense
Disambiguation or Question Answering (Dagan et al.,
2006; Harabagiu and Hickl, 2006). Our intuition is that
this idea can also be fruitful in MT Evaluation, as illus-
trated in Figure 1. Very good MT output should entail
the reference translation. In contrast, missing hypothesis
material breaks forward entailment; additional material
breaks backward entailment; and for bad translations,
entailment fails in both directions.

Work on the recognition of textual entailment (RTE)
has consistently found that the integration of more syn-
tactic and semantic knowledge can yield gains over
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surface-based methods, provided that the linguistic anal-
ysis was sufficiently robust. Thus, for RTE, “deep”
matching outperforms surface matching. The reason is
that linguistic representation makes it considerably eas-
ier to distinguish admissible variation (i.e., paraphrase)
from true, meaning-changing divergence. Admissible
variation may be lexical (synonymy), structural (word
and phrase placement), or both (diathesis alternations).
The working hypothesis of this paper is that the ben-
efits of deeper analysis carry over to MT evaluation.
More specifically, we test whether the features that al-
low good performance on the RTE task can also predict
human judgments for MT output. Analogously to RTE,
these features should help us to differentiate meaning
preserving translation variants from bad translations.
Nevertheless, there are also substantial differences
between TE and MT evaluation. Crucially, TE assumes
the premise and hypothesis to be well-formed sentences,
which is not true in MT evaluation. Thus, a possible crit-
icism to the use of TE methods is that the features could
become unreliable for ill-formed MT output. However,
there is a second difference between the tasks that works
to our advantage. Due to its strict compositional nature,
TE requires an accurate semantic analysis of all sentence
parts, since, for example, one misanalysed negation or
counterfactual embedding can invert the entailment sta-
tus (MacCartney and Manning, 2008). In contrast, hu-
man MT judgments behave more additively: failure of a
translation with respect to a single semantic dimension
(e.g., polarity or tense) degrades its quality, but usually
not crucially so. We therefore expect that even noisy
entailment features can be predictive in MT evaluation.

2.2 Entailment-based prediction of MT quality

Regression-based prediction. Experiences from the
annotation of MT quality judgments show that human
raters have difficulty in consistently assigning absolute
scores to MT system output, due to the number of ways
in which MT output can deviate. Thus, the human an-
notation for the WMT 2008 dataset was collected in
the form of binary pairwise preferences that are con-
siderably easier to make (Callison-Burch et al., 2008).
This section presents two models for the prediction of
pairwise preferences.

The first model (ABS) is a regularized linear regres-
sion model over entailment-motivated features (see be-
low) that predicts an absolute score for each reference-
hypothesis pair. Pairwise preferences are created simply
by comparing the absolute predicted scores. This model
is more general, since it can also be used where absolute
score predictions are desirable; furthermore, the model
is efficient with a runtime linear in the number of sys-
tems and corpus size. On the downside, this model is
not optimized for the prediction of pairwise judgments.

The second model we consider is a regularized logis-
tic regression model (PAIR) that is directly optimized to
predict a weighted binary preference for each hypothe-
sis pair. This model is less efficient since its runtime is

38

Alignment score(3)
Adjuncts (7)

Unaligned material (10)
Apposition (2)

Modality (5) Factives (8)

Polarity (5) Quantors (4)

Tense (2) Dates (6)

Root (2) Semantic Relations (4)
Semantic relatedness (7) Structural Match (5)

Compatibility of locations and entities (4)

Table 1: Entailment feature groups provided by the
Stanford RTE system, with number of features

quadratic in the number of systems. On the other hand,
it can be trained on more reliable pairwise preference
judgments. In a second step, we combine the individ-
ual decisions to compute the highest-likelihood total
ordering of hypotheses. The construction of an optimal
ordering from weighted pairwise preferences is an NP-
hard problem (via reduction of CYCLIC-ORDERING;
Barzilay and Elhadad, 2002), but a greedy search yields
a close approximation (Cohen et al., 1999).

Both models can be used to predict system-level
scores from sentence-level scores. Again, we have two
method for doing this. The basic method (BASIC) pre-
dicts the quality of each system directly as the percent-
age of sentences for which its output was rated best
among all systems. However, we noticed that the man-
ual rankings for the WMT 2007 dataset show a tie for
best system for almost 30% of sentences. BASIC is
systematically unable to account for these ties. We
therefore implemented a “tie-aware” prediction method
(WITHTIES) that uses the same sentence-level output as
BASIC, but computes system-level quality differently,
as the percentage of sentences where the system’s hy-
pothesis was scored better or at most € worse than the
best system, for some global “tie interval” €.

Features. We use the Stanford RTE system (MacCart-
ney et al., 2006) to generate a set of entailment features
(RTE) for each pair of MT hypothesis and reference
translation. Features are generated in both directions
to avoid biases towards short or long translations. The
Stanford RTE system uses a three-stage architecture.
It (a) constructs a robust, dependency-based linguistic
analysis of the two sentences; (b) identifies the best
alignment between the two dependency graphs given
similarity scores from a range of lexical resources, us-
ing a Markov Chain Monte Carlo sampling strategy;
and (c) computes roughly 75 features over the aligned
pair of dependency graphs. The different feature groups
are shown in Table 1. A small number features are
real-valued, measuring different quality aspects of the
alignment. The other features are binary, indicating
matches and mismatches of different types (e.g., align-
ment between predicates embedded under compatible
or incompatible modals, respectively).

To judge to what extent the entailment-based model
delivers improvements that cannot be obtained with es-
tablished methods, we also experiment with a feature set



formed from a set of established MT evaluation metrics
(TRADMT). We combine different parametrization of
(smoothed) BLEU (Papineni et al., 2002), NIST (Dod-
dington, 2002), and TER (Snover et al., 2006), to give
a total of roughly 100 features. Finally, we consider a
combination of both feature sets (COMB).

3 Experimental Evaluation

Setup. To assess and compare the performance of our
models, we use corpora that were created by past in-
stances of the WMT workshop. We optimize the feature
weights for the ABS models on the WMT 2006 and
2007 absolute score annotations, and correspondingly
for the PAIR models on the WMT 2007 absolute score
and ranking annotations. All models are evaluated on
WMT 2008 to compare against the published results.

Finally, we need to set the tie interval €. Since we
did not want to optimize €, we simply assumed that the
percentage of ties observed on WMT 2007 generalizes
to test sets such as the 2008 dataset. We set € so that
there are ties for first place on 30% of the sentences,
with good practical success (see below).

Results. Table 2 shows our results. The first results
column (Cons) shows consistency, i.e., accuracy in pre-
dicting human pairwise preference judgments. Note that
the performance of a random baseline is not at 50%, but
substantially lower. This is due to (a) the presence of
contradictions and ties in the human judgments, which
cannot be predicted; and (b) WMT’s requirement to
compute a total ordering of all translations for a given
sentence (rather than independent binary judgments),
which introduces transitivity constraints. See Callison-
Burch et al. (2008) for details. Among our models, PAIR
shows a somewhat better consistency than ABS, as can
be expected from a model directly optimized on pair-
wise judgments. Across feature sets, COMB works best
with a consistency of 0.53, competitive with published
WMT 2008 results.

The two final columns (BASIC and WITHTIES) show
Spearman’s p for the correlation between human judg-
ments and the two types of system-level predictions.

For BASIC system-level predictions, we find that
PAIR performs considerably worse than ABS, by a mar-
gin of up to p = 0.1. Recall that the system-level analy-
sis considers only the top-ranked hypotheses; apparently,
a model optimized on pairwise judgments has a harder
time choosing the best among the top-ranked hypothe-
ses. This interpretation is supported by the large benefit
that PAIR derives from explicit tie modeling. ABS gains
as well, although not as much, so that the correlation of
the tie-aware predictions is similar for ABS and PAIR.

Comparing different feature sets, BASIC show a simi-
lar pattern to the consistency figures. There is no clear
winner between RTE and TRADMT. The performance
of TRADMT is considerably better than the performance
of BLEU and TER in the WMT 2008 evaluation, where
p < 0.55. RTE is able to match the performance of an
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Model | Feature set | Cons | BASIC | WITHTIES
(Acc) | (p) (p)

ABS TRADMT | 0.50 0.74 0.74

ABS RTE 0.51 0.72 0.78

ABS CoMB 0.51 0.74 0.74

PAIR TRADMT | 0.52 0.63 0.73

PAIR RTE 0.51 0.66 0.77

PAIR CoMB 0.53 0.70 0.77
WMT 2008 (worst) | 0.44 0.37

WMT 2008 (best) 0.56 0.83

Table 2: Evaluation on the WMT 2008 dataset for our
regression models, compared to results from WMT 2008

ensemble of state-of-the-art metrics, which validates our
hope that linguistically motivated entailment features
are sufficiently robust to make a positive contribution
in MT evaluation. Furthermore, the two individual fea-
ture sets are outperformed by the combined feature set
CoMB. We interpret this as support for our regression-
based combination approach.

Moving to WITHTIES, we see the best results from
the RTE model which improves by Ap = 0.06 for ABS
and Ap = 0.11 for PAIR. There is less improvement for
the other feature sets, in particular COMB. We submitted
the two overall best models, ABS-RTE and PAIR-RTE
with tie-aware prediction, to the WMT 2009 challenge.

Data Analysis. We analyzed at the models’ predic-
tions to gain a better understanding of the differences in
the behavior of TRADMT-based and RTE-based mod-
els. As a first step, we computed consistency numbers
for the set of “top” translations (hypotheses that were
ranked highest for a given reference) and for the set
of “bottom” translations (hypotheses that were ranked
worst for a given reference). We found small but con-
sistent differences between the models: RTE performs
about 1.5 percent better on the top hypotheses than on
the bottom translations. We found the inverse effect for
the TRADMT model, which performs 2 points worse on
the top hypotheses than on the bottom hypotheses. Re-
visiting our initial concern that the entailment features
are too noisy for very bad translations, this finding indi-
cates some ungrammaticality-induced degradation for
the entailment features, but not much. Conversely, these
numbers also provide support for our initial hypothesis
that surface-based features are good at detecting very
deviant translations, but can have trouble dealing with
legitimate linguistic variation.

Next, we analyzed the average size of the score dif-
ferences between the best and second-best hypotheses
for correct and incorrect predictions. We found that the
RTE-based model predicted on average almost twice the
difference for correct predictions (A = 0.30) than for
incorrect predictions (A = 0.16), while the difference
was considerably smaller for the TRADMT-based model
(A =0.17 for correct vs. A =0.13 for incorrect). We
believe it is this better discrimination on the top hypothe-



Segment

TRADMT | RTE ComMB Gold

REF: Scottish NHS boards need to improve criminal records checks for

employees outside Europe, a watchdog has said.

HYP: The Scottish health ministry should improve the controls on extra-
community employees to check whether they have criminal precedents,

said the monitoring committee. [1357, lium-systran]

Rank: 3 Rank: 1 Rank: 2 Rank: 1

REF: Arguments, bullying and fights between the pupils have extended

to the relations between their parents.

HYP: Disputes, chicane and fights between the pupils transposed in

relations between the parents. [686, rbmt4]

Rank: 5 Rank: 2 Rank: 4 Rank: 5

Table 3: Examples of reference translations and MT output from the WMT 2008 French-English News dataset.

Rank judgments are out of five (smaller is better).

ses that explains the increased benefit the RTE-based
model obtains from tie-aware predictions: if the best
hypothesis is wrong, chances are much better than for
the TRADMT-based model that counting the second-
best hypothesis as “best” is correct. Unfortunately, this
property is not shared by COMB to the same degree, and
it does not improve as much as RTE.

Table 3 illustrates the difference between RTE and
TRADMT. In the first example, RTE makes a more ac-
curate prediction than TRADMT. The human rater’s
favorite translation deviates considerably from the ref-
erence translation in lexical choice, syntactic structure,
and word order, for which it is punished by TRADMT.
In contrast, RTE determines correctly that the propo-
sitional content of the reference is almost completely
preserved. The prediction of COMB is between the two
extremes. The second example shows a sentence where
RTE provides a worse prediction. This sentence was
rated as bad by the judge, presumably due to the inap-
propriate translation of the main verb. This problem,
together with the reformulation of the subject, leads
TRADMT to correctly predict a low score (rank 5/5).
RTE’s deeper analysis comes up with a high score (rank
2/5), based on the existing semantic overlap. The com-
bined model is closer to the truth, predicting rank 4.

Feature Weights. Finally, we assessed the impor-
tance of the different entailment feature groups in the
RTE model.! Since the presence of correlated features
makes the weights difficult to interpret, we restrict our-
selves to two general observations.

First, we find high weights not only for the score of
the alignment between hypothesis and reference, but
also for a number of syntacto-semantic match and mis-
match features. This means that we do get an additional
benefit from the presence of these features. For example,
features with a negative effect include dropping adjuncts,
unaligned root nodes, incompatible modality between
the main clauses, person and location mismatches (as
opposed to general mismatches) and wrongly handled
passives. Conversely, some factors that increase the
prediction are good alignment, matching embeddings
under factive verbs, and matches between appositions.

IThe feature weights are similar for the COMB model.
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Second, we find clear differences in the usefulness
of feature groups between MT evaluation and the RTE
task. Some of them, in particular structural features,
can be linked to the generally lower grammaticality of
MT hypotheses. A case in point is a feature that fires
for mismatches between dependents of predicates and
which is too unreliable on the SMT data. Other differ-
ences simply reflect that the two tasks have different
profiles, as sketched in Section 2.1. RTE exhibits high
feature weights for quantifier and polarity features, both
of which have the potential to influence entailment deci-
sions, but are relatively unimportant for MT evaluation,
at least at the current state of the art.

4 Conclusion

In this paper, we have investigated an approach to MT
evaluation that is inspired by the similarity between
this task and textual entailment. Our two models — one
predicting absolute scores and one predicting pairwise
preference judgments — use entailment features to pre-
dict the quality of MT hypotheses, thus replacing sur-
face matching with syntacto-semantic matching. Both
models perform similarly, showing sufficient robustness
and coverage to attain comparable performance to a
committee of established MT evaluation metrics.

We have described two refinements: (1) combining
the features into a superior joint model; and (2) adding a
confidence interval around the best hypothesis to model
ties for first place. Both strategies improve correlation;
however, unfortunately the benefits do not currently
combine. Our feature weight analysis indicates that
syntacto-semantic features do play an important role in
score prediction in the RTE model. We plan to assess
the additional benefit of the full entailment feature set
against the TRADMT feature set extended by a proper
lexical similarity metric, such as METEOR.

The computation of entailment features is more
heavyweight than traditional MT evaluation metrics.
We found the speed (about 6 s per hypothesis on a cur-
rent PC) to be sufficient for easily judging the quality of
datasets of the size conventionally used for MT evalua-
tion. However, this may still be too expensive as part of
an MT model that directly optimizes some performance
measure, e.g., minimum error rate training (Och, 2003).
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Abstract

We present a simple method for generating
translations with the Moses toolkit (Koehn
et al., 2007) from existing hypotheses pro-
duced by other translation engines. As
the structures underlying these translation
engines are not known, an evaluation-
based strategy is applied to select sys-
tems for combination. The experiments
show promising improvements in terms of
BLEU.

1 Introduction

With the wealth of machine translation systems
available nowadays (many of them online and
for free), it makes increasing sense to investigate
clever ways of combining them. Obviously, the
main objective lies in finding out how to integrate
the respective advantages of different approaches:
Statistical machine translation (SMT) and rule-
based machine translation (RBMT) systems of-
ten have complementary characteristics. Previous
work on building hybrid systems includes, among
others, approaches using reranking, regeneration
with an SMT decoder (Eisele et al., 2008; Chen
et al., 2007), and confusion networks (Matusov et
al., 2006; Rosti et al., 2007; He et al., 2008).

The approach by (Eisele et al., 2008) aimed
specifically at filling lexical gaps in an SMT sys-
tem with information from a number of RBMT
systems. The output of the RBMT engines was
word-aligned with the input, yielding a total of
seven phrase tables which where simply concate-
nated to expand the phrase table constructed from
the training corpus. This approach differs from the
confusion network approaches mainly in that the
final hypotheses do not necessarily follow any of
the input translations as the skeleton. On the other
hand, it emphasizes that the additional translations
should be produced by RBMT systems with lexi-
cons that cannot be learned from the data.

The present work continues on the same track
as the paper mentioned above but implements a
number of important changes, most prominently
a relaxation of the restrictions on the number and
type of input systems. These differences are de-
scribed in more detail in Section 2. Section 3 ex-
plains the implementation of our system and Sec-
tion 4 its application in a number of experiments.
Finally, Section 5 concludes this paper with a sum-
mary and some thoughts on future work.

2 Integrating Multiple Systems of
Unknown Type and Quality

When comparing (Fisele et al., 2008) to the
present work, our proposal is more general in a
way that the requirement for knowledge about the
systems is minimum. The types and the identities
of the participated systems are assumed unknown.
Accordingly, we are not able to restrict ourselves
to a certain class of systems as (Eisele et al., 2008)
did. We rely on a standard phrase-based SMT
framework to extract the valuable pieces from the
system outputs. These extracted segments are also
used to improve an existing SMT system that we
have access to.

While (Eisele et al., 2008) included translations
from all of a fixed number of RBMT systems
and added one feature to the translation model for
each system, integrating all given system outputs
in this way in our case could expand the search
space tremendously. Meanwhile, we cannot rely
on the assumption that all candidate systems ac-
tually have the potential to improve our baseline.
This implies the need for a first step of system se-
lection where the best candidate systems are iden-
tified and a limited number of them is chosen to be
included in the combination. Our approach would
not work without a small set of tuning data being
available so that we can evaluate the systems for
later selection and adjust the weights of our sys-
tems. Such tuning data is included in this year’s
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task.

In this paper, we use the Moses decoder to con-
struct translations from the given system outputs.
We mainly propose two slightly different ways:
One is to construct translation models solely from
the given translations and the other is to extend
an existing translation model with these additional
translations.

3 Implementation

Despite the fact that the output of current MT sys-
tems is usually not comparable in quality to hu-
man translations, the machine-generated transla-
tions are nevertheless “parallel” to the input so
that it is straightforward to construct a translation
model from data of this kind. This is the spirit
behind our method for combining multiple trans-
lations.

3.1 Direct combination

Clearly, for the same source sentence, we expect
to have different translations from different trans-
lation systems, just like we would expect from hu-
man translators. Also, every system may have its
own advantages. We break these translations into
smaller units and hope to be able to select the best
ones and form them into a better translation.

One single translation of a few thousand sen-
tences is normally inadequate for building a re-
liable general-purpose SMT system (data sparse-
ness problem). However, in the system combina-
tion task, this is no longer an issue as the system
only needs to translate sentences within the data
set.

When more translation engines are available,
the size of this set becomes larger. Hence,
we collect translations from all available systems
and pair them with the corresponding input text,
thus forming a medium-sized “hypothesis” cor-
pus. Our system starts processing this corpus
with a standard phrase-based SMT setup, using the
Moses toolkit (Koehn et al., 2007).

The hypothesis corpus is first tokenized and
lowercased. Then, we run GIZA++ (Och and
Ney, 2003) on the corpus to obtain word align-
ments in both directions. The phrases are extracted
from the intersection of the alignments with the
“grow” heuristics. In addition, we also generate
a reordering model with the default configuration
as included in the Moses toolkit. This “hypothe-
sis” translation model can already be used by the
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Moses decoder together with a language model to
perform translations over the corresponding sen-
tence set.

3.2 Integration into existing SMT system

Sometimes, the goal of system combination is not
only to produce a translation but also to improve
one of the systems. In this paper, we aim at incor-
porating the additional system outputs to improve
an out-of-domain SMT system trained on the Eu-
roparl corpus (Koehn, 2005). Our hope is that the
additional translation hypotheses could bring in
new phrases or, more generally, new information
that was not contained in the Europarl model. In
order to facilitate comparisons, we use in-domain
LMs for all setups.

We investigate two alternative ways of integrat-
ing the additional phrases into the existing SMT
system: One is to take the hypothesis translation
model described in Section 3.1, the other is to
construct system-specific models constructed with
only translations from one system at a time.

Although the Moses decoder is able to work
with two phrase tables at once (Koehn and
Schroeder, 2007), it is difficult to use this method
when there is more than one additional model.
The method requires tuning on at least six more
features, which expands the search space for the
translation task unnecessarily. We instead inte-
grate the translation models from multiple sources
by extending the phrase table. In contrast to the
prior approach presented in (Chen et al., 2007) and
(Eisele et al., 2008) which concatenates the phrase
tables and adds new features as system markers,
our extension method avoids duplicate entries in
the final combined table.

Given a set of hypothesis translation models
(derived from an arbitrary number of system out-
puts) and an original large translation model to be
improved, we first sort the models by quality (see
Section 3.3), always assigning the highest priority
to the original model. The additional phrase tables
are appended to the large model in sorted order
such that only phrase pairs that were never seen
before are included. Lastly, we add new features
(in the form of additional columns in the phrase ta-
ble) to the translation model to indicate each pair’s
origin.

3.3 System evaluation

Since both the system translations and the ref-
erence translations are available for the tuning



set, we first compare each output to the reference
translation using BLEU (Papineni et al., 2001)
and METEOR (Banerjee and Lavie, 2005) and a
combined scoring scheme provided by the ULC
toolkit (Gimenez and Marquez, 2008). In our ex-
periments, we selected a subset of 5 systems for
the combination, in most cases, based on BLEU.
On the other hand, some systems may be de-
signed in a way that they deliver interesting unique
translation segments. Therefore, we also measure
the similarity among system outputs as shown in
Table 2 in a given collection by calculating aver-
age similarity scores across every pair of outputs.

[ deen  fren esen en-de enfr en-es
Num. ] 20 23 28 15 16 9
Median | 19.87 26.55 2250 13.78 24776 23.70
Range 16.37 17.06 974 475 11.05 13.94
Top5 [ deen fren esen en-de enfr en-es
Median | 22.26 2793 2643 1521 26.62 26.61
Range 4.31 4.76 5.71 1.71 0.68 5.56

Table 1: Statistics of system outputs’ BLEU scores

The range of BLEU scores cannot indicate the
similarity of the systems. The direction with the
most systems submitted is Spanish-English but
their respective performances are very close to
each other. As for the selected subset, the English-
French systems have the most similar performance
in terms of BLEU scores. The French-English
translations have the largest range in BLEU but the
similarity in this group is not the lowest.

de-en fr-en es-en en-de en-fr  en-es
All 3409 4648 61.83 31.74 4495 38.11
Selected | 36.65 56.16 56.06 3392 5278 57.25

Table 2: Similarity of the system outputs

Ideally, we should select systems with highest
quality scores and lowest similarity scores. For
German-English, we selected the three with the
highest METEOR scores and another two with
high METEOR scores but low similarity scores to
the first three. For the other language directions,
we chose five systems from different institutions
with the highest scores.

3.4 Language models

We use a standard n-gram language model for
each target language using the monolingual train-
ing data provided in the translation task. These
LMs are thus specific to the same domain as the
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input texts. Moreover, we also generate “hypoth-
esis” LMs solely based on the given system out-
puts, that is, LMs that model how the candidate
systems convey information in the target language.
These LMs do not require any additional training
data. Therefore, we do not require any training
data other than the given system outputs by using
the “hypothesis” language model and the “hypoth-
esis” translation model.

3.5 Tuning

After building the models, it is essential to tune
the SMT system to optimize the feature weights.
We use Minimal Error Rate Training (Och, 2003)
to maximize BLEU on the complete development
data. Unlike the standard tuning procedure, we do
not tune the final system directly. Instead, we ob-
tain the weights using models built from the tuning
portion of the system outputs.

For each combination variant, we first train
models on the provided outputs corresponding to
the tuning set. This system, called the tuning sys-
tem, is also tuned on the tuning set. The initial
weights of any additional features not included in
the standard setting are set to 0. We then adapt the
weights to the system built with translations cor-
responding to the test set. The procedure and the
settings for building this system must be identical
to that of the tuning system.

4 [Experiments

The purpose of this exercise is to understand the
nature of the system combination task in prac-
tice. Therefore, we restrict ourselves to the train-
ing data and system translations provided by the
shared task. The types of the systems that pro-
duced the translations are assumed to be unknown.
We report results for six translation directions be-
tween four languages.

4.1 Data and baseline

We build an SMT system from release v4 of the
Europarl corpus (Koehn, 2005), following a stan-
dard routine using the Moses toolkit. The sys-
tem also includes 5-gram language models trained
on in-domain corpora of the respective target lan-
guages using SRILM (Stolcke, 2002).

The systems in this paper, including the base-
line, are all tuned on the same 501-sentence tuning
set. Note also that the provided n-best outputs are
excluded in our experiments.



4.2 Results

The experiments include three different setups for
direct system combination, involving only hypoth-
esis translation models. System Sy, the baseline
for this group, uses a hypothesis translation model
built with all available system translations and a
hypothesis LM (also from the machine-generated
outputs). S differs from Sy in that the LM in .Sy is
generated from a large news corpus. So consists of
translation models built with only the five selected
systems. The BLEU scores of these systems are
shown in Table 3.

de-en fr-en es-en en-de en-fr  en-es
Topl 21.16 3091 2854 1496 26.55 27.84
Mean 1729 23.78 21.39 12776 2296 2143
So 2046 2750 2335 1395 2729 25.59
S 2176 28.05 2549 15.16 27.70 26.09
So 21.71 2498 2726 15.62 2428 2522

Table 3: BLEU scores of direct system combina-
tion

When all outputs are included, the combined
system can always produce translations better than
most of the systems. When only a hypothesis LM
is used, the BLEU scores are always higher than
the average BLEU scores of the outputs. It even
outperforms the top system for English-French.
This simple setup (Sp) is certainly a feasible so-
lution when no additional data is available and no
system evaluation is possible. This approach ap-
pears to be more effective on typically difficult
language pairs that involve German.

As for the systems with normal language mod-
els, neither of the systems ensure better transla-
tions. The translation quality is not completely
determined by the number of included translations
and their quality. On the other hand, the output
set with higher diversity (Table 2) usually leads
to better combination results. This observation is
consistent with the results from the system inte-
gration experiments shown in Table 4.

de-en fr-en es-en en-de en-fr  en-es
Bas 19.13  25.07 2455 13.59 23.67 23.67
Med 1799 2456 20.70 13.19 24.19 22.12
All 2140 28.00 27.75 1521 2720 2641
Top5 21.70 26.01 28.53 15.52 27.87 2792

Table 4: BLEU scores of integrated SMT systems
(Bas: Baseline, Med: Median)

There are two variants in our experiments on
system integration. All in Table 4 represents the
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system that integrates the complete hypothesis
translation model with the Europarl model, while
Top 5 refers to the system that incorporates the five
system-specific models separately. Both setups re-
sult in an improvement over the baseline Europarl-
based SMT system. BLEU scores increase by up
to 4.25 points. The integrated SMT system some-
times produces translations better than the best
system (7 out of 12 cases).

5 Conclusion

This work uses the Moses toolkit to combine
translations from multiple engines in a simple way.
The experiments on six translation directions show
interesting results: The final translations are al-
ways better than the majority of the given systems,
while the combination performs better than the
best system in half the cases. A similar approach
was applied to improve an existing SMT system
which was built in a domain different from the test
task. We achieved improvements in all cases.

There are many possible future directions to
continue this work. As we have shown, the qual-
ity of the combined system is more related to the
diversity of the involved systems than to the num-
ber of the systems or their quality. Hand-picked
systems lead to better combinations than those se-
lected by BLEU scores. It would be interesting
to develop a more comprehensive system selection
strategy.
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Abstract

This paper describes the CMU entry for
the system combination shared task at
WMT’09. Our combination method is hy-
pothesis selection, which uses information
from n-best lists from several MT systems.
The sentence level features are indepen-
dent from the MT systems involved. To
compensate for various n-best list sizes in
the workshop shared task including first-
best-only entries, we normalize one of our
high-impact features for varying sub-list
size. We combined restricted data track
entries in French - English, German - En-
glish and Hungarian - English using pro-
vided data only.

1 Introduction

For the combination of machine translation sys-
tems there have been two main approaches de-
scribed in recent publications. One uses confusion
network decoding to combine translation systems
as described in (Rosti et al., 2008) and (Karakos et
al., 2008). The other approach selects whole hy-
potheses from a combined n-best list (Hildebrand
and Vogel, 2008).

Our setup follows the approach described in
(Hildebrand and Vogel, 2008). We combine the
output from the available translation systems into
one joint n-best list, then calculate a set of fea-
tures consistently for all hypotheses. We use MER
training on a development set to determine feature
weights and re-rank the joint n-best list.

2 Features

For our entries to the WMT’09 we used the fol-
lowing feature groups:

e Language model score

e Word lexicon scores

Stephan Vogel
Carnegie Mellon University

Pittsburgh, USA
vogel@cs.cmu.edu

e Sentence length features
e Rank feature

e Normalized n-gram agreement

The details on language model and word lexi-
con scores can be found in (Hildebrand and Vogel,
2008). We use two sentence length features, which
are the ratio of the hypothesis length to the length
of the source sentence and the difference between
the hypothesis length and the average length of
the hypotheses in the n-best list for the respec-
tive source sentence. We also use the rank of the
hypothesis in the original system’s n-best list as a
feature.

2.1 Normalized N-gram Agreement

The participants of the WMT’ 09 shared transla-
tion task provided output from their translation
systems in various sizes. Most submission were
Ist-best translation only, some submitted 10-best
up to 300-best lists.

In preliminary experiments we saw that adding
a high scoring 1st-best translation to a joint n-best
list composed of several larger n-best lists does not
yield the desired improvement. This might be due
to the fact, that hypotheses within an n-best list
originating from one single system (sub-list) tend
to be much more similar to each other than to hy-
potheses from another system. This leads to hy-
potheses from larger sub-lists scoring higher in the
n-best list based features, e.g. because they collect
more n-gram matches within their sub-list, which
”supports” them the more the larger it is.

Previous experiments on Chinese-English
showed, that the two feature groups with the
highest impact on the combination result are the
language model and the n-best list based n-gram
agreement. Therefore we decided to focus on the
n-best list n-gram agreement for exploring sub-list
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size normalization to adapt to the data situation
with various n-best list sizes.

The n-gram agreement score of each n-gram in
the target sentence is the relative frequency of tar-
get sentences in the n-best list for one source sen-
tence that contain the n-gram e, independent of
the position of the n-gram in the sentence. This
feature represents the percentage of the transla-
tion hypotheses, which contain the respective n-
gram. If a hypothesis contains an n-gram more
than once, it is only counted once, hence the max-
imum for the agreement score a(e) is 1.0 (100%).
The agreement score a(e) for each n-gram e is:

)

where C is the count of the hypotheses containing
the n-gram and L is the size of the n-best list for
this source sentence.

To compensate for the various n-best list sizes
provided to us we modified the n-best list n-gram
agreement by normalizing the count of hypotheses
that contain the n-gram by the size of the sub-list
it came from. It can be viewed as either collecting
fractional counts for each n-gram match, or as cal-
culating the n-gram agreement percentage for each
sub-list and then interpolating them. The normal-
ized n-gram agreement Score Gyorm (€) for each n-
gram e is:

1

Q

)

Anorm (6) =

ol
h

P
J=1

where P is the number of systems, C); is the count
of the hypotheses containing the n-gram e in the
sublist p; and L; is the size of the sublist p;.

For the extreme case of a sub-list size of one
the fact of finding an n-gram in that hypothesis
or not has a rather strong impact on the normal-
ized agreement score. Therefore we introduce a
smoothing factor A in a way that it has an increas-
ing influence the smaller the sub-list is:

J
J

1 C; _ i
asmooth(e) = F ; |:L](1 Lj ):| )

Lj—Cy A

Ly Lj

where P is the number of systems, C; is the count
of the hypotheses containing the n-gram in the
sublist p; and L; is the size of the sublist p;. We
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used an initial value of A = 0.1 for our experi-
ments.

In all three cases the score for the whole hypoth-
esis is the sum over the word scores normalized
by the sentence length. We use n-gram lengths
n = 1..6 as six separate features.

3 Preliminary Experiments
Arabic-English

For the development of the modification on the n-
best list n-gram agreement feature we used n-best
lists from three large scale Arabic to English trans-
lation systems. We evaluate using the case insen-
sitive BLEU score for the MTO08 test set with four
references, which was unseen data for the individ-
ual systems as well as the system combination. Ta-
ble 1 shows the initial scores of the three input sys-
tems.

system ‘ MTO08 ‘

A 47.47
B 46.33
C 44.42

Table 1: Arabic-English Baselines: BLEU

To compare the behavior of the combination
result for different n-best list sizes we combined
the 100-best lists from systems A and C and then
added three n-best list sizes from the middle sys-
tem B into the combination: 1-best, 10-best and
full 100-best. For each of these four combination
options we ran the hypothesis selection using the
plain version of the n-gram agreement feature a as
well as the normalized version without .-, and
with smoothing ag00th -

combination ‘ a ‘ Anorm ‘ Gsmooth
A&C 48.04 | 48.09 48.13
A& C&B; 47.84 | 48.34 48.21
A&C&Bjy | 4829 | 48.33 48.47
A& C&Bjg | 4891 | 48.95 49.02

Table 2: Combination results: BLEU on MTO08

The modified feature has as expected no impact
on the combination of n-best lists of the same size
(see Table 2), however it shows an improvement
of BLEU +0.5 for the combination with the 1st-
best from system B. The smoothing seems to have
no significant impact for this dataset, but differ-
ent smoothing factors will be investigated in the
future.



4 Workshop Results

To train our language models and word lexica
we only used provided data. Therefore we ex-
cluded systems from the combination, which were
to our knowledge using unrestricted training data
(google). We did not include any contrastive sys-
tems.

We trained the statistical word lexica on the par-
allel data provided for each language pair'. For
each combination we used two language models,
a 1.2 giga-word 3-gram language model, trained
on the provided monolingual English data and a 4-
gram language model trained on the English part
of the parallel training data of the respective lan-
guages. We used the SRILM toolkit (Stolcke,
2002) for training.

For each of the three language pairs we submit-
ted a combination that used the plain version of the
n-gram agreement feature as well as one using the
normalized smoothed version.

The provided system combination development
set, which we used for tuning our feature weights,
was the same for all language pairs, 502 sentences
with only one reference.

For combination we tokenized and lowercased
all data, because the n-best lists were submitted
in various formats. Therefore we report the case
insensitive scores here. The combination was op-
timized toward the BLEU metric, therefore results
for TER and METEOR are not very meaningful
here and only reported for completeness.

4.1 French-English

14 systems were submitted to the restricted data
track for the French-English translation task. The
scores on the combination development set range
from BLEU 27.56 to 15.09 (case insensitive eval-
uation).

We received n-best lists from five systems, a
300-best, a 200-best two 100-best and one 10-best
list. We included up to 100 hypotheses per system
in our joint n-best list.

For our workshop submission we combined the
top nine systems with the last system scoring
24.23 as well as all 14 systems. Comparing the
results for the two combinations of all 14 systems
(see Table 3), the one with the sub-list normaliza-
tion for the n-gram agreement feature gains +0.8

"http://www.statmt.org/wmt09/translation-
task.html#training
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BLEU on unseen data compared to the one with-
out normalization.

system ‘ dev ‘ test ‘ TER ‘ Meteor
best single 27.56 | 26.88 | 56.32 | 52.68
top 9 asmooth, | 29.85 | 28.07 | 55.23 | 53.90
all 14 agmootr, | 30.39 | 28.46 | 55.12 | 54.35
all 14 29.49 | 27.65 | 55.41 53.74

Table 3: French-English Results: BLEU

Our system combination via hypothesis selec-
tion could improve the translation quality by +1.6
BLEU on the unseen test set compared to the best
single system.

100%

M
90% BM 18
L 16
80% ) BK 12
20% 1J 10
W 264
60% EH 41
G 110
o0% ] F* 423
40% W E* 584
W D* 562
30% W C 104
00% 1 B* 434
. 1A 177

10%

0%

Figure 1: Contributions of the individual systems
to the final translation.

Figure 1 shows, how many hypotheses were
contributed by the individual systems to the fi-
nal translation (unseen data). The systems A to
N are ordered by their BLEU score on the devel-
opment set. The systems which provided n-best
lists, marked with a star in the diagram, clearly
dominate the selection. The low scoring systems
contribute very little as expected.

4.2 German-English

14 systems were submitted to the restricted data
track for the German-English translation task. The
scores on the combination development set range



from BLEU 27.56 to 7 (case insensitive evalua-
tion). The two lowest scoring systems at BLEU
11 and 7 were so far from the rest of the systems
that we decided to exclude them, assuming an er-
ror had occurred.

Within the remaining 12 submissions were four
n-best lists, three 100-best and one 10-best.

For our submissions we combined the top seven
systems between BLEU 22.91 and 20.24 as well as
the top 12 systems where the last one of those was
scoring BLEU 16.00 on the development set. For
this language pair the combination with the nor-
malized n-gram agreement also outperforms the
one without by +0.8 BLEU (see Table 4).

system ‘ dev ‘ test ‘ TER ‘ Meteor ‘
best single 2291 | 21.03 | 61.87 | 47.96
top 7 smooth, | 25.13 | 22.86 | 60.73 | 49.71
top 12 agmooth | 25.32 | 22.98 | 60.72 | 50.01
top 12 25.12 | 22.20 | 60.95 | 49.33

Table 4: German-English Results: BLEU

Our system combination via hypothesis selec-
tion could improve translation quality by +1.95
BLEU on the unseen test set over the best single
system.

4.3 Hungarian-English

Only three systems were submitted for the
Hungarian-English translation task. Scores on the
combination development set ranged from BLEU
13.63 to 10.04 (case insensitive evaluation). Only
the top system provided an n-best list. We used
100-best hypotheses.

system \ dev \ test \ TER \ Meteor
best single 13.63 | 12.73 | 68.75 | 36.76
3 SYS Ggmooth | 1498 | 13.74 | 72.34 | 38.20
3 sys 14.14 | 13.18 | 74.29 | 37.52

Table 5: Hungarian-English Results: BLEU

We submitted combinations of the three systems
by using the modified smoothed n-gram agree-
ment feature and the plain version of the n-gram
agreement feature. Here also the normalized ver-
sion of the feature gives an improvement of +0.56
BLEU with an overall improvement of +1.0 BLEU
over the best single system (see Table 5).
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S Summary

It is beneficial to include more systems, even if
they are more than 7 points BLEU behind the best
system, as the comparison to the combinations
with fewer systems shows.

In the mixed size data situation of the workshop
the modified feature shows a clear improvement
for all three language pairs. Different smoothing
factors should be investigated for these data sets
in the future.
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Abstract

RWTH participated in the System Combi-
nation task of the Fourth Workshop on Sta-
tistical Machine Translation (WMT 2009).
Hypotheses from 9 German—English MT
systems were combined into a consen-
sus translation. This consensus transla-
tion scored 2.1% better in BLEU and 2.3%
better in TER (abs.) than the best sin-
gle system. In addition, cross-lingual
output from 10 French, German, and
Spanish—English systems was combined
into a consensus translation, which gave
an improvement of 2.0% in BLEU/3.5% in
TER (abs.) over the best single system.

1 Introduction

The RWTH approach to MT system combination
is a refined version of the ROVER approach in
ASR (Fiscus, 1997), with additional steps to cope
with reordering between different hypotheses, and
to use true casing information from the input hy-
potheses. The basic concept of the approach has
been described by Matusov et al. (2006). Several
improvements have been added later (Matusov et
al., 2008). This approach includes an enhanced
alignment and reordering framework. In con-
trast to existing approaches (Jayaraman and Lavie,
2005; Rosti et al., 2007), the context of the whole
corpus rather than a single sentence is considered
in this iterative, unsupervised procedure, yielding
a more reliable alignment. Majority voting on the
generated lattice is performed using the prior prob-
abilities for each system as well as other statistical
models such as a special n-gram language model.

2 System Combination Algorithm

In this section we present the details of our system
combination method. Figure 1 gives an overview
of the system combination architecture described
in this section. After preprocessing the MT hy-
potheses, pairwise alignments between the hy-
potheses are calculated. The hypotheses are then
reordered to match the word order of a selected
primary hypothesis. From this, we create a confu-
sion network (CN), which we then rescore using

confusion
network

rescoring
MTE

«{ }—-% 1st-best

Figure 1: The system combination architecture.

alignment confusion
and network
reordering generation

translation hypotheses

system weights,
language model

system prior weights and a language model (LM).
The single best path in this CN then constitutes the
consensus translation.

2.1 Word Alignment

The proposed alignment approach is a statistical
one. It takes advantage of multiple translations for
a whole corpus to compute a consensus translation
for each sentence in this corpus. It also takes ad-
vantage of the fact that the sentences to be aligned
are in the same language.

For each source sentence F' in the test corpus,
we select one of its translations E,,n=1,..., M,
as the primary hypothesis. Then we align the sec-
ondary hypotheses E,,(m = 1,...,M;n # m)
with F,, to match the word order in F,,. Since it is
not clear which hypothesis should be primary, i. e.
has the “best” word order, we let every hypothesis
play the role of the primary translation, and align
all pairs of hypotheses (E,,, E,,); n # m.

The word alignment is frained in analogy to
the alignment training procedure in statistical MT.
The difference is that the two sentences that have
to be aligned are in the same language. We use the
IBM Model 1 (Brown et al., 1993) and the Hid-
den Markov Model (HMM, (Vogel et al., 1996))
to estimate the alignment model.

The alignment training corpus is created from a
test corpus! of effectively M - (M — 1) - N sen-
tences translated by the involved MT engines. The
single-word based lexicon probabilities p(e|e) are
initialized from normalized lexicon counts col-
lected over the sentence pairs (E,,, Ey,) on this
corpus. Since all of the hypotheses are in the same
language, we count co-occurring identical words,
i.e. whether e,, ; is the same word as e,, ; for some
¢ and 7. In addition, we add a fraction of a count
for words with identical prefixes.

'A test corpus can be used directly because the align-
ment training is unsupervised and only automatically pro-
duced translations are considered.
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The model parameters are trained iteratively us-
ing the GIZA+ toolkit (Och and Ney, 2003). The
training is performed in the directions F,,, — F,
and E,, — FE,,. After each iteration, the updated
lexicon tables from the two directions are interpo-
lated. The final alignments are determined using
a cost matrix C' for each sentence pair (Ey,, Ey,).
Elements of this matrix are the local costs C(j,1)
of aligning a word e, ; from E,, to a word e, ;
from E,. Following Matusov et al. (2004), we
compute these local costs by interpolating the
negated logarithms of the state occupation proba-
bilities from the “source-to-target” and “target-to-
source” training of the HMM model. Two differ-
ent alignments are computed using the cost matrix
C': the alignment a used for reordering each sec-
ondary translation E,,, and the alignment a used
to build the confusion network.

In addition to the GIZA+ alignments, we have
also conducted preliminary experiments follow-
ing He et al. (2008) to exploit character-based
similarity, as well as estimating p(ele’)
> plelf)p(fle') directly from a bilingual lexi-
con. But we were not able to find improvements
over the GIZA+ alignments so far.

2.2 Word Reordering and Confusion
Network Generation

After reordering each secondary hypothesis E,,
and the rows of the corresponding alignment cost
matrix according to a, we determine M — 1 mono-
tone one-to-one alignments between E,, as the pri-
mary translation and F,,,,m = 1,..., M;m # n.
We then construct the confusion network. In case
of many-to-one connections in a of words in F,,
to a single word from FE,,, we only keep the con-
nection with the lowest alignment costs.

The use of the one-to-one alignment a implies
that some words in the secondary translation will
not have a correspondence in the primary transla-
tion and vice versa. We consider these words to
have a null alignment with the empty word . In
the corresponding confusion network, the empty
word will be transformed to an e-arc.

M — 1 monotone one-to-one alignments can
then be transformed into a confusion network. We
follow the approach of Bangalore et al. (2001)
with some extensions. Multiple insertions with re-
gard to the primary hypothesis are sub-aligned to
each other, as described by Matusov et al. (2008).
Figure 2 gives an example for the alignment.

2.3 Voting in the confusion network

Instead of choosing a fixed sentence to define the
word order for the consensus translation, we gen-
erate confusion networks for all hypotheses as pri-
mary, and unite them into a single lattice. In our
experience, this approach is advantageous in terms
of translation quality, e.g. by 0.7% in BLEU com-
pared to a minimum Bayes risk primary (Rosti et
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al., 2007). Weighted majority voting on a single
confusion network is straightforward and analo-
gous to ROVER (Fiscus, 1997). We sum up the
probabilities of the arcs which are labeled with the
same word and have the same start state and the
same end state. To exploit the true casing abilities
of the input MT systems, we sum up the scores of
arcs bearing the same word but in different cases.
Here, we leave the decision about upper or lower
case to the language model.

2.4 Language Models

The lattice representing a union of several confu-
sion networks can then be directly rescored with
an n-gram language model (LM). A transforma-
tion of the lattice is required, since LM history has
to be memorized.

We train a trigram LM on the outputs of the sys-
tems involved in system combination. For LM
training, we took the system hypotheses for the
same test corpus for which the consensus trans-
lations are to be produced. Using this “adapted”
LM for lattice rescoring thus gives bonus to n-
grams from the original system hypotheses, in
most cases from the original phrases. Presum-
ably, many of these phrases have a correct word or-
der, since they are extracted from the training data.
Previous experimental results show that using this
LM in rescoring together with a word penalty (to
counteract any bias towards short sentences) no-
tably improves translation quality. This even re-
sults in better translations than using a “classical”
LM trained on a monolingual training corpus. We
attribute this to the fact that most of the systems
we combine are phrase-based systems, which al-
ready include such general LMs. Since we are us-
ing a true-cased LM trained on the hypotheses, we
can exploit true casing information from the in-
put systems by using this LM to disambiguate be-
tween the separate arcs generated for the variants
(see Section 2.3).

After LM rescoring, we add the probabilities of
identical partial paths to improve the estimation
of the score for the best hypothesis. This is done
through determinization of the lattice.

2.5 Extracting Consensus Translations

To generate our consensus translation, we extract
the single-best path within the rescored confusion
network. With our approach, we could also extract
N-best hypotheses. In a subsequent step, these V-
best lists could be rescored with additional statis-
tical models (Matusov et al., 2008). But as we did
not have the resources in the WMT 2009 evalua-
tion, this step was dropped for our submission.

3 Tuning system weights

System weights, LM factor, and word penalty
need to be tuned to produce good consensus trans-
lations. We optimize these parameters using the



0.25 would your like coffee or tea
system 0.35 have you tea or Coffee
hypotheses 0.10 would like your coffee or
0.30 I have some coffee tea would you like
alignment have[would you|your $[like Coffee|coffee or|or tea|tea
and would|would your|your like|like coffee|coffee or|or $|tea
reordering 1|$ would|would you|your like|like have|$ some|$ coffee|coffee $|or tea|tea
$ would your like coffee or tea
confusion $ have you $ $ $ Coffee or tea
network $ would your like § $ coffee or $
1 would you like have some coffee $ tea
$ would you § $ $ coffee or tea
voting 0.7 0.65 065 035 0.7 07 0.5 0.7 09
(normalized) 1 have your like have some Coffee $ $
0.3 0.35 0.35 065 0.3 0.3 0.5 0.3 0.1
consensus translation | would you like coffee or tea

Figure 2: Example of creating a confusion network from monotone one-to-one word alignments (denoted
with symbol |). The words of the primary hypothesis are printed in bold. The symbol $ denotes a null
alignment or an e-arc in the corresponding part of the confusion network.

Table 1: Systems combined for the WMT 2009
task. Systems written in oblique were also used in

the Cross Lingual task (rbmt 3 for FR—EN).

DE—EN google, liu, rbmt3, rwth, stutt-
gart, systran, uedin, uka, umd

ES—EN google, nict, rbmt4, rwth,
talp-upc, uedin

FR—EN dcu, google, jhu, limsi,
systran, rbmt4, rwth, uedin,

lium—
uka

publicly available CONDOR optimization toolkit
(Berghen and Bersini, 2005). For the WMT
2009 Workshop, we selected a linear combina-
tion of BLEU (Papineni et al., 2002) and TER
(Snover et al., 2006) as optimization criterion,

© = argmaxg {(2- BLEU) — TER}, based on
previous experience (Mauser et al., 2008). We
used the whole dev set as a tuning set. For more
stable results, we used the case-insensitive variants
for both measures, despite the explicit use of case
information in our approach.

4 Experimental results

Due to the large number of submissions (71 in
total for the language pairs DE—EN, ES—EN,
FR—EN), we had to select a reasonable number
of systems to be able to tune the parameters in
a reliable way. Based on previous experience,
we manually selected the systems with the best
BLEU/TER score, and tried different variations of
this selection, e.g. by removing systems which
had low weights after optimization, or by adding
promising systems, like rule based systems.

Table 1 lists the systems which made it into
our final submission. In our experience, if a large
number of systems is available, using n-best trans-
lations does not give better results than using sin-
gle best translations, but raises optimization time
significantly. Consequently, we only used single
best translations from all systems.

The results also confirm another observation:
Even though rule-based systems by itself may
have significantly lower automatic evaluation
scores (e.g. by 2% or more in BLEU on DE—EN),
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they are often very important in system combina-
tion, and can improve the consensus translation
e.g. by 0.5% in BLEU.

Having submitted our translations to the WMT
workshop, we calculated scores on the WMT 2009
test set, to verify the results on the tuning data.
Both the results on the tuning set and on the test
set can be found in the following tables.

4.1 The Google Problem

One particular thing we noticed is that in the lan-
guage pairs of FR—EN and ES—EN, the trans-
lations from one provided single system (Google)
were much better in terms of BLEU and TER than
those of all other systems — in the former case
by more than 4% in BLEU. In our experience,
our system combination approach requires at least
three “comparably good” systems to be able to
achieve significant improvements. This was con-
firmed in the WMT 2009 task as well: Neither in
FR—EN nor in ES—EN we were able to achieve
an improvement over the Google system. For this
reason, we did not submit consensus translations
for these two language pairs. On the other hand,
we would have achieved significant improvements
over all (remaining) systems leaving out Google.

4.2 German—English (DE—EN)

Table 2 lists the scores on the tuning and test set
for the DE—EN task. We can see that the best
systems are rather close to each other in terms
of BLEU. Also, the rule-based translation system
(RBMT), here SYSTRAN, scores rather well. As
a consequence, we find a large improvement using
system combination: 2.9%/2.7% abs. on the tun-
ing set, and still 2.1%/2.3% on test, which means
that system combination generalizes well here.

4.3 Spanish—English (ES—EN),
French—English (FR—EN)

In Table 3, we see that on the ES—EN and
FR—EN tasks, a single system — Google — scores
significantly better on the TUNE set than any other



Table 2: German—English task: case-insensitive
scores. Best single system was Google, second
best UKA, best RBMT Systran. SC stands for sys-
tem combination output.

TUNE TEST
German—English || BLEU| TER || BLEU| TER
Best single 23.2|159.5]| 21.3|61.3
Second best single|| 23.0({58.8| 21.0{61.7
Best RBMT 21.3|61.3]| 18.9]63.7
SC (9 systems) 26.1/56.8|| 23.4/59.0
w/o RBMT 24.5|57.3]| 22.5|59.2
w/o Google 24.9|57.4|| 23.0/59.1

Table 3: Spanish—English and French—English
task: scores on the tuning set after system combi-
nation weight tuning (case-insensitive). Best sin-
gle system was Google, second best was Uedin
(Spanish) and UKA (French). No results on TEST
were generated.

ES—EN || FR—EN
Spanish—English || BLEU| TER || BLEU|TER
Best single 29.5|53.6| 32.2|50.1
Second best single|| 26.9|56.1|| 28.0|54.6
SC (6/9 systems) 28.7153.6|| 30.7|52.5
w/o Google 27.5|55.6]| 30.0(52.8

system, namely by 2.6%/4.2% resp. in BLEU. As
a result, a combination of these systems scores
better than any other system, even when leaving
out the Google system. But it gives worse scores
than the single best system. This is explainable,
because system combination is trying to find a
consensus translation. For example, in one case,
the majority of the systems leave the French term
“wagon-lit” untranslated; spurious translations in-
clude “baggage car”, “sleeping car”’, and “alive”.
As a result, the consensus translation also contains
“wagon-lit”, not the correct translation “sleeper”
which only the Google system provides. Even tun-
ing all other system weights to zero would not re-
sult in pure Google translations, as these weights
neither affect the LM nor the selection of the pri-
mary hypothesis in our approach.

4.4 Cross-Lingual—English (XX—EN)

Finally, we have conducted experiments on cross-
lingual system combination, namely combining
the output from DE—EN, ES—EN, and FR—EN
systems to a single English consensus transla-
tion. Some interesting results can be found in
Table 4. We see that this consensus translation
scores 2.0%/3.5% better than the best single sys-
tem, and 4.4%/5.6% better than the second best
single system. While this is only 0.8%/2.5% bet-
ter than the combination of only the three Google
systems, the combination of the non-Google sys-
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Table 4: Cross-lingual task: combination
of German—English, Spanish—English, and
French—English. Case-insensitive scores. Best
single system was Google for all language pairs.

Cross-lingual TUNE TEST
— English BLEU|TER||BLEU| TER
Best single German || 23.2159.5|| 21.3|61.3
Best single Spanish || 29.5|53.6|| 28.7|53.8
Best single French 32.2|150.1]| 31.1{51.7
SC (10 systems) 35.5/46.4|| 33.1/48.2
w/o RBMT 35.1|46.5| 32.7|48.3
w/o Google 32.3|48.8| 29.9(50.5
3 Google systems|| 34.2(48.0|| 32.3|49.2
w/o German 34.0/49.3]| 31.5/50.9
w/o Spanish 33.4|49.8] 31.0/51.9
w/o French 30.5|51.4|| 28.6|52.3

tems leads to translations that could compete with
the FR—EN Google system. Again, we see that
RBMT systems lead to a small improvement of
0.4% in BLEU, although their scores are signif-
icantly worse than those of the competing SMT
systems.

Regarding languages, we see that despite the
large differences in the quality of the systems (10
points between DE—EN and FR—EN), all lan-
guages seem to provide significant information to
the consensus translation: While FR—EN cer-
tainly has the largest influence (—4.5% in BLEU
when left out), even DE—EN “contributes” 1.6
BLEU points to the final submission.

5 Conclusions

We have shown that our system combination sys-
tem can lead to significant improvements over
single best MT output where a significant num-
ber of comparably good translations is available
on a single language pair. For cross-lingual sys-
tem combination, we observe even larger improve-
ments, even if the quality in terms of BLEU or
TER between the systems of different language
pairs varies significantly. While the input of high-
quality SMT systems has the largest weight for the
consensus translation quality, we find that RBMT
systems can give important additional information
leading to better translations.
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Abstract

We describe a synthetic method for com-
bining machine translations produced by
different systems given the same input.
One-best outputs are explicitly aligned
to remove duplicate words. Hypotheses
follow system outputs in sentence order,
switching between systems mid-sentence
to produce a combined output. Experi-
ments with the WMT 2009 tuning data
showed improvement of 2 BLEU and 1
METEOR point over the best Hungarian-
English system. Constrained to data pro-
vided by the contest, our system was sub-
mitted to the WMT 2009 shared system
combination task.

1 Introduction

Many systems for machine translation, with dif-
ferent underlying approaches, are of competitive
quality. Nonetheless these approaches and sys-
tems have different strengths and weaknesses. By
offsetting weaknesses with strengths of other sys-
tems, combination can produce higher quality than
does any component system.

One approach to system combination uses con-
fusion networks (Rosti et al., 2008; Karakos et
al., 2008). In the most common form, a skele-
ton sentence is chosen from among the one-best
system outputs. This skeleton determines the or-
dering of the final combined sentence. The re-
maining outputs are aligned with the skeleton, pro-
ducing a list of alternatives for each word in the
skeleton, which comprises a confusion network. A
decoder chooses from the original skeleton word
and its alternatives to produce a final output sen-
tence. While there are a number of variations on
this theme, our approach differs fundamentally in
that the effective skeleton changes on a per-phrase
basis.

Our system is an enhancement of our previous
work (Jayaraman and Lavie, 2005). A hypothesis
uses words from systems in order, switching be-
tween systems at phrase boundaries. Alignments
and a synchronization method merge meaning-
equivalent output from different systems. Hy-
potheses are scored based on system confidence,
alignment support, and a language model.

We contribute a few enhancements to this pro-
cess. First, we introduce an alignment-sensitive
method for synchronizing available hypothesis ex-
tensions across systems. Second, we pack similar
partial hypotheses, which allows greater diversity
in our beam search while maintaining the accuracy
of n-best output. Finally, we describe an improved
model selection process that determined our sub-
missions to the WMT 2009 shared system combi-
nation task.

The remainder of this paper is organized as fol-
lows. Section 2 describes the system with empha-
sis on our modifications. Tuning, our experimen-
tal setup, and submitted systems are described in
Section 3. Section 4 concludes.

2 System

The system consists of alignment (Section 2.1)
and phrase detection (Section 2.2) followed by de-
coding. The decoder constructs hypothesis sen-
tences one word at a time, starting from the left. A
partially constructed hypothesis comprises:

Word The most recently decoded word. Initially,
this is the beginning of sentence marker.

Used The set of used words from each system.
Initially empty.

Phrase The current phrase constraint from Sec-
tion 2.2, if any. The initial hypothesis is not
in a phrase.

Features Four feature values defined in Section
2.4 and used in Section 2.5 for beam search
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and hypothesis ranking. Initially, all features
are 1.

Previous A set of preceding hypothesis pointers
described in Section 2.5. Initially empty.

The leftmost unused word from each system
corresponds to a continuation of the partial hy-
pothesis. Therefore, for each system, we extend a
partial hypothesis by appending that system’s left-
most unused word, yielding several new hypothe-
ses. The appended word, and those aligned with it,
are marked as used in the new hypothesis. Since
systems do not align perfectly, too few words may
be marked as used, a problem addressed in Sec-
tion 2.3. As described in Section 2.4, hypotheses
are scored using four features based on alignment,
system confidence, and a language model. Since
the search space is quite large, we use these partial
scores for a beam search, where the beam contains
hypotheses of equal length. This space contains
hypotheses that extend in precisely the same way,
which we exploit in Section 2.5 to increase diver-
sity. Finally, a hypothesis is complete when the
end of sentence marker is appended.

2.1 Alignment

Sentences from different systems are aligned in
pairs using a modified version of the METEOR
(Banerjee and Lavie, 2005) matcher. This iden-
tifies alignments in three phases: exact matches
up to case, WordNet (Fellbaum, 1998) morphol-
ogy matches, and shared WordNet synsets. These
sources of alignments are quite precise and unable
to pick up on looser matches such as “mentioned”
and “said” that legitimately appear in output from
different systems. Artificial alignments are in-
tended to fill gaps by using surrounding align-
ments as clues. If a word is not aligned to any
word in some other sentence, we search left and
right for words that are aligned into that sentence.
If these alignments are sufficiently close to each
other in the other sentence, words between them
are considered for artificial alignment. An arti-
ficial alignment is added if a matching part of
speech is found. The algorithm is described fully
by Jayaraman and Lavie (2005).

2.2 Phrases

Switching between systems is permitted outside
phrases or at phrase boundaries. We find phrases
in two ways. Alignment phrases are maximally
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long sequences of words which align, in the same
order and without interruption, to a word se-
quence from at least one other system. Punctua-
tion phrases place punctuation in a phrase with the
preceding word, if any. When the decoder extends
a hypothesis, it considers the longest phrase in
which no word is used. If a punctuation phrase is
partially used, the decoder marks the entire phrase
as used to avoid extraneous punctuation.

2.3 Synchronization

While phrases address near-equal pieces of trans-
lation output, we must also deal with equally
meaningful output that does not align. The im-
mediate effect of this issue is that too few words
are marked as used by the decoder, leading to du-
plication in the combined output. In addition, par-
tially aligned system output results in lingering un-
used words between used words. Often these are
function words that, with language model scoring,
make output unnecessarily verbose. To deal with
this problem, we expire lingering words by mark-
ing them as used. Specifically, we consider the
frontier of each system, which is the leftmost un-
used word. If a frontier lags behind, words as used
to advance the frontier. Our two methods for syn-
chronization differ in how frontiers are compared
across systems and the tightness of the constraint.

Previously, we measured frontiers from the be-
ginning of sentence. Based on this measurement,
the synchronization constraint requires that the
frontiers of each system differ by at most s. Equiv-
alently, a frontier is lagging if it is more than s
words behind the rightmost frontier. Lagging fron-
tiers are advanced until the synchronization con-
straint becomes satisfied. We found this method
can cause problems in the presence of variable
length output. When the variability in output
length exceeds s, proper synchronization requires
distances between frontiers greater than s, which
this constraint disallows.

Alignments indicate where words are syn-
chronous. Words near an alignment are also likely
to be synchronous even without an explicit align-
ment. For example, in the fragments “even more
serious, you” and “even worse, you” from WMT
2008, “serious” and “worse” do not align but
do share relative position from other alignments,
suggesting these are synchronous. We formalize
this by measuring the relative position of fron-
tiers from alignments on each side. For example,



if the frontier itself is aligned then relative posi-
tion is zero. For each pair of systems, we check
if these relative positions differ by at most s un-
der an alignment on either side. Confidence in a
system’s frontier is the sum of the system’s own
confidence plus confidence in systems for which
the pair-wise constraint is satisfied. If confidence
in any frontier falls below 0.8, the least confident
lagging frontier is advanced. The process repeats
until the constraint becomes satisfied.

2.4 Scores

We score partial and complete hypotheses using
system confidence, alignments, and a language
model. Specifically, we have four features which
operate at the word level:

Alignment Confidence in the system from which
the word came plus confidence in systems to
which the word aligns.

Language Model Score from a suffix array lan-
guage model (Zhang and Vogel, 20006)
trained on English from monolingual and
French-English data provided by the contest.

N-Gram (%)Order_ngmm using language model
order and length of ngram found.

Overlap O‘);’;ga_pl where overlap is the length of

intersection between the preceding and cur-
rent n-grams.

The N-Gram and Overlap features are intended to
improve fluency across phrase boundaries. Fea-
tures are combined using a log-linear model
trained as discussed in Section 3. Hypotheses are
scored using the geometric average score of each
word in the hypothesis.

2.5 Search

Of note is that a word’s score is impacted only by
its alignments and the n-gram found by the lan-
guage model. Therefore two partial hypotheses
that differ only in words preceding the n-gram and
in their average score are in some sense duplicates.
With the same set of used words and same phrase
constraint, they extend in precisely the same way.
In particular, the highest scoring hypothesis will
never use a lower scoring duplicate.

We use duplicate detecting beam search to ex-
plore our hypothesis space. A beam contains par-
tial hypotheses of the same length. Duplicate
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hypotheses are detected on insertion and packed,
with the combined hypothesis given the highest
score of those packed. Once a beam contains the
top scoring partial hypotheses of length [, these
hypotheses are extended to length / 4 1 and placed
in another beam. Those hypotheses reaching end
of sentence are placed in a separate beam, which is
equivalent to packing them into one final hypoth-
esis. Once we remove partial hypothesis that did
not extend to the final hypothesis, the hypotheses
are a lattice connected by parent pointers.

While we submitted only one-best hypotheses,
accurate n-best hypotheses are important for train-
ing as explained in Section 3. Unpacking the hy-
pothesis lattice into n-best hypotheses is guided
by scores stored in each hypothesis. For this task,
we use an n-best beam of paths from the end of
sentence hypothesis to a partial hypothesis. Paths
are built by induction, starting with a zero-length
path from the end of sentence hypothesis to itself.
The top scoring path is removed and its terminal
hypothesis is examined. If it is the beginning of
sentence, the path is output as a complete hypoth-
esis. Otherwise, we extend the path to each parent
hypothesis, adjusting each path score as necessary,
and insert into the beam. This process terminates
with n complete hypotheses or an empty beam.

3 Tuning

Given the 502 sentences made available for tun-
ing by WMT 2009, we selected feature weights for
scoring, a set of systems to combine, confidence in
each selected system, and the type and distance s
of synchronization. Of these, only feature weights
can be trained, for which we used minimum error
rate training with version 1.04 of IBM-style BLEU
(Papineni et al., 2002) in case-insensitive mode.
We treated the remaining parameters as a model
selection problem, using 402 randomly sampled
sentences for training and 100 sentences for eval-
vation. This is clearly a small sample on which
to evaluate, so we performed two folds of cross-
validation to obtain average scores over 200 un-
trained sentences. We chose to do only two folds
due to limited computational time and a desire to
test many models.

We scored systems and our own output using
case-insensitive IBM-style BLEU 1.04 (Papineni
et al., 2002), METEOR 0.6 (Lavie and Agarwal,
2007) with all modules, and TER 5 (Snover et
al., 2006). For each source language, we ex-



In | Sync s | BLEU METE TER | Systems and Confidences

cz | length 8 236 .507 59.1 google .46 cu-bojar .27  uedin .27

cz | align5 226 499 57.8 google .50 cu-bojar .25  uedin .25

cz align 7 211 508 65.9 | cu-bojar .60  google .20  uedin .20

cz 231 504 57.8 google

de | length 7 255 531 54.2 google .40 uka .30 stuttgart .15 umd .15
de | length 6 260 532 55.2 google .50  systran .25 umd .25

de | align9 256 .533 555 google .40 uka .30 stuttgart .15 umd .15
de | align6 200 514 542 google .31 uedin .22 systran .18 umd .16 uka .14
de 244 523 57.5 google

es align 8 297 560 52.7 google .75 uedin .25

es | length 5 289 .548 52.1 google .50 talp-upc .17  uedin .17 rwth .17
es 297 558 52.7 google

fr align 6 329 574 499 google .70 lium1 .30

fr align 8 314 596 48.6 google .50 lium1 .30 limsil .20

fr | length 8 323 570 48.5 google .50 liuml .25  limsil .25

fr 324 576 48.7 google

hu | length 5 162 403 69.2 umd .50 morpho .40  uedin .10

hu | length 8 158 407 69.5 umd .50 morpho .40  uedin .10

hu | align7 153 392 68.0 umd .33  morpho .33 uedin .33

hu 41 391 66.1 umd

xx | length 5 326 584 49.6 | google-fr .61 google-es .39

xx | align4 328 580 49.5 | google-fr .80 google-es .20

xx | align$5 324 576 48.6 | google-fr .61 google-es .39

xx | align7 319 587 51.1 | google-fr .50 google-es .50

XX 324 576 48.7 google-fr

Table 1: Combination models used for submission to WMT 2009. For each language, we list our pri-
mary combination, contrastive combinations, and a high-scoring system for comparison in italic. All
translations are into English. The xx source language combines translations from different languages,
in our case French and Spanish. Scores from BLEU, METEOR, and TER are the average of two cross-
validation folds with 100 evaluation sentences each. Numbers following system names indicate con-
trastive systems. More evaluation, including human scores, will be published by WMT.

perimented with various sets of high-scoring sys-
tems to combine. We also tried confidence val-
ues proportional to various powers of BLEU and
METEOR scores, as well as hand-picked values.
Finally we tried both variants of synchronization
with values of s ranging from 2 to 9. In total, 405
distinct models were evaluated. For each source
source language, our primary system was chosen
by performing well on all three metrics. Models
that scored well on individual metrics were sub-
mitted as contrastive systems. In Table 1 we report
the models underlying each submitted system.

4 Conclusion

We found our combinations are quite sensitive to
presence of and confidence in the underlying sys-
tems. Further, we show the most improvement
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when these systems are close in quality, as is the
case with our Hungarian-English system. The
two methods of synchronization were surprisingly
competitive, a factor we attribute to short sentence
length compared with WMT 2008 Europarl sen-
tences. Opportunities for further work include per-
sentence system confidence, automatic training of
more parameters, and different alignment models.
We look forward to evaluation results from WMT
2009.
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Abstract

This paper describes the incremental hy-
pothesis alignment algorithm used in the
BBN submissions to the WMT09 system
combination task. The alignment algo-
rithm used a sentence specific alignment
order, flexible matching, and new shift
heuristics. These refinements yield more
compact confusion networks compared to
using the pair-wise or incremental TER
alignment algorithms. This should reduce
the number of spurious insertions in the
system combination output and the sys-
tem combination weight tuning converges
faster. System combination experiments
on the WMTO9 test sets from five source
languages to English are presented. The
best BLEU scores were achieved by comb-
ing the English outputs of three systems
from all five source languages.

1 Introduction

Machine translation (MT) systems have different
strengths and weaknesses which can be exploited
by system combination methods resulting in an
output with a better performance than any indi-
vidual MT system output as measured by auto-
matic evaluation metrics. Confusion network de-
coding has become the most popular approach to
MT system combination. The first confusion net-
work decoding method (Bangalore et al., 2001)
was based on multiple string alignment (MSA)
(Durbin et al., 1988) borrowed from biological
sequence analysis. However, MSA does not al-
low re-ordering. The translation edit rate (TER)
(Snover et al., 2006) produces an alignment be-
tween two strings and allows shifts of blocks of
words. The availability of the TER software has
made it easy to build a high performance system
combination baseline (Rosti et al., 2007).

The pair-wise TER alignment originally de-
scribed by Sim et al. (2007) has various limita-
tions. First, the hypotheses are aligned indepen-
dently against the skeleton which determines the
word order of the output. The same word from
two different hypotheses may be inserted in differ-
ent positions w.r.t. the skeleton and multiple inser-
tions require special handling. Rosti et al. (2008)
described an incremental TER alignment to miti-
gate these problems. The incremental TER align-
ment used a global order in which the hypotheses
were aligned. Second, the TER software matches
words with identical surface strings. The pair-
wise alignment methods proposed by Ayan et al.
(2008), He et al. (2008), and Matusov et al. (2006)
are able to match also synonyms and words with
identical stems. Third, the TER software uses a set
of heuristics which is not always optimal in de-
termining the block shifts. Karakos et al. (2008)
proposed using inversion transduction grammars
to produce different pair-wise alignments.

This paper is organized as follows. A refined
incremental alignment algorithm is described in
Section 2. Experimental evaluation comparing
the pair-wise and incremental TER alignment al-
gorithms with the refined alignment algorithm on
WMTO09 system combination task is presented in
Section 3. Conclusions and future work are pre-
sented in Section 4.

2 Incremental Hypothesis Alignment
with Flexible Matching

2.1 Sentence Specific Alignment Order

Rosti et al. (2008) proposed incremental hypothe-
sis alignment using a system specific order. This
is not likely to be optimal since one MT system
may have better output on one sentence and worse
on another. More principled approach is similar to
MSA where the order is determined by the edit
distance of the hypothesis from the network for
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NULL(6.2¢-7)

NULL(0.9999)

(b) Alignment using the modified shift heuristics.

Figure 1: Combined confusion networks using different shift heuristics. The initial NULL arcs include

the prior probability estimates in parentheses.

each sentence. The TER scores of the remaining
unaligned hypotheses using the current network as
the reference are computed. The hypothesis with
the lowest edit cost w.r.t. the network is aligned.
Given N systems, this increases the number of
alignments performed from N to 0.5(N? — N).

2.2 Flexible Matching

The TER software assigns a zero cost for match-
ing tokens and a cost of one for all errors includ-
ing insertions, deletions, substitutions, and block
shifts. Ayan et al. (2008) modified the TER soft-
ware to consider substitutions of synonyms with
a reduced cost. Recently, Snover et al. (2009)
extended the TER algorithm in a similar fashion
to produce a new evaluation metric, TER plus
(TERp), which allows tuning of the edit costs in
order to maximize correlation with human judg-
ment. The incremental alignment with flexible
matching uses WordNet (Fellbaum, 1998) to find
all possible synonyms and words with identical
stems in a set of hypotheses. Substitutions involv-
ing synonyms and words with identical stems are
considered with a reduced cost of 0.2.

2.3 Modified Shift Heuristics

The TER is computed by trying shifts of blocks of
words that have an exact match somewhere else in
the reference in order to find a re-ordering of the
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hypothesis with a lower edit distance to the refer-
ence. Karakos et al. (2008) showed that the shift
heuristics in TER do not always yield an optimal
alignment. Their example used the following two
hypotheses:

1. thomas jefferson says eat your vegetables
2. eat your cereal thomas edison says

A system combination lattice using TER align-
ment is shown in Figure 1(a). The blocks
“eat your” are shifted when building both con-
fusion networks. Using the second hypothe-
sis as the skeleton seems to give a better align-
ment. The lower number of edits also results in a
higher skeleton prior shown between nodes 0 and
9. There are obviously some undesirable paths
through the lattice but it is likely that a language
model will give a higher score to the reasonable
hypotheses.

Since the flexible matching allows substitutions
with a reduced cost, the standard TER shift heuris-
tics have to be modified. A block of words may
have some words with identical matches and other
words with synonym matches. In TERp, synonym
and stem matches are considered as exact matches
for the block shifts, otherwise the TER shift con-
straints are used. In the flexible matching, the shift
heuristics were modified to allow any block shifts



that do not increase the edit cost. A system combi-
nation lattice using the modified shift heuristics is
shown in Figure 1(b). The optimal shifts of blocks
“eat your cereal” and “eat your vegetables” were
found and both networks received equal skeleton
priors. TERp would yield this alignment only
if these blocks appear in the paraphrase table or
if “cereal” and “vegetables” are considered syn-
onyms. This example is artificial and does not
guarantee that optimal shifts are always found.

3 Experimental Evaluation

System combination experiments combining the
English WMTOO9 translation task outputs were per-
formed. A total of 96 English outputs were pro-
vided including primary, contrastive, and N-best
outputs. Only the primary 1-best outputs were
combined due to time constraints. The numbers
of primary systems per source language were: 3
for Czech, 15 for German, 9 for Spanish, 15 for
French, and 3 for Hungarian. The English bigram
and 5-gram language models were interpolated
from four LM components trained on the English
monolingual Europarl (45M tokens) and News
(510M tokens) corpora, and the English sides of
the News Commentary (2M tokens) and Giga-
FrEn (683M tokens) parallel corpora. The interpo-
lation weights were tuned to minimize perplexity
on news—dev2009 set. The system combination
weights — one for each system, LM weight, and
word and NULL insertion penalties — were tuned
to maximize the BLEU (Papineni et al., 2002)
score on the tuning set (newssyscomb2009).
Since the system combination was performed on
tokenized and lower cased outputs, a trigram-
based true caser was trained on all News training
data. The tuning may be summarized as follows:

1. Tokenize and lower case the outputs;

2. Align hypotheses incrementally using each

output as a skeleton;

. Join the confusion networks into a lattice
with skeleton specific prior estimates;

. Extract a 300-best list from the lattice given
the current weights;

Merge the 300-best list with the hypotheses
from the previous iteration;

Tune new weights given the current merged
N-best list;
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7. Iterate 4-6 three times;

8. Extract a 300-best list from the lattice given
the best decoding weights and re-score hy-
potheses with a 5-gram;

9. Tune re-scoring weights given the final 300-
best list;

10. Extract 1-best hypotheses from the 300-best

list given the best re-scoring weights, re-case,
and detokenize.

After tuning the system combination weights, the
outputs on a test set may be combined using the
same steps excluding 4-7 and 9. The hypothesis
scores and tuning are identical to the setup used in
(Rosti et al., 2007).

Case insensitive TER and BLEU scores for the
combination outputs using the pair-wise and in-
cremental TER alignment as well as the flexible
alignment on the tuning (dev) and test sets are
shown in Table 1. Only case insensitive scores
are reported since the re-casers used by different
systems are very different and some are trained
using larger resources than provided for WMT09.
The scores of the worst and best individual sys-
tem outputs are also shown. The best and worst
TER and BLEU scores are not necessarily from
the same system output. Both incremental
and flexible alignments used sentence spe-
cific alignment order. Combinations using the in-
cremental and flexible hypothesis alignment algo-
rithms consistently outperform the ones using the
pair-wise TER alignment. The flexible alignment
is slightly better than the incremental alignment on
Czech, Spanish, and Hungarian, and significantly
better on French to English test set scores.

Since the test sets for each language pair consist
of translations of the same documents, it is pos-
sible to combine outputs from many source lan-
guages to English. There were a total of 46 En-
glish primary 1-best system outputs. Using all 46
outputs would have required too much memory in
tuning, so a subset of 11 outputs was chosen. The
11 outputs consist of google, uedin, and uka
outputs on all languages. Case insensitive TER
and BLEU scores for the xx—en combination are
shown in Table 2. In addition to incremental
and flexible alignment methods which used
sentence specific alignment order, scores for in-
cremental TER alignment with a fixed alignment
order used in the BBN submissions to WMTO08



dev cz-en de-en es—en fr-en hu-en

System TER BLEU TER BLEU TER BLEU TER BLEU TER BLEU
worst 67.30 17.63 82.01 6.83 65.64 19.74 69.19 1521 78.70 10.33
best 58.16  23.12 5724 2320 53.02 2948 49.78 32.27 66.77 13.59
pairwise 59.60 24.01 56.35 26.04 53.11 2949 51.03 31.65 69.58 14.60
incremental 59.22 2431 5573 26.73 53.05 29.72 50.72 32.09 70.15 14.85
flexible 59.38 24.18 5551 26.71 52.62 3024 5022 32.58 69.83 14.88
test cz—-en de-en es—en fr-en hu-en

System TER BLEU TER BLEU TER BLEU TER BLEU TER BLEU
worst 67.74 16.37 82.39 6.81 6544 19.04 7144 1449 81.21 9.90
best 59.53 21.18 5941 21.30 5334 28.69 51.33 31.14 68.32 12.75
pairwise 61.02 21.25 5875 2341 53.65 28.15 53.17 29.83 71.50 13.39
incremental 60.63 21.67 58.13 2396 5347 2838 5251 3045 71.69 13.60
flexible 60.34 21.87 58.05 2386 53.13 2857 5198 31.30 71.17 13.84

Table 1: Case insensitive TER and BLEU scores on newssyscomb2009 (dev) and newstest2009

(test) for five source languages.

(Rosti et al., 2008) are marked as incr-wmt08.
The sentence specific alignment order yields about
a half BLEU point gain on the tuning set and a
one BLEU point gain on the test set. All system
combination experiments yield very good BLEU
gains on both sets. The scores are also signifi-
cantly higher than any combination from a single
source language. This shows that the outputs from
different source languages are likely to be more di-
verse than outputs from different MT systems on a
single language pair. The combination is not guar-
anteed to be the best possible as the set of outputs
was chosen arbitrarily.

The compactness of the confusion networks
may be measured by the average number of
nodes and arcs per segment. All xx—en con-
fusion networks for newssyscomb2009 and
newstest2009 after the incremental TER
alignment had on average 44.5 nodes and 112.7
arcs per segment. After the flexible hypothesis
alignment, there were on average 41.1 nodes and
104.6 arcs per segment. The number of NULL
word arcs may also be indicative of the alignment
quality. The flexible hypothesis alignment reduced
the average number of NULL word arcs from 29.0
to 24.8 per segment. The rate of convergence in
the N-best list based iterative tuning may be mon-
itored by the number of new hypotheses in the
merged N-best lists from iteration to iteration. By
the third tuning iteration, there were 10% fewer
new hypotheses in the merged N-best list when
using the flexible hypothesis alignment.

XX—en dev test
System TER BLEU TER BLEU
worst 7421 12.80 75.84 12.05
best 4978 3227 51.33 31.14
pairwise 46.10 3595 47.77 33.53
incr-wmt08 44.58 36.84 46.60 33.61
incremental 44.59 3730 4642 34.61
flexible 4454 3738 45.82 34.48
Table 2: Case insensitive TER and BLEU
scores on newssyscomb2009 (dev) and

newstest20009 (test) for xx—en combination.

4 Conclusions

This paper described a refined incremental hy-
pothesis alignment algorithm used in the BBN
submissions to the WMT(9 system combination
task. The new features included sentence specific
alignment order, flexible matching, and modified
shift heuristics. The refinements yield more com-
pact confusion networks which should allow fewer
spurious insertions in the output and faster conver-
gence in tuning. The future work will investigate
tunable edit costs and methods to choose an opti-
mal subset of outputs for combination.
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The RWTH Machine Translation System for WMT 2009
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Abstract

RWTH participated in the shared transla-
tion task of the Fourth Workshop of Sta-
tistical Machine Translation (WMT 2009)
with the German-English, French-English
and Spanish-English pair in each transla-
tion direction. The submissions were gen-
erated using a phrase-based and a hierar-
chical statistical machine translation sys-
tems with appropriate morpho-syntactic
enhancements. POS-based reorderings of
the source language for the phrase-based
systems and splitting of German com-
pounds for both systems were applied. For
some tasks, a system combination was
used to generate a final hypothesis. An ad-
ditional English hypothesis was produced
by combining all three final systems for
translation into English.

1 Introduction

For the WMT 2009 shared task, RWTH submit-
ted translations for the German-English, French-
English and Spanish-English language pair in both
directions. A phrase-based translation system en-
hanced with appropriate morpho-syntactic trans-
formations was used for all translation direc-
tions. Local POS-based word reorderings were ap-
plied for the Spanish-English and French-English
pair, and long range reorderings for the German-
English pair. For this language pair splitting
of German compounds was also applied. Spe-
cial efforts were made for the French-English and
German-English translation, where a hierarchi-
cal system was also used and the final submis-
sions are the result of a system combination. For
translation into English, an additional hypothesis
was produced as a result of combination of the
final German-to-English, French-to-English and
Spanish-to-English systems.

2 Translation models

2.1 Phrase-based model

We used a standard phrase-based system similar to
the one described in (Zens et al., 2002). The pairs
of source and corresponding target phrases are ex-
tracted from the word-aligned bilingual training
corpus. Phrases are defined as non-empty contigu-
ous sequences of words. The phrase translation
probabilities are estimated using relative frequen-
cies. In order to obtain a more symmetric model,
the phrase-based model is used in both directions.

2.2 Hierarchical model

The hierarchical phrase-based approach can be
considered as an extension of the standard phrase-
based model. In this model we allow the phrases
to have “gaps”, i.e. we allow non-contiguous parts
of the source sentence to be translated into pos-
sibly non-contiguous parts of the target sentence.
The model can be formalized as a synchronous
context-free grammar (Chiang, 2007). The model
also included some additional heuristics which
have shown to be helpful for improving translation
quality, as proposed in (Vilar et al., 2008).

The first step in the hierarchical phrase extrac-
tion is the same as for the phrased-based model.
Having a set of initial phrases, we search for
phrases which contain other smaller sub-phrases
and produce a new phrase with gaps. In our sys-
tem, we restricted the number of non-terminals for
each hierarchical phrase to a maximum of two,
which were also not allowed to be adjacent. The
scores of the phrases are again computed as rela-
tive frequencies.

2.3 Common models

For both translation models, phrase-based and hi-
erarchical, additional common models were used:
word-based lexicon model, phrase penalty, word
penalty and target language model.

Proceedings of the Fourth Workshop on Statistical Machine Translation , pages 66—69,
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The target language model was a standard n-
gram language model trained by the SRI language
modeling toolkit (Stolcke, 2002). The smooth-
ing technique we apply was the modified Kneser-
Ney discounting with interpolation. In our case we
used a 4-gram language model.

3 Morpho-syntactic transformations

3.1 ProsS-based word reorderings

For the phrase-based systems, the local and
long range POS-based reordering rules described
in (Popovi¢ and Ney, 2006) were applied on the
training and test corpora as a preprocessing step.

Local reorderings were used for the Spanish-
English and French-English language pairs in or-
der to handle differences between the positions of
nouns and adjectives in the two languages. Adjec-
tives in Spanish and French, as in most Romanic
languages, are usually placed after the correspond-
ing noun, whereas for English it is the other way
round. Therefore, for these language pairs local
reorderings of nouns and adjective groups in the
source language were applied. The following se-
quences of words are considered to be an adjective
group: a single adjective, two or more consecutive
adjectives, a sequence of adjectives and coordinate
conjunctions, as well as an adjective along with its
corresponding adverb. If the source language is
Spanish or French, each noun is moved behind the
corresponding adjective group. If the source lan-
guage is English, each adjective group is moved
behind the corresponding noun.

Long range reorderings were applied on the
verb groups for the German-English language pair.
Verbs in the German language can often be placed
at the end of a clause. This is mostly the case
with infinitives and past participles, but there are
many cases when other verb forms also occur at
the clause end. For the translation from German
into English, following verb types were moved to-
wards the beginning of a clause: infinitives, infini-
tives+zu, finite verbs, past participles and negative
particles. For the translation from English to Ger-
man, infinitives and past participles were moved
to the end of a clause, where punctuation marks,
subordinate conjunctions and finite verbs are con-
sidered as the beginning of the next clause.

3.2 German compound words

For the translation from German into English, Ger-
man compounds were split using the frequency-
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based method described in (Koehn and Knight,
2003). For the other translation direction, the En-
glish text was first translated into the modified
German language with split compounds. The gen-
erated output was then postprocessed, i.e. the
components were merged using the method de-
scribed in (Popovié et al., 2006): a list of com-
pounds and a list of components are extracted from
the original German training corpus. If the word
in the generated output is in the component list,
check if this word merged with the next word is in
the compound list. If it is, merge the two words.

4 System combination

For system combination we used the approach de-
scribed in (Matusov et al., 2006). The method is
based on the generation of a consensus transla-
tion out of the output of different translation sys-
tems. The core of the method consists in building
a confusion network for each sentence by align-
ing and combining the (single-best) translation hy-
pothesis from one MT system with the translations
produced by the other MT systems (and the other
translations from the same system, if n-best lists
are used in combination). For each sentence, each
MT system is selected once as “primary” system,
and the other hypotheses are aligned to this hy-
pothesis. The resulting confusion networks are
combined into a signle word graph, which is then
weighted with system-specific factors, similar to
the approach of (Rosti et al., 2007), and a trigram
LM trained on the MT hypotheses. The translation
with the best total score within this word graph is
selected as consensus translation. The scaling fac-
tors of these models are optimized using the Con-
dor toolkit (Berghen and Bersini, 2005) to achieve
optimal BLEU score on the dev set.

S Experimental results

5.1 Experimental settings

For all translation directions, we used the provided
EuroParl and News parallel corpora to train the
translation models and the News monolingual cor-
pora to train the language models. All systems
were optimised for the BLEU score on the develop-
ment data (the ”dev-a” part of the 2008 evaluation
data). The other part of the 2008 evaluation set
(“dev-b”) is used as a blind test set. The results re-
ported in the next section will be referring to this
test set. For the tasks including a system combi-
nation, the parameters for the system combination



were also trained on the “dev-b” set. The reported
evaluation metrics are the BLEU score and two
syntax-oriented metrics which have shown a high
correlation with human evaluations: the PBLEU
score (BLEU calculated on POS sequences) and
the POS-F-score PF (similar to the BLEU score but
based on the F-measure instead of precision and
on arithmetic mean instead of geometric mean).
The POS tags used for reorderings and for syn-
tactic evaluation metrics for the English and the
German corpora were generated using the statisti-
cal n-gram-based TnT-tagger (Brants, 2000). The
Spanish corpora are annotated using the FreeLing
analyser (Carreras et al., 2004), and the French
texts using the TreeTagger!.

5.2 Translation results

Table 1 presents the results for the German-
English language pair. For translation from Ger-
man into English, results for the phrase-based sys-
tem with and without verb reordering and com-
pound splitting are shown. The hierarchical sys-
tem was trained with split German compounds.
The final submission was produced by combining
those five systems. The improvement obtained by
system combination on the unseen test data 2009
is similar, i.e. from the systems with BLEU scores
of 17.0%, 17.2%, 17.5%, 17.6% and 17.7% to the
final system with 18.5%.

German—English H BLEU ‘ PBLEU ‘ PF ‘
phrase-based 17.8 31.6 39.7
+reorder verbs 18.2 32.6 40.3
+split compounds 18.0 319 | 40.0
+reord-+split 18.4 33.1 40.7
hierarchical+split 18.5 33.5 | 40.1

‘ system combination H 19.2 ‘ 33.8 ‘ 40.9 ‘

’ English—German H BLEU ‘ PBLEU ‘ PF ‘
phrase-based 13.6 31.6 | 39.7
+reorder verbs 13.7 324 140.2
+split compounds 13.7 32.3 | 40.1
+reord-+split 13.7 323 | 40.1
system combination H 14.0 ‘ 32.7 ‘ 40.3 ‘

Table 1: Translation results [%] for the German-
English language pair, News2008_dev-b.

The other translation direction is more difficult
and improvements from morpho-syntactic trans-

formations are smaller. No hierarchical system
was trained for this translation direction. The com-
bination of the four phrase-based systems leads
to further improvements (on the unseen test set
as well: contrastive hypotheses have the BLEU
scores in the range from 12.7% to 13.0%, and the
final BLEU score is 13.2%).

The results for the French-English language
pair are shown in Table 2. For the French-to-
English system, we submitted the result of the
combination of three systems: a phrase-based with
and without local reorderings and a hierarchical
system. For the unseen test set, the BLEU score of
the system combination output is 24.4%, whereas
the contrastive hypotheses have 23.2%, 23.4% and
24.1%. For the other translation direction we did
not use the system combination, the submission is
produced by the phrase-based system with local
adjective reorderings.

French—English || BLEU | PBLEU | PF |
phrase-based 20.9 37.1 43.2
+reorder adjectives 21.3 38.2 | 43.6
hierarchical 20.3 36.7 | 42.6

‘ system combination H 21.7 ‘ 38.5 ‘43.8 ‘

‘ English—French H BLEU ‘ PBLEU ‘ PF ‘
phrase-based 20.2 395 | 459
+reorder adjectives 20.7 40.6 | 464

Table 2: Translation results [%] for the French-
English language pair, News2008_dev-b.

Table 3 presents the results for the Spanish-
English language pair. As in the English-to-
French translation, the phrase-based system with
adjective reorderings is used to produce the sub-
mitted hypothesis for both translation directions.

‘ Spanish—English H BLEU ‘ PBLEU ‘ PF ‘
22.1 38.5 | 44.1
22.5 392 | 44.6

phrase-based
+reorder adjectives

| English—Spanish || BLEU | PBLEU | PF |
20.6 29.3 35.7
21.1 29.7 359

phrase-based
+reorder adjectives

Table 3: Translation results [%] for the Spanish-
English language pair, News2008_dev-b.

"http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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The result of the additional experiment, i.e. for
the multisource translation int English is presented
in Table 4. The English hypothesis is produced by
the combination of the three best systems for each
language pair, and it can be seen that the transla-
tion performance increases in all measures. This
suggests that each language pair poses different
difficulties for the translation task, and the com-
bination of all three can improve performance.

| F+S+G—English | BLEU | PBLEU | PF |
’ system combination H 25.1 ‘ 41.0 ‘46.4‘

Table 4: Multisource translation results [%]:
the English hypothesis is obtained as result of
a system combination of all language pairs,
News2008_dev-b.

6 Conclusions

The RWTH system submitted to the WMT 2009
shared translation task used a phrase-based sys-
tem and a hierarchical system with appropriate
morpho-syntactic extensions, i.e. POS based word
reorderings and splitting of German compounds
were used. System combination produced gains
in BLEU score over phrasal-system baselines in
the German-to-English, English-to-German and
French-to-English tasks.
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Abstract

We present a word substitution approach
to combine the output of different machine
translation systems. Using part of speech
information, candidate words are deter-
mined among possible translation options,
which in turn are estimated through a pre-
computed word alignment. = Automatic
substitution is guided by several decision
factors, including part of speech, local
context, and language model probabili-
ties. The combination of these factors
is defined after careful manual analysis
of their respective impact. The approach
is tested for the language pair German-
English, however the general technique it-
self is language independent.

1 Introduction

Despite remarkable progress in machine transla-
tion (MT) in the last decade, automatic translation
is still far away from satisfactory quality. Even the
most advanced MT technology as summarized by
(Lopez, 2008), including the best statistical, rule-
based and example-based systems, produces out-
put rife with errors. Those systems may employ
different algorithms or vary in the linguistic re-
sources they use which in turn leads to different
characteristic errors.

Besides continued research on improving MT
techniques, one line of research is dedicated to bet-
ter exploitation of existing methods for the com-
bination of their respective advantages (Macherey
and Och, 2007; Rosti et al., 2007a).

Current approaches for system combination in-
volve post-editing methods (Dugast et al., 2007;
Theison, 2007), re-ranking strategies, or shal-
low phrase substitution. The combination pro-
cedure applied for this pape tries to optimize
word-level translations within a trusted” sentence

frame selected due to the high quality of its syntac-
tic structure. The underlying idea of the approach
is the improvement of a given (original) translation
through the exploitation of additional translations
of the same text. This can be seen as a simplified
version of (Rosti et al., 2007b).

Considering our submission from the shared
translation task as the “trusted” frame, we add
translations from four additional MT systems that
have been chosen based on their performance in
terms of automatic evaluation metrics. In total, the
combination system performs 1,691 substitutions,
i.e., an average of 0.67 substitutions per sentence.

2 Architecture

Our system combination approach computes a
combined translation from a given set of machine
translations. Below, we present a short overview
by describing the different steps in the derivation
of a combined translation.

Compute POS tags for translations. We apply
part-of-speech (POS) tagging to prepare the
selection of possible substitution candidates.
For the determination of POS tags we use the
Stuttgart TreeTagger (Schmid, 1994).

Create word alignment. The alignment between
source text and translations is needed to
identify translation options within the differ-
ent systems’ translations. Word alignment
is computed using the GIZA++ toolkit (Och
and Ney, 2003), only one-to-one word align-
ments are employed.

Select substitution candidates. For the shared
task, we decide to substitute nouns, verbs
and adjectives based on the available POS
tags. Initially, any such source word is con-
sidered as a possible substitution candidate.
As we do not want to require substitution can-
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didates to have exactly the same POS tag as
the source, we use groups of “similar” tags.

Compute decision factors for candidates. We
define several decision factors to enable an
automatic ranking of translation options.
Details on these can be found in section 4.

Evaluate the decision factors and substitute.
Using the available decision factors we
compute the best translation and substitute.

The general combination approach is language
independent as it only requires a (statistical) POS
tagger and GIZA++ to compute the word align-
ments. More advanced linguistic resources are not
required. The addition of lexical resources to im-
prove the extracted word alignments has been con-
sidered, however the idea was then dropped as we
did not expect any short-term improvements.

3 System selection

Our system combination engine takes any given
number of translations and enables us to compute
a combined translation out of these. One of the
given system translations is chosen to provide the
“sentence skeleton”, i.e. the global structure of the
translation, thus representing the reference system.
All other systems can only contribute single words
for substitution to the combined translation, hence
serve as substitution sources.

3.1 Reference system

Following our research on hybrid translation try-
ing to combine the strengths of rule-based MT
with the virtues of statistical MT, we choose our
own (usaar) submission from the shared task to
provide the sentence frame for our combination
system. As this translation is based upon a rule-
based MT system, we expect the overall sentence
structure to be of a sufficiently high quality.

3.2 Substitution sources

For the implementation of our combination sys-
tem, we need resources of potential substitution
candidates. As sources for possible substitution,
we thus include the translation results of the fol-
lowing four systems:

e Google (google)!

'The Google submission was translated by the Google
MT production system offered within the Google Language
Tools as opposed to the qualitatively superior Google MT
research system.
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e University of Karlsruhe (uka)
e University of Maryland (umd)
e University of Stuttgart (stuttgart)

The decision to select the output of these par-
ticular MT systems is based on their performance
in terms of different automatic evaluation metrics
obtained with the IQMT Framework by (Giménez
and Amigd, 2006). This includes BLEU, BLEUI,
TER, NIST, METEOR, RG, MT06, and WMTOS.
The results, listing only the three best systems per
metric, are given in table 1.

metric best three systems
BLEU1 google uka systran
0.599 0.593 0.582
BLEU google uka umd
0.232 0.231 0.223
TER umd rwth.c3 uka
0.350 0.335 0.332
NIST google umd uka
6.353 6.302 6.270
METEOR | google uka stuttgart
0.558 0.555 0.548
RG umd uka google
0.527 0.525 0.520
MTO06 umd google  stuttgart
0.415 0.413 0.410
WMTO08 stuttgart rbmt3  google
0.344 0.341 0.336

Table 1: Automatic evaluation results.

On grounds of these results we anticipate the
four above named translation engines to perform
best when being combined with our hybrid ma-
chine translation system. We restrict the substi-
tution sources to the four potentially best systems
in order to omit bad substitutions and to reduce
the computational complexity of the substitution
problem. It is possible to choose any other num-
ber of substitution sources.

4 Substitution

As mentioned above, we consider nouns, verbs
and adjectives as possible substitution candidates.
In order to allow for automatic decision making
amongst several translation options we define a set
of factors, detailed in the following. Furthermore,
we present some examples in order to illustrate the
use of the factors within the decision process.



4.1 Decision factors

The set of factors underlying the decision proce-
dure consists of the following:

A: Matching POS. This Boolean factor checks
whether the target word POS tag matches the
source word’s POS category. The factor com-
pares the source text to the reference trans-
lation as we want to preserve the sentential

structure of the latter.

: Majority vote. For this factor, we compute
an ordered list of the different translation op-
tions, sorted by decreasing frequency. A con-
sensus between several systems may help to
identify the best translation.

Both the reference system and the Google
submission receive a +1 bonus, as they ap-
peared to offer better candidates in more
cases within the small data sample of our
manual analysis.

: POS context. Further filtering is applied de-
termining the words’ POS context. This is
especially important as we do not want to de-
grade the sentence structure maintained by
the translation output of the reference system.

In order to optimize this factor, we conduct
trials with the single word, the —1 left, and
the +1 right context. To reduce complex-
ity, we shorten POS tags to a single character,
e.g. NN - Nor NPS — N.

: Language Model. We use an English lan-
guage model to score the different translation
options. As the combination system only re-
places single words within a bi-gram context,
we employ the bi-gram portion of the English
Gigaword language model.

The language model had been estimated us-
ing the SRILM toolkit (Stolcke, 2002).

4.2 Factor configurations

To determine the best possible combination of our
different factors, we define four potential factor
configurations and evaluate them manually on a
small set of sentences. The configurations differ
in the consideration of the POS context for factor
C (strict including —1 left context versus relaxed
including no context) and in the usage of factor A
Matching POS (+A). Table 2 shows the settings of
factors A and C for the different configurations.
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configuration | Matching POS  POS context
strict disabled —1 left
strict+A enabled —1 left
relaxed disabled single word
relaxed+A enabled single word

Table 2: Factor configurations for combination.

Our manual evaluation of the respective substi-
tution decisions taken by different factor combi-
nation is suggestive of the “relaxed+A” configura-
tion to produce the best combination result. Thus,
this configuration is utilized to produce sound
combined translations for the complete data set.

4.3 Factored substitution

Having determined the configuration of the dif-
ferent factors, we compute those for the complete
data set, in order to apply the final substitution step
which will create the combined translation.

The factored substitution algorithm chooses
among the different translation options in the fol-
lowing way:

(a) Matching POS? If factor A is activated for
the current factor configuration (+A), sub-
stitution of the given translation options can
only be possible if the factor evaluates to
True. Otherwise the substitution candidate is
skipped.

(b) Majority vote winner? If the majority vote
yields a unique winner, this translation option

is taken as the final translation.

Using the 41 bonuses for both the reference
system and the Google submission we intro-
duce a slight bias that was motivated by man-
ual evaluation of the different systems’ trans-
lation results.

(c¢) Language model. If several majority vote
winners can be determined, the one with the

best language model score is chosen.

Due to the nature of real numbers this step
always chooses a winning translation option
and thus the termination of the substitution
algorithm is well-defined.

Please note that, while factors A, B, and D are
explicitly used within the substitution algorithm,
factor C POS context is implicitly used only when
computing the possible translation options for a
given substitution candidate.



configuration | substitutions  ratio

strict 1,690 5.714%
strict+A 1,347 4.554%
relaxed 2,228 7.532%
relaxed+A 1,691 5.717%

Table 3: Substitutions for 29,579 candidates.

Interestingly we are able to obtain best results
without considering the —1 left POS context, i.e.
only checking the POS tag of the single word
translation option for factor C.

4.4 Combination results

We compute system combinations for each of the
four factor configurations defined above. Table
3 displays how many substitutions are conducted
within each of these configurations.

The following examples illustrate the perfor-
mance of the substitution algorithm used to pro-
duce the combined translations.

”Einbruch”: the reference translation for “Ein-
bruch” is collapse”, the substitution sources
propose “’slump” and “drop”, but also “col-
lapse”, all three, considering the context,
forming good translations. The majority vote
rules out the suggestions different to the ref-
erence translation due to the fact that 2 more
systems recommend “collapse” as the correct
translation.

»Riickgang”: the reference system translates this
word as “drop” while all of the substitution
sources choose ’decline” as the correct trans-
lation. Since factor A evaluates to True, i.e.
the POS tags are of the same nature, “de-
cline” is clearly selected as the best transla-
tion by factor B Majority vote and thus re-
places “drop” in the final combined transla-
tion result.

”Tagesgeschifte”: our reference system trans-
lates “Tagesgeschifte” with “requirements”,
while two of the substitution systems indi-
cate “business” to be a better translation. Due
to the +1 bonus for our reference translation
a tie between the two possible translations
emerges, leaving the decision to the language
model score, which is higher for ”business”.

73

4.5 Evaluation results

Table 4 shows the results of the manual evaluation
campaign carried out as part of the WMT09 shared
task. Randomly chosen sentences are presented
to the annotator, who then has to put them into
relative order. Note that each annotator is shown a
random subset of the sentences to be evaluated.

system relative rank  data points
google -2.74 174
uka -3.00 217
umd -3.03 170
stuttgart -2.89 163
usaar -2.78 186
usaar-combo -2.91 164

Table 4: Relative ranking results from the WMTO09
manual evalution campaign.

Interestingly, our combined system is not able
to outperform the baseline, i.e., additional data
did not improve translation results. However the
evaluation is rather intransparent since it does not
allow for a strict comparison between sentences.

5 Conclusion

Within the system described in this paper, we ap-
proach a hybrid translation technique combining
the output of different MT systems. Substituting
particular words within a well-structured transla-
tion frame equips us with considerably enhanced
translation output. We obtain promising results
providing substantiated proof that our approach is
going in the right direction.

Further steps in the future will include machine
learning methods to optimize the factor selection.
This was, due to limited amount of time and data,
not feasible thus far. We will also investigate the
potential of phrase-based substitution taking into
account multi-word alignments instead of just sin-
gle word mappings. Additionally, we would like
to continue work on the integration of lexical re-
sources to post-correct the word alignments ob-
tained by GIZA++ as this will directly improve the
overall system performance.
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Abstract

We describe the system developed by the
team of the National University of Singa-
pore for English to Spanish machine trans-
lation of News Commentary text for the
WMTO09 Shared Translation Task. Our
approach is based on domain adaptation,
combining a small in-domaihlews Com-
mentary bi-text and a large out-of-domain
one from theEuropar| corpus, from which
we built and combined two separate phrase
tables. We further combined two language
models (in-domain and out-of-domain),
and we experimented with cognates, im-
proved tokenization and recasing, achiev-
ing the highest lowercased NIST score of
6.963 and the second best lowercased Bleu
score of 24.91% for training without us-
ing additional external data for English-to-
Spanish translation at the shared task.

Introduction

Hwee Tou Ng
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13 Computing Drive
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Subsequently, in 2007 and 2008, the WMT
Shared Translation Task organizers provided a
limited amount of bilingualNews Commentary
training data (1-1.3M words) in addition to the
large amount ofEuroparl data (30-32M words),
and set up separate evaluationdNews Commen-
tary and onEuropar| data, thus inviting interest in
domain adaptation experiments for tNews do-
main (Callison-Burch et al., 2007; Callison-Burch
et al., 2008). This year, the evaluation is News
Commentary only, which makes domain adapta-
tion the central focus of the Shared Translation
Task.

The team of the National University of Singa-
pore (NUS) participated in the WMTQ09 Shared
Translation Task with an English-to-Spanish sys-
tem? Our approach is based on domain adapta-
tion, combining the small in-domaiNews Com-
mentary bi-text (1.8M words) and the large out-
of-domain one from the Europarl corpus (40M
words), from which we built and combined two
separate phrase tables. We further used two
language models (in-domain and out-of-domain),
cognates, improved tokenization, and additional
smart recasing as a post-processing step.

systems are typically trained on sentence-aligned

parallel texts (bi-texts) from a particular domain. 2 The NUS System

When tested on text from that domain, they

demonstrate state-of-the art performance, but oBelow we describe separately the standard and the
out-of-domain test data the results can deteriorateonstandard settings of our system.

significantly. For example, on the WMTO06 Shared

Translation Task, the scores for French-to-Englist?-1  Standard Settings
translation dropped from about 30 to about 20In our baseline experiments, we used the follow-

Bleu points for nearly all systems when tested oring general setup: First, we tokenized the par-
News Commentary instead of theEuroparl® text,

which was used for training (Koehn and Monz,

2006).

1See (Koehn, 2005) for details about theropar| corpus.

2The task organizers invited submissions translating for-
ward and/or backward between English and five other Euro-
pean languages (French, Spanish, German, Czech and Hun-
garian), but we only participated in EnglisiSpanish, due to
time limitations.
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allel bi-text, converted it to lowercase, and fil- domain one using thEuropar| bi-text. As a result,
tered out the overly-long training sentences, whictwe obtained two phrase tabl€s,..,s and T ..,
complicate word alignments (we tried maximumand two lexicalized reordering modeR,,..,s and
length limits of 40 and 100). We then built sep- R..,,,. We merged the phrase table as follows.
arate English-to-Spanish and Spanish-to-Englishrirst, we kept all phrase pairs froffi,..,s. Then
directed word alignments using IBM model 4 we added those phrase pairs frdfp,,., which
(Brown et al., 1993), combined them using the  were not present iff},..,s. For each phrase pair
tersect+grow heuristic (Och and Ney, 2003), and added, we retained its associated features: forward
extracted phrase-level translation pairs of maxi-and reverse phrase translation probabilities, for-
mum length 7 using thalignment template ap-  ward and reverse lexical translation probabilities,
proach (Och and Ney, 2004). We thus obtainedand phrase penalty. We further added two new fea-
a phrase table where each phrase translation pairtures, F,¢,,s and F,-,, which show the source of
is associated with the following five standard pa-each phrase. Their values are 1 and 0.5 when the
rameters: forward and reverse phrase translatiophrase was extracted from thiews Commentary
probabilities, forward and reverse lexical transla-bi-text, 0.5 and 1 when it was extracted from the
tion probabilities, and phrase penalty. Europarl bi-text, and 1 and 1 when it was extracted
We then trained a log-linear model using thefrom both. As aresult, we ended up with seven pa-
standard feature functions: language model probaameters for each entry in the merged phrase table.
bility, word penalty, distortion costs (we tried dis- Merging Two Lexicalized Reordering Tables.
tance based and lexicalized reordering models\Vhen building the two phrase tables, we also
and the parameters from the phrase table. whuilt two lexicalized reordering tables (Koehn et
set all feature weights by optimizing Bleu (Pap-al., 2005) for themR,c..s and Ry, Which we
ineni et al., 2002) directly usinginimum error ~ merged as follows: We first kept all phrases from
rate training (MERT) (Och, 2003) on the tuning Ruews, then we added those frof.,,, which
part of the development sadév-t est 2009a).  Were not present iti2,,..,s. This resulting lexical-
We used these weights in a beam search decodi@ed reordering table was used together with the
(Koehn et al., 2007) to translate the test sentence@bove-described merged phrase table.
(the English part oflev- t est 2009b, tokenized Cognates.Previous research has shown that us-
and lowercased). We then recased the output u$3g cognates can yield better word alignments (Al-
ing a monotone model that translates from low-Onaizan et al., 1999; Kondrak et al., 2003), which
ercase to uppercase Spanish, we post-cased it us-turn often means higher-quality phrase pairs and
ing a simple heuristic, de-tokenized the result, andoetter SMT systems. Linguists define cognates
compared it to the gold standard (the Spanish pa@s words derived from a common root (Bickford

of dev-t est 2009b) using Bleu and NIST. and Tuggy, 2002). Following previous researchers
in computational linguistics (Bergsma and Kon-
2.2 Nonstandard Settings drak, 2007; Mann and Yarowsky, 2001; Melamed,

1999), however, we adopted a simplified definition
The nonstandard features of our system can bgich ignores origin, defining cognates as words
summarized as follows: in different languages that are mutual translations
Two Language Models. Following Nakov  ang have a similar orthography. We extracted and
and Hearst (2007), we used two language modgsed such potential cognates in order to bias the
els (LM) — an in-domain one (trained on & con-training of the IBM word alignment models. Fol-

catenation of the provided monolin_gual' Spanishowing Melamed (1995), we measured the ortho-
News Commentary data and the Spanish side Ofthegraphic similarity usinglongest common subse-

training News Commentary bi-text) and an out-of- - gyence ratio (LcsR), which is defined as follows:
domain one (trained on the provided monolingual |LCS(s1,59)|
SpanishEuropar| data). For both LMs, we used LCSR(s1, 52)
5-gram models with Kneser-Ney smoothing. whereLcs(s1, s2) is the longest common subse-
Merging Two Phrase Tables. Following quence of s; andss, and|s| is the length of.

Nakov (2008), we trained and merged two phrase- Following Nakov et al. (2007), we combined the
based SMT systems: a small in-domain one usingCsR similarity measure witltompetitive linking
the News Commentary bi-text, and a large out-of- (Melamed, 2000) in order to extract potential cog-

~ max([s1],]s2])
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nates from the training bi-text. Competitive link- tary bi-text that translates from lowercase to up-
ing assumes that, given a source English sentengeercase Spanish. While being good overall, it had
and its Spanish translation, a source word is eia problem with unknown words, leaving them in
ther translated with a single target word or is notlowercase. In &News Commentary text, however,
translated at all. Given an English-Spanish senmost unknown words are named entities — persons,
tence pair, we calculatagtsrfor all cross-lingual  organization, locations — which are spelled with a
word pairs (excluding stopwords and words ofcapitalized initial in Spanish. Therefore, we used
length 3 or less), which induced a fully-connectedan additional recasing script, which runs over the
weighted bipartite graph. Then, we performed aoutput of the default recaser and sets the casing of
greedy approximation to the maximum weightedthe unknown words to the original casing they had
bipartite matching in that graph (competitive link- in the English input. It also makes sure all sen-
ing) as follows: First, we aligned the most sim- tences start with a capitalized initial.

ilar pair of unaligned words and we discarded Rule-based Post-editingWe did a quick study
these words from further consideration. Then, weof the system errors on the development set, and
aligned the next most similar pair of unalignedwe designed some heuristic post-editing rules,
words, and so forth. The process was repeated urg.,

til there were no words left or the maximal word
pair similarity fell below a pre-specified threshold
0 (0 < 6 < 1), which typically left some words
unaligned® As a result we ended up with a liét e numbers: we change English numbers like
of potential cognate pairs. Following (Al-Onaizan 1,185.32 to Spanish-style 1.185,32;

et al.,, 1999; Kondrak et al., 2003; Nakov et al.,
2007) we filtered out the duplicates @, and we
added the remaining cognate pairs as additional
“sentence” pairs to the bi-text in order to bias the
subdselquent training of the IBM word alignments Experiments and Evaluation

models.

Improved (De-)tokenization. The default to- Table 1 shows the performance of a simple
kenizer does not split on hyphenated compoundpaseline system and the impact of different
words like nation-building, well-rehearsed, self- cumulative modifications to that system when
assured, Arab-Israeli, domestically-oriented, etc.  tuning on dev-test2009a and testing on
While linguistically correct, this can be problem- dev-t est 2009b. The table report the Bleu and
atic for machine translation since it can cause dat&/IST scores measured on the detokenized out-
sparsity issues. For example, the system mighput under three conditions: (1) without recasing
know how to translate into Spanish botlell and  (‘Lowercased’), 2) using the default recaserRg-
rehearsed, but not well-rehearsed, and thus at cased (default)’), and (3) using an improved re-
translation time it would be forced to handle it ascaser and post-editing ruléost-cased & Post-
an unknown wordj.e., copy it to the output un- edited’). In the following discussion, we will dis-
translated. A similar problem is related to doublecuss the Bleu results under condition (3).
dashes, as illustrated by the following training sen- System luses sentences of length up to 40
tence: ‘So the question now iswhat can Chinado ~ tokens from theNews Commentary bi-text, the
to freeze--and, if possible, to reverse-North Ko-  default (de-)tokenizer, distance reordering, and a
rea’snuclear program.” We changed the tokenizer 3-gram language model trained on the Spanish
so that it splits on-" and ‘--"; we altered the de- side of the bi-text. Its performance is quite mod-
tokenizer accordingly. est: 15.32% of Bleu with the default recaser, and

Improved Recaser. The default recaser sug- 16.92% when the improved recaser and the post-
gested by the WMTO9 organizers was based on &diting rules are used.
monotone translation model. We trained such a System 2increases to 100 the maximum length
recaser on the Spanish side of thevs Commen- of the sentences in the bi-text, which yields 0.55%

— ) absolute improvement in Bleu.
For News Commentary, we usedd = 0.4, which was Syst 3 th de-Ytokeni but thi
found by optimizing on the development set; teuroparl, ystem suses he new ( e') oKenizer, bu 1S

we setd = 0.58 as suggested by Kondrak et al. (2003). turns out to make almost no difference.

e ? or! without ¢ or j to the left: if so, we
insert ¢ /i at the sentence beginning;

e duplicate punctuation: we remove dupli-
cate sentence end markers, quotes, commas,
parenthesestc.
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Recased Post-cased &

Lowercased (default) Post-edited
# Bitext System Bleu NIST Bleu NIST Bleu NIST
1 news NewsCommentary baseline 18.38 5.7837 15.32 5.2266 16.92 5.5091
2 news + max sentence length 100 18.91 5.8540 15.93 5.311917 1'A.5874
3 news +improved (de-)tokenizer 18.96 5.8706 15.97 5.3254.481 5.6020
4 news + lexicalized reordering 19.81 5.9422 16.64 5.3793.2818 5.6696
5 news +LM:old+monolNews, 5-gram 22.29 6.2791 1891 5.6901 20.55 5.9924
6 news +LM: Europarl, 5-gram 22.46 6.2438 19.10 5.6606 20.75 5.9570
7 news +cognates 23.14 6.3504 19.64 5.7478 21.32 6.0478
8 euro Europarl (~ system 6) 23.73 6.4673 20.23 5.8707 21.89 6.1577
9 euro + cognates(system 7) 23.95 6.4709 20.44 5.8742 22.10 6.1607
10 both Combining 7 &9 24.40 6.5723 20.74 5.9575 22.37 6.2506

Table 1: Impact of the combined modifications for English-to-Spanid machine translation on
dev-test 2009b. We report the Bleu and NIST scores measured on the detokepisgut under
three conditions: (1) without recasind.@wercased’), (2) using the default recaseRecased (default)’),

and (3) using an improved recaser and post-editing ruRsstftased & Post-edited’). The News Com-
mentary baseline system uses sentences of length up to 40 tokengHeoNews Commentary bi-text,

the default tokenizer and de-tokenizer, a distance-basmdering model, and a trigram language model
trained on the Spanish side of the bi-text. THwoparl system is the same as system 6, except that it
uses thecuroparl bi-text instead of thélews Commentary bi-text.

System 4adds a lexicalized re-ordering model, System 9augments thdcuroparl bi-text with
which yields 0.8% absolute improvement. cognate pairs, gaining another 0.21%.

System Simproves the language model. Itadds System 10merges the phrase tables of systems
the additional monolingual Spaniddews Com- 7 and 9, and is otherwise the same as them. This
mentary data provided by the organizers to theadds another 0.27%.

Spanish side of the bi-text, and uses a 5-gram lan- Our official submission to WMTO9 is the post-
guage model instead of the 3-gram LM used byedltedS/stem 10, re-tuned on the full development

Systems 1-4. This yields a sizable absolute gain iget: dev-t est 2009a + dev-t est 2009b (in
Bleu: 2.27%. order to produce more stable results with MERT).

System 6adds a second 5-gram LM trained on
the monolinguaEuropar| data, gaining 0.2%.

System 7augments the training bi-text with As we can see in Table 1, we have achieved not
cognate pairs, gaining another 0.57%. only a huge ‘vertical’ absolute improvement of

System 8is the same aSystem 6, except that 5.5-6% in Bleu from System 1 to System 10, but
it is trained on the out-of-domaiuropar! bi- also a significant ‘horizontal’ one: our recased and
text instead of the in-domaiNews Commentary post-edited result foBystem 10 is better than that
bi-text. Surprisingly, this turns out to work bet- ©f the default recaser by 1.63% in Bleu (22.37%
ter than the in-domairSystem 6 by 1.14% of vs. 20.74%). Still, the lowercased Bleu of 24.40%
Bleu. This is a quite surprising result since inSU99ests that there may be a lot of room for fur-
both WMTO7 and WMTO8, for which compara- ther improvement in recasing — we are still about
ble kinds and size of training data was provided,2% Pelow it. While this is probably due primarily
training on the out-of-domairEuroparl was al- to the system choosing a different sentence-initial
ways worse than training on the in-domailews word, it certainly deserves further investigation in
Commentary. We are not sure why it is different future work.
this year, but it could be due to the way the dev-A
train and dev-test was created for the 2009 data —
by extracting alternating sentences from the origi-This research was supported by research grant
nal development set. POD0713875.

4 Conclusion and Future Work

cknowledgments
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Abstract

In this paper we describe the statistical
machine translation system of the Univer-
sitdt Karlsruhe developed for the transla-
tion task of the Fourth Workshop on Sta-
tistical Machine Translation. The state-of-
the-art phrase-based SMT system is aug-
mented with alternative word reordering
and alignment mechanisms as well as op-
tional phrase table modifications. We par-
ticipate in the constrained condition of
German-English and English-German as
well as in the constrained condition of
French-English and English-French.

1 Introduction

This paper describes the statistical MT system
used for our participation in the WMT’09 Shared
Translation Task and the particular language-pair-
dependent variations of the system. We use stan-
dard alignment and training tools and a phrase-
based SMT decoder for creating state-of-the-art
MT systems for our contribution in the transla-
tion directions English-German, German-English,
English-French and French-English.

Depending on the language pair, the baseline
system is augmented with part-of-speech (POS)-
based short-range and long-range word reordering
models, discriminative word alignment (DWA)
and several modifications of the phrase table. Ex-
periments with different system variants were con-
ducted including some of those additional system
components. Significantly better translation re-
sults could be achieved compared to the baseline
results.

An overview of the system will follow in Sec-
tion 2, which describes the baseline architecture,
followed by descriptions of the additional system
components. Translation results for the different
languages and system variants are presented in
Section 5.

2 Baseline System

The core of our system is the STTK decoder (Vo-
gel, 2003), a phrase-based SMT decoder with a
local reordering window of 2 words. The de-
coder generates a translation for the input text
or word lattice by searching translation model
and language model for the hypothesis that max-
imizes phrase translation probabilities and target
language probabilities. The translation model, i.e.
the SMT phrase table is created during the training
phase by a modified version of the Moses Toolkit
(Koehn et al., 2007) applying GIZA++ for word
alignment. Language models are built using the
SRILM Toolkit. The POS-tags for the reorder-
ing models were generated with the TreeTagger
(Schmid, 1994) for all languages.

2.1 Training, Development and Test Data

We submitted translations for the English-
German, German-English, English-French and
French-English tasks. All systems were trained
on the Europarl and News Commentary corpora
using the Moses Toolkit and apply 4-gram lan-
guage models created from the respective mono-
lingual News corpora. All feature weights are au-
tomatically determined and optimized with respect
to BLEU via MERT (Venugopal et al., 2005).
For development and testing we used data pro-
vided by the WMT’09, news-dev2009a and news-
dev2009b, consisting of 1026 sentences each.

3 Word Reordering Model

One part of our system that differs from the base-
line system is the reordering model. To account
for the different word orders in the languages, we
used the POS-based reordering model presented in
Rottmann and Vogel (2007). This model learns
rules from a parallel text to reorder the source side.
The aim is to generate a reordered source side that
can be translated in a more monotone way.
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In this framework, first, reordering rules are
extracted from an aligned parallel corpus and
POS information is added to the source side.
These rules are of the form VVIMP VMFIN PPER
— PPER VMFIN VVIMP and describe how the
source side has to be reordered to match the tar-
get side. Then the rules are scored according to
their relative frequencies.

In a preprocessing step to the actual decoding
different reorderings of the source sentences are
encoded in a word lattice. Therefore, for all re-
ordering rules that can be applied to a sentence the
resulting reorderings are added to the lattice if the
score is better than a given threshold. The decod-
ing is then performed on the resulting word lattice.

This approach does model the reordering well
if only short-range reorderings occur. But espe-
cially when translating from and to German, there
are also long-range reorderings that require the
verb to be shifted nearly across the whole sen-
tence. During this shift of the verb, the rest of
the sentence remains mainly unchanged. It does
not matter which words are in between, since they
are moved as a whole. Furthermore, rules in-
cluding an explicit sequence of POS-tags spanning
the whole sentence would be too specific. A lot
more rules would be needed to cover long-range
reorderings with each rule being applicable only
very sparsely. Therefore, we model long-range re-
ordering by generalizing over the unaffected se-
quences and introduce rules with gaps. (For more
details see Niehues and Kolss (2009)). These are
learned in a way similar to the other type of re-
ordering rules described above, but contain a gap
representing one or several arbitrary words. It is,
for example, possible to have the following rule
VAFIN * VVPP — VAFIN VVPP *, which puts
both parts of the German verb next to each other.

4 Translation Model

The translation models of all systems we submit-
ted differ in some parts from the baseline system.
The main changes done will be described in this
section.

4.1 Word Alignment

The baseline method for creating the word align-
ment is to create the GIZA++ alignments in both
directions and then to combine both alignments
using a heuristic, e.g. grow-diag-final-and heuris-
tic, as provided by the Moses Toolkit. In some
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of the submitted systems we used a discrimina-
tive word alignment model (DWA) to generate
the alignments as described in Niehues and Vogel
(2008) instead. This model is trained on a small
amount of hand-aligned data and uses the lexical
probability as well as the fertilities generated by
the GIZA++ Toolkit and POS information. We
used all local features, the GIZA and indicator fer-
tility features as well as first order features for 6
directions. The model was trained in three steps,
first using the maximum likelihood optimization
and afterwards it was optimized towards the align-
ment error rate. For more details see Niehues and
Vogel (2008).

4.2 Phrase Table Smoothing

The relative frequencies of the phrase pairs are a
very important feature of the translation model,
but they often overestimate rare phrase pairs.
Therefore, the raw relative frequency estimates
found in the phrase translation tables are smoothed
by applying modified Kneser-Ney discounting as
described in Foster et al. (2006).

4.3 Lattice Phrase Extraction

For the test sentences the POS-based reordering
allows us to change the word order in the source
sentence, so that the sentence can be translated
more easily. But this approach does not reorder
the training sentences. This may cause problems
for phrase extraction, especially for long-range re-
orderings. For example, if the English verb is
aligned to both parts of the German verb, this
phrase can not be extracted, since it is not contin-
uous on the German side. In the case of German
as source language, the phrase could be extracted
if we also reorder the training corpus.

Therefore, we build lattices that encode the
different reorderings for every training sentence.
Then we can not only extract phrase pairs from the
monotone source path, but also from the reordered
paths. So it would be possible to extract the ex-
ample mentioned before, if both parts of the verb
were put together by a reordering rule. To limit
the number of extracted phrase pairs, we extract
a source phrase only once per sentence even if it
may be found on different paths. Furthermore, we
do not use the weights in the lattice.

If we use the same rules as for the test sets,
the lattice would be so big that the number of ex-
tracted phrase pairs would be still too high. As
mentioned before, the word reordering is mainly



a problem at the phrase extraction stage if one
word is aligned to two words which are far away
from each other in the sentence. Therefore, the
short-range reordering rules do not help much in
this case. So, only the long-range reordering rules
were used to generate the lattice for the training
corpus. This already leads to an increase of the
number of source phrases in the filtered phrase ta-
ble from 724K to 971K. The number of phrase
pairs grows from 5.1M to 6.7M.

4.4 Phrase Table Adaption

For most of the different tasks there was a huge
amount of parallel out-of-domain training data
available, but only a much smaller amount of in-
domain training data. Therefore, we tried to adapt
our system to the in-domain data. We want to
make use of the big out-of-domain data, but do
not want to lose the information encoded in the in-
domain data.

To achieve this, we built an additional phrase
table trained only on the in-domain data. Since
the word alignment does not depend heavily on the
domain we used the same word alignment. Then
we combined both phrase tables in the following
way. A phrase pair with features 6 from the first
phrase table is added to the combined one with
features < 6,1 >, where 1 is a vector of ones with
length equal to the number of features in the other
phrase table. The phrase pairs of the other phrase
table were added with the features < 1,6 >.

5 Results

We submitted system translations for the English-
German, German-English, English-French and
French-English task. Their performance is mea-
sured applying the BLEU metric. All BLEU
scores are computed on the lower-cased transla-
tions.

5.1 English-German

The system translating from English to German
was trained on the data described in Section 2.1.
The first system already uses the POS-based re-
ordering model for short-range reorderings. The
results of the different systems are shown in Ta-
ble 1.

We could improve the translation quality on the
test set by using the smoothed relative frequen-
cies in the phrase table as described before and
by adapting the phrase table. Then we used the
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discriminative word alignment to generate a new
word alignment. For the training of the model
we used 500 hand-aligned sentences from the Eu-
roparl corpus. By training a translation model
based on this word alignment we could improve
the translation quality further. At last we added
the model for long-range reorderings, which per-
forms best on the test set.

The improvement achieved by smoothing is sig-
nificant at a level of 5%, the remaining changes are
not significant on their own. In all language pairs,
the problem occurs that some features do not lead
to an improvement on the development set, but on
the test set. One reason for this may be that the
development set is quite small.

Table 1: Translation results for English-German
(BLEU Score)

System Dev  Test

Short-range 13.96 14.99
+ Smoothing 1436 15.38
+ Adaptation 13.96 1544
+ Discrim. WA 1445 15.61
+ Long-range reordering 14.58 15.70

5.2 German-English

The German-English system was trained on the
same data as the English-German except that we
perform compound splitting as an additional pre-
processing step. The compound splitting was
done with the frequency-based method described
in Koehn et al. (2003). For this language di-
rection, the initial system already uses phrase ta-
ble smoothing, adaptation and discriminative word
alignment, in addition to the techniques of the
English-German baseline system. The results are
shown in Table 2.

For this language pair, we could improve the
translation quality, first, by adding the long-range
reordering model. Further improvements could be
achieved by using lattice phrase extraction as de-
scribed before.

5.3 English-French

For creating the English-French translations, first,
the baseline system as described in Section 2
was used. This baseline was then augmented
with phrase table smoothing, short-range word re-
ordering and phrase table adaptation as described
above. In addition, the adapted phrase table was



Table 2: Translation results for German-English
(BLEU Score)

System Dev  Test
Initial System 20.52 22.01
+ Long-range reordering 21.04 22.36
+ Lattice phrase extraction 20.69 22.64

postprocessed such that phrase table entries in-
clude the same amount of punctuation marks, es-
pecially quotation marks, in both source and tar-
get phrase. In contrast to the English«»German
language pairs, the word reordering required
in English—French translations are restricted to
rather local word shifts which can be covered by
the short-range reordering feature. Applying addi-
tional long-range reordering is scarcely expected
to yield further improvements for these language
pairs and was not applied specifically in this task.
Table 3 shows the results of the system variants.

Table 3: Translation results for English-French
(BLEU Score)

System Dev  Test

Baseline 20.97 20.87
+ Smoothing 2142 21.32
+ Short-range reordering  20.79  22.26
+ Adaptation 21.05 2197
+ cleanPT 21.50 21.98

Both on development and test set, smoothing
the probabilities in the phrase table resulted in an
increase of nearly 0.5 BLEU points. Applying
short-range word reordering did not lead to an im-
provement on the development set. However, the
increase in BLEU on the test set is substantial. The
opposite is the case when adapting the phrase ta-
ble: While phrase table adaptation improves the
translation quality on the development set, adapta-
tion leads to lower scores on the test set.

Thus, the system configuration that performed
best on the test set applies phrase table smoothing
and short-range word reordering. For creating the
translations for our submission, this configuration
was used.

5.4 French-English

For the French-English task, similar experiments
have been conducted. With respect to the base-
line system, improvements in translation quality
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could be measured when applying phrase table
smoothing. An increase of 0.43 BLEU points was
achieved using short-range word reordering. Ad-
ditional experiments with adapting the phrase ta-
ble to the domain of the test set led to further im-
provement. Submissions for the shared task were
created using the system including all mentioned
features.

Table 4: Translation results for French-English
(BLEU Score)

System Dev  Test
Baseline 21.29 2241
+ Smoothing 21.55 22.59
+ Short-range reordering 22.55 23.02
+ Adaptation 21.72  23.20
+ cleanPT 22.60 23.21

6 Conclusions

We have presented our system for the WMT’09
Shared Translation Task. The submissions for the
language pairs English-German, German-English,
English-French and French-English have been
created by the STTK decoder applying different
additional methods for each individual language
pair to enhance translation quality.

Word reordering models covering short-
range reordering for the English—French and
English<~German and long-range reordering for
English«—German respectively proved to result in
better translations.

Smoothing the phrase probabilities in the phrase
table also increased the scores in all cases, while
adapting the phrase table to the test domain only
showed a positive influence on translation quality
in some of our experiments. Further tuning of the
adaptation procedure could help to clarify the ben-
efit of this method.

Using discriminative word alignment as an
alternative to performing word alignment with
GIZA++ did also improve the systems translating
between English and German. Future experiments
will be conducted applying discriminative word
alignment also in the English«French systems.
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Abstract

This study presents the TALP-UPC sub-
mission to the EACL Fourth Worskhop
on Statistical Machine Translation 2009
evaluation campaign. It outlines the ar-
chitecture and configuration of the 2009
phrase-based statistical machine transla-
tion (SMT) system, putting emphasis on
the major novelty of this year: combina-
tion of SMT systems implementing differ-
ent word reordering algorithms.

Traditionally, we have concentrated on
the Spanish-to-English and English-to-
Spanish News Commentary translation
tasks.

1 Introduction

TALP-UPC (Center of Speech and Language
Applications and Technology at the Universitat
Politécnica de Catalunya) is a permanent par-
ticipant of the ACL WMT shared translations
tasks, traditionally concentrating on the Spanish-
to-English and vice versa language pairs. In this
paper, we describe the 2009 system’s architecture
and design describing individual components and
distinguishing features of our model.

This year’s system stands aside from the
previous years’ configurations which were per-
formed following an N-gram-based (tuple-based)
approach to SMT. By contrast to them, this
year we investigate the translation models (TMs)
interpolation for a state-of-the-art phrase-based
translation system. Inspired by the work pre-
sented in (Schwenk and Esteve, 2008), we attack
this challenge using the coefficients obtained for
the corresponding monolingual language models
(LMs) for TMs interpolation.

On the second step, we have performed
additional word reordering experiments, com-
paring the results obtained with a statisti-

{adrian, khalilov,mruiz, canton, carloshqg, adolfohh, rbanchs}@talp.upc.edu

cal method (R. Costa-jussa and R. Fonollosa,
2009) and syntax-based algorithm (Khalilov and
R. Fonollosa, 2008). Further the outputs of
the systems were combined selecting the trans-
lation with the Minimum Bayes Risk (MBR) al-
gorithm (Kumar, 2004) that allowed significantly
outperforming the baseline configuration.

The remainder of this paper is organized as
follows: Section 2 presents the TALP-UPC’09
phrase-based system, along with the translation
models interpolation procedure and other minor
novelties of this year. Section 3 reports on the ex-
perimental setups and outlines the results of the
participation in the EACL WMT 2009 evaluation
campaign. Section 4 concludes the paper with dis-
cussions.

2 TALP-UPC phrase-based SMT

The system developed for this year’s shared
task is based on a state-of-the-art SMT sys-
tem implemented within the open-source MOSES
toolkit (Koehn et al., 2007). A phrase-based trans-
lation is considered as a three step algorithm:
(1) the source sequence of words is segmented
in phrases, (2) each phrase is translated into tar-
get language using translation table, (3) the target
phrases are reordered to be inherent in the target
language.

A bilingual phrase (which in the context of SMT
do not necessarily coincide with their linguistic
analogies) is any pair of m source words and n
target words that satisfies two basic constraints:
(1) words are consecutive along both sides of the
bilingual phrase and (2) no word on either side of
the phrase is aligned to a word outside the phrase.
Given a sentence pair and a corresponding word-
to-word alignment, phrases are extracted follow-
ing the criterion in (Och and Ney, 2004). The
probability of the phrases is estimated by relative
frequencies of their appearance in the training cor-
pus.

Proceedings of the Fourth Workshop on Statistical Machine Translation , pages 8589,
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Classically, a phrase-based translation system
implements a log-linear model in which a foreign
language sentence f{ = fi, f2,..., fs is trans-
lated into another language e{ = e1,€9,...,e7r by
searching for the translation hypothesis ¢] maxi-
mizing a log-linear combination of several feature

models (Brown et al., 1990):

¢! = arg max
el
where the feature functions h,,, refer to the system
models and the set of A\, refers to the weights cor-
responding to these models.

M
S Anhun(el, 1)

m=1

2.1 Translation models interpolation

We implemented a TM interpolation strategy fol-
lowing the ideas proposed in (Schwenk and Es-
teve, 2008), where the authors present a promis-
ing technique of target LMs linear interpolation;
in (Koehn and Schroeder, 2007) where a log-linear
combination of TMs is performed; and specifi-
cally in (Foster and Kuhn, 2007) where the authors
present various ways of TM combination and ana-
lyze in detail the TM domain adaptation.

In the framework of the evaluation campaign,
there were two Spanish-to-English parallel train-
ing corpora available: Europarl v.4 corpus (about
50M tokens) and News Commentary (NC) corpus
(about 2M tokens). The test dataset provided by
the organizers this year was from the news do-
main, so we considered the Europarl training cor-
pus as "out-of-domain" data and the News Com-
mentary as "in-domain" training material. Unfor-
tunately, the in-domain corpus is much smaller in
size, however the Europarl corpus can be also used
to increase the final translation and reordering ta-
bles in spite of its different nature.

A straightforward approach to the TM interpo-
lation would be an iterative TM reconstruction ad-
justing scale coefficients on each step of the loop
with use of the highest BLEU score as a maxi-
mization criterion.

However, we did not expect a significant gain
from this time-consumption strategy and we de-
cided to follow a simpler approach. In the pre-
sented results, we obtained the best interpola-
tion weight following the standard entropy-based
optimization of the target-side LM. We adjust
the weight coefficient Apyroparr Anc = 1 —
A EBuropart) Of the linear interpolation of the target-
side LMs:
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P(w) = )\Europarl : Pé‘uuroparl + Anc PﬁC ey

where Pp. .. and Py are probabilities as-
signed to the word sequence w by the LM esti-
mated on Europarl and NC data, respectively.

The scale factor values are automatically opti-
mized to obtain the lowest perplexity ppl(w) pro-
duced by the interpolated LM P(w). We used the
standard script compute — best — mix from the
SRI LM package (Stolcke, 2002) for optimization.

On the next step, the optimized coefficients
ABuropart and Ay are generalized on the interpo-
lated translation and reordering models. In other
words, reordering and translation models are in-
terpolated using the same weights which yield the
lowest perplexity for LM interpolation.

The word-to-word alignment was obtained from
the joint (merged) database (Europarl + NC).
Then, we separately computed the translation and
reordering tables corresponding to the in- and out-
of-domain parts of the joint alignment. The final
tables, as well as the final target LM were obtained
using linear interpolation. The weights were se-
lected using a minimum perplexity criterion esti-
mated on the corresponding interpolated combina-
tion of the target-side LMs.

The optimized coefficient values are: for Span-
ish: NC weight = 0.526, Europarl weight = 0.474;
for English: NC weight = 0.503, Europarl weight
= 0.497. The perplexity results obtained using
monolingual LMs and the 2009 development set
(English and Spanish references) can be found in
Table 1, while the corresponding improvement in
BLEU score is presented in Section 3.3 and sum-
mary of the obtained results (Table 4).

Europarl ‘ NC ‘ Interpolated
English | 463.439 | 489.915 353.305
Spanish | 308.802 | 347.092 246.573

Table 1: Perplexity results obtained on the Dev
2009 corpus and the monolingual LMs.

Note that the corresponding reordering models
are interpolated with the same weights.

2.2 Statistical Machine Reordering

The idea of the Statistical Machine Reordering
(SMR) stems from the idea of using the power-
ful techniques developed for SMT and to translate



the source language (S) into a reordered source
language (S’), which more closely matches the
order of the target language. To infer more re-
orderings, it makes use of word classes. To cor-
rectly integrate the SMT and SMR systems, both
are concatenated by using a word graph which of-
fers weighted reordering hypotheses to the SMT
system. The details are described in (?).

2.3 Syntax-based Reordering

Syntax-based Reordering (SBR) approach deals
with the word reordering problem and is based on
non-isomorphic parse subtree transfer as described
in details in (Khalilov and R. Fonollosa, 2008).

Local and long-range word reorderings are
driven by automatically extracted permutation pat-
terns operating with source language constituents.
Once the reordering patterns are extracted, they
are further applied to monotonize the bilingual
corpus in the same way as shown in the previ-
ous subsection. The target-side parse tree is con-
sidered as a filter constraining reordering rules to
the set of patterns covered both by the source- and
target-side subtrees.

2.4 System Combination

Over the past few years the MBR algorithm uti-
lization to find the best consensus outputs of dif-
ferent translation systems has proved to improve
the translation accuracy (Kumar, 2004). The sys-
tem combination is performed on the 200-best
lists which are generated by the three systems:
(1) MOSES-based system without pre-translation
monotonization (baseline), (2) MOSES-based
SMT enhanced with SMR monotonization and (3)
MOSES-based SMT augmented with SBR mono-
tonization. The results presented in Table 4 show
that the combined output significantly outperforms
the baseline system configuration.

3 Experiments and results

We followed the evaluation baseline instructions !

to train the MOSES-based translation system.

In some experiments we used MBR decod-
ing (Kumar and Byrne, 2004) with the smoothed
BLEU score as a similarity criteria, that al-
lowed gaining 0.2 BLEU points comparing to the
standard procedure of outputting the translation
with the highest probability (HP). We applied the
Moses implementation of this algorithm to the list

"http://www.statmt.org/wmt09/baseline.html
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of 200 best translations generated by the TALP-
UPC system. The results obtained over the official
2009 Test dataset can be found in Table 2.

| Task [ HP [ MBR |
EsEn | 24.48 | 24.62
EnEs | 23.46 | 23.64

Table 2: MBR versus MERT decoding.

The "recase” script provided within the base-
line was supplemented with and additional mod-
ule, which restore the original case for unknown
words (many of them are proper names and loos-
ing of case information leads to a significant per-
formance degradation).

3.1 Language models

The target-side language models were estimated
using the SRILM toolkit (Stolcke, 2002). We tried
to use all the available in-domain training mate-
rial: apart from the corresponding portions of the
bilingual NC corpora we involved the following
monolingual corpora:

e News monolingual corpus (49M tokens for
English and 49M for Spanish)

e Europarl monolingual corpus (about 504M
tokens for English and 463M for Spanish)

e A collection of News development and test
sets from previous evaluations (151K tokens
for English and 175K for Spanish)

e A collection of Europarl development and
test sets from previous evaluations (295K to-
kens for English and 311K for Spanish)

Five LMs per language were estimated on the
corresponding datasets and interpolated follow-
ing the maximum perplexity criteria. Hence, the
larger LMs incorporating in- and out-of-domain
data were used in decoding.

3.2 Spanish enclitics separation

For the Spanish portion of the corpus we imple-
mented an enclitics separation procedure on the
preprocessing step, i.e. the pronouns attached to
the verb were separated and contractions as del
or al were splitted into de el or a el. Conse-
quently, training data sparseness due to Spanish
morphology was reduced improving the perfor-
mance of the overall translation system. As a



post-processing, the segmentation was recovered
in the English-to-Spanish direction using target-
side Part-of-Speech tags (de Gispert, 2006).

3.3 Results

The automatic scores provided by the WMT’ (09
organizers for TALP-UPC submissions calculated
over the News 2009 dataset can be found in Ta-
ble 3. BLEU and NIST case-insensitive (CI) and
case-sensitive (CS) metrics are considered.

| Task | BleuCI | Bleu CS | NIST CI | NIST CS |

EsEn | 25.93 24.54 7.275 7.017

EnEs | 24.85 23.37 6.963 6.689

Table 3: BLEU and NIST scores for preliminary
official test dataset 2009 (primary submission)
with 500 sentences excluded.

The TALP-UPC primary submission was
ranked the 3rd among 28 presented translations
for the Spanish-to-English task and the 4th for the
English-to-Spanish task among 9 systems.

The following system configurations and the in-
ternal results obtained are reported:

e Baseline: Moses-based SMT, as proposed
on the web-page of the evaluation campaign
with Spanish enclitics separation and modi-
fied version of “recase* tool,

e Baseline+TMI: Baseline enhanced with TM
interpolation as described in subsection 2.1,

Baseline+TMI+MBR: the same as the latter
but with MBR decoding,

Baseline+TMI+SMR: the same as Base-
line+TMI but with SMR technique applied to
monotonize the source portion of the corpus,
as described in subsection 2.2,

Baseline+SBR: the same as Baseline but with
SBR algorithm applied to monotonize the
source portion of the corpus, as described in
subsection 2.3,

System Combination: a combined output of
the 3 previous systems done with the MBR
algorithm, as described in subsection 2.4.

Impact of TM interpolation and MBR decod-
ing is more significant for the English-to-Spanish
translation task, for which the target-side mono-
lingual corpus is smaller than for the Spanish-to-
English translation.

We did not have time to meet the evalua-
tion deadline for providing the system combi-
nation output. Nevertheless, during the post-
evaluation period we performed the experiments
reported in the last three lines of Table 4 (Base-
line+TMI+SMR, Baseline+SBR and System com-
bination).

Note that the results presented in Table 4 differ
from the ones which can be found the Table 3 due
to selective conditions of preliminary evaluation
done by the Shared Task organizers.

System News 2009 Test CI News 2009 Test CS

Spanish-to-English

Baseline 25.82 24.37

Baseline+TMI 25.84 24.47

Baseline+TMI+MBR (Primary) 26.04 24.62

Baseline+SMR 24.95 23.62

Baseline+SBR 24.24 22.89

System combination 26.44 25.00
English-to-Spanish

Baseline 24.56 23.05

Baseline+TMI 25.01 23.41

Baseline+TMI+MBR (Primary) 25.16 23.64

Baseline+SMR 24.09 22.65

Baseline+SBR 23.52 22.05

System combination 25.39 23.86

Table 4: Experiments summary.
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4 Conclusions

In this paper, we present the TALP-UPC phrase-
based translation system developed for the EACL-
WMT 2009 evaluation campaign. The major nov-
elties of this year are translation models interpola-
tion done in linear way and combination of SMT
systems implementing different word reordering
algorithms. The system was ranked pretty well for
both translation tasks in which our institution has
participated.

Unfortunately, the promising reordering tech-
niques and the combination of their outputs were
not applied within the evaluation deadline, how-
ever we report the obtained results in the paper.
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Abstract generative grammar (Chomsky, 1995, Culicover &
Jackendoff, 2005, Bresnan, 2001). The grammar
formalism developed for this project is both rich
enough to express the structural diversity of all the
languages taken into account, and abstract enough
to capture the generalizations hidden behind ob-
vious surface diversity. At the software level, an
object-oriented design has been used, similar in
many ways to the one adopted for the multilingual
parser (cf. Wehrli, 2007).

This paper describes the MulTra project,
aiming at the development of an efficient
multilingual translation technology based
on an abstract and generic linguistic model
as well as on object-oriented software de-
sign. In particular, we will address the is-

sue of the rapid growth both of the trans-
fer modules and of the bilingual databases.
For the latter, we will show that a signifi-

cant part of bilingual lexical databases can The rapid growth of the number of transfer

be derived automatically through transitiv- modules has often been viewed as a major flaw

ity, with corpus validation. of the transfer model when applied to multilingual
1 Introduction translation (cf. Arnold, 2000, Kay, 1997). This ar-

gument, which relies on the fact that the number of
The goal of the MulTra project is to develop atransfer modules and of the corresponding bilin-
grammar-based translation model capable of hanyyal dictionaries increases as a quadratic function
dling not just a couple of languages, but potenof the number of languages, is considerably weak-
tially a large number of languages. This is notened if one can show that transfer modules can
an original goal, but as 50 years of work and in-pe made relatively simple and light (cf. section 2),
vestment have shown, the task is by no means agobmpared to the analysis and generation modules
easy one, and although SMT has shown fast andyhose numbers are a linear function of the num-
impressive results towards it (e.g. EuroMatrix),per of languages). Likewise, section 3 will show
we believe that a (principled) grammar-based aphow one can drastically reduce the amount of work

proach is worth developing, taking advantage oy deriving bilingual dictionaries by transitivity.
the remarkable similarities displayed by languages

at an abstract level of representation. In the first
phase of this project (2007-2009), our work hasz
focused on French, English, German, Italian and
Spanish, with preliminary steps towards Greek,
Romanian, Russian and Japanese. To a large extent, this system can be viewed as an
To evaluate the quality of the (still under devel- extension of the Multilingual Fips parsing project.
opment) system, we decided to join the WMTO9For one thing, the availability of the “deep linguis-
translation evaluation with prototypes for the fol- tic” Fips parser for the targeted languages is a cru-
lowing language pairs: English to French, Frenctcial element for the MulTra project; second, the
to English and German to English. In this shortMulTra software design matches the one devel-
paper, we will first give a rough description of the oped for the multilingual parser. In both cases, the
MulTra system architecture and then turn to thegoal is to set up a generic system which can be re-
difficult issue of the bilingual dictionaries. defined (through type extension and method rede-
The MulTra project relies to a large extent onfinition) to suit the specific needs of, respectively,
abstract linguistics, inspired from recent work ina particular language or a particular language pair.

The architecture of the MulTra system

Proceedings of the Fourth Workshop on Statistical Machine Translation , pages 90-94,
Athens, Greece, 30 March — 31 March 2009. (©2009 Association for Computational Linguistics
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2.1 Methodology (2)a. Paul looked at the car.

The translation algorithm follows the traditional
pattern of a transfer system. First the input ™ [TP [DPPaUI] L/PIOOkeOI L’Pat [DPthe |i\lP
sentence is parsed by the Fips parser, produc- ¢a111]]

ing an information-rich phrase-structure repre-2 2 Adding a language to the system

sentation with associated predicate-argument rep-.

. . . .Given the general model as sketched above, the
resentations. The parser also identifies multi- ddition of a lan o th tem requires (i
word expressions such as idioms and colloca2@dtion ol a :anguage fo the system requ es (i) a

tions — crucial elements for a translation Sys_parser and (if) a generator. Then for each language

tem (cf. Seretan & Wehrli, 2006). The transferpairforwhich that language is concerned, the sys-

module maps the source-language abstract reprtee-m r:: e(tzlrs g"? ar(rgr)]otgnltlallynzmi[\)/ty) Izﬂi?]uagf Ipilr
sentation into the target-language representatlor?.Ioec C transier modu’e, a (v) guarie
: . ical database. The first three components are de-
Given the abstract nature of this level of repre- . ) ; .
. . L . . scribed below, while the fourth will be the topic of
sentation, the mapping operation is relatively sim-

ple and can be sketched as follows: recursivelyS ection 3.

traverse the source-language phrase structure Parser The Fips multilingual parser is assumed.
the order: head, right subconstituents, left SUbAdding a new language requires the following
constituents. Lexical transfer (the mapping of aasks: (i) grammar description in the Fips formal-
source-language lexical item with an equivalentsm (ji) redefinition of the language-specific pars-
target-language item) occurs at the head-transfepg methods to suit particular properties of the lan-

level (provided the head is not empty) and yieldsyuage, and (jii) creation of an appropriate lexical
a target-language equivalent term often, but by n@jatabase for the language.

means always, of the same category. Following

the projection principle used in the Fips parser, thé>enerator Target-language generation is done

target-language structure is projected on the ban a largely generic fashion (as described above

sis of the lexical item which is its head. In otherwith the transfer and projection mechanisms).

words, we assume that the lexical head determine&/hat remains specific in the generation phase is

a syntactic projection (or meta-projection). the selection of the proper morphological form of
Projections (ie. constituents) which have beerf lexical item.

analyzed as arguments of a predicate undergo . .
; . . -Language-pair-specific transfer Transfer from
a slightly different transfer process, since their

) . .language A to language B requires no language-
precise target-language properties may be in . e
part determined by the subcategorization feaPal" specification if the language structures of A

tures of the target-language predicate. To tak(?hr;d E are r:somr?]rpnhlc. IS'er“:y;n?; Iht;[:e bit,
a simple example, the direct object of the S Nappens among closely relaled languages,

French verbregarder in (1a) will be trans- such as Spanish and Italian for instance. For

ferred into English as a prepositional phraselanguages which are typologically different, the

headed by the prepositioat, as illustrated in transf_er module must indicate how the precise
(2a). This information comes from the lexical meg)plngdls tc:c be'dotne. d-order diff

database. More specifically, the French-English ﬁnS' edr: otr ns aﬂ_ceh, word-order d Ie_rerllzces
bilingual lexicon specifies a correspondence pe>UCh as adjectives which are prenominalin £ng-

tween the Erench lexeme \/[P regarder NP ] lish anq postnominal in Frer_1c;h &re(_ll car vs.
] une voiturerouge. The specific English-French
and the English lexeme, [ look [,,at NP 1. yransfer module specifies that French adjectives,

For both sentences, we also illustrate the syntactighich do not bear the [+prenominal] lexical fea-
structures as built, respectively, by the parser foture, correspond to right subconstituents (vs. left
the source sentence and by the translator for theubconstituents) of the head noun. Other cases are
target sentence. more complicated, such as the V2 phenomenon
(L)a. Paul a rega#dla voiture. in German, pronominal cliticization in Romance
languages, or even the use of tihe auxiliary in
b. [, [,pPaulla [ regar@ [ la [ voiture  English interrogative or negative sentences. Such
1111 cases are handled by means of specific procedures,
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which are in some ways reminiscent of transfor-tongueandlanguage In this case the descriptor
mation rules of the standard theory of generativattribute from French to English will mention re-
grammar, ie. rules that can insert, move or everspectively “body part” and “language”. Another
delete phrase-structure constituents (cf. Akmajialement of asymmetry is the ranking attribute used
& Heny, 1975). to mark the preferred correspondences in a one-to-
So far, the languages taken into account irmany translatioh For instance the lexicographer
the MulTra project are those for which the Fipscan mark his preference to transl&ieelyinto the
parser has been well developed, that is Englishirench wordcharmantrather thanagréable Of
French, German, Italian and Spanish. Of the 2@ourse the opposite translation direction must be
potential language pairs five are currently operaconsidered independently.
tional (English-French, French-English, German- What is challenging in this project is that it ne-
French, German-English, Italian-French), while 6cessitates as many bilingual tables as the number
other pairs are at various stages of development. of language pairs considered, irgn — 1)/2 ta-
bles. We consider that an appropriate bilingual

3 Multilingual lexical database coverage (for general purpose translation) requires
31 Overview of the lexical database well over 60’000 correspondences per language
pair.

The lexical database is composed for each lan- |, the framework of this project we consider

guage of (i) a lexicon of words, containing all 5 languages (French, English, German, Italian,
the inflected forms of the words of the language gpanish). Currently, our database contains 4 bilin-

(i) a lexicon of lexemes, containing the syn- g q dictionaries (out of the 10 needed) with the
tactic/semantic information of the words (corre-, mber of entries given in figure 1:

sponding roughly to the entries of a classical dic-

tionary) and (iii) a lexicon of collocations (in fact | language pair Number of entries
multi-word expressions including collocations and English - French 77’569
idioms). We call the lexemes and the collocations German - French 47797
thelexical itemsof a language. French - Italian 38’188
The bilingual lexical database contains the in{ Spanish - French 23'696

formation necessary for the lexical transfer from_. , N
Figure 1: Number of correspondences in bilingual
one language to another. For storage purposes, W

. ictionaries
use a relational database management system. For
each language pair, the bilingual dictionary is im- ngte that these 4 bilingual dictionaries were

plemented as a relational table containing the ass‘?ﬁanually created by lexicographers and the qual-

ciations between lexical items of language A anq,[y of the entries can be considered as good.
lexical items of language B. The bilingual dictio-

nary is bi-directional, i.e. it also associates lexi-3 2 Automatic generation

cal items of language B with lexical items of lan- The i ¢ multil | lexical
guage A. In addition to these links, the table con- € Importance of multilingual lexica resources
n MT and, unfortunately, the lack of available

tains transfer information such as translation con! - ) .
text (eg. sport, finance, law, etc.), ranking of themultllmgual lexical resources has motivated many

pairs in a one-to-many correspondence, semarinitiatives and research work to establish collabo-

tic descriptors (used for interactive disambigua-rat'ver made multilingual lexicons, e.g. the Pa-

tion), argument matching for predicates (mostlyp'llon project (Boitet & al. 2002) or automatically

for verbs). The table structures are identical forgenerated multilingual lexicons (see for instance
all pairs of languages Aymerish & Camelo, 2007, Gamallo, 2007).

Although the bilingual lexicon is bidirectional, We plan to use semi-automatic generation to
it is not symmetrical. If a wordy from lan- build the 6 remaining dictionaries. For this pur-

guage A has only one translation in language pose we will derive a bilingual lexicon by transi-

B, it doesn’t necessarily mean thathas only one L'V'ty’ Eﬁ_’ng tvvlo existing O(;‘es' Fofr |n|stance, i we
translationv. For instance the wortbnguecor- ave bilingual correspondences for language pair

r(?Spo_ndS to Frenclangue while in the oppqsite 1This attribute takes the form of an integer between 6 (pre-
direction the wordlangue has two translations, ferred) and 0 (lowest).
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A — B and B— C, we can obtain A~ C. We will and German-French lexicons. For the checking of
see below how the correspondences are validatedhe validity of the correspondences (point 4 of the
The idea of using a pivot language for deriv- process) we used the parallel corpus of the debates
ing bilingual lexicons from existing ones is not of the European Parliament during the period 1996
new. The reader can find related approaches ito 2001 (Koehn, 2005). Figure 2 summarizes the
(Paik & al. 2004, Ahn & Frampton 2006, Zhang results of the four steps of the derivation process:
& al. 2007) . The specificity of our approach is

that the initial resources are manually made, i.e. Step| Type Eng.-Ger.
non noisy, lexicons. 1 | Candidate corresp. 89'022
The derivation process goes as follows: 2 | Unambiguous corresp;  67'012

. . 3 | Collocation pivot 2’642

1. Take two bilingual tables for Ianguagei pairs. 4 Corpus checked 2404
(A, B) and (B, C) and perform a relational Total validated correspl.  72'058

equi-join. Perform a filtering based on the
preference attribute to avoid combinatory ex-Figure 2: Number of derived entries for English-
plosion of the number of generated corre-German

spondences. _ _
We obtained a number of entries compara-

2. Consider as valid all the unambiguous core to those of the manually built bilingual lex-
respondences. We consider that a generat@dons. The number of the correspondences for
correspondence — ¢ is unambiguous if for \yhich a validation is necessary is 19’368 (89'022-
the lexical itemu there exists only one corre- (67°012+2'642)), of which 2'404 (approximately
spondence — b in the bilingual lexicon (A, 129) have been validated based on the the Eu-
B) and forb there exists only one correspon- ropay| corpus, as explained above. The low figure,
denceb — cin (B, C). As the lexicon is non \ye|| below our expectations, is due to the fact that
symmetrical, this process is performed twice the corpus we used is not large enough and is prob-
once for each translation direction. ably not representative of the general language.

3. Consider as valid all the correspondences ob- UP t0 now, the Englis,h—Germgn dictionary re-
tained by a pivot lexical item of type colloca- quired approximately 1’400 entries to be added

tion. We consider as very improbable that amanually, which is less than 2% of the entire lexi-
collocation is ambiguous. con.

4. All other correspondences are checked in & Conclusion

parallel corpus, i.e. only the correspondence%ased on a deep linguistic transfer approach and

:féusggt uls,:ei:rdstatsh ;rzr;:lllt;?rg rlpnu ;hii ;(;rgg%n object-oriented design, the MulTra multilingual
iy ' . , ranslation system aims at developing a large num-
by the Fips tagger (Wehrli, 2007) in order y ping g

o tize th ds. This | il ber of language pairs while significantly reduc-
0 lemmatze the words. 'his 1S especia ying the development cost as the number of pairs
valuable for languages with rich inflection,

. . grows. We have argued that the use of an abstract
as well as for verbs with particles. In order

- and relatively generic linguistic level of represen-
to check the Va“dlty of the correspondenf:es,tation’ as well as the use of an object-oriented soft-
we count the effef:tlve occurrences ofagive are design play a major role in the reduction of
correspondence in a sentence-aligned para he complexity of language-pair transfer modules.
lel corpus, as well as the occurrences of eac ith respect to the bilingual databases, (corpus-
of the lexical items of the correspondepce. Atchecked) automatic derivation by transitivity has
t_he end O.f the process, we apply g like- been shown to drastically reduce the amount of
lihood ratio test to decide whether to keep or

. work.
discard the correspondence.

3.3 Results of automatic generation Acknowledgments
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shared translation task was generated automafported in part by a grant from the Swiss national
cally. We derived it on the basis of English-Frenchscience foundation (no 100015-113864).

93



5 References Mariani, H. Uskoreit, G. Varile, A. Zaenen
and A. ZampoliSurvey of the State of the
Art in Human Language Technology, Giar-
dini Editori.

Ahn, K. and Frampton, M. 2006. “Automatic Gen-
eration of Translation Dictionaries Using In-
termediary Languages”™ in Cross-Language
knowledge Induction Workshop of the EACL Koehn, P. 2005. “Europarl: A Parallel Corpus
06, Trento, Italy, pp 41- 44. for Statistical Machine Translation”” in MT

. S it 2005.
Akmajian, A. and F. Heny, 1975An Introduction ummi

to the Principles of Generative Syntax, MIT — Ney, H. 2005. “One Decade of Statistical Machine
Press. Translation” in Proceedings of MT-Summit

Arnold, D. 2000. “Why translation is difficult for X, Pukhet, Thailand.
computers” in H.L. Somers (edQomputers  Paik, K., Shirai, S. and Nakaiwa, H. 2004. “Au-
and Translation : a handbook for translators, tomatic Construction of a Transfer Dictio-
John Benjamin. nary Considering Directionality”, in COL-
ING 2004 Multilingual Linguistic Resources

Aymerich, J. and Camelo, H. 2007.“ Automatic Workshop, Geneva, pp. 25-32.

extraction of entries for a machine translation
dictionary using bitexts” in MT Summit XI, Seretan, V. & E. Wehrli, 2006. “Accurate Colloca-
Copenhagen, pp. 21-27 tion Extraction Using a Multilingual Parser”
in Proceedings of the ACL, 953-960, Sydney,

Boitet, Ch. 2001. “Four technical and organi- Australia.

zational keys to handle more languages and

improve quality (on demand) in MT” ilPro- ~ Wehrli, E. 2007. “Fips, a "deep” linguistic mul-
ceedings of MT-Summit VIII, Santiago de tilingual parse” inProceedings of the ACL
Compostela, 18-22. 2007 Workshop on Deep Linguistic process-

. , ing, 120-127, Prague, Czech Republic.
Boitet, Ch., Mangeot, M. and éasset, G. ne g P

2002. “The PAPILLON project: coopera- zZhang, Y., Ma, Q. and Isahara, H. 2007. “Build-

tively building a multilingual lexical data- ing Japanese-Chinese Translation Dictionary
base to derive open source dictionaries & lex- Based on EDR Japanese-English Bilingual
icons” in Proceedings of the 2nd workshop Dictionary” in MT Summit XI, Copenhagen,
on NLP and XML, COLING 2002, Taipei, pp 551-557.

Taiwan.

Bresnan, J. 2001Lexical Functional Syntax, Ox-
ford, Blackwell.

Chomsky, N. 1995. The Minimalist Program,
Cambridge, Mass., MIT Press.

Culicover, P. & R. Jackendoff, 2005impler Syn-
tax, Oxford, Oxford University Press.

Gamallo, P. 2007. “Learning Bilingual Lexi-
cons from Comparable English and Spanish
Corpora” in Proceedings of MT Summit XI,
Copenhagen.

Hutchins, J. 2003. “Has machine translation im-
proved?” inProceedings of MT-Summit IX,
New Orleans, 23-27.

Kay, M. 1997. “Machine Translation : the Dis-
appointing Past and Present” in R.A. Cole, J.

94



MATREX: The DCU MT System for WMT 2009

Jinhua Du, Yifan He, Sergio Penkale, Andy Way

Centre for Next Generation Localisation
Dublin City University
Dublin 9, Ireland
{jdu, yhe, spenkale, away}@computing.dcu.ie

Abstract

In this paper, we describe the machine
translation system in the evaluation cam-
paign of the Fourth Workshop on Statisti-
cal Machine Translation at EACL 2009.

We describe the modular design of our
multi-engine MT system with particular
focus on the components used in this par-
ticipation.

We participated in the translation task
for the following translation directions:
French—-English and English—French, in
which we employed our multi-engine ar-
chitecture to translate. We also partic-
ipated in the system combination task
which was carried out by the MBR de-
coder and Confusion Network decoder.
We report results on the provided devel-
opment and test sets.

1 Introduction

In this paper, we present a multi-engine MT
system developed at DCU, MATREX (Machine
Translation using Examples). This system exploits
EBMT, SMT and system combination techniques
to build a cascaded translation framework.

We participated in both the French—English and
English-French News tasks. In these two tasks,
we employ three individual MT system which are
1) Baseline: phrase-based system (PB); 2) EBMT:
Monolingually chunking both source and target
sides of the dataset using a marker-based chun-
ker (Gough and Way, 2004). 3) HPB: a typical
hierarchical phrase-based system (Chiang, 2005).
Meanwhile, we also use a word-level combina-
tion framework (Rosti et al., 2007) to combine the
multiple translation hypotheses and employ a new
rescoring model to generate the final result.

For the system combination task, we first use
the minimum Bayes-risk (MBR) (Kumar and

Byrne, 2004) decoder to select the best hypothe-
sis as the alignment reference for the Confusion
Network (CN) (Mangu et al., 2000). We then build
the CN using the TER metric (Snover et al., 2006),
and finally search and generate the translation.

The remainder of this paper is organised as fol-
lows: Section 2 details the various components of
our system, in particular the multi-engine strate-
gies used for the shared task. In Section 3, we
outline the complete system setup for the shared
task and provide results on the development and
test sets. Section 4 is our conclusion.

2 The MATREX System

2.1 System Architecture

The MATREX system is a combination-based
multi-engine architecture, which exploits aspects
of both the EBMT and SMT paradigms.

This architecture includes three individual sys-
tems which are phrase-based, example-based and
hierarchical phrase-based.

The combination structure is the MBR decoder
and CN decoder, which is based on the word-level
combination strategy.

In the final stage, we use a new rescoring mod-
ule to process the N-best list generated by the
combination module. See Figure 1 as a detailed
illustration.

2.2 Example-Based Machine Translation

EBMT obtains resources using the Marker Hy-
pothesis (Green, 1979), a psycholinguistic con-
straint which posits that all languages are marked
for surface syntax by a specific closed set of lex-
emes or morphemes which signify context. Given
a set of closed-class words we segment each sen-
tence into chunks, creating a chunk at each new
occurrence of a marker word, with the restriction
that each segment must contain at least one non-
marker word (Gough and Way, 2004).
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Figure 1: System Framework

We then align these segments using an edit-
distance-style algorithm, in which the insertion
and deletion probabilities depend on word-to-
word translation probabilities and word-to-word
cognates (Stroppa and Way, 2006).

We extracted phrases of at most 7 words on
each side. We then merged these phrases with the
phrases extracted by the baseline system adding
word alignment information, and used this system
seeded with this additional information.

2.3 Hierarchical Machine Translation

HPB translation system is a re-implementation of
the hierarchical phrase translation model which is
based on PSCFG (Chiang, 2005). We generate re-
cursively PSCFG rules from the initial rules as

N—>f1...fm/el...en

where N is a rule which is initial or includes non-
terminals.

M—>fi...fj/eu...ev

where ] < i< j<mandl <u < v < n,at
which point a new rule can be obtained, named,

—1 —1
N — fim Xefjia/el™ Xeeypq

where k is an index for the nonterminal X. The
number of nonterminals permitted in a rule is no
more than two.

When extracting hierarchical rules,we set some
limitations that initial rules are of no more than
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7 words in length and other rules should have
no more than 5 terminals and nonterminals, and
we disallow rules with adjacent source-side and
target-side nonterminals.

The decoder is an enhanced CYK-style chart
parser that maximizes the derivation probability
and spans up to 12 source words. A 4-gram lan-
guage model generated by SRI Language Model-
ing toolkit (SRILM) (Stolcke, 2002) is used in the
cube-pruning process. The search space is pruned
with a chart cell size limit of 50.

2.4 System Combination

For multiple system combination, we implement
an MBR-CN framework as shown in Figure 1. In-
stead of using a single system output as the skele-
ton, we employ a minimum Bayes-risk decoder
to select the best single system output from the
merged N-best list by minimizing the BLEU (Pa-
pineni et al., 2002) loss.

The confusion network is built by the output of
MBR as the backbone which determines the word
order of the combination. The other hypotheses
are aligned against the backbone based on the TER
metric. NULL words are allowed in the alignment.
Each arc in the CN represents an alternative word
at that position in the sentence and the number of
votes for each word is counted when constructing
the network. The features we used are as follows:

e word posterior probability (Fiscus, 1997);
e 3, 4-gram target language model,

e word length penalty;

o Null word length penalty;

Also, we use MERT (Och, 2003) to tune the
weights of confusion network.

2.5 Rescore

Rescore is a very important part in post-processing
which can select a better hypothesis from the V-
best list. We add some new global features in
rescore model. The features we used are as fol-
lows:

e Direct and inverse IBM model;
e 3, 4-gram target language model;

e 3, 4, 5-gram POS language model (Ratna-
parkhi, 1996; Schmid, 1994);



e Sentence length posterior probability (Zens
and Ney, 2006);

e N-gram posterior probabilities within the V-
Best list (Zens and Ney, 2006);

e Minimum Bayes Risk probability;

e Length ratio between source and target sen-
tence;

The weights are optimized via MERT algorithm.

3 Experimental Setup

The following section describes the system and
experimental setup for the French-English and
English-French translation tasks.

3.1 Statistics of Data

Parallel Corpus

We used Europarl and Giga data for this evalua-
tion. The statistics of parallel data are shown in
Table 1.

Corpra Sen Token-En Token-Fr | Len
Europarl | 1.46M | 39,240,672 | 42,252,067 | 80
Giga 2M 48,648,104 | 57,869,002 | 65

Table 1: Statistics of Parallel Data

In this table, Sen indicates the number of sentence
pairs; Len denotes the maximum sentence length
of each corpus. This year the translation task is
only evaluated on News Domain. Experimental re-
sults showed that giga data is more correlated than
Europarl and the BLEU score is significantly im-
proved(See Table 4).

Monolingual Corpus

In this evaluation, we trained a small 4-gram lan-
guage model using data in Table 1 and a large 4-
gram language model using data in Table 2. We
configured these two LMs for Baseline and EBMT
systems while HPB only used the large one.

Language Sen Token Source
English 9,966,838 | 240,849,221 | E/N/NC
French 9,966,838 | 260,520,313 | E/N/NC

Table 2: Statistics of Monolingual Data

In the above table, E/N/NC refers to Eu-
roparl/News/New_Commentary corpus.

3.2 Pre-Processing

We preprocessed both Europarl and Giga Release
1 corpus. For the Europarl corpus, we removed
the reserved characters in GIZA++ and tokenized
and lowercased the corpus with tools provided by
WMTO09. The Giga corpus was too large for our
resource, so we performed sentence selection be-
fore cleaning, in the following steps.

e We split the Giga corpus into even segments,
each segment consisting of 20 lines.

e We trained an SVM classifier on English side
with positive examples from the monolin-
gual news data and negative examples from
noisy sentences (numbers, meaningless word
combinations, and random segments) from
the Giga corpus. We used “-ly” and ”-ing”
to approximate adverbs and present partici-
ples and did not use other POS-induced fea-
tures, as in (Ferizis and Bailey, 2006). We
added these features to remove noise: aver-
age length of sentences, frequency of capital-
ized characters, frequency of numerical char-
acters and short word penalty (equals to 1
when average length of words < 4, and 0
otherwise). We used the classifier to remove
20% segments of lowest scores.

e We selected 1,600 words having the highest
mutual information scores with monolingual
training data against the Giga corpus.

e We selected 100,000 segments where these
words occurred most frequently. However
the sentence was dropped if the length ratio
between English and French was larger than
1.5 or less than 0.67.

3.3 System Configuration

The two language models were done using the
SRILM employing linear interpolation and modi-
fied K-N discounting (Chen and Goodman, 1996).

The configuration for the three systems is listed
in Table 3.

System P-Table | Length | LM | Features
Baseline-E | 55.9M 7 2 15
Baseline-G | 58.4M 7 2 15

EBMT 59.4M 7 2 15

HPB 122M 5 1 8

Table 3: Statistics of MT Systems

In this table, E indicates the Europarl corpus



which is used for all three systems, and G stands
for the Giga corpus which is only used for the
Baseline system. We can see from Table 3 that
the size of the HPB phrase-table is more than 2
times as large as the other phrase tables. How to
filter and process such a huge hierarchical table is
a challenging problem.

We tuned our systems on the development set
devset2009-a and devset2009-b, and performed
the crossover experiment by these two devsets.

3.4 Experimental Results

The system output is evaluated with respect to
BLEU score. In Table 4, we used devset2009-b
to tune the various parameters in our three single
systems and devset2009-a for testing. In terms of
the Europarl data, we can see that the three sys-
tems we used achieved similar performance on the
test set for both translation directions, with the
Baseline-E system yielding slightly better results
than the other two.

System Fr-En En-Fr
Baseline-E 22.24 22.68
Baseline-G 24.90 —!

EBMT 22.04 22.12
HPB 21.69 21.12
MBR 25.11 22.68
CN 25.24 22.76

Rescore 25.40 22.97

Table 4: Experimental Results on Devset2009-a

We then used the translations of the devset2009-
a produced by each system to tune the parame-
ters of our system combination module. From Ta-
ble 4, we can see that using MBR and confusion
network decoding leads to a slight improvement
over the strongest single system, i.e. the baseline
Phrase-Based SMT system. Rescoring the /NV-best
lists yielded an increase of 0.5 (2.0 relative) ab-
solute BLEU points over the baseline for French—
English Translation and 0.29 (1.28 relative) abso-
lute BLEU points for English—French Translation.

Table 5 is the results on 2009 Test Data. The
scores with a slash in the last two rows are low-
ercased and cased respectively. From the table we

"Not much time to do the experiments on English-French
direction. EBMT and HPB just used the Europarl corpus.

The official automatic result is scored on 2525 sentences
out of the whole 3007 sentences in test set. The other 502
sentences are used as the development set for combination
evaluation task.
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System Fr-En En-Fr
Baseline-E 25.64 24.47
Baseline-G 26.75 —

EBMT 25.67 24.43

HPB 25.20 24.19

[ Combination 27.20/25.14 25.26/22.28
| Official-Auto” 26.86/24.93 23.78/22.14 |

Table 5: Summary of Results on 2009 Test Data

can see that combination yielded 0.45 and 0.79 ab-
solute BLEU points over the best single system for
Fr-En and En-Fr direction respectively. However,
1.93 (7.2 relative) and 1.64 (6.58 relative) BLEU
points are dropped between cased and lowercased
results of both directions. Accordingly, training an
effective recasing model is very important for our
future work.

4 Conclusion

This paper presents our machine translation sys-
tem in WMT2009 shared task campaign. We de-
veloped a multi-engine framework which com-
bined the output results of the three MT sys-
tems and generated a new N-best list after CN
decoding. Then by using some global features
the rescoring model generated the final translation
output. The experimental result proved that the
combination module and rescoring module are ef-
fective in our framework.

We also applied simple yet effective methods
of genre and topical classification to remove noise
and out-of-domain sentences in the Giga corpus,
from which we built better translation models than
from Europarl.

In future work, we will refine our system frame-
work to investigate its effect on the tasks pre-
sented here, and we will develop more powerful
post-processing tools such as recaser to reduce the
BLEU loss.
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Abstract

This paper describes our Statistical Ma-
chine Translation systems for the WMTO09
(en:fr) shared task. For this evaluation, we
have developed four systems, using two
different MT Toolkits: our primary sub-
mission, in both directions, is based on
Moses, boosted with contextual informa-
tion on phrases, and is contrasted with a
conventional Moses-based system. Addi-
tional contrasts are based on the Ncode
toolkit, one of which uses (part of) the En-
glish/French GigaWord parallel corpus.

1 Introduction

This paper describes our Statistical Machine
Translation systems for the WMTO9 (en:fr) shared
task. For this evaluation, we have developed four
systems, using two different MT toolkits: our
primary submission, in both direction, is based
on Moses, boosted with contextual information
on phrases; we also provided a contrast with a
vanilla Moses-based system. Additional contrasts
are based on the N-code decoder, one of which
takes advantage of (part of) the English/French Gi-
gaWord parallel corpus.

2 System architecture and resources

In this section, we describe the main characteris-
tics of the baseline phrase-based systems used in
this evaluation and the resources that were used to
train our models.

2.1 Pre- and post-processing tools

All the available textual corpora were processed
and normalized using in-house text processing
tools. Our last year experiments (Déchelotte et
al., 2008) revealed that using better normalization
tools provides a significant reward in BLEU, a fact
that we could observe again this year. The down-
side is the need to post-process our outputs so as
to “detokenize” them for scoring purposes, which
is unfortunately an error-prone process.

Based again on last year’s experiments, our sys-
tems are built in “true case”: the first letter of each
sentence is lowercased when it should be, and the
remaining tokens are left as is.

Finally, the N-code (see 2.5) and the context-
aware (see 3) systems require the source to be
morpho-syntactically analysed. This was per-
formed using the TreeTagger! for both languages.

2.2 Alignment and translation models

Our baseline translation models (see 2.4 and 2.5)
use all the parallel corpora distributed for this eval-
uation: Europarl V4, news commentary (2006-
2009) and the additional news data, totalling 1.5M
sentences. Our preliminary attempts with larger
translation models using the GigaWord corpus are
reported in section 3.2. All these corpora were
aligned with GIZA++? using default settings.

2.3 Language Models

To train our language models (LMs), we took ad-
vantage of the a priori information that the test
set would be of newspaper/newswire genre. We

"http://www.ims.uni-stuttgart.de/
projekte/corplex/TreeTagger.
http://www.fjoch.com/GIZA++.html.
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Source Period | M. words
News texts 1994-06 3317
En | BN transcripts | 2000-07 341
WMT 86
Newswires 1994-07 723
Newspapers 1987-06 486
Fr | WEB 2008 23
WMT 46
News-train08 167
Table 1: Corpora used to train the target language

models in English and French.

thus built much larger LMs for translating both to
French and to English, and optimized their combi-
nation on the first part of the official development
data (dev2009a).

Corpora and vocabulary Statistics regarding
the training material are summarized in table 1 in
terms of source, time period, and millions of oc-
currences. “WMT” stands for all text provided
for the evaluation. Development sets and the large
training corpora (news-train08 and the GigaWord
corpus) were not included. Altogether, these data
contain a total number of 3.7 billion tokens for En-
glish and 1.4 billion tokens for French.

To estimate such large LMs, a vocabulary was
first defined for both languages by including all to-
kens in the WMT parallel data. This initial vocab-
ulary of 130K words was then extended by adding
the most frequent words observed in the additional
training data. This procedure yielded a vocabulary
of one million words in both languages.

Language model training The training data
were divided into several sets based on dates on
genres (resp. 7 and 9 sets for English and French).
On each set, a standard 4-gram LM was estimated
from the 1M word vocabulary with in-house tools
using absolute discounting interpolated with lower
order models. The resulting LMs were then lin-
early interpolated using interpolation coefficients
chosen so as to minimise perplexity of the devel-
opment set (dev2009a). Due to memory limita-
tions, the final LMs were pruned using perplexity
as pruning criterion.

Out of vocabulary word and perplexity To
evaluate our vocabulary and LMs, we used the of-
ficial devtest and test sets. The out-of-vocabulary
(OOV) rate was drastically reduced by increasing
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the vocabulary size, the mean OOV rate decreas-
ing from 2.5% to 0.7%, a trend observed in both
languages.

For French, using a small LM trained on the
"WMT" data only resulted in a perplexity of 301
on the devtest corpus and 299 on the test set. Us-
ing all additional data yielded a large decrease in
perplexity (106 on the devtest and 108 on the test);
again the same trend was observed for English.

2.4 A Moses baseline

Our baseline system was a vanilla phrase-based
system built with Moses (Koehn et al., 2007) us-
ing default settings. Phrases were extracted using
the *grow-diag-final-and’ heuristics, using a max-
imum phrase length of 7; non-contextual phrase
scores contain the 4 translation model scores, plus
a fixed phrase penalty; 6 additional scores param-
eterize the lexicalized reordering model. Default
decoding options were used (20 alternatives per
phrase, maximum distortion distance of 7, etc.)

2.5 A N-code baseline

N-code implements the n-gram-based approach
to Statistical Machine Translation (Marifio et al.,
2006). In a nutshell, the translation model is im-
plemented as a stochastic finite-state transducer
trained using a n-gram model of (source,target)
pairs (Casacuberta and Vidal, 2004). Training
such a model requires to reorder source sentences
so as to match the target word order. This is also
performed via a stochastic finite-state reordering
model, which uses part-of-speech information to
generalise reordering patterns beyond lexical reg-
ularities. The reordering model is trained on a ver-
sion of the parallel corpora where the source sen-
tences have been reordered via the unfold heuris-
tics (Crego and Marifio, 2007). A conventional n-
gram language model of the target language pro-
vides the third component of the system.

In all our experiments, we used 4-gram reorder-
ing models and bilingual tuple models built using
Kneser-Ney backoff (Chen and Goodman, 1996).
The maximum tuple size was also set to 7.

2.6 Tuning procedure

The Moses-based systems were tuned using the
implementation of minimum error rate train-
ing (MERT) (Och, 2003) distributed with the
Moses decoder, using the development corpus
(dev2009a). For the context-less systems, tun-
ing concerned the 14 usual weights; tuning the



22 weights of the context-aware systems (see 3.1)
proved to be much more challenging, and the
weights used in our submissions are probably far
from optimal. The N-code systems only rely on
9 weights, since they dispense with the lexical re-
ordering model; these weights were tuned on the
same dataset, using an in-house implementation of
the simplex algorithm.

3 Extensions

3.1 A context-aware system

In phrase-based translation, source phrases are
translated irrespective of their (source) context.
This is often not perceived as a limitation as
(i) typical text domains usually contain only few
senses for polysemous words, thus limiting the
use of word sense disambiguation (WSD); and (ii)
using long-span target language models (4-grams
and more) often capture sufficient context to se-
lect the more appropriate translation for a source
phrase based on the target context. In fact, at-
tempts at using source contexts in phrase-based
SMT have to date failed to show important gains
on standard evaluation test sets (Carpuat and Wu,
2007; Stroppa et al., 2007; Gimpel and Smith,
2008; Max et al., 2008). Importantly, in all con-
ditions where gains have been obtained, the tar-
get language was the “morphologically-poor” En-
glish.

Nonetheless, there seems to be a clear consen-
sus on the importance of better exploiting source
contexts in SMT, so as to improve phrase disam-
biguation. The following sentence extract from
the devtest corpus is a typical example where the
lack of context in our phrase-based system yields
an incorrect translation:

Source: the long weekend comes with a price . . .
Target: Le long week-end vient avec un prix . ..
(the long weekend comes accompanied by a price)

While grammatically correct, the French trans-
lation sounds unnatural, and getting the correct
meaning requires knowledge of the idiom in the
source language. In such a situation, the right con-
text of the phrase comes with can be successfully
used to propose a better translation.’

From an engineering perspective, integrating
context into phrase-based SMT systems can be
performed by (i) transforming source words into
unique tokens, so as to record the original context

30ur context-aware phrase-based system indeed proposes
the appropriate translation: Le long week-end a un prix.

of each entry of the phrase table; and by (ii) adding
one or several contextual scores to the phrase ta-
ble. Using standard MERT, the corresponding
weights can be optimized on development data.

A typical contextual score corresponds to
p(elf,C(f)), where C(f) is some contextual in-
formation about the source phrase f. An exter-
nal disambiguation system can be used to pro-
vide one global context score (Stroppa et al., 2007;
Carpuat and Wu, 2007; Max et al., 2008)); alter-
natively, several scores based on single features
can be estimated using relative frequencies (Gim-
pel and Smith, 2008):

count(e,f,C(f))

p(elf, C(f)) = e count(e, f,C(f))

For these experiments, we followed the latter ap-
proach, restricting ourselves to features represent-
ing the local context up to a fixed distance d (using
the values 1 and 2 in our experiments) from the

source phrase f'4,:

e lexical context features:

start—1

) fstart—d )
end+d

) fend+1 )

— left context: p(e|f
— right context: p(e|f

e shallow syntactic features (denoting t{ the
sequence of POS tags for the source sen-

tence):
— left context: p(elf, t371~ 1)
— right context: p(e|f,t22§ﬁi)

As in (Gimpel and Smith, 2008), we filtered out
all translations for which p(e|f) < 0.0002. This
was necessary to make score computation practi-
cal given our available hardware resources.

Results on the devtest corpus for
English—French were similar for the context-
aware phrase-based and the baseline phrase-based
system; small gains were achieved in the reverse
direction (see Table 2). The same trend was
observed on the test data.

Manual inspection of the output of the base-
line and context-aware systems on the devtest
corpus for English—French translation confirmed
two facts: (1) performing phrase translation dis-
ambiguation is only useful if a more appropriate
translation has been seen during training ; and (2)
phrase translation disambiguation can capture im-
portant source dependencies that the target lan-
guage model can not recover. The following ex-
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ample, involving an unseen sense* (ball in the se-
mantic field of dance rather than sports), illus-
trates our first remark:

Source: about 500 people attended the ball .
Baseline : Environ 500 personnes ont assisté a la
balle.

+Context: Environ 500 personnes ont participé a
la balle.

The next example is a case where contextual in-
formation helped selecting an appropriate transla-
tion, in constrast to the baseline system.

Source: ... the new method for calculating pen-
sions due to begin next year . . .

Baseline : . .. le nouveau mode de calcul des pen-
sions due a commencer [’année prochaine . . .
+Context: ... la nouvelle méthode de calcul des
pensions qui va débuter |’année prochaine . . .

3.2 Preliminary experiments with the
GigaWord parallel corpus

One exciting novelty of this year’s campaign was
the availability of a very large parallel corpus for
the en:fr pair, containing about 20M aligned sen-
tences.

Our preliminary work consisted in selecting the
most useful pairs of sentences, based on their av-
erage perplexity, as computed on our develop-
ment language models. The top ranking sen-
tences (about 8M sentences) were then fed into the
usual system development procedure: alignment,
reordering (for the N-code system), phrase pair
extraction, model estimation. Given the unusual
size of this corpus, each of these steps proved
extremely resource intensive, and, for some sys-
tems, actually failed to complete. Contrarily, the
N-code systems, conceptually simpler, proved to
scale nicely.

Given the very late availability of this cor-
pus, our experiments were very limited and we
eventually failed to deliver the test submissions
of our “GigaWord” system. Preliminary exper-
iments using the N-code systems (see Table 2),
however, showed a clear improvement of perfor-
mance. There is no reason to doubt that similar
gains would be observed with the Moses systems.

3.3 Experiments

The various systems presented above were all de-
veloped according to the same procedure: train-
ing used all the available parallel text; tuning was

“This was confirmed after careful inspection of the phrase
tables of the baseline system.
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en — fr fr — en
Moses | Ncode | Moses | Ncode
small LM | 20.06 | 18.98 | 21.14 | 20.41
Large LM | 2293 | 21.95 | 2220 | 22.28
+context 23.06 22.69
+giga 23.21 23.14

Table 2: Results on the devtest set

performed on dev2009a (1000 sentences), and our
internal tests were performed on dev2009b (1000
sentences). Results are reported in table 2.

Our primary submission corresponds to
the +context entry, our first contrast to
Moses+LargeLM, and our second contrast to
Ncode+largeLM. Due to lack of time, no official
submission was submitted for the +giga variant.
For the record, the score we eventually obtained
on the test corpus was 26.81, slightly better than
our primary submission which obtained a score of
25.74 (all these numbers were computed on the
complete test set).

4 Conclusion

In this paper, we presented our statistical MT sys-
tems developed for the WMT’(09 shared task. We
used last year experiments to build competitive
systems, which greatly benefited from in-house
normalisation and language modeling tools.

One motivation for taking part in this campaign
was to use the GigaWord corpus. Even if time did
not allow us to submit a system based on this data,
it was a interesting opportunity to confront our-
selves with the technical challenge of scaling up
our system development tools to very large paral-
lel corpora. Our preliminary results indicate that
this new resource can actually help improve our
systems.

Naturally, future work includes adapting our
systems so that they can use models learnt from
corpora of the size of the GigaWord corpus. In
parallel, we intend to keep on working on context-
aware systems to study the impact of more types
of scores, e.g. based on grammatical dependencies
as in (Max et al., 2008). Given the difficulties we
had tuning our systems, we feel that a preliminary
task should be improving our tuning tools before
addressing these developments.
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Abstract

This paper describes the NICT statis-
tical machine translation (SMT) system
used for the WMT 2009 Shared Task
(WMTO09) evaluation. We participated in
the Spanish-English translation task. The
focus of this year’s participation was to in-
vestigate model adaptation and transliter-
ation techniques in order to improve the
translation quality of the baseline phrase-
based SMT system.

1 Introduction

This paper describes the NICT statistical machine
translation (SMT) system used for the shared
task of the Fourth Workshop on Statistical Ma-
chine Translation. We participated in the Spanish-
English translation task under the Constrained
Condition. For the training of the SMT engines,
we used two parallel Spanish-English corpora pro-
vided by the organizers: the Europarl (EP) cor-
pus (Koehn, 2005), which consists of 1.4M paral-
lel sentences extracted from the proceedings of the
European Parliament, and the News Commentary
(NC) corpus (Callison-Burch et al., 2008), which
consists of 74K parallel sentences taken from ma-
jor news outlets like BBC, Der Spiegel, and Le
Monde.

In order to adapt SMT systems to a specific do-
main, recent research focuses on model adapta-
tion techniques that adjust their parameters based
on information about the evaluation domain (Fos-
ter and Kuhn, 2007; Finch and Sumita, 2008a).
Statistical models can be trained on in-domain
and out-of-domain data sets and combined at
run-time using probabilistic weighting between
domain-specific statistical models. As the official
WMTO09 evaluation testset consists of documents
taken from the news domain, we applied statistical
model adaptation techniques to combine tranda-
tion models (tm), language models (Im) and dis-

tortion models (dm) trained on (a) the in-domain
NC corpus and (b) the out-of-domain EP corpus
(cf. Section 2).

One major problem in the given translation task
was the large amount of out-of-vocabulary (OOV)
words, i.e., source language words that do not oc-
cur in the training corpus. For unknown words, no
translation entry is available in the statistical trans-
lation model (phrase-table). As a result, these
OOV words cannot be translated. Dealing with
languages with a rich morphology like Spanish
and having a limited amount of bilingual resources
make this problem even more severe.

There have been several efforts in dealing with
OOV words to improve translation quality. In ad-
dition to parallel text corpora, external bilingual
dictionaries can be exploited to reduce the OOV
problem (Okuma et al., 2007). However, these ap-
proaches depend on the coverage of the utilized
external dictionaries.

Data sparseness problems due to inflectional
variations were previously addressed by applying
word transformations using stemming or lemmati-
zation (Popovic and Ney, 2005; Gupta and Fed-
erico, 2006). A tight integration of morpho-
syntactic information into the translation model
was proposed by (Koehn and Hoang, 2007) where
lemma and morphological information are trans-
lated separately, and this information is combined
on the output side to generate the translation.
However, these approaches still suffer from the
data sparseness problem, since lemmata and in-
flectional forms never seen in the training corpus
cannot be translated.

In order to generate translations for unknown
words, previous approaches focused on trandlit-
eration methods, where a sequence of charac-
ters is mapped from one writing system into an-
other. For example, in order to translate names and
technical terms, (Knight and Graehl, 1997) intro-
duced a probabilistic model that replaces Japanese

Proceedings of the Fourth Workshop on Statistical Machine Translation , pages 105-109,
Athens, Greece, 30 March — 31 March 2009. (©2009 Association for Computational Linguistics

105



katakana! words with phonetically equivalent En-
glish words. More recently, (Finch and Sumita,
2008b) proposed a transliteration method that is
based directly on techniques developed for phrase-
based SMT, and transforms a character sequence
from one language into another in a subword-
level, character-based manner. We extend this ap-
proach by exploiting the phrase-table of the base-
line SMT system to train a phrase-based translit-
eration model that generates English translations
of Spanish OOV words as described in Section 3.
The effects of the proposed techniques are investi-
gated in detail in Section 4.

2 Model Adaptation

Phrase-based statistical machine translation en-
gines use multiple statistical models to generate a
translation hypothesis in which (1) the trandation
model ensures that the source phrases and the se-
lected target phrases are appropriate translations of
each other, (2) the language model ensures that the
target language is fluent, (3) the distortion model
controls the reordering of the input sentence, and
(4) the word penalty ensures that the translations
do not become too long or too short. During de-
coding, all model scores are weighted and com-
bined to find the most likely translation hypothesis
for a given input sentence (Koehn et al., 2007).

In order to adapt SMT systems to a specific do-
main, separate statistical models can be trained
on parallel text corpora taken from the respec-
tive domain (in-domain) and additional out-of-
domain language resources. The models are then
combined using mixture modeling (Hastie et al.,
2001), i.e., each model is weighted according to
its fit with in-domain development data sets and
the linear combination of the respective scores is
used to find the best translation hypothesis during
the decoding of unseen input sentences.

In this paper, the above model adaptation tech-
nique is applied to combine the NC and the EP
language resources provided by the organizers
for the Spanish-English translation task. As the
WMTO9 evaluation testset consists of documents
taken from the news domain, we used the NC cor-
pus to train the in-domain models and the EP cor-
pus to train the out-of-domain component models.
Using mixture modeling, the above mentioned sta-
tistical models are combined where each compo-
nent model is optimized separately. Weight opti-

'A special syllabary alphabet used to write down foreign
names or loan words.

106

mization is carried out using a simple grid-search
method. At each point on the grid of weight pa-
rameter values, the translation quality of the com-
bined weighted component models is evaluated for
development data sets taken from (a) the NC cor-
pus and (b) from the EP corpus.

3 Trandliteration

Source language input words that cannot be trans-
lated by the standard phrase-based SMT mod-
els are either left untranslated or simply removed
from the translation output. Common examples
are named entities such as personal names or tech-
nical terms, but also include content words like
common nouns or verbsthat are not covered by the
training data. Such unknown occurrences could
benefit from being transliterated into the MT sys-
tem’s output during translation of orthographically
related languages like Spanish and English.

In this paper, we apply a phrase-based translit-
eration approach similar to the one proposed in
(Finch and Sumita, 2008b). The transliteration
method is based directly on techniques developed
for phrase-based SMT and treats the task of trans-
forming a character sequence from one language
into another as a character-level translation pro-
cess. In contrast to (Finch and Sumita, 2008b)
where external dictionaries and inter-language
links in Wikipedia® are utilized, the translitera-
tion training examples used for the experiments in
Section 4 are extracted directly from the phrase-
table of the baseline SMT systems trained on the
provided data sets. For each phrase-table entry,
corresponding word pairs are identified according
to a string similarity measure based on the edit-
distance (Wagner, 1974) that is defined as the sum
of the costs of insertion, deletion, and substitution
operations required to map one character sequence
into the other and can be calculated by a dynamic
programming technique (Cormen et al., 1989). In
order to reduce noise in the training data, only
word pairs whose word length and similarity are
above a pre-defined threshold are utilized for the
training of the transliteration model.

The obtained transliteration model is applied as
a post-process filter to the SMT decoding process,
i.e.. all source language words that could not be
translated using the SMT engine are replaced with
the corresponding transliterated word forms in or-
der to obtain the final translation output.

2http://www.wikipedia.org



4 Experiments

The effects of model adaptation and trandlitera-
tion techniques were evaluated using the Spanish-
English language resources summarized in Ta-
ble 1. In addition, the characteristics of this year’s
testset are given in Table 2. The sentence length
is given as the average number of words per sen-
tence. The OOV word figures give the percentage
of words in the evaluation data set that do not ap-
pear in the NC/EP training data. In order to get an
idea how difficult the translation task may be, we
also calculated the language perplexity of the re-
spective evaluation data sets according to 5-gram
target language models trained on the NC/EP data
sets.

Concerning the development sets, the news-
dev2009 data taken from the same news sources
as the evaluation set of the shared task was used
for the tuning of the SMT engines, and the de-
vtest2006 data taken from the EP corpus was used
for system parameter optimization. For the evalua-
tion of the proposed methods, we used the testsets
of the Second Workshop on SMT (nc-test2007 for
NC and test2007 for EP). All data sets were case-
sensitive with punctuation marks tokenized.

The numbers in Table 1 indicate that the char-
acteristics of this year’s testset differ largely from
testsets of previous evaluation campaigns. The
NC devset (2,438/1,378 OOVs) contains twice
as many untranslatable Spanish words as the
NC evalset (1,168/73 OOVs) and the EP devset
(912/63 OOVs). In addition, the high language
perplexity figures for this year’s testset show that
the translation quality output for both baseline sys-
tems is expected to be much lower than those for
the EP evaluation data sets. In this paper, transla-
tion quality is evaluated according to (1) the BLEU
metrics which calculates the geometric mean of n-
gram precision by the system output with respect
to reference translations (Papineni et al., 2002),
and (2) the METEOR metrics that calculates uni-
gram overlaps between translations (Banerjee and
Lavie, 2005). Scores of both metrics range be-
tween 0 (worst) and 1 (best) and are displayed in
percent figures.

4.1 Basdine

Our baseline system is a fairly typical phrase-
based machine translation system (Finch and
Sumita, 2008a) built within the framework of a
feature-based exponential model containing the
following features:
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Table 1: Language Resources

[ Corpus [ Train [ Dev [ Eval |
NC Spanish sentences 74K 2,001 2,007
words 2,048K | 49,116| 56,081

vocab 61K 9,047 8,638

length 27.6 24.5 279

OO0V (%) —| 5.2/29| 1.4/0.9

English sentences 74K 2,001 2,007
words 1,795K | 46,524 | 49,693

vocab 47K 8,110 7,541

length 24.2 232 24.8

OO0V (%) - 5.2/29| 1.2/0.9

perplexity —1349/381|348/458

EP Spanish sentences | 1,404K 1,861 2,000
words 41,003K | 50,216 | 61,293

vocab 170K 7,422 8,251

length 29.2 27.0 30.6

OO0V (%) - 24/0.1| 24/0.2

English sentences | 1,404K 1,861 2,000
words 39,354K | 48,663 | 59,145

vocab 121K 5,869 6,428

length 28.0 26.1 29.6

OO0V (%) —-| 1.8/0.1| 1.9/0.1

perplexity -1 210/72|305/125

Table 2: Testset 2009

[ Corpus | Test |
NC Spanish sentences| 3,027
words 80,591
vocab 12,616
length 26.6

e Source-target phrase translation probability
e Inverse phrase translation probability

e Source-target lexical weighting probability
e Inverse lexical weighting probability

e Phrase penalty

e Language model probability

o Lexical reordering probability

o Simple distance-based distortion model

e Word penalty

For the training of the statistical models, stan-
dard word alignment (GIZA++ (Och and Ney,
2003)) and language modeling (SRILM (Stolcke,
2002)) tools were used. We used 5-gram lan-
guage models trained with modified Knesser-Ney
smoothing. The language models were trained on
the target side of the provided training corpora.
Minimum error rate training (MERT) with respect
to BLEU score was used to tune the decoder’s pa-
rameters, and performed using the technique pro-
posed in (Och, 2003). For the translation, the in-
house multi-stack phrase-based decoder CleopA-
TRa was used.

The automatic evaluation scores of the baseline
systems trained on (a) only the NC corpus and (b)
only on the EP corpus are summarized in Table 3.



Table 3: Baseline Performance

NC Eval EP Eval
BLEU |METEOR|| BLEU |METEOR|
[ baseline| 17.56 40.52 33.00 56.50

4.2 Effectsof Model Adaptation

In order to investigate the effect of model adapta-
tion, each model component was optimized sep-
arately using the method described in Section 2.
Table 4 summarizes the automatic evaluation re-
sults for various model combinations. The combi-
nation of NC and EP models using equal weights
achieves only a slight improvement for the NC
task (BLEU: +0.4%, METEOR: +0.4%), but a
large improvement for the EP task (BLEU: +1.0%,
METEOR: +1.7%). Weight optimization further
improves all translation tasks where the highest
evaluation scores are achieved when the optimized
weights for all statistical models are used. In total,
model adaptation gains 1.1% and 1.3% in BLEU
and 0.8% and 1.8% in METEOR for the NC and
EP translation tasks, respectively.

Table 4: Effects of Model Adaptation

weight NC Eval EP Eval
optimization| BLEU |METEOR|| BLEU |METEOR
- 17.92 40.72 34.00 58.20
tm 18.13 40.95 34.05 58.23
tm+Im 18.25 41.23 34.12 58.22
trm+dm 18.36 41.06 34.24 58.34
tm+im+dm | 18.65 41.35 34.35 58.36

4.3 Effectsof Tranditeration

In order to investigate the effects of translitera-
tion, we trained three different transliteration us-
ing the phrase-table of the baseline systems trained
on (a) only the NC corpus, (b) only the EP cor-
pus, and (c) on the merged corpus (NC+EP). The
performance of these phrase-based transliteration
models is evaluated for 2000 randomly selected
transliteration examples. Table 5 summarizes the
haracter-based automatic evaluation scores for the
word error rate (WER) metrics, i.e., the edit dis-
tance between the system output and the closest
reference translation (Niessen et al., 2000), as well
as the BLEU and METEOR metrics. The best
performance is achieved when training examples
from both domains are exploit to transliterate un-
known Spanish words into English. Therefore, the
NC+EP transliteration model was applied to the
translation outputs of all mixture models described
in Section 4.2.

The effects of the transliteration post-process
are summarized in Table 6. Transliteration consis-
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Table 5: Transliteration Performance

Training character-based
Data WER BLEU | METEOR
NC 13.10 83.62 86.74
EP 11.76 85.93 87.89
NC+EP| 11.72 86.08 87.89

tently improves the translation quality of all mix-
ture models, although the gains obtained for the
NC task (BLEU: +1.3%, METEOR: +1.3%) are
much larger than those for the EP task (BLEU:
+0.1%, METEOR: +0.2%) which is due to the
larger amount of untranslatable words in the NC
evaluation data set.

Table 6: Effects of Transliteration

weight NC Eval EP Eval
optimization| BLEU |METEOR|| BLEU |METEOR
tm 19.14 42.39 34.11 58.46
tm+Im 19.46 42.65 34.16 58.44
tm+dm 19.77 42.35 34.38 58.57
tm+im+dm | 19.95 42.64 34.48 58.60

44 WMTO9 Testset Results

Based on the automatic evaluation results pre-
sented in the previous sections, we selected the
SMT engine based on the tm+Im+dm weights op-
timized on the NC devset as the primary run for
our testset run submission. All other model weight
combinations were submitted as contrastive runs.
The BLEU scores of these runs are listed in Ta-
ble 7 and confirm the results obtained for the
above experiments, i.e., the best performing sys-
tem is the one based on the mixture models us-
ing separately optimized weights in combination
with the transliteration of untranslatable Span-
ish words using the phrase-based transliteration
model trained on all available language resources.

Table 7: Testset 2009 Performance

weight NC Eval | EP Eval
optimization| BLEU BLEU
tm 21.07 20.81
tm+Im 20.95 20.59
tm+dm 21.45 21.32
tm+im+dm | 21.67* 21.27

5 Conclusion

The work for this year’s shared task focused on
the task of effectively utilizing out-of-domain lan-
guage resources and handling OOV words to im-
prove translation quality. Overall our experi-
ments show that the incorporation of mixture mod-
els and phrase-based transliteration techniques
largely out-performed standard phrase-based SMT
engines gaining a total of 2.4% in BLEU and 2.1%
in METEOR for the news domain.
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Abstract

We describe here the two Sys-
tran/University of Edinburgh submissions
for WMT2009. They involve a statistical
post-editing model with a particular han-
dling of named entities (English to French
and German to English) and the extraction
of phrasal rules (English to French).

1 Introduction

Previous results had shown a rather satisfying per-
formance for hybrid systems such as the Statis-
tical Phrase-based Post-Editing (SPE) (Simard et
al., 2007) combination in comparison with purely
phrase-based statistical models, reaching simi-
lar BLEU scores and often receiving better hu-
man judgement (German to English at WMT2007)
against the BLEU metric. This last result was
in accordance with the previous acknowledgment
(Callison-Burch et al., 2006) that systems of too
differing structure could not be compared reliably
with BLEU. We participated in the recent Work-
shop on Machine Translation (WMT’09) in the
language pairs English to French and German to
English. On the one hand we trained a Post-
Editing system with an additional special treat-
ment to avoid the loss of entities such as dates and
numbers. On the other hand we trained an addi-
tional English-to-French system (as a secondary
submission) that made use of automatically ex-
tracted linguistic entries. In this paper, we will
present both approaches. The latter is part of on-
going work motivated by the desire to both make
use of corpus statistics and keep the advantage of
the often (relative to automatic metrics’s scores)
higher rank in human judgement given to rule-
based systems on out-of-domain data, as seen on

Philipp Koehn™
**School of Informatics
University of Edinburgh

10 Crichton Street,
Edinburgh
United Kingdom

o PBMT decoder

Input
sentence

Segmentation,
Tokenization,
Entity iti
T .

Entity translation,
Recazing,

Output
sentence

RBMT Engine

Figure 1: Translation with PBMT post-editing

the WMT 2008 results for both English to French
and German to English (Callison-Burch et al.,
2008).

2 Statistical Post Editing systems

2.1 Baseline

The basic setup is identical to the one described
in (Dugast et al., 2007). A statistical translation
model is trained between the rule-based transla-
tion of the source-side and the target-side of the
parallel corpus. This is done separately for each
parallel corpus. Language models are trained on
each target half of the parallel corpora and also on
additional in-domain corpora. Figure 1 shows the
translation process.

Here are a few additional details which tend to
improve training and limit unwanted statistical ef-
fects in translation:

e Named entities are replaced by special tokens
on both sides. By reducing vocabulary and
combined with the next item mentioned, this
should help word alignment. Moreover, en-
tity translation is handled more reliably by
the rule-based engine.

e The intersection of both vocabularies (i.e. vo-
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cabularies of the rule-based output and the
reference translation) is used to produce an
additional parallel corpus (whose target is
identical to source). This was added to the
parallel text to improve the word alignment.

Rule-based output and reference translations
are lowercased before performing alignment,
leaving the recasing job up to the rule-based
engine.

Singleton phrase pairs are deleted from the
phrase table to avoid overfitting.

Phrase pairs non cohesive regarding entities
are also discarded. We make the hypothe-
sis that entities are always passed to the tar-
get language and all entities in the target lan-
guage originate from the source language.
This point is discussed in section 2.2.

We will discuss some of these details further in
the upcoming sections.

Due to time constraints, we did not use the Giga
French-English Parallel corpus provided for the
workshop. We only made use of the News Com-
mentary and the Europarl corpora. We used ad-
ditional in-domain news corpora to train 5 grams
language models, according to the baseline rec-
ommendations. Weights for these separate models
were tuned through the Mert algorithm provided
in the Moses toolkit (Koehn et al., 2007), using
the provided news tuning set.

2.2 Trimming

In a statistical translation model, trimming of
the phrase table had been shown to be beneficial
(Johnson et al., 2007). For our post-editing model,
we can afford to perform an even more aggressive
trimming of the phrase table, since the rule-based
system already provides us with a translation and
we only aim at correcting the most frequent er-
rors. Therefore, we suppress all unique phrase
pairs before calculating the probabilities for the fi-
nal phrase table.

2.3 Avoiding the loss of entities

Deleted and spurious content is a well known
problem for statistical models (Chiang et al.,
2008). Though we do not know of any study prov-
ing it, it seems obvious that Named Entities that
would be either deleted or added to the output out
of nowhere is an especially problematic kind of
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Rule-Based French Reference French

__ent_date et

__ent_date __ent_numeric et
__ent_numeric de golfe . | du golfe __ent_date .
décennie __ent_numeric ans

et __ent_numeric .

Table 1: Examples of problematic phrase pairs

error for the translation quality. The rule-based
translation engine benefits from an entity recogni-
tion layer for numbers, dates and hours, addresses,
company names and URIs. We therefore “trim”
(delete) from the extracted phrase pairs any item
that would not translate all entities from the source
(i.e. the RBMT output) to the target or add spuri-
ous entities which were not present in the source
side of the phrase pair. Table 1 illustrates the kind
of phrase pairs that are excluded from the model.
For example, the first phrase pair, when applied,
would simply erase the date entity which was ex-
pressed in the source sentence, which we of course
do not want.

3 Rule Extraction

The baseline Systran rule-based system is more
or less a linguistic-oriented system that makes
use of a dependency analysis, general transfer
rules and dictionary entries, and finally a synthe-
sis/reordering stage. The dictionary entries have
long been the main entry point for customization
of the system. Such lexical translation rules are
fully linguistically coded dictionary entries, with
the following features attached: part-of-speech,
inflection category, headword and possibly some
semantic tags. Table 2 displays a sample of
manually-entered entries. These entries may both
match any inflected form of the source and gen-
erate the appropriate (according to general agree-
ment rules and depending on the source analysis)
target inflection.

Motivations for adding phrasal dictionary en-
tries (compound words) are twofold: first, just as
for statistical translation models which went from
word-based to phrase-based models, it helps solve
disambiguation and non-literal translations. Sec-
ond, as the rule-based engine makes use of a syn-
tactic analysis of a source sentence, adding un-
ambiguous phrasal chunks as entries will reduce
the overall syntactic ambiguity and lead to a better
source analysis.



POS English French headword_English | headword _French
Noun college level | niveau d’études universitaires | level niveau

Adverb | on bail sous caution on sous

Verb badmouth médire de badmouth médire

Table 2: Example dictionary entries

Parallel text

2 ©

11

Word Alignment

1L

Phrase Alignment

I

Linguistic
Filtering &Coding

I

Cumul
& Additional Filtering

i

—

Bilingual Dictionary

Figure 2: Extraction pipeline: from parallel texts
to bilingual dictionary

3.1 Manual customization through

dictionary entries

The Systran system provides a dictionary coding
tool (Senellart et al., 2003). This tool allows the
manual task of coding entries to be partially au-
tomated with the use of monolingual dictionaries
and probabilistic context-free grammars, while al-
lowing the user to fine-tune it by correcting the au-
tomatic coding and/or add more features. How-
ever, this remains first of all a time-consuming
task. Moreover, it is not easy for humans to select
the best translation among a set of alternatives, let
alone assign them probabilities. Last but not least,
the beneficial effect on translation is not guaran-
teed (especially, the effect on the rule-based de-
pendency analysis).

3.2 Automatic extraction of dictionary
entries

The problem consists of selecting relevant phrase
pairs from a set, coding them linguistically and as-
sign them probabilities. The extraction setup as
depicted in figure 2) starts from a parallel cor-
pus dataset. The baseline procedure is followed
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(word alignment using GIZA++ and use of com-
mon heuristics to extract phrase pairs (Koehn et
al., 2007)) to extract phrase pairs. At this stage
the ”phrases” are plain word sequences, not nec-
essarily linguistically motivated. Some statistical
information is attached to each phrase pair: fre-
quency of the pair and lexical weights in both di-
rections. Each unique phrase pair is then pro-
cessed by our dictionary coding tool which tries
to map both word sequences to a given category.
If both sides are mapped to the same category, the
phrase pair, now lemmatized, is retained as a bilin-
gual entry. Otherwise, the candidate is excluded.
Given that a bilingual entry with a same lemma
may have various inflectional forms in corpus, we
then sum the lemma counts. Finally, in the current
setup, we only keep the most frequent translation
for each source.

For our secondary submission for English-
French, we extracted such entries from both the
News Commentary and the Europarl corpus.

3.3 Validation of dictionary entries

The coding procedure, when applied to phrase
pairs extracted from the corpus instead of man-
ually entered entries, may generate rules that do
not lead to an improved translation. Recall that
we start from an existing system and only want to
learn additional rules to adapt to the domain of the
bilingual corpus we have at our disposal.

Now the problem consists of building the opti-
mal subset from the set of candidate entries, ac-
cording to a translation evaluation metric (here,
BLEU). Unlike the Mert procedure, we would
like to do more than assign global weights for the
whole set of translation rules, but instead make a
decision for each individual phrasal rule.

As an approximate response to this problem,
we test each extracted entry individually, start-
ing from the lower n-grams to the longer (source)
chunks, following algorithm 1. This results in
dictionaries of 5k and 170k entries for the News
Commentary and the Europarl parallel corpora, re-
spectively.



System BLEU
RBMT English-French 20.48
RBMT+SPE English-French 21.90
RBMT+Extracted dictionary English-French | 20.82
RBMT German-English 15.13
RBMT+SPE German-English 17.50

Table 3: Compared results of original RBMT system,post-editing and dictionary extraction: real-cased,

untokenized NIST Bleu scores on the full newstest2009 set(%)

System nc- test2007 | newstest2009
test2007 | (eu- (news)
(news roparl)
commen-
tary)
RBMT 24.88 22.75 20.48
RBMT +Dictionary extracted from News Commentary 26.54 - 20.57
RBMT +Dictionary extracted from Europarl - 25.55 -
RBMT +Dictionary extracted from NC and Europarl, priority on NC | 26.65 - 20.82

Table 4: Results of dictionary extraction for English-French: real-cased, untokenized NIST Bleu scores

(%)

Algorithm 1 Dictionary Validation Algorithm

1: n=1
2: for n=1 to Nmax do
3:  map all n-gram entries to parallel sentences
4:  translate training corpus with current dic-
tionary
5. for each entry do
translate all relevant sentences with cur-
rent dictionary, plus this entry
7 compute BLEU scores without and with
the entry
end for
Select entries with better/worse sentences
ratio above threshold
10:  add these entries to current dictionary
11: end for
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4 Results

BLEU scores of the dictionary extraction exper-
iments for the English-French language pair and
three types of corpora are displayed in table 4.
Table 3 shows results on the news test set. Post-
editing setups were tuned on the news tuning set.

5 Conclusion and future work

We presented a few improvements to the Statisti-
cal Post Editing setup. They are part of an effort
to better integrate a linguistic, rule-based system
and the statistical correcting layer also illustrated
in (Ueffing et al., 2008). Moreover, we presented
a dictionary extraction setup which resulted in an
improvement of 2 to 3 BLEU points over the base-
line rule-based system when in-domain,as can be
seen in table 4. This however improved transla-
tion very little on the "news” domain which was
used for evaluation. We think that is a different
issue, namely of domain adaptation. In order to
push further this rule-extraction approach and ac-
cording to our previous work (Dugast et al., 2007)
(Dugast et al., 2008), the most promising would
probably be the use of alternative meanings and
a language model to decode the best translation
in such a lattice. Another path for improvement
would be to try and extract rules with more fea-




tures, such as constraints of lexical subcategoriza-
tion as they already exist in the manually entered
entries. Finally, we would like to try combining
the dictionary extraction setup with a Statistical
Post-Editing layer to see if the latter supersedes
the former.
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Abstract in Latin-1 (ISO 8859-1) encodiftgexcept for the
euro sign, which is handled specially. We did not
We describe two shared task systems and modify the SGML files used for calculating BLEU
associated experiments. The German to and METEOR scores in any way.
English system used reordering rules ap-
plied to parses and morphological split- 2.2 German Writing Reform

ting and stemming. The English to Ger-  German underwent a writing reform from tiadte
man system used an additional translation  Rechtschreibungold spelling rules/orthography)
step which recreated compound words and g theneue Rechtschreibur(gloss: new spelling

generated morphological inflection. rules/orthography) recently.  Early Europarl
. data are written using thalte Rechtschreibung
1 Introduction and hence need to be converted to theue

. . Rechtschreibungn order to match the news data,
The Institute for Natural Language Processin ol

(IfFNLP), Stuttgart, participated in the WMT-ZOOQQNT\?: tl)selr;Lhtizevrvoioersrg.b mapoing all cased vari-
shared tasks for German to English and English 9 P ymapping

to German translation with constrained systemsa nts of a particular word to a single class (such

. . . as by mapping two words which are written with
which employed morphological and syntactic pro- ) o . .

. : ue and, but are otherwise identical, to a single

cessing technigues. The systems were based on ) . . .

class). We then tried to automatically identify the

the open source Moses docoder (Koehn et al.

2007). We combined IfNLP tools for syntactic and ¢orrect variant under the writing reform for each

) . . . . class. Initially we tried the linux tooaspell but
morphological analysis (which are publicly avail- . . .

: : : found that its coverage (the recall of its lexicon)
able and widely used) with preprocessing tech-WaS noor

nigues that were successfully used by other groups . . -
g y y group We used a simple technique for finding the best

in WMT-2008, and extended these. For Englishto . £ Wi ted the E | int
German translation, we additionally performed gUanant. We separated the turoparl corpus info
ortions written using the old and new forms. We

step which recreated compound words and ene}Q
atez Vn\:olrphological inflecti%nu W g used the incidence of the wodhss(the comple-

mentizer meaninghat) and its old rules variant

1.1 Basdine dalR We used a qhunk size of 70 sentence_s to
o _ segment Europarl into old and new by counting

The baseline is the standard system supplied fofnether there were more instanceslaRor dass

the shared task. We used the default parametepgspectivew, in each chunk. We added the news

of the Moses toolkit, except for a small differenceCorpora to the new portion. For each variant we

in the generation of the word alignments, see seceounted the number of times it occurred in the

tion 3. new data and subtracted the number of times it oc-
curred in the old data; the variant with the highest

2 Improvements adjusted count was selected.

2.1 Character Normalization ILatin-1 is an 8-bit encoding which has the common ac-

. . cented characters used in Western European languages. A
We normalize both the English and German byreviewer pointed out that ISO 8859-15 has superseded 1ISO

converting all characters to their nearest equivalengss9-1.
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2.3 Reor de”ng German System . BLEU | METEOR LR
no processing 18.91 49.50 | 1.0097

German word order differs from English substan-| c+w 19.37 49.69 | 1.0067
tially. Preprocessing approaches involving the gm 313 reordering 13'(15? gcl)'ﬁ 1'8832
use of a syntactic parse of the source sentence Q:+w, new reordering 19.91 50.84 | 1.0059
change the word order to more closely match the ctw, new reordering, s/s 19.65 51.57 | 1.0093
word order of the target language have been stud -£SC”+t’VrV"',ﬁ‘§V‘3’rggﬁgemg ol 1073 5159 | 1.0062
ied by Niessen and Ney (2004), Xia and McCord as *IRSTLM quantized | 19.52 51.33 | 1.0003
(2004), Débek and Yarowsky (2004), Collins et | as*IRSTLM 19.75 51.61 | 1.0013
al. (2005), Popow and Ney (2006), Wang et al. f;;eleSTLM 21.2 quany 1952 5151 1.0095
(2007) and many others. as * RANDLM 19.67 51.73| 1.0067
To obtain a parse of each German sentence i3S " RANDLM 21.2 21.03 5196 1.0111

the training, dev and test corpora, we employed the _ )
IfNLP BitPar probabilistic parser (Schmid, 2004), T@ble 1: German to English, dev-2009b (case

using models learned from the Tiger Treebank fOIser_ls.itive), C+W.= char+word normalization, s/s =
splitting/stemming, 21.2 = larger LM

German.

Dealipg with morphplogicql productivity is im-. System BLEU | METEOR R
portant in the syntactic parsing of German. Bit-| no processing 1355 38.31] 0.9910
Par h n ianed with this in mind. FNLP’s| ¢+w (no second step) 14.11 38.27 | 0.9991

ar has bee de§g ed with this .d S c+w, s/s, second step 12.34 37.89 | 1.0338
SMOR analyzer is used for morphological analy-| (sypmitted, bug)
sis (Schmid et al., 2004). SMOR is run over a list_c+w, s/s, second step 13.05 37.94 | 1.0157

of types in each German sentence, and outputs a

list of analyses for each type, each of which corre-Table 2: English to German, dev-2009b (case
sponds to a POS tag. BitPar is limited to choosingsensitive), c+w = char+word normalization, s/s =
one of these POS tags for this type. Words whicrsplitting/stemming

SMOR fails to analyze are allowed to occur with

any POS_ tag. _ ~ The second error that we handled was &R C
We reimplemented the syntactic preprocessingsnsituents which do not have a complementizer
approach of Collins et al. (2005), with modifica- 4re reordered incorrectly. We modified the orig-

tions. Reordering rules are applied to a Germana| verb 2nd rule, so that if there is no comple-
parse tree (generated by BitPar), and focus on réqentizer in aS-RCconstituent, then the head is
ordering the words in the German clause structure, ved to the second position, see the second part

to more closely resemble English clause structuréys taple 3 for an example. Using the original rules,
The rules are applied to both the training data forne verh 2nd rule fails to fire, incorrectly leaving

the SMT system, and the input (the dev and tesfahen(gloss: have) at the end of the clause.
sets). We previously performed an error analysis

of this approach and for the work described here2.4 M orphological Decomposition

we addressed some of the shortcomings identifiegye implemented the frequency-based word split-
through the analysis. The analysis was performegng approach of Koehn and Knight (2003), and
on the Europarl dev2006 set. made modifications, including some similar to
The first error that we noticed occurring fre- those described by Stymne et al. (2008). This
quently was that some large clausal units whichye|l-known technique splits compound words. In
were labeled as subjects were being moved foraddition, we performed simple suffix elimination,
ward in the sentence. We modified the rule mOVin%_imed at removing inflection marking features
subjects forward to not apply to the constitueBts such as gender and case that are not necessary for
CS VPandCVP. See the first part of table 3 for an translation to English. We took the stem combi-
example. The phrase “dass der Balkan ist kein Genation with the highest geometric mean of the fre-
biet” is moved under the original rules, and with quencies of the stems, but following Stymne et al.
the modification is no longer movéd (2008), we restricted stems to minimum length 4,

— . _ and we allowed an extended list of infixes:n,
Note that there is an unrelated reordering error at the end di = ffi I d:
of the sentence for both BEFORE and AFTEJbt (gloss: en nen es er andien. For suiiixes, we allowed:

gives) should have moved to follosas(gloss: that). € en n, es s, emander, which is more aggressive
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INPUT | Mir ist bewusst , dass der Balkan kejn  are recomposed (along with infixes which are not
Gebiet ist , das Anlass zu Optimismu

7]

gibt . present in the simplified German form) into com-
gloss me is clear , that the Balkans not arealis ~ pound words. Second, inflection is added (e.qg.,
, that opportunity for optimism gives . case and gender agreement is handled). Both of

BEFORE | Mir dass der Balkan ist kein Gebiet ist . .
bewusst , , das Anlass zu Optimismiis ~ these processes are implemented using a Moses

gibt . system trained on a parallel corpus where the

gloss me that the Balkans is notarea is clear,  gqyrce Janguage is simplified German and the tar-
that opportunity for optimism gives .

AFTER | Mirist bewusst, dass der Balkan ist kejn get language is fully inflected German. The align-
Gebiet, das Anlass zu Optimismus gibt ~ ment is error-free as it was generated as a side

effect of the splitting and stemming process de-

gloss me is clear , that the Balkans is not area - ) . . ”
, that opportunity for optimism gives . scribed in the previous section. In translation, re-
REF I'am aware that the Balkans are notthe  ordering is not allowed, but we otherwise use stan-

most promising area for optimism .

INPUT Am 23. November 1999 hat ein Partne
schaftstag stattgefunden , an dem vigle .

von uns teilgenommen haben . 3 Experiments
gloss on 23 November 1999 have

partnership-day took-place , in which 3.1 GermantoEnglish
many of us participated have .

dard Moses settings.

=
1

Y]

BEFORE | Am 23. November 1999 ein Partne[-  We trained our German to English system on the
schaftstag hat statigefunden , an dem  .qngirgined parallel data. The English data was
teilgenommen viele von uns haben . . LT

gloss on 23 November 1999 a partnership-day ~ Processed using character normalization. The Ger-

have tO}ka-pkl]ace » in which participated ~ man data was first processed using character and
many of us have . " . .

AFTER | Am 23. November 1999 ein Pariner. ~ WOrd (writing reform) normalization.  We then
schaftstag hat stattgefunden , an dem parsed the German data using BitPar and applied

viele von uns haben teilgenommen . the modified reordering rules. After this the split-

loss on 23 November 1999 a partnership-da . . . .
g have took place . in e many P ting and stemming process was applied. Finally,
have participated . we lowercased the data.
REF A partnership day was held on 23 Word alignments were generated using Model
November 1999 , in which many of us . .
participated . 4 (Brown et al., 1993) using the multi-threaded

implementation of GIZA++ (Och and Ney, 2003;

Table 3: Differences in reordering: BEFORE is re-Gao and Vogel, 2008). We first trained Model 4

ordering using rules in (Collins et al., 2005), AF- With English as the source language, and then with
TER is our modified reordering German as the source language, resulting in two

Viterbi alignment$. The resulting Viterbi align-
_ _ ments were combined using tkBow Diag Final

than used in previous work (and therefore generanqsymmetrization heuristic (Koehn et al., 2003).
alizes more but at the same time causes Some @fje estimated a standard Moses system using de-
roneous conflation). We strippegdenandn from ¢4t settings. MERT was run until convergence
all stems (but rem_embered the most fr_equent Variysing dev-2009a (separately for each experiment).
ant, so that applying the procedure Karchturm One limitation of our German to English system
results inKirche Turm(gloss: church tower)). We i yhat we were unable to scale to the full language

store an alignment from the original German to themodeling data using SRILM (Stolcke, 2002), 5-

simplified German which we will use in the next grams and modified Kneser-Ney with no single-
section. ton deletiol. The language model in our sub-

mitted system is based on all of the available En-
glish data, but news-train08 is truncated to the first
For translation from English to German, we first 10193376 lines, meaning that we did not train on
translated from English to the simplified Germanihe remaining 11038787 lines, so we used a little

presented in the previous section, and then pelfigs than half of the data. We converted the lan-
formed an independent translation step from sim-

pIified German to fuIIy inflected German. 3We used 5 iterations of Model 1, 4 iterations of HMM
(Vogel et al., 1996) and 4 iterations of Model 4.

TWO processes are hand_led by this step. First, “SRILM failed when trained on the full data, even when a
series of stems corresponding to compound wordsachine with 32 GB RAM and 48 GB swap was used.

2.5 Morphological Generation
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guage model trained using SRILM to the binarymodel on simplified German. The second SMT
format using IRSTLM. system translates mixed case simplified German to
Experiments are presented in table 1, usingnixed case unsimplified German. The translation
BLEU (Papineni et al., 2001) and METEOR maodel is built only on the simplified German from
(Banerjee and Lavie, 2005), and we also shovihe parallel text, and the language model is trained
the length ratio (ratio of hypothesized tokens toon all German data.
reference tokens). For translation into English We present the results in table 2. METECOdRd
METEOR had superior correlation with human not correlate as well as BLEU for translation out of
rankings to BLEU at WMT 2008 (Callison-Burch English in WMT 2008. The BLEU score of our fi-
et al.,, 2008). Our submitted system had a bugal system is worse than the baseline. We had cho-
where the environment variableC_ALL was set sen to submit this system as we found it more in-
to enUSwhen creating the binarized filtered lex- teresting than submitting a vanilla system. In addi-
icalized reordering table for the test set (and fortion, the system of Stymne et al. (2008) received a
the blindtest set, but not for the dev set used fogood human evaluation despite having a relatively
MERT). This caused minor degradation, see thdow BLEU score, and we hoped we were perform-
system marked (*) for the system with the bug cor-ing similar morphological generalization. We ex-
rected. pect to be able to improve this system through er-
Each system increases in both BLEU and ME+or analysis. In an initial inspection we found case
TEOR as improvements are added. An exceptiomismatching problems between step one and step
is that splitting/stemming decreases BLEU sometwo.
what. However, we trust the METEOR results
more due to their better correlation with human

judgements. We presented our German to English system

We also compared using a different languageyhich employed character normalization, com-
model instead of the SRILM model (the bottom pensated for problems caused by the German writ-
half of table l). These used either the reduceqing reform, used modified syntactic reordering
English language modeling data or the full dataryles (in combination with morphologically aware
(21.2 M segments, marke®l.2 in the results). parsing), and employed substring-based morpho-
RANDLM (Talbot and Osborne, 2007) performs |ogical analysis. Our best system improves by
well and scaled to the full data with improvement2 46 METEOR and 1.12 BLEU over a standard
(resulting in our best overall System). IRSTLM Moses system. Our English to German sys-
(Federico and Cettolo, 2007) also performs welltem used the same two normalizations and the
but the quantized model on the 21.2 data didsybstring-based morphological analysis, and addi-
not improve over the smaller quantized mddel tionally implemented a second translation step for
IRSTLM uses an approximation of Witten-Bell recreating compound words and generating case
smoothing, our results support that this is competand gender inflection. We will improve this sys-
itive. tem in future work.

4 Conclusion

3.2 English to German

We trained our English to German system on theR€ferences

constrained parallel data. The first SMT systemSatanjeev Banerjee and Alon Lavie. 2005. METEOR:
translates from lowercased English to lowercased An automatic metric for MT evaluation with im-
simplified German, which is then recased. The Proved correlation with human judgments. Rno-

. . . ceedings of Workshop on Intrinsic and Extrinsic
syntactic reordering process is not used, but other- gy 5,ation Measures for MT and/or Summarization

wise the German data is processed identically. The at the 43th Annual Meeting of the Association of
alignment from simplified German to English is Computational Linguistics (ACL-2005\nn Arbor,
generated as described in the previous section. We Michigan.

used all of the German data to train the languag®eter F. Brown, Stephen A. Della Pietra, Vincent J.
Della Pietra, and R. L. Mercer. 1993. The mathe-

. SMtETEOR used default weights, stemming and Wordnet  matics of statistical machine translation: parameter
ynsets.

®After speaking with the authors, we plan to try IRSTLM "METEOR for this task is calculated using default
on the full data using memory mapping for binarization. weights but no Wordnet synsets.
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Abstract

We describe the LIU systems for English-
German and German-English translation
in the WMTOQ9 shared task. We focus on
two methods to improve the word align-
ment: (i) by applying Giza++ in a sec-
ond phase to a reordered training cor-
pus, where reordering is based on the
alignments from the first phase, and (ii)
by adding lexical data obtained as high-
precision alignments from a different word
aligner. These methods were studied in
the context of a system that uses com-
pound processing, a morphological se-
quence model for German, and a part-
of-speech sequence model for English.
Both methods gave some improvements to
translation quality as measured by Bleu
and Meteor scores, though not consis-
tently. All systems used both out-of-
domain and in-domain data as the mixed
corpus had better scores in the baseline
configuration.

1 Introduction

It is an open question whether improved word
alignment actually improves statistical MT. Fraser
and Marcu (2007) found that improved alignments
as measured by AER will not necessarily improve
translation quality, whereas Ganchev et al. (2008)
did improve translation quality on several lan-
guage pairs by extending the alignment algorithm.

For this year’s shared task we therefore stud-
ied the effects of improving word alignment in the
context of our system for the WMTO9 shared task.
Two methods were tried: (i) applying Giza++ in
a second phase to a reordered training corpus,
where reordering is based on the alignments from
the first phase, and (ii) adding lexical data ob-
tained as high-precision alignments from a differ-
ent word aligner. The submitted system includes

the first method in addition to the processing of
compounds and additional sequence models used
by Stymne et al. (2008). Heuristics were used
to generate true-cased versions of the translations
that were submitted, as reported in section 6.

In this paper we report case-insensitive Bleu
scores (Papineni et al., 2002), unless otherwise
stated, calculated with the NIST tool, and case-
insensitive Meteor-ranking scores, without Word-
Net (Agarwal and Lavie, 2008).

2 Baseline system

Our baseline system uses compound split-
ting, compound merging and  part-of-
speech/morphological sequence models (Stymne
et al.,, 2008). Except for these additions it is
similar to the baseline system of the workshop'.

The translation system is a factored phrase-
based translation system that uses the Moses
toolkit (Koehn et al., 2007) for decoding and train-
ing, GIZA++ for word alignment (Och and Ney,
2003), and SRILM (Stolcke, 2002) for language
models. Minimum error rate training was used to
tune the model feature weights (Och, 2003).

Tuning was performed on the news-dev2009a
set with 1025 sentences. All development test-
ing was performed on the news-dev2009b set with
1026 sentences.

2.1 Sequence model based on part-of-speech
and morphology

The translation models were factored with one ad-
ditional output factor. For English we used part-
of-speech tags obtained with TreeTagger (Schmid,
1994). For German we enriched the tags from
TreeTagger with morphological information, such
as case or tense, that we get from a commercial

'nttp://www.statmt.org/wmt09/baseline.
html

Proceedings of the Fourth Workshop on Statistical Machine Translation , pages 120-124,
Athens, Greece, 30 March — 31 March 2009. (©2009 Association for Computational Linguistics
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dependency parser.

We used the extra factor in an additional se-
quence model which can improve agreement be-
tween words, and word order. For German this
factor was also used for compound merging.

2.2 Compound processing

Prior to training and translation, compound pro-
cessing was performed using an empirical method
based on (Koehn and Knight, 2003; Stymne,
2008). Words were split if they could be split
into parts that occur in a monolingual corpus. We
chose the split with the highest arithmetic mean
of the corpus frequencies of compound parts. We
split nouns, adjectives and verbs into parts that
were content words or particles. A part had to
be at least 3 characters in length and a stop list
was used to avoid parts that often lead to errors,
such as arische (Aryan) in konsularische (con-
sular). Compound parts sometimes have special
compound suffixes, which could be additions or
truncations of letters, or combinations of these.
We used the top 10 suffixes from a corpus study
of Langer (1998), and we also treated hyphens as
suffixes of compound parts. Compound parts were
given a special part-of-speech tag that matched the
head word.

For translation into German, compound parts
were merged to form compounds, both during test
and tuning. The merging is based on the spe-
cial part-of-speech tag used for compound parts
(Stymne, 2009). A token with this POS-tag is
merged with the next token, either if the POS-tags
match, or if it results in a known word.

3 Domain adaptation

This year three training corpora were available, a
small bilingual news commentary corpus, a rea-
sonably large Europarl corpus, and a very large
monolingual news corpus, see Table 1 for details.
The bilingual data was filtered to remove sen-
tences longer than 60 words. Because the German
news training corpus contained a number of En-
glish sentences, this corpus was cleaned by remov-
ing sentences containing a number of common En-
glish words.

Based on Koehn and Schroeder (2007) we
adapted our system from last year, which was fo-
cused on Europarl, to perform well on test data

*Machinese syntax, from Connexor Oy http://www.
connexor.eu
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Corpus German English
news-commentary09 81,141
Europarl 1,331,262
news-train08 9,619,406 21,215,311

Table 1: Number of sentences in the corpora (after
filtering)

Corpus En=-De De=En
Bleu Meteor | Bleu Meteor
News com. | 12.13  47.01 | 17.21 36.08
Europarl 1292 47.27 | 1853  37.65
Mixed 12.91 4796 | 18.76  37.69
Mixed+ 14.62 4948 | 19.92  38.18

Table 2: Results of domain adaptation

from the news domain. We used the possibility
to include several translation models in the Moses
decoder by using multiple alternative decoding
paths. We first trained systems on either bilingual
news data or Europarl. Then we trained a mixed
system, with two translation models one from each
corpus, a language model from the bilingual news
data, and a Europarl reordering model. The mixed
system was slightly better than the Europarl only
system. All sequence models used 5-grams for
surface form and 7-grams for part-of-speech. All
scores are shown in Table 2.

We wanted to train sequence models on the
large monolingual corpora, but due to limited
computer resources, we had to use a lower order
for this, than on the small corpus. Thus our se-
quence models on this data has lower order than
those trained on bilingual news or Europarl, with
4-grams for surface form and 6-grams for part-
of-speech. We also used the entropy-based prun-
ing included in the SRILM toolkit, with 1078 as
a threshold. Using these sequence models in the
mixed model, called mixed+, improved the results
drastically, as shown in Table 2.

The other experiments reported in this paper are
based on the mixed+ system.

4 Improved alignment by reordering

Word alignment with Giza++ has been shown to
improve from making the source and target lan-
guage more similar, e.g., in terms of segmentation
(Ma et al., 2007) or word order.

We used the following simple procedure to im-
prove alignment of the training corpus by reorder-
ing the words in one of the texts according to the



Corpus En=-De De=En
Bleu Meteor | Bleu Meteor
Mixed+ | 14.62 4948 | 19.92 38.18
Re-Src | 14.63  49.80 | 20.54  38.86
Re-Trg | 14.51 48.62 | 20.48 38.73

Table 3: Results of reordering experiments

word order in the other language:

1. Word align the corpus with Giza++.

2. Reorder the German words according to the
order of the English words they are aligned
to. (This is a common step in approaches that
extract reordering rules for translation. How-
ever, this is not what we use it for here.)

3. Word align the reordered German and origi-
nal English corpus with Giza++.

. Put the reordered German words back into
their original position and adjust the align-
ments so that the improved alignment is pre-
served.

After this step we will have a possibly improved
alignment compared to the original Giza++ align-
ment. A phrase table was extracted from the align-
ment and training was performed as usual. The re-
ordering procedure was carried out on both source
(Re-Src) and target data (Re-Trg) and the results
of translating devtest data using these alignments
are shown in Table 3.

Compared with our baseline (mixed+), Bleu
and Meteor increased for the translation direction
German—English. Both source reordering and tar-
get reordering resulted in a 0.6 increase in Bleu.

For translation into German, source reordering
resulted in a somewhat higher Meteor score, but
overall did not seem to improve translation. Tar-
get reordering in this direction resulted in lower
scores.

It is not clear why reordering improved trans-
lation for German—English and not for English—
German. In all experiments, the heuristic sym-
metrization of directed Giza++ alignments was
performed in the intended translation direction 3.

3Our experiments show that symmetrization in the wrong
translation direction will result in lower translation quality
scores.
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5 Augmenting the corpus with an
extracted dictionary

Previous research (Callison-Burch et al., 2004;
Fraser and Marcu, 2006) has shown that includ-
ing word aligned data during training can improve
translation results. In our case we included a dic-
tionary extracted from the news-commentary cor-
pus during the word alignment.

Using a method originally developed for term
extraction (Merkel and Foo, 2007), the news-
commentary09 corpus was grammatically anno-
tated and aligned using a heuristic word aligner.
Candidate dictionary entries were extracted from
the alignments. In order to optimize the qual-
ity of the dictionary, dictionary entry candidates
were ranked according to their Q-value, a metric
specifically designed for aligned data (Merkel and
Foo, 2007). The Q-value is based on the following
statistics:

o Type Pair Frequencies (TPF), i.e. the number
of times where the source and target types are
aligned.

o Target types per Source type (TpS), i.e. the
number of target types a specific source type
has been aligned to.

e Source types per Target type (SpT), i.e. the
number of source types a specific target type
has been aligned to.

The Q-value is calculated as
Q—uazue:%. A high Q-value indi-

cates a dictionary candidate pair with a relatively
low number of translation variations. The candi-
dates were filtered using a Q-value threshold of
0.333, resulting in a dictionary containing 67287
entries.

For the experiments, the extracted dictionary
was inserted 200 times into the corpus used dur-
ing word alignment. The added dictionary entries
were removed before phrase extraction. Experi-
ments using the extracted dictionary as an addi-
tional phrase table were also run, but did not result
in any improvement of translation quality.

The results can be seen in Table 4. There was
no evident pattern how the inclusion of the dictio-
nary during alignment (DictAl) affected the trans-
lation quality. The inclusion of the dictionary pro-
duced both higher and lower Bleu scores than the



Corpus En=-De De=En
Bleu Meteor | Bleu Meteor

Mixed+ | 14.62 4948 | 19.92 38.18

DictAl | 14.73 49.39 | 18.93 37.71

Table 4: Results of domain adaptation

Corpus En=De De=-En
Mixed+ 13.31 17.47
with OOV | 13.74 17.96

Table 5: Case-sensitive Bleu scores

baseline system depending on the translation di-
rection. Meteor scores were however consistently
lower than the baseline system.

6 Post processing of out-of-vocabulary
words

In the standard systems all out-of-vocabulary
words are transferred as is from the translation in-
put to the translation output. Many of these words
are proper names, which do not get capitalized
properly, or numbers, which have different for-
matting in German and English. We used post-
processing to improve this.

For all unknown words we capitalized either the
first letter, or all letters, if they occur in that form
in the translation input. For unknown numbers
we switched between the German decimal comma
and the English decimal point for decimal num-
bers. For large numbers, English has a comma
to separate thousands, and German has a period.
These were also switched. This improved case-
sensitive Bleu scores in both translation directions,
see Table 5.

7 Submitted system

For both translation directions De-En and En-De
we submitted a system with two translation mod-
els trained on bilingual news and Europarl. The
alignment was improved by using the reordering
techniques described in section 4. The systems
also use all features described in this paper except
for the lexical augmentation (section 5) which did
not result in significant improvement. The results
of the submitted systems on devtest data are bold-
faced in Table 3.
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Corpus En=De De=-En
All 14.63 20.54
En-De orig. | 19.93 26.82
Other set 11.66 16.17

Table 6: Bleu scores for the reordered systems on
two sections of development set news-dev2009b.
NIST scores show the same distribution.

8 Results on two sections of devtest data

Comparisons of translation output with reference
translations on devtest data showed some surpris-
ing differences, which could be attributed to cor-
responding differences between source and refer-
ence data. The differences were not evenly dis-
tributed but especially frequent in those sections
where the original language was something other
than English or German. To check the homogene-
ity of the devtest data we divided it into two sec-
tions, one for documents of English or German
origin, and the other for the remainder. It turned
out that scores were dramatically different for the
two sections, as shown in Table 6.

The reason for the difference is likely to be that
only the En-De set contains source texts and trans-
lations, while the other section contains parallel
translations from the same source. This suggests
that it would be interesting to study the effects of
splitting the training corpus in the same way be-
fore training.

9 Conclusion

The results of augmenting the training corpus with
an extracted lexicon were inconclusive. How-
ever, the alignment reordering improved transla-
tion quality, especially in the De-En direction.
The result of these reordering experiments indi-
cates that better word alignment quality will im-
prove SMT. The reordering method described in
this paper also has the advantage of only requir-
ing two runs of Giza++, no additional resources or
training is necessary to get an improved alignment.
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Abstract

We describe two systems for English-to-
Czech machine translation that took part
in the WMTO9 translation task. One of
the systems is a tuned phrase-based system
and the other one is based on a linguisti-
cally motivated analysis-transfer-synthesis
approach.

1

We participated in WMTQ9 with two very dif-
ferent systems:

Introduction

abokrtsky}l@fal .nff.cuni.cz
st@mtfyz.cz

2.2 Parallel Data

As the source of parallel data we use an internal
release of Czech-English parallel corpus CzEng
(Bojar et al., 2008) extended with some additional
texts. One of the added sections was gathered
from two major websites containing Czech sub-
titles to movies and TV seriés The matching of
the Czech and English movies is rather straight-
forward thanks to the naming conventions. How-
ever, we were unable to reliably determine the se-
ries number and the episode number from the file
names. We employed a two-step procedure to au-

(1) a phrase-based MT basetbmatically pair the TV series subtitle files. For

on Moses (Koehn et al., 2007) and tuned forevery TV series:

English—Czech translation, and (2) a complex
system in the TectoMT platformz@bokrtsky et
al., 2008).

2 Data

2.1 Monolingual Data
Our Czech monolingual data consist of (1)

the Czech National Corpus (CNC, versions

SYN200[056], 72.6%, Kocek et al. (2000)), (2)

a collection of web pages downloaded by Pavel
Pecina (Web, 17.1%), and (3) the Czech mono-

lingual data provided by WMTO09 organizers

1. We clustered the files on both sides to remove
duplicates

. We found the best matching using a provi-
sional translation dictionary. This proved to
be a successful technique on a small sample
of manually paired test data. The process was
facilitated by the fact that the correct pairs of
episodes usually share some named entities
which the human translator chose to keep in
the original English form.

Table 2 lists parallel corpus sizes and the distri-

(10.3%). Table 1 lists sentence and token countbution of text domains.

(see Section 2.3 for the explanation of a- and t-

layer).
Sentences 52 M
with nonempty t-layer 51 M
a-nodes (i.e. tokens) 09G
t-nodes 06G

Table 1: Czech monolingual training data.

English Czech

Sentences 6.91 M
with nonempty t-layer 6.89 M
a-nodes (i.e. tokens) 61M 50M
t-nodes 41M 33M
Distribution: [%] | [%0]
Subtitles 68.2| Novels 3.3
Software Docs 17.0 Commentaries/News 1.5
EU (Legal) Texts 9.5| Volunteer-supplied 0.4

* The work on this project was supported by the grants Table 2: Czech-English data sizes and sources.

MSM0021620838, 1ET201120505, 1ET101120503, GAUK
52408/2008, MMT CR LC536 and FP6-IST-5-034291-STP
(EuroMatrix).

www. opensubtitles. organdtitul ky. com

Proceedings of the Fourth Workshop on Statistical Machine Translation , pages 125-129,
Athens, Greece, 30 March — 31 March 2009. (©2009 Association for Computational Linguistics
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2.3 Data Preprocessing using TectoMT also uses word alignment generated from surface
platform: Analysis and Alignment shapes of sentences by GIZA++ tool, Och and Ney

As we believe that various kinds of linguistically (2003). We use acquired aligned tectogrammatical

relevant information might be helpful in MT, we trees for training some models for the transfer.

performed automatic analysis of the data. The As analysis of such amounts of data is obvi-

data were analyzed using the layered annotatioﬂUSIy computationally very demanding, we run it

scheme of the Prague Dependency Treebank 28 parallel using Sun Grid Engirecluster of 40
-CPU computers. For this purpose, we imple-

(PDT 2.0, Hajic and others (2006)), i.e. we use ted h ic tool that submit T
three layers of sentence representation: morphcmen €d a rather generic tool that submits any fec-

logical layer, surface-syntax layer (called analyti-tOMT pipeline to the cluster.
cal (a-) Iay_er), and deep-syntax layer (called tec3  Esctored Phrase-Based MT
togrammatical (t-) layer).

The analysis was implemented using TectoMTWe essentially repeat our experiments from last
(Zabokrtsky et al., 2008). TectoMT is a highly Year (Bojar and Hajic, 2008): GIZA++ align-
modular software framework aimed at creatingMents on a-layer lemmas (a-layer nodes corre-
MT systems (focused, but by far not limited to spond 1-1 to surface tokens), symmetrized using
translation using tectogrammatical transfer) and@row-diag-final (no -and) heurisfic
other NLP applications. Numerous existing NLP  Probably due to the domain difference (the test
tools such as taggers, parsers, and named enti§ft is news), including Subtitles in the parallel data
recognizers are already integrated in TectoMT, es@nd Web in the monolingual data did not bring any
pecially for (but again, not limited to) English and improvement that would justify the additional per-
Czech. formance costs. For most of the phrase-based ex-

During the analysis of the large Czech mono-Periments, we thus used only 2.2M parallel sen-
lingual data, we used Jan Hajit’s Czech tagge;ences (27M Czech and 32M English tokens) and

shipped with PDT 2.0, Maximum Spanning Tree#3M Czech sentences (694 M tokens).
parser (McDonald et al., 2005) with optimized set /" Table 3 below, we report the scores for the
of features as described in Novak atabokrtsky  following setups selected from about 50 experi-

(2007), and a tool for assigning functors (semanMeNts we ran in total:

tic roles) from Klimes (2006), and numerous otheryioses Tis a simple phrase-based translation (T)
components of our own (e.g. for conversion of an-  ith no additional factors. The translation is
alytical trees into tectogrammatical ones). performed on truecased word forms (i.e. sen-

In the parallel data, we analyzed the Czech side  tence capitalization removed unless the first
using more or less the same scenario as used for \yord seems to be a name). The 4-gram lan-

the monolingual data. English sentences were an- guage model is based on the 43M sentences.
alyzed using (among other tools) Morce tagger
Spoustova et al. (2007) and Maximum SpanningMoses T+C is a factored setup with form-to-form
Tree parsef. translation (T) and target-side morphological
The resulting deep syntactic (tectogrammatical) ~ coherence check following Bojar and Hajic
Czech and English trees are then aligned using T-  (2008). The setup uses two language mod-
aligner—a feature based greedy algorithm imple- ~ €ls: 4-grams of word forms and 7-grams of
mented for this purpose (Maretek et al., 2008). T-  morphological tags.

a!lgner finds corrgspondmg nodes bgtyveen the WRloses T+C+C&T+T+G 84k isa setup desirable
given trees and links them. For deciding whether from the linguistic point of view. Two in-

0 t')'.?.k tWOI ?oc_jes or fntot, tT-allgner ;nalfels use of dependent translation paths are used: (1)
a briingual lexicon ot tectogrammatical lemmas, form—form translation with two target-side

(rjr?gr[;)hos%ntacilr(]: §|m|la'rt|jues pet}[?’]ee:[n the twg C?: i checks (lemma and tag generated from the
\date nodes, their positions In the trees and other target-side form) as a fine-grained baseline

similarities between their parent/child nodes. It
Shttp: // gri dengi ne. sunsour ce. net/

2In some previous experiments (&gbokrtsky et al. “Default settings, IBM models and iterations:3°43.
(2008)), we used phrase-structure parser Collins (1998) wi SLater, we found out that the grow-diag-final-and heuris-
subsequent constituency-dependency conversion. tic provides insignificantly superior results.
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with the option to resort to (2) an independent One of the steps in the analysis of English is
translation of lemmalemma and tagrtag named entity recognition using Stanford Named
finished by a generation step that combinesEntity Recognizer (Finkel et al., 2005). The nodes
target-side lemma and tag to produce the fiin the English t-layer are grouped according to the
nal target-side form. detected named entities and they are assigned the
We use three language models in this setuﬂ)yp_e _of entity. (Io_cation, person, or organization).
(3-grams of forms, 3-grams of lemmas, and ' his mformatlon is preserved in the transfer of the
10-grams of tags). deep English trees to the deep Czech trees to al-

. _ low for the appropriate capitalization of the Czech
Due to the increased complexity of the setupransiation.

we were able to train this model on 84k par-
allel sentences only (the Commentaries sec4.2 Transfer
tion) and we use the target-side of this smallrpg transfer phase consists of the following steps:
training data for language models, too.
¢ Initiate the target-side (Czech) t-trees sim-

For all the setups we perform standard MERT
training on the provided development $et.

4 Translation Setup Based on
Tectogrammatical Transfer

In this translation experiment, we follow the tradi-
tional analysis-transfer-synthesis approach, using ¢
the set of PDT 2.0 layers: we analyze the input
English sentence up to the tectogrammatical layer
(through the morphological and analytical ones),
then perform the tectogrammatical transfer, and
then synthesize the target Czech sentence from its
tectogrammatical representation. The whole pro-
cedure consists of about 80 steps, so the following o
description is necessarily very high level.

4.1 Analysis

Each sentence is tokenized (roughly according to
the Penn Treebank conventions), tagged by the En-
glish version of the Morce tagger Spoustova et al.
(2007), and lemmatized by our lemmatizer. Then
the dependency parser (McDonald et al., 2005) is e
applied. Then the analytical trees resulting from
the parser are converted to the tectogrammatical
ones (i.e. functional words are removed, only
morphologically indispensable categories are left
with the nodes using a sequence of heuristic proce-
dures). Unlike in PDT 2.0, the information about
the original syntactic form is stored with each t-
node (values such as i nf for an infinitive verb
form, v: si nce+fi n for the head of a subor-
dinate clause of a certain typadj : attr for

an adjective in attribute positiom,: f or +X for a

given prepositional group are distinguished). 43

5We used the full development set of 2k sentences for.
“Moses T” and a subset of 1k sentences for the other two
setups due to time constraints.
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The transfer
syntactico-semantical tree structure.

ply by “cloning” the source-side (English) t-
trees. Subsequent steps usually iterate over
all t-nodes. In the following, we denote a
source-side t-node &@and the correspond-
ing target-side node a&

Translate formemes using
two probabilistic dictionaries
(p(T.formeméS.formemeS. parent.lemmpa

and p(T.formemé¢S.formemp and a few
manual rules. The formeme translation
probability estimates were extracted from a
part of the parallel data mentioned above.

Translate lemmas using a probabilistic dictio-
nary ((T.lemmaS.lemmg) and a few rules
that ensure compatibility with the previously
chosen formeme. Again, this probabilistic
dictionary was obtained using the aligned
tectogrammatical trees from the parallel cor-
pus.

Fill the grammatemes (deep-syntactic equiv-
alent of morphological categoriegjender
(for denotative nouns) araspect(for verbs)
according to the chosen lemma. We also
fix grammateme values where the English-
Czech grammateme correspondence is non-
trivial (e.g. if an English gerund expression is
translated to Czech as a subordinating clause,
thetensegrammateme has to be filled). How-
ever, the transfer of grammatemes is defi-
nitely much easier task than the transfer of
formemes and lemmas.

Synthesis

step yields an abstract deep
Firstly,



we derive surface morphological categoriess Experimental Results and Discussion

from their deep counterparts taking care of their ble 3 | BLEU and NIST
agreement where appropriate and we also remov-ga e 3 reports lowercase an Scores

personal pronouns in subject positions (becausgnd prellmlnar_y manual ranks of our ;u'bm!ssm_ns
Czech is a pro-drop language). in contrast with other systems participating in

To arrive at the surface tree structure, auin-Er‘_gl_'Sh_>(:zeCh translation, as evaluated on the
fficial WMTO9 unseen test set. Note that auto-

iary nodes of several types are added, including?i] i X )
atic metrics are known to correlate quite poorly

1) reflexive particles, (2) prepositions, (3) subor- """ ) )
@) P (2) prep @) with human judgements, see the best ranking but

dinating conjunctions, (4) modal verbs, (5) ver-“I ing” PC T | hi d al
bal auxiliaries, and (6) punctuation nodes. Also,. OWEr scoring ranslator this year and also
in Callison-Burch et al. (2008).

grammar-based node ordering changes (imple

mented by rules) are performed: e.g. if an English system BLEU NIST  Rank

possessive attribute is translated using Czech gen-Moses T 1424 5175 -3.02(4)

itive, it is shifted into post-modification position. gggg%ﬂc 11335%6 4591610 2823
After finishing the inflection of nouns, verbs, . of Edinburgh 1355 5039 -3.24(5)

adjectives and adverbs (according to the values of Moses T+C+C&T+T+G 84k 10.01  4.360 -
morphological categories derived from agreement Egr%trr::sﬁor 88:22 jggé 22731(1()2)
etc.), prepositions may need to be vocalized: the TectoMT 07.29 4.173 -3.35(6)
vowel -e or -u is attached to the preposition if the
pronunciation of prepositional group would be dif- Table 3: Automatic scores and preliminary human
ficult otherwise. rank for English—~Czech translation. Systems in
After the capitalization of the beginning of each italics are provided for comparison only. Best re-
sentence (and each named entity instance), we obults in bold.

tain the final translation by flattening the surface

tree. Unfortunately, this preliminary evaluation sug-
o _ gests that simpler models perform better, partly
4.4 Preliminary Error Analysis because it is easier to tune them properly both

According to our observations most errors happefrom computational point of view (e.g. MERT
during the transfer of lemmas and formemeshot stable and prone to overfitting with more fea-
Usually, there are acceptable translations ofures), as well as from software engineering point
lemma and formeme in respective n-best list®f view (debugging of complex pipelines of tools
but we fail to choose the best one. The sceis demanding). Moreover, simpler models run
nario described in Section 4.2 uses quite daster: “Moses T" with 12 sents/minute is 4.6
primitive transfer algorithm where formemes times faster than “Moses T+C”. (Note that we have
and lemmas are translated separately in twa#ot tuned either of the models for speed.)

steps. We hope that big improvements could While “Moses T” is probably nearly identical
be achieved with more sophisticated algo-setup as Google and Univ. of Edinburgh use,
rithms (optimizing the probability of the whole the knowledge of correct language-dependent to-
tree) and smoothed probabilistic models (suctkenization and the use of relatively high quality
as p(T.lemmaS.lemmaT.parentlemma and large language model data seems to bring moder-
p(T.formeméS.formemgT.lemmaT.parent.lemmp. ate improvements.

Other common errors include: _
6 Conclusion
e Analysis: parsing (especially coordinations
are problematic with McDonald'’s parser). ~ We described our experiments with a complex lin-

guistically motivated translation system and vari-
e Transfer: the translation of idioms and col- ous (again |inguistica”y_motivated) setups of fac-
locations, including named entities. In thesetored phrase-based translation. An automatic eval-
cases, the classical transfer at the t-layegation seems to suggest that simpler is better, but
is not appropriate and utilization of some \ye are well aware that a reliable judgement comes
phrase-based MT would help. only from human annotators.

e Synthesis: reflexive particles, word order. "For “Moses T+C+C&T+T+G”, we observed BLEU
scores on the test set varying by up to five points absolute
for various weight settings yielding nearly identical det s
scores.
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Abstract 2.1 Bilingual data

The latest version of the French/English Europarl
and news-commentary corpus were used. We re-
alized that the first corpus contains parts with for-
eign languages. About 1200 such lines were ex-
cluded! Additional bilingual corpora were avail-
able, namely the Canadian Hansard corpus (about
68M English words) and an UN corpus (about
198M English words). In several initial exper-
iments, we found no evidence that adding this
data improves the overall system and they were
not used in the final system, in order to keep
the phrase-table small. We also performed ex-
periments with the provided so-called bilingual
French/English Gigaword corpus (575M English
This paper describes the machine translation sysvords in release 3). Again, we were not able
tems developed by the Computer Science laboto achieve any improvement by adding this data
ratory at the University of Le Mans (LIUM) for to the training material of the translation model.
the 2009 WMT shared task evaluation. This workThese findings are somehow surprising since it
was performed in cooperation with the companywas eventually believed by the community that
SYSTRAN. We only consider the translation be-adding large amounts of bitexts should improve
tween French and English (in both directions).the translation model, as it is usually observed for
The main differences to the previous year's systenthe language model (Brants et al., 2007).
(Schwenk et al., 2008) are as follows: better us- In addition to these human generated bitexts,
age of SYSTRAN's bilingual dictionary in the sta- we also integrated a high quality bilingual dictio-
tistical system, less bilingual training data, addi-nary from SYSTRAN. The entries of the dictio-
tional language model training dataefvs-train08 nary were directly added to the bitexts. This tech-
as distributed by the organizers), usage of comnique has the potential advantage that the dictio-
parable corpora to improve the translation modelpary words could improve the alignments of these
and development of a statistical post-editing syswords when they also appear in the other bitexts.
tem (SPE). These different components are deHowever, it is not guaranteed that multi-word ex-

This paper describes the development of
several machine translation systems for
the 2009 WMT shared task evaluation.
We only consider the translation between
French and English. We describe a sta-
tistical system based on the Moses de-
coder and a statistical post-editing sys-
tem using SYSTRAN's rule-based system.
We also investigated techniques to auto-
matically extract additional bilingual texts

from comparable corpora.

1 Introduction

scribed in the following. pressions will be correctly aligned by GIZA++
and that only meaningful translations will actually
2 Used Resources appear in the phrase-table. A typical example is

In the frame work of the 2009 WMT shared trans_flre_e_nglne — camion de pompierfor which the
individual constituent words are not good trans-

lation task many resources were made <"lvaiIableiations of each other. The use of a dictionary to

The following sections describe how they were. . .
) : improve an SMT system was also investigated by
used to train the translation and language models

of the systems. Lines 580934-581316 and 599839-600662.

Proceedings of the Fourth Workshop on Statistical Machine Translation , pages 130-134,
Athens, Greece, 30 March — 31 March 2009. (©2009 Association for Computational Linguistics
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French English
Gigaword translations
used as queries parallel

per day articles

SMT 10

candidate sentence pairs sentences with parallel
extra words at ends sentences

\ length =

comparison . =

Q_. + tail =
number / table: — -
174M words remfving removal =
/ e =

I D 10.3M words 9.3M words
133M words

+-5 day articles
from English Gigaword

Figure 1: Architecture of the parallel sentence extractigstem (Rauf and Schwenk, 2009).

(Brown et al., 1993). word error rate is described in detail in (Rauf and
In comparison to our previous work (Schwenk Schwenk, 2009).

et al., 2008), we also included all verbs in the

Frenchsubjonctifandpas simpletense. In fact, 2-3 Monolingual data

those tenses seem to be frequently used in newshe French and English target language models
material. In total about 10,000 verbs, 1,500 adjecwere trained on all provided monolingual data. We
tives/adverbs and more than 100,000 noun formgealized that thenews-trainO8corpora contained
were added. some foreign texts, in particular in German. We
tried to filter those lines using simple regular ex-

_ _ pressions. We also discarded lines with a large
Available human translated bitexts such as the UN;gction of numerical expressions. In addition

and the Hansard corpus seem to be out-of domaifpcs Gigaword collection, the Hansard corpus

for thi_s task, as mentioned above. Therefore, W&nd the UN corpus were used for both languages.
investigated a new method to automatically extracking|ly, about 30M words crawled from the WEB

and align parallel sentences from comparable ingere used for the French LM. All this data pre-
domain corpora. In this work we used the AFP 5164 the evaluation period.

news texts since there are available in the French
and English LDC Gigaword corpora. 2.4 Development data

The general architecture of our parallel sentenc%” development was done arews-dev2009and

extraction system is shown in flgure_ 1. we f'.rStnews-dev2009lwas used as internal test set. The
translate 174M words from French into English .
default Moses tokenization was used. All our

using an SMT system. These English sentences " . )
. . models are case sensitive and include punctuation.
are then used to search for translations in the E

"he BLEU scores reported in this paper were cal-

glish AFP texf[s of the Gl_gaword COTPUS USING IN- . 5ted with the NIST tool and are case sensitive.
formation retrieval techniques. The Lemur toolkit

(Ogilvie and Callan, 2001) was used for this pur-g Language Modeling

pose. Search was limited to a window-b6 days

of the date of the French news text. The retrieved.anguage modeling plays an important role in
candidate sentences were then filtered using th8MT systems. 4-gram back-off language models
word error rate with respect to the automatic trans{LM) were used in all our systems. The word list
lations. In this study, sentences with an error rateeontains all the words of the bitext used to train
below 32% were kept. Sentences with a largehe translation model and all words that appear at
length difference (French versus English) or condeast ten times in theews-trainO8corpus. Sep-
taining a large fraction of numbers were also dis-arate LMs were build on each data source with
carded. By these means, about 9M words of adthe SRI LM toolkit (Stolcke, 2002) and then lin-
ditional bitexts were obtained. An improved ver- early interpolated, optimizing the coefficients with
sion of this algorithm using TER instead of the an EM procedure. The perplexities of these LMs

2.2 Use of Comparable corpora
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| Corpus | # Frwords| Dev09a| Dev09b| Test09]

SMT system

Eparl+NC 46.5M 22.44 | 22.38 | 25.60
Eparl+NC+dict 48.5M 22.60 | 22.55 | 26.01
Eparl+NC+dict+AFP| 57.8M 22.82 | 22.63 | 26.18
SPE system

SYSTRAN - 17.76 | 18.13 | 19.98
Eparl+NC 45.5M 22.84 | 22.59% | 25.59
Eparl+NC+AFP 54.4M 22.72 | 21.96 | 25.40

Table 1: Case sensitive NIST BLEU scores for the FrenchiEimglystems. “NC” denotes the news-
commentary bitexts, “dict” SYSTRAN's bilingual dictionaand "AFP” the automatically aligned news
texts ¢=primary,”=contrastive system)

are given in Table 2. Adding the navews-train08 The system is based on the Moses SMT toolkit
monolingual data had an important impact on thgKoehn et al., 2007) and constructed as follows.
quality of the LM, even when the Gigaword data First, word alignments in both directions are cal-
is already included. culated. We used a multi-threaded version of the
GIZA++tool (Gao and Vogel, 2008) This speeds

up the process and corrects an error of GIZA++

\ Data | French| English |

Vocabulary size| 407k | 299k that can appear with rare words. This previously
Eparl+news| 248.8 | 416.7 caused problems when adding the entries of the
+ LDC Gigaword | 142.2 | 194.9 bilingual dictionary to the bitexts.
+ Hansard and UN 137.5 | 187.5 Phrases and lexical reorderings are extracted us-
news-train08 along 165.0 | 245.9 ing the default settings of the Moses toolkit. The
all | 120.6 | 174.8 parameters of Moses are tunedr@ws-dev2009a

sing the cmert tool. The basic architecture of
he system is identical to the one used in the
2008 WMT evaluation (Schwenk et al., 2008),
but we did not use two pass decoding antest
4  Architecture of the SMT system list rescoring with a continuous space language
- . . model.

The goal of statistical machine translation (SMT) The results of the SMT systems are summarized
IS to producle a tarélget senteneefrom a Source i, the upper part of Table 1 and 3. The dictionary
sintencef - tis tlo ay cor_nmoI? prr]actlce Ito ;058 and the additional automatically produced AFP bi-
phrases as translation units (Koehn et al., e‘texts achieved small improvements when translat-

Och and .Ney, 2003) and a log linear fram_e\{vork Ining from French to English. In the opposite trans-
order t‘? introduce several models explaining thqation direction, the systems that include the addi-
translation process: tional AFP texts exhibit a bad generalisation be-
e* = argmaxp(e|f) havior. We provide also the performance of the
_ o different systems on the official test set, calculated
- e meax{exp(zi: Aihile, £} (D) after the evaluation. In most of the cases, the ob-
served improvements carry over on the test set.

Table 2: Perplexities on the development data o
various language models.

The feature functiong; are the system models
gn_d the\; weights are t_ypically optimized to max- 5 Architecture of the SPE system

imize a scoring function on a development set o -

(Och and Ney, 2002). In our system fourteenDuring the last years statistical post-editing sys-
features functions were used, namely phrase ari§ms have shown to achieve very competitive per-
lexical translation probabilities in both directions, formance (Simard et al,, 2007; Dugast et al,
seven features for the lexicalized distortion model2007). The main idea of this techniques is to use
aword and a phrase penalty and a target language 2tne source is available dittp:/mww.cs.cmu.

model (LM). edu/ ~ ging/
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| Corpus | # En words| Dev09a| Dev09b| Test09]

SMT system

Eparl+NC 41.6M 21.89 | 21.78 23.80
Eparl+NC+dict 44.0M 22.28 | 22.35% | 24.13
Eparl+NC+dict+AFP| 51.7M 22.21 | 21.43 23.88
SPE system

SYSTRAN - 18.68 | 18.84 20.29
Eparl+NC 44.2M 23.03 | 23.15 24.36
Eparl+NC+AFP 53.3M 2295 | 23.15 24.62

Table 3: Case sensitive NIST BLEU scores for the Englismétnesystems. “NC” denotes the news-
commentary bitexts, “dict” denotes SYSTRAN's bilingualctibnary and “AFP” the automatically
aligned news texts €primary, #=contrastive system)

an SMT system to correct the errors of a rule-sources were available (Canadian Hansard, UN
based translation system. In this work, SYSTRANor WEB data). Eventually these corpora are too
server version 6, followed by an SMT systemnoisy or out-of-domain. On the other hand, the
based on Moses were used. The post-editing sysategration of a high quality bilingual dictionary
tems uses exactly the same language models thavas helpful, as well as the automatic alignment of
the above described stand-alone SMT systemsiews texts from comparable corpora.
The translation model was trained on the Europarl, Future work will concentrate on the integration
the news-commentary and the extracted AFP bief previously successful techniques, in particu-
texts. The results of these SPE systems are sunfar continuous space language models and lightly-
marized in the lower part of Table 1 and 3. SYS-supervised training (Schwenk, 2008). We also be-
TRAN's rule-based system alone already achievelieve that the tokenization could be improved, in
remarkable BLEU scores although it was not op-particular for the French sources texts. Numbers,
timized or adapted to this task. This could be sig-dates and other numerical expressions could be
nificantly improved using statistical post-editing. translated by a rule-based system.
The additional AFP texts were not useful when System combination has recently shown to pro-
translating form French to English, but helped tovide important improvements of translation qual-
improve the generalisation behavior for the En-ity. We are currently working on a combination of
glish/French systems. the SMT and SPE system. It may be also interest-
When translating from English to French (Ta-ing to add a third (hierarchical) MT system.
ble 3), the SPE system is clearly better than the
carefully optimized SMT system. Consequently,” Acknowledgments

it was submitted as primary system and the SMTrhjs work has been partially funded by the French
system as contrastive one. Government under the projecN$TAR (ANR
JCJC06143038) and the by the Higher Education
Commission, Pakistan through the HEC Overseas

We described the development of two comple-Scholarship 2005.
mentary machine translation systems for the 2009
WMT shared translation task: an SMT and an SPE
system. The last one is based on SYSTRAN's
rule-based system. Interesting findings of this re-
search include the fact that the SPE system out-
performs the SMT system when translating into
French. This system has also obtained the best
scores in the human evaluation.

With respect to the SMT system, we were
not able to improve the translation model by
adding large amounts of bitexts, although different

6 Conclusion and discussion
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Abstract

We describe Joshua, an open source
toolkit for statistical machine transla-
tion. Joshua implements all of the algo-
rithms required for synchronous context
free grammars (SCFGs): chart-parsing, n-
gram language model integration, beam-
and cube-pruning, and k-best extraction.
The toolkit also implements suffix-array
grammar extraction and minimum error
rate training. It uses parallel and dis-
tributed computing techniques for scala-
bility. We demonstrate that the toolkit
achieves state of the art translation per-
formance on the WMTO09 French-English
translation task.

1 Introduction

Large scale parsing-based statistical machine
translation (e.g., Chiang (2007), Quirk et al.
(2005), Galley et al. (2006), and Liu et al. (2006))
has made remarkable progress in the last few
years. However, most of the systems mentioned
above employ tailor-made, dedicated software that
is not open source. This results in a high bar-
rier to entry for other researchers, and makes ex-
periments difficult to duplicate and compare. In
this paper, we describe Joshua, a general-purpose
open source toolkit for parsing-based machine
translation, serving the same role as Moses (Koehn
et al., 2007) does for regular phrase-based ma-
chine translation.

Our toolkit is written in Java and implements
all the essential algorithms described in Chiang
(2007): chart-parsing, n-gram language model in-
tegration, beam- and cube-pruning, and k-best ex-
traction. The toolkit also implements suffix-array
grammar extraction (Lopez, 2007) and minimum
error rate training (Och, 2003). Additionally, par-
allel and distributed computing techniques are ex-
ploited to make it scalable (Li and Khudanpur,

2008b). We have also made great effort to ensure
that our toolkit is easy to use and to extend.

The toolkit has been used to translate roughly
a million sentences in a parallel corpus for large-
scale discriminative training experiments (Li and
Khudanpur, 2008a). We hope the release of the
toolkit will greatly contribute the progress of the
syntax-based machine translation research.!

2 Joshua Toolkit

When designing our toolkit, we applied general
principles of software engineering to achieve three
major goals: Extensibility, end-to-end coherence,
and scalability.

Extensibility: The Joshua code is organized
into separate packages for each major aspect of
functionality. In this way it is clear which files
contribute to a given functionality and researchers
can focus on a single package without worrying
about the rest of the system. Moreover, to mini-
mize the problems of unintended interactions and
unseen dependencies, which is common hinder-
ance to extensibility in large projects, all exten-
sible components are defined by Java interfaces.
Where there is a clear point of departure for re-
search, a basic implementation of each interface is
provided as an abstract class to minimize the work
necessary for new extensions.

End-to-end Cohesion: There are many compo-
nents to a machine translation pipeline. One of the
great difficulties with current MT pipelines is that
these diverse components are often designed by
separate groups and have different file format and
interaction requirements. This leads to a large in-
vestment in scripts to convert formats and connect
the different components, and often leads to unten-
able and non-portable projects as well as hinder-

"The toolkit can be downloaded at http://www.
sourceforge.net/projects/joshua, and the in-
structions in using the toolkit are at http://cs. jhu.
edu/~ccb/joshua.
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ing repeatability of experiments. To combat these
issues, the Joshua toolkit integrates most critical
components of the machine translation pipeline.
Moreover, each component can be treated as a
stand-alone tool and does not rely on the rest of
the toolkit we provide.

Scalability: Our third design goal was to en-
sure that the decoder is scalable to large models
and data sets. The parsing and pruning algorithms
are carefully implemented with dynamic program-
ming strategies, and efficient data structures are
used to minimize overhead. Other techniques con-
tributing to scalability includes suffix-array gram-
mar extraction, parallel and distributed decoding,
and bloom filter language models.

Below we give a short description about the
main functions implemented in our Joshua toolkit.

2.1 Training Corpus Sub-sampling

Rather than inducing a grammar from the full par-
allel training data, we made use of a method pro-
posed by Kishore Papineni (personal communica-
tion) to select the subset of the training data con-
sisting of sentences useful for inducing a gram-
mar to translate a particular test set. This method
works as follows: for the development and test
sets that will be translated, every n-gram (up to
length 10) is gathered into a map WV and asso-
ciated with an initial count of zero. Proceeding
in order through the training data, for each sen-
tence pair whose source-to-target length ratio is
within one standard deviation of the average, if
any n-gram found in the source sentence is also
found in VW with a count of less than k, the sen-
tence is selected. When a sentence is selected, the
count of every n-gram in W that is found in the
source sentence is incremented by the number of
its occurrences in the source sentence. For our
submission, we used & = 20, which resulted in
1.5 million (out of 23 million) sentence pairs be-
ing selected for use as training data. There were
30,037,600 English words and 30,083,927 French
words in the subsampled training corpus.

2.2 Suffix-array Grammar Extraction

Hierarchical phrase-based translation requires a
translation grammar extracted from a parallel cor-
pus, where grammar rules include associated fea-
ture values. In real translation tasks, the grammars
extracted from large training corpora are often far
too large to fit into available memory.
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In such tasks, feature calculation is also very ex-
pensive in terms of time required; huge sets of
extracted rules must be sorted in two directions
for relative frequency calculation of such features
as the translation probability p(f|e) and reverse
translation probability p(e|f) (Koehn et al., 2003).
Since the extraction steps must be re-run if any
change is made to the input training data, the time
required can be a major hindrance to researchers,
especially those investigating the effects of tok-
enization or word segmentation.

To alleviate these issues, we extract only a sub-
set of all available rules. Specifically, we follow
Callison-Burch et al. (2005; Lopez (2007) and use
a source language suffix array to extract only those
rules which will actually be used in translating a
particular set of test sentences. This results in a
vastly smaller rule set than techniques which ex-
tract all rules from the training set.

The current code requires suffix array rule ex-
traction to be run as a pre-processing step to ex-
tract the rules needed to translate a particular test
set. However, we are currently extending the de-
coder to directly access the suffix array. This will
allow the decoder at runtime to efficiently extract
exactly those rules needed to translate a particu-
lar sentence, without the need for a rule extraction
pre-processing step.

2.3 Decoding Algorithms”

Grammar formalism: Our decoder assumes a
probabilistic synchronous context-free grammar
(SCFG). Currently, it only handles SCFGs of the
kind extracted by Heiro (Chiang, 2007), but is eas-
ily extensible to more general SCFGs (e.g., (Gal-
ley et al., 2006)) and closely related formalisms
like synchronous tree substitution grammars (Eis-
ner, 2003).

Chart parsing: Given a source sentence to de-
code, the decoder generates a one-best or k-best
translations using a CKY algorithm. Specifically,
the decoding algorithm maintains a chart, which
contains an array of cells. Each cell in turn main-
tains a list of proven items. The parsing process
starts with the axioms, and proceeds by applying
the inference rules repeatedly to prove new items
until proving a goal item. Whenever the parser
proves a new item, it adds the item to the appro-
priate chart cell. The item also maintains back-

*More details on the decoding algorithms are provided in
(Li et al., 2009a).



pointers to antecedent items, which are used for
k-best extraction.

Pruning: Severe pruning is needed in order to
make the decoding computationally feasible for
SCFGs with large target-language vocabularies.
In our decoder, we incorporate two pruning tech-
niques: beam and cube pruning (Chiang, 2007).

Hypergraphs and k-best extraction: For each
source-language sentence, the chart-parsing algo-
rithm produces a hypergraph, which represents
an exponential set of likely derivation hypotheses.
Using the k-best extraction algorithm (Huang and
Chiang, 2005), we extract the £ most likely deriva-
tions from the hypergraph.

Parallel and distributed decoding: We also
implement parallel decoding and a distributed
language model by exploiting multi-core and
multi-processor architectures and distributed com-
puting techniques. More details on these two fea-
tures are provided by Li and Khudanpur (2008b).

2.4 Language Models

In addition to the distributed LM mentioned
above, we implement three local n-gram language
models. Specifically, we first provide a straightfor-
ward implementation of the n-gram scoring func-
tion in Java. This Java implementation is able to
read the standard ARPA backoff n-gram models,
and thus the decoder can be used independently
from the SRILM toolkit.> We also provide a na-
tive code bridge that allows the decoder to use the
SRILM toolkit to read and score n-grams. This
native implementation is more scalable than the
basic Java LM implementation. We have also im-
plemented a Bloom Filter LM in Joshua, following
Talbot and Osborne (2007).

2.5 Minimum Error Rate Training

Johsua’s MERT module optimizes parameter
weights so as to maximize performance on a de-
velopment set as measuered by an automatic eval-
uation metric, such as Bleu. The optimization
consists of a series of line-optimizations along
the dimensions corresponding to the parameters.
The search across a dimension uses the efficient
method of Och (2003). Each iteration of our
MERT implementation consists of multiple weight

3This feature allows users to easily try the Joshua toolkit
without installing the SRILM toolkit and compiling the native
bridge code. However, users should note that the basic Java
LM implementation is not as scalable as the native bridge
code.
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updates, each reflecting a greedy selection of the
dimension giving the most gain. Each iteration
also optimizes several random ‘“‘intermediate ini-
tial” points in addition to the one surviving from
the previous iteration, as an approximation to per-
forming multiple random restarts. More details on
the MERT method and the implementation can be
found in Zaidan (2009).*

3 WMT-09 Translation Task Results

3.1 Training and Development Data

We assembled a very large French-English train-
ing corpus (Callison-Burch, 2009) by conducting
a web crawl that targted bilingual web sites from
the Canadian government, the European Union,
and various international organizations like the
Amnesty International and the Olympic Commit-
tee. The crawl gathered approximately 40 million
files, consisting of over 1'TB of data. We converted
pdf, doc, html, asp, php, etc. files into text, and
preserved the directory structure of the web crawl.
We wrote set of simple heuristics to transform
French URLs onto English URLs, and considered
matching documents to be translations of each
other. This yielded 2 million French documents
paired with their English equivalents. We split the
sentences and paragraphs in these documents, per-
formed sentence-aligned them using software that
IBM Model 1 probabilities into account (Moore,
2002). We filtered and de-duplcated the result-
ing parallel corpus. After discarding 630 thousand
sentence pairs which had more than 100 words,
our final corpus had 21.9 million sentence pairs
with 587,867,024 English words and 714,137,609
French words.

We distributed the corpus to the other WMT09
participants to use in addition to the Europarl
v4 French-English parallel corpus (Koehn, 2005),
which consists of approximately 1.4 million sen-
tence pairs with 39 million English words and 44
million French words. Our translation model was
trained on these corpora using the subsampling de-
scried in Section 2.1.

For language model training, we used the
monolingual news and blog data that was as-
sembled by the University of Edinburgh and dis-
tributed as part of WMTO09. This data consisted

“The module is also available as a standalone applica-
tion, Z-MERT, that can be used with other MT systems.
(Software and documentation at: http://cs. jhu.edu/
~ozaidan/zmert.)



of 21.2 million English sentences with half a bil-
lion words. We used SRILM to train a 5-gram
language model using a vocabulary containing the
500,000 most frequent words in this corpus. Note
that we did not use the English side of the parallel
corpus as language model training data.

To tune the system parameters we used News
Test Set from WMTO8 (Callison-Burch et al.,
2008), which consists of 2,051 sentence pairs
with 43 thousand English words and 46 thou-
sand French words. This is in-domain data that
was gathered from the same news sources as the
WMTO9 test set.

3.2 Translation Scores

The translation scores for four different systems
are reported in Table 1.

Baseline: In this system, we use the GIZA++
toolkit (Och and Ney, 2003), a suffix-array archi-
tecture (Lopez, 2007), the SRILM toolkit (Stol-
cke, 2002), and minimum error rate training (Och,
2003) to obtain word-alignments, a translation
model, language models, and the optimal weights
for combining these models, respectively.

Minimum Bayes Risk Rescoring: In this sys-
tem, we re-ranked the n-best output of our base-
line system using Minimum Bayes Risk (Kumar
and Byrne, 2004). We re-score the top 300 trans-
lations to minimize expected loss under the Bleu
metric.

Deterministic Annealing: In this system, in-
stead of using the regular MERT (Och, 2003)
whose training objective is to minimize the one-
best error, we use the deterministic annealing
training procedure described in Smith and Eisner
(2006), whose objective is to minimize the ex-
pected error (together with the entropy regulariza-
tion technique).

Variational Decoding: Statistical models in
machine translation exhibit spurious ambiguity.
That is, the probability of an output string is split
among many distinct derivations (e.g., trees or
segmentations). In principle, the goodness of a
string is measured by the total probability of its
many derivations. However, finding the best string
(e.g., during decoding) is then computationally in-
tractable. Therefore, most systems use a simple
Viterbi approximation that measures the goodness

Note that the implementation of the novel techniques
used to produce the non-baseline results is not part of the cur-
rent Joshua release, though we plan to incorporate it in the
next release.
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System BLEU-4
Joshua Baseline 25.92
Minimum Bayes Risk Rescoring  26.16
Deterministic Annealing 25.98
Variational Decoding 26.52

Table 1: The uncased BLEU scores on WMT-09
French-English Task. The test set consists of 2525
segments, each with one reference translation.

of a string using only its most probable deriva-
tion. Instead, we develop a variational approxima-
tion, which considers all the derivations but still
allows tractable decoding. More details will be
provided in Li et al. (2009b). In this system, we
have used both deterministic annealing (for train-
ing) and variational decoding (for decoding).

4 Conclusions

We have described a scalable toolkit for parsing-
based machine translation. It is written in Java
and implements all the essential algorithms de-
scribed in Chiang (2007) and Li and Khudanpur
(2008b): chart-parsing, n-gram language model
integration, beam- and cube-pruning, and k-best
extraction. The toolkit also implements suffix-
array grammar extraction (Callison-Burch et al.,
2005; Lopez, 2007) and minimum error rate train-
ing (Och, 2003). Additionally, parallel and dis-
tributed computing techniques are exploited to
make it scalable. The decoder achieves state of
the art translation performance.
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Abstract

This paper presents the Carnegie Mellon
University statistical transfer MT system
submitted to the 2009 WMT shared task
in French-to-English translation. We de-
scribe a syntax-based approach that incor-
porates both syntactic and non-syntactic
phrase pairs in addition to a syntactic
grammar. After reporting development
test results, we conduct a preliminary anal-
ysis of the coverage and effectiveness of
the system’s components.

1 Introduction

The statistical transfer machine translation group
at Carnegie Mellon University has been devel-
oping a hybrid approach combining a traditional
rule-based MT system and its linguistically ex-
pressive formalism with more modern techniques
of statistical data processing and search-based de-
coding. The Stat-XFER framework (Lavie, 2008)
provides a general environment for building new
MT systems of this kind. For a given language
pair or data condition, the framework depends on
two main resources extracted from parallel data: a
probabilistic bilingual lexicon, and a grammar of
probabilistic synchronous context-free grammar
rules. Additional monolingual data, in the form of
an n-gram language model in the target language,
is also used. The statistical transfer framework op-
erates in two stages. First, the lexicon and gram-
mar are applied to synchronously parse and trans-
late an input sentence; all reordering is applied
during this stage, driven by the syntactic grammar.
Second, a monotonic decoder runs over the lat-
tice of scored translation pieces produced during
parsing and assembles the highest-scoring overall
translation according to a log-linear feature model.

Since our submission to last year’s Workshop
on Machine Translation shared translation task
(Hanneman et al., 2008), we have made numerous
improvements and extensions to our resource ex-
traction and processing methods, resulting in sig-
nificantly improved translation scores. In Section
2 of this paper, we trace our current methods for
data resource management for the Stat-XFER sub-
mission to the 2009 WMT shared French—-English
translation task. Section 3 explains our tuning pro-
cedure, and Section 4 gives our experimental re-
sults on various development sets and offers some
preliminary analysis.

2 System Construction

Because of the additional data resources provided
for the 2009 French—English task, our system this
year is trained on nearly eight times as much
data as last year’s. We used three officially pro-
vided data sets to make up a parallel corpus for
system training: version 4 of the Europarl cor-
pus (1.43 million sentence pairs), the News Com-
mentary corpus (0.06 million sentence pairs), and
the pre-release version of the new Giga-FrEn cor-
pus (8.60 million sentence pairs)'. The combined
corpus of 10.09 million sentence pairs was pre-
processed to remove blank lines, sentences of 80
words or more, and sentence pairs where the ra-
tio between the number of English and French
words was larger than 5 to 1 in either direction.
These steps removed approximately 3% of the cor-
pus. Given the filtered corpus, our data prepara-
tion pipeline proceeded according to the descrip-
tions below.

"Because of data processing time, we were unable to use
the larger verions 1 or 2 of Giga-FrEn released later in the
evaluation period.
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2.1 Parsing and Word Alignment

We parsed both sides of our parallel corpus with
independent automatic constituency parsers. We
used the Berkeley parser (Petrov and Klein, 2007)
for both English and French, although we obtained
better results for French by tokenizing the data
with our own script as a preprocessing step and
not allowing the parser to change it. There were
approximately 220,000 English sentences that did
not return a parse, which further reduced the size
of our training corpus by 2%.

After parsing, we re-extracted the leaf nodes
of the parse trees and statistically word-aligned
the corpus using a multi-threaded implementa-
tion (Gao and Vogel, 2008) of the GIZA++ pro-
gram (Och and Ney, 2003). Unidirectional align-
ments were symmetrized with the “grow-diag-
final” heuristic (Koehn et al., 2005).

2.2 Phrase Extraction and Combination

Phrase extraction for last year’s statistical transfer
system used automatically generated parse trees
on both sides of the corpus as absolute constraints:
a syntactic phrase pair was extracted from a given
sentence only when a contiguous sequence of En-
glish words exactly made up a syntactic con-
stituent in the English parse tree and could also
be traced though symmetric word alignments to a
constituent in the French parse tree. While this
“tree-to-tree” extraction method is precise, it suf-
fers from low recall and results in a low-coverage
syntactic phrase table. Our 2009 system uses an
extended ‘“tree-to-tree-string” extraction process
(Ambati and Lavie, 2008) in which, if no suit-
able equivalent is found in the French parse tree
for an English node, a copy of the English node is
projected into the French tree, where it spans the
French words aligned to the yield of the English
node. This method can result in a 50% increase
in the number of extracted syntactic phrase pairs.
Each extracted phrase pair retains a syntactic cat-
egory label; in our current system, the node label
in the English parse tree is used as the category for
both sides of the bilingual phrase pair, although we
subsequently map the full set of labels used by the
Berkeley parser down to a more general set of 19
syntactic categories.

We also ran “standard” phrase extraction on the
same corpus using Steps 4 and 5 of the Moses sta-
tistical machine translation training script (Koehn
et al., 2007). The two types of phrases were then
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merged in a syntax-prioritized combination that
removes all Moses-extracted phrase pairs that have
source sides already covered by the tree-to-tree-
string syntactic phrase extraction. The syntax pri-
oritization has the advantage of still including a se-
lection of non-syntactic phrases while producing a
much smaller phrase table than a direct combina-
tion of all phrase pairs of both types. Previous ex-
periments we conducted indicated that this comes
with only a minor drop in automatic metric scores.

In our current submission, we modify the proce-
dure slightly by removing singleton phrase pairs
from the syntactic table before the combination
with Moses phrases. The coverage of the com-
bined table is not affected — our syntactic phrase
extraction algorithm produces a subset of the non-
syntactic phrase pairs extracted from Moses, up to
phrase length constraints — but the removal al-
lows Moses-extracted versions of some phrases to
survive syntax prioritization. In effect, we are lim-
iting the set of category-labeled syntactic transla-
tions we trust to those that have been seen more
than once in our training data. For a given syn-
tactic phrase pair, we also remove all but the most
frequent syntactic category label for the pair; this
removes a small number of entries from our lexi-
con in order to limit label ambiguity, but does not
affect coverage.

From our training data, we extracted 27.6 mil-
lion unique syntactic phrase pairs after single-
ton removal, reducing this set to 27.0 million en-
tries after filtering for category label ambiguity.
Some 488.7 million unique phrase pairs extracted
from Moses were reduced to 424.0 million after
syntax prioritization. (The remaining 64.7 mil-
lion phrase pairs had source sides already covered
by the 27.0 million syntactically extracted phrase
pairs, so they were thrown out.) This means non-
syntactic phrases outnumber syntactic phrases by
nearly 16 to 1. However, when filtering the phrase
table to a particular development or test set, we
find the syntactic phrases play a larger role, as this
ratio drops to approximately 3 to 1.

Sample phrase pairs from our system are shown
in Figure 1. Each pair includes two rule scores,
which we calculate from the source-side syntac-
tic category (cs), source-side text (ws), target-side
category (c¢), and target-side text (w:). In the
case of Moses-extracted phrase pairs, we use the
“dummy” syntactic category PHR. Rule score 7,
is a maximum likelihood estimate of the distri-



Cs Ct Wg Wy T'tls Ts|t
ADJ ADJ espagnols Spanish 0.8278 0.1141
N N représentants officials 0.0653 0.1919
NP NP  représentants de la Commission Commission officials | 0.0312 0.0345
PHR PHR haute importance a very important to 0.0357 0.0008
PHR PHR est chargé de has responsibility for | 0.0094 0.0760

Figure 1: Sample lexical entries, including non-syntactic phrases, with rule scores (Equations 1 and 2).

bution of target-language translations and source-
and target-language syntactic categories given the
source string (Equation 1). The r; score is simi-
lar, but calculated in the reverse direction to give a
source-given-target probability (Equation 2).

#(wta Ct, Wg, CS)

Tt)s T (ws) + 1 (1)
#(wtactaMSqu)
o T @)

Add-one smoothing in the denominators counter-
acts overestimation of the rule scores of lexical en-
tries with very infrequent source or target sides.

2.3 Syntactic Grammar

Syntactic phrase extraction specifies a node-to-
node alignment across parallel parse trees. If these
aligned nodes are used as decomposition points,
a set of synchronous context-free rules that pro-
duced the trees can be collected. This is our pro-
cess of syntactic grammar extraction (Lavie et al.,
2008). For our 2009 WMT submission, we ex-
tracted 11.0 million unique grammar rules, 9.1
million of which were singletons, from our paral-
lel parsed corpus. These rules operate on our syn-
tactically extracted phrase pairs, which have cat-
egory labels, but they may also be partially lexi-
calized with explicit source or target word strings.
Each extracted grammar rule is scored according
to Equations 1 and 2, where now the right-hand
sides of the rule are used as w, and wy.

As yet, we have made only minimal use of the
Stat-XFER framework’s grammar capabilities, es-
pecially for large-scale MT systems. For the cur-
rent submission, the syntactic grammar consisted
of 26 manually chosen high-frequency grammar
rules that carry out some reordering between En-
glish and French. Since rules for high-level re-
ordering (near the top of the parse tree) are un-
likely to be useful unless a large amount of parse
structure can first be built, we concentrate our
rules on low-level reorderings taking place within
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or around small constituents. Our focus for this
selection is the well-known repositioning of adjec-
tives and adjective phrases when translating from
French to English, such as from le Parlement eu-
ropéen to the European Parliament or from [’ in-
tervention forte et substantielle to the strong and
substantial intervention. Our grammar thus con-
sists of 23 rules for building noun phrases, two
rules for building adjective phrases, and one rule
for building verb phrases.

2.4 English Language Model

We built a suffix-array language model (Zhang and
Vogel, 2006) on approximately 700 million words
of monolingual data: the unfiltered English side of
our parallel training corpus, plus the 438 million
words of English monolingual news data provided
for the WMT 2009 shared task. With the relatively
large amount of data available, we made the some-
what unusual decision of building our language
model (and all other data resources for our system)
in mixed case, which adds approximately 12.3%
to our vocabulary size. This saves us the need to
build and run a recaser as a postprocessing step
on our output. Our mixed-case decision may also
be validated by preliminary test set results, which
show that our submission has the smallest drop in
BLEU score (0.0074) between uncased and cased
evaluation of any system in the French—English
translation task.

3 System Tuning

Stat-XFER uses a log-linear combination of seven
features in its scoring of translation fragments:
language model probability, source-given-target
and target-given-source rule probabilities, source-
given-target and target-given-source lexical prob-
abilities, a length score, and a fragmentation score
based on the number of parsed translation frag-
ments that make up the output sentence. We tune
the weights for these features with several rounds
of minimum error rate training, optimizing to-



Primary Contrastive
Data Set METEOR BLEU TER \ METEOR BLEU TER
news-dev2009a-425 0.5437 0.2299 60.45 — — —
news-dev2009a-600 — — — 0.5134 0.2055 63.46
news-dev2009b 0.5263 0.2073 61.96 0.5303 0.2104 61.74
nc-test2007 0.6194 0.3282 51.17 0.6195 0.3226 51.49

Figure 2: Primary and contrastive system results on tuning and development test sets.

wards the BLEU metric. For each tuning itera-
tion, we save the n-best lists output by the sys-
tem from previous iterations and concatenate them
onto the current n-best list in order to present the
optimizer with a larger variety of translation out-
puts and score values.

From the provided “news-dev2009a” develop-
ment set we create two tuning sets: one using the
first 600 sentences of the data, and a second using
the remaining 425 sentences. We tuned our sys-
tem separately on each set, saving the additional
“news-dev2009b” set as a final development test to
choose our primary and contrastive submissions?.
At run time, our full system takes on average be-
tween four and seven seconds to translate each in-
put sentence, depending on the size of the final
bilingual lexicon.

4 Evaluation and Analysis

Figure 2 shows the results of our primary and con-
trastive systems on four data sets. First, we report
final (tuned) performance on our two tuning sets
— the last 425 sentences of news-dev2009a for the
primary system, and the first 600 sentences of the
same set for the contrastive. We also include our
development test (news-dev2009b) and, for addi-
tional comparison, the “nc-test2007” news com-
mentary test set from the 2007 WMT shared task.
For each, we give case-insensitive scores on ver-
sion 0.6 of METEOR (Lavie and Agarwal, 2007)
with all modules enabled, version 1.04 of IBM-
style BLEU (Papineni et al., 2002), and version 5
of TER (Snover et al., 2006).

From these results, we highlight two interest-
ing areas of analysis. First, the low tuning and
development test set scores bring up questions
about system coverage, given that the news do-
main was not strongly represented in our system’s

Due to a data processing error, the choice of the primary
submission was based on incorrectly computed scores. In
fact, the contrastive system has better performance on our de-
velopment test set.
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training data. We indeed find a significantly larger
proportion of out-of-vocabulary (OOV) words in
news-domain sets: the news-dev2009b set is trans-
lated by our primary submission with 402 of 6263
word types (6.42%) or 601 of 27,821 word tokens
(2.16%) unknown. The same system running on
the 2007 WMT “test2007” set of Europarl-derived
data records an OOV rate of only 87 of 7514
word types (1.16%) or 105 of 63,741 word tokens
(0.16%).

Second, we turn our attention to the usefulness
of the syntactic grammar. Though small, we find
it to be both beneficial and precise. In the 1026-
sentence news-dev2009b set, for example, we find
351 rule applications — the vast majority of them
(337) building noun phrases. The three most fre-
quently occurring rules are those for reordering the
sequence [DET N ADJ] to [DET ADJ N] (52 oc-
currences), the sequence [N ADJ] to [ADJ N] (51
occurrences), and the sequence [N' de N?] to [N?
N!] (45 occurrences). We checked precision by
manually reviewing the 52 rule applications in the
first 150 sentences of news-dev2009b. There, 41
of the occurrences (79%) were judged to be cor-
rect and beneficial to translation output. Of the
remainder, seven were judged incorrect or detri-
mental and four were judged either neutral or of
unclear benefit.

We expect to continue to analyze the output and
effectiveness of our system in the coming months.
In particular, we would like to learn more about
the usefulness of our 26-rule grammar with the
view of using significantly larger grammars in fu-
ture versions of our system.
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Abstract

This paper describes the techniques we
explored to improve the translation of
news text in the German-English and
Hungarian-English tracks of the WMTO09
shared translation task. Beginning with a
convention hierarchical phrase-based sys-
tem, we found benefits for using word seg-
mentation lattices as input, explicit gen-
eration of beginning and end of sentence
markers, minimum Bayes risk decoding,
and incorporation of a feature scoring the
alignment of function words in the hy-
pothesized translation. We also explored
the use of monolingual paraphrases to im-
prove coverage, as well as co-training to
improve the quality of the segmentation
lattices used, but these did not lead to im-
provements.

1 Introduction

For the shared translation task of the Fourth Work-
shop on Machine Translation (WMT09), we fo-
cused on two tasks: German to English and Hun-
garian to English translation. Despite belonging to
different language families, German and Hungar-
ian have three features in common that complicate
translation into English:

1. productive compounding (especially of
nouns),
2. rich inflectional morphology,

. widespread mid- to long-range word order
differences with respect to English.

Since these phenomena are poorly addressed with
conventional approaches to statistical machine

translation, we chose to work primarily toward
mitigating their negative effects when construct-
ing our systems. This paper is structured as fol-
lows. In Section 2 we describe the baseline model,
Section 3 describes the various strategies we em-
ployed to address the challenges just listed, and
Section 4 summarizes the final translation system.

2 Baseline system

Our translation system makes use of a hierarchical
phrase-based translation model (Chiang, 2007),
which we argue is a strong baseline for these
language pairs. First, such a system makes use
of lexical information when modeling reorder-
ing (Lopez, 2008), which has previously been
shown to be useful in German-to-English trans-
lation (Koehn et al., 2008). Additionally, since
the decoder is based on a CKY parser, it can con-
sider all licensed reorderings of the input in poly-
nomial time, and German and Hungarian may re-
quire quite substantial reordering. Although such
decoders and models have been common for sev-
eral years, there have been no published results for
these language pairs.

The baseline system translates lowercased and
tokenized source sentences into lowercased target
sentences. The features used were the rule transla-
tion relative frequency P(é|f), the “lexical” trans-
lation probabilities Pj., (€| f) and P, (f|€), arule
count, a target language word count, the target
(English) language model P(e{ ), and a “pass-
through” penalty for passing a source language
word to the target side.! The rule feature values
were computed online during decoding using the
suffix array method described by Lopez (2007).

'The “pass-through” penalty was necessary since the En-
glish language modeling data contained a large amount of
source-language text.
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2.1 Training and development data

To construct the translation suffix arrays used to
compute the translation grammar, we used the par-
allel training data provided. The preprocessed
training data was filtered for length and aligned
using the GIZA++ implementation of IBM Model
4 (Och and Ney, 2003) in both directions and sym-
metrized using the grow-diag-final-and
heuristic. We trained a 5-gram language model
from the provided English monolingual training
data and the non-Europarl portions of the parallel
training data using modified Kneser-Ney smooth-
ing as implemented in the SRI language modeling
toolkit (Kneser and Ney, 1995; Stolcke, 2002). We
divided the 2008 workshop “news test” sets into
two halves of approximately 1000 sentences each
and designated one the dev set and the other the
dev-test set.

2.2 Automatic evaluation metric

Since the official evaluation criterion for WMT(09
is human sentence ranking, we chose to minimize
a linear combination of two common evaluation
metrics, BLEU and TER (Papineni et al., 2002;
Snover et al., 2006), during system development
and tuning:

TER — BLEU
2

Although we are not aware of any work demon-
strating that this combination of metrics correlates
better than either individually in sentence ranking,
Yaser Al-Onaizan (personal communication) re-
ports that it correlates well with the human evalua-
tion metric HTER. In this paper, we report uncased
TER and BLEU individually.

2.3 Forest minimum error training

To tune the feature weights of our system, we used
a variant of the minimum error training algorithm
(Och, 2003) that computes the error statistics from
the target sentences from the translation search
space (represented by a packed forest) that are ex-
actly those that are minimally discriminable by
changing the feature weights along a single vector
in the dimensions of the feature space (Macherey
et al., 2008). The loss function we used was the
linear combination of TER and BLEU described in
the previous section.
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3 Experimental variations

This section describes the experimental variants
explored.

3.1 Word segmentation lattices

Both German and Hungarian have a large number
of compound words that are created by concate-
nating several morphemes to form a single ortho-
graphic token. To deal with productive compound-
ing, we employ word segmentation lattices, which
are word lattices that encode alternative possible
segmentations of compound words. Doing so en-
ables us to use possibly inaccurate approaches to
guess the segmentation of compound words, al-
lowing the decoder to decide which to use during
translation. This is a further development of our
general source-lattice approach to decoding (Dyer
et al., 2008).

To construct the segmentation lattices, we de-
fine a log-linear model of compound word seg-
mentation inspired by Koehn and Knight (2003),
making use of features including number of mor-
phemes hypothesized, frequency of the segments
as free-standing morphemes in a training corpus,
and letters in each segment. To tune the model
parameters, we selected a set of compound words
from a subset of the German development set,
manually created a linguistically plausible seg-
mentation of these words, and used this to select
the parameters of the log-linear model using a lat-
tice minimum error training algorithm to minimize
WER (Macherey et al., 2008). We reused the same
features and weights to create the Hungarian lat-
tices. For the test data, we created a lattice of ev-
ery possible segmentation of any word 6 charac-
ters or longer and used forward-backward pruning
to prune out low-probability segmentation paths
(Sixtus and Ortmanns, 1999). We then concate-
nated the lattices in each sentence.

Source Condition | BLEU | TER
German baseline 20.8 | 60.7
lattice 21.3 | 59.9

Hungarian base.line 11.0 | 71.1
lattice 12.3 | 704

Table 1: Impact of compound segmentation lat-
tices.

To build the translation model for lattice sys-
tem, we segmented the training data using the one-
best split predicted by the segmentation model,



and word aligned this with the English side. This
variant version of the training data was then con-
catenated with the baseline system’s training data.

3.1.1 Co-training of segmentation model

To avoid the necessity of manually creating seg-
mentation examples to train the segmentation
model, we attempted to generate sets of training
examples by selecting the compound splits that
were found along the path chosen by the decoder’s
one-best translation. Unfortunately, the segmen-
tation system generated in this way performed
slightly worse than the one-best baseline and so
we continued to use the parameter settings derived
from the manual segmentation.

3.2 Modeling sentence boundaries

Incorporating an n-gram language model proba-
bility into a CKY-based decoder is challenging.
When a partial hypothesis (also called an “item”)
has been completed, it has not yet been determined
what strings will eventually occur to the left of
its first word, meaning that the exact computation
must deferred, which makes pruning a challenge.
In typical CKY decoders, the beginning and ends
of the sentence (which often have special charac-
teristics) are not conclusively determined until the
whole sentence has been translated and the proba-
bilities for the beginning and end sentence proba-
bilities can be added. However, by this point it is
often the case that a possibly better sentence be-
ginning has been pruned away. To address this,
we explicitly generate beginning and end sentence
markers as part of the translation process, as sug-
gested by Xiong et al. (2008). The results of doing
this are shown in Table 2.

Source Condition | BLEU | TER
German baseline 21.3 | 59.9
+boundary | 21.6 | 60.1

Hungarian baseline 123 | 704
+boundary | 12.8 | 70.4

Table 2: Impact of modeling sentence boundaries.

3.3 Source language paraphrases

In order to deal with the sparsity associated with
a rich source language morphology and limited-
size parallel corpora (bitexts), we experimented
with a novel approach to paraphrasing out-of-
vocabulary (OOV) source language phrases in
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our Hungarian-English system, using monolingual
contextual similarity rather than phrase-table piv-
oting (Callison-Burch et al., 2006) or monolin-
gual bitexts (Barzilay and McKeown, 2001; Dolan
et al.,, 2004). Distributional profiles for source
phrases were represented as context vectors over
a sliding window of size 6, with vectors defined
using log-likelihood ratios (cf. Rapp (1999), Dun-
ning (1993)) but using cosine rather than city-
block distance to measure profile similarity.

The 20 distributionally most similar source
phrases were treated as paraphrases, considering
candidate phrases up to a width of 6 tokens and fil-
tering out paraphrase candidates with cosine simi-
larity to the original of less than 0.6. The two most
likely translations for each paraphrase were added
to the grammar in order to provide mappings to
English for OOV Hungarian phrases.

This attempt at monolingually-derived source-
side paraphrasing did not yield improvements over
baseline. Preliminary analysis suggests that the
approach does well at identifying many content
words in translating extracted paraphrases of OOV
phrases (e.g., a kommunista part vezetaje = ,
leader of the communist party or a ra tervezett =
until the planned to), but at the cost of more fre-
quently omitting target words in the output.

3.4 Dominance feature

Although our baseline hierarchical system permits
long-range reordering, it lacks a mechanism to
identify the most appropriate reordering for a spe-
cific sentence translation. For example, when the
most appropriate reordering is a long-range one,
our baseline system often also has to consider
shorter-range reorderings as well. In the worst
case, a shorter-range reordering has a high proba-
bility, causing the wrong reordering to be chosen.
Our baseline system lacks the capacity to address
such cases because all the features it employs are
independent of the phrases being moved; these are
modeled only as an unlexicalized generic nonter-
minal symbol.

To address this challenge, we included what we
call a dominance feature in the scoring of hypothe-
sis translations. Briefly, the premise of this feature
is that the function words in the sentence hold the
key reordering information, and therefore function
words are used to model the phrases being moved.
The feature assesses the quality of a reordering by
looking at the phrase alignment between pairs of



function words. In our experiments, we treated
the 128 most frequent words in the corpus as func-
tion words, similar to Setiawan et al. (2007). Due
to space constraints, we will discuss the details in
another publication. As Table 3 reports, the use of
this feature yields positive results.

Source Condition | BLEU | TER
German baseline 21.6 | 60.1
+dom 22.2 | 59.8

Hungarian baseline 128 | 704
+dom 12.6 | 70.0

Table 3: Impact of alignment dominance feature.

3.5 Minimum Bayes risk decoding

Although during minimum error training we as-
sume a decoder that uses the maximum derivation
decision rule, we find benefits to translating using
a minimum risk decision rule on a test set (Kumar
and Byrne, 2004). This seeks the translation E of
the input lattice F that has the least expected loss,
measured by some loss function L:

E = argng,nEP(EU')[L(EaEl)] (1)
— 3 /
= argr%nZP(EmL(E,E) 2)
E
We approximate the posterior distribution

P(E|F) and the set of possible candidate transla-
tions using the unique 500-best translations of a
source lattice F. If H(E, F) is the decoder’s path
weight, this is:

P(E|F) x expaH(E,F)

The optimal value for the free parameter o must
be experimentally determined and depends on the
ranges of the feature functions and weights used in
the model, as well as the amount and kind of prun-
ing using during decoding.> For our submission,
we used o« = 1. Since our goal is to minimize
TER=PLEU we used this as the loss function in (2).
Table 4 shows the results on the dev-test set for
MBR decoding.

?If the free parameter « lies in (1, 00) the distribution is
sharpened, if it lies in [0, 1), the distribution is flattened.
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Source Decoder | BLEU | TER
German Max-D | 22.2 | 59.8
MBR 22.6 | 594

Hungarian Max-D 12.6 | 70.0
MBR 12.8 | 69.8

Table 4: Performance of maximum derivation vs.
MBR decoders.

4 Conclusion

Table 5 summarizes the impact on the dev-test set
of all features included in the University of Mary-
land system submission.

. German Hungarian
Condition

BLEU | TER BLEU | TER
baseline | 20.8 | 60.7 11.0 | 71.1
+lattices | 21.3 | 59.9 | 12.3 | 70.4
+boundary | 21.6 | 60.1 12.8 | 70.4
+dom | 22.2 | 59.8 12.6 | 70.0
+MBR | 226 | 594 | 12.8 | 69.8

Table 5: Summary of all features
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Abstract

We describe the system used in our sub-
mission to the WMT-2009 French-English
translation task. We use the Moses phrase-
based Statistical Machine Translation sys-
tem with two simple modications of the
decoding input and word-alignment strat-
egy based on morphology, and analyze
their impact on translation quality.

1 Introduction

In this first participation to the French-English
translation task at WMT, our goal was to build a
standard phrase-based statistical machine transla-
tion system and study the impact of French mor-
phological variations at different stages of training
and decoding.

Many strategies have been proposed to inte-
grate morphology information in SMT, including
factored translation models (Koehn and Hoang,
2007), adding a translation dictionary containing
inflected forms to the training data (Schwenk et
al., 2008), entirely replacing surface forms by
representations built on lemmas and POS tags
(Popovi¢ and Ney, 2004), morphemes learned in
an unsupervised manner (Virpojia et al., 2007),
and using Porter stems and even 4-letter prefixes
for word alignment (Watanabe et al., 2006). In
non-European languages, such as Arabic, heavy
effort has been put in identifying appropriate in-
put representations to improve SMT quality (e.g.,
Sadat and Habash (2006))

As a first step toward using morphology infor-
mation in our French-English SMT system, this
submission focused on studying the impact of

*The author was partially funded by GALE DARPA Con-
tract No. HR0011-06-C-0023. Any opinions, findings and
conclusions or recommendations expressed in this material

are those of the authors and do not necessarily reflect the
views of the Defense Advanced Research Projects Agency.

different input representations for French based
on the POS and lemmatization provided by the
Treetagger tool (Schmid, 1994). In the WMTO09
French-English data sets, we observe that more
than half of the words that are unknown in the
translation lexicon actually occur in the training
data under different inflected forms. We show that
combining a lemma backoff strategy at decoding
time and improving alignments by generalizing
across verb surface forms improves OOV rates and
translation quality.

2 Translation system

2.1 Data sets

We use a subset of the data made available for the
official French to English translation task. The
evaluation test set consists of French news data
from September to October 2008, however the
bulk of the training data is not from the same do-
main. The translation model was trained on the
Europarl corpus (europarl-v4) and the small news
commentary corpus (news-commentary(9). Fol-
lowing Déchelotte et al. (2008), we learn a sin-
gle phrase table and reordering model rather than
one for each domain, as it was found to yield bet-
ter performance in a very similar setting. The
language model was trained on the English side
of these parallel corpora augmented with non-
parallel English news data (news-train08.en). Pa-
rameter tuning was performed on the designated
development data, which is also in the news do-
main: news-dev2009a was used as the develop-
ment set and news-dev2009Db as the test set.

Using those data sets, there is therefore a mis-
match between the training and evaluation do-
mains, as in the domain adaptation tasks of the
previous WMT evaluations. A large automatically
extracted parallel corpus was made available, but
we were not able to use it due to time constraints.
Additional use of this in-domain data would im-
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prove coverage and translation quality.

2.2 Preprocessing

French and English corpora processing followed
the same three steps:

First, long sentences are resegmented using
simple punctuation-based heuristics.

Second, tokenization, POS tagging and lemma-
tization are performed with Treetagger (Schmid,
1994) using the standard French and English pa-
rameter files'. Treetagger is based on Hidden
Markov Models where transition probabilities are
estimated with decision trees. The POS tag set
consists of 33 tags which capture tense informa-
tion for verbs, but not gender and number.

Third, sentence-initial capitalized words are
normalized to their most frequent form as reported
by Zollmann et al. (2006).

2.3 Core system

We use the Moses phrase-based statistical machine
translation system (Koehn et al., 2007) and follow
standard training, tuning and decoding strategies.

The translation model consists of a stan-
dard Moses phrase-table with lexicalized reorder-
ing. Bidirectional word alignments obtained with
GIZA++ are intersected using the grow-diag-final
heuristic. Translations of phrases of up to 7 words
long are collected and scored with translation pro-
bilities and lexical weighting.

The English language model is a 4-gram model
with Kneser-Ney smoothing, built with the SRI
language modeling toolkit (Stolcke, 2002).

The loglinear model feature weights were
learned using minimum error rate training
(MERT) (Och, 2003) with BLEU score (Papineni
et al., 2002) as the objective function.

Other decoding parameters were selected man-
ually on an earlier version of the system trained
and evaluated on the single-domain Europarl data.
While the configuration achieved competitive re-
sults on the previous, it is not be optimal for this
domain adaptation task.

We will first conduct an analysis of this core
SMT system, and experiment with two modifi-
cations of input representation for decoding and
alignment respectively.

!www.ims.uni-stuttgart.de/projekte/corplex/Tree Tagger/
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OOV verbs | w/ surface | w/ lemma+
form in | POS in
training training
corpus corpus

dev2009a 21 (28%) 48 (63%)

dev2009b 16 (24%) 33 (49%)

Table 1: Unknown verbs statistics

3 Many unknown words are (almost)
seen in training

Our baseline system is set up to copy unknown
words to the output. This is a helpful strategy to
translate unknown names and cognates, but is far
from optimal. In this section, we take a closer look
at those unknown words.

About 25% of the dev and test set sentences
contain at least one unknown token. After elim-
inating number expressions, which can be handled
with translation rules, the majority of unknown
words are content words, nouns, verbs and adjec-
tives. As reported in Table 1, we find that many of
the verbs that are not in the phrase-table vocabu-
lary were actually seen in the training data in the
exact same form: they are therefore out of vocabu-
lary due to alignment errors. In addition, for more
than half of the unknown verb occurrences, an-
other inflexion form for the same lemma and POS
tag are observed in the training corpus.

Using only the surface form of words therefore
leads us to ignore potentially useful information
available in our training corpus. Additional train-
ing data would naturally improve coverage, but
will not cover all possible morphological varia-
tions of all verbs, especially for tenses and persons
that are not used frequently in news coverage. It
is therefore necessary to generalize beyond word
surface forms.

4 Using morphological information in
decoding

A simple strategy for handling unknown words
at decoding time consists in replacing their oc-
currences in the test set with their lemma, when
it is part of the translation lexicon vocabulary.
Unlike with factored models (Koehn and Hoang,
2007) or additional translation lexicons (Schwenk
et al., 2008), we do not generate the surface form
back from the lemma translation, which means
that tense, gender and number information are



news-dev2009a representation OOV % | METEOR| BLEU | NIST
baseline surface form only 2.24 49.05 20.45 6.135
decoding lemma backoff 2.13 49.12 20.44 6.143
lemma+POS for all 2.24 48.87 20.36 6.145
word alignment lemma+POS for adj 2.25 48.94 20.46 6.131
lemma+POS for verbs 2.21 49.05 20.47 6.137
backoff + all 2.10 48.97 20.36 6.147
decoding + alignment| backoff + adj 2.12 49.05 20.48 6.140
backoff + verbs 2.08 49.15 20.50 6.148
news-dev2009b representation OO0V % | METEOR | BLEU | NIST
baseline surface form only 2.52 49.60 21.10 6.211
decoding lemma backoff 2.43 49.66 21.02 6.210
lemma+POS for all 2.53 49.56 21.03 6.199
word alignment lemma+POS for adj 2.52 49.74 21.00 6.213
lemma+POS for verbs 247 49.73 21.10 6.217
backoff + all 2.44 49.59 20.92 6.194
decoding+alignment | backoff + adj 243 49.80 21.03 6.217
backoff + verbs 2.39 49.80 21.03 6.217

Table 2: Evaluation of the decoding backoff strategy, the modified word alignment strategy and their

combination
Input Meéme s’il démissionnait, la situation ne changerait pas.
Baseline even if it démissionnait, the situation will not change.
Lemma backoff even if it resign, the situation will not change.
Reference even if he resigned, the situation would remain the same.
Input Tant que tu gagnes, on te laisse en paix
Baseline As you gagnes, it leaves you in peace
Lemma backoff As you win, it leaves you in peace
Reference As Long as You Gain, We Let You
Input Le groupe a réagi comme il faut, il a sorti un nouveau et meilleur disque.
Baseline The group has reacted properly, it has emerged a new and better records.

Lemma+POS for verbs
Reference

The group has reacted properly, it has produced a new and better records.
The group responded with a new and even better CD.

Input
Baseline

Lemma+POS for verbs

Un trader qui ne prend pas de vacances est un trader qui ne veut pas laisser son book a un autre”,
conclut Kerviel.

A senior trader which does not take holiday is a senior trader which does not allow his book to another,
” concludes Kerviel.

A senior trader which does not take holiday is a senior trader who do not wish to leave his book to
another, ” concludes Kerviel.

Reference A broker who does not take vacations is a broker who does not want anybody to look into his records,”

Kerviel concluded.
Table 3: Examples of improved translations by morphological analysis

Input 54 pour cent ne font pas du tout confiance au premier ministre et 27 pour cent au président du Fidesz.

Baseline 54% are not all confidence to Prime Minister and the President of Fidesz 1.27%.

Backoff + verbs 54% do not all confidence to Prime Minister and 27% to the President of Fidesz.

Reference Fifty-four percent said they did not trust the PM, while 27 percent said they mistrusted the Fidesz
chairman.

Input Le prsident Véclav Klaus s’est nouveau prononc sur la problématique du rchauffement plantaire.

Baseline President Véaclav Klaus has once again voted on the problem of global warming.

Backoff+verbs President Véclav Klaus has again pronounced on the problem of global warming.

Reference President Véclav Klaus has again commented on the problem of global warming.

Input Mais les supérieurs étaient au courant de tout, ou plutdt, ils s’en doutaient.

Baseline But superiors were aware of everything, or rather, they knew.

Backoff+verbs But superiors were aware of everything, or rather, they doubted.

Reference But his superiors are said to have known, or rather suspected the whole thing.

Table 4: Examples of translations that are not improved morphological analysis
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lost. However, imperfect lemma translations can
be more useful to understand the meaning of the
input sentence than copying the unknown word to
the output.

We report the impact of this strategy on auto-
matic evaluation scores in the decoding section of
Table 2. Since only a small subset of the test sen-
tences are affected by the change, the score vari-
ation is small, but the OOV rate decreases and
translation quality is not degraded. In addition
to the BLEU and NIST n-gram precision metrics
which only count exact matches between system
output and reference, we report METEOR scores
which take into account matches after lemmatiza-
tion using both the Porter stemmer and the Word-
Net lemmas (Banerjee and Lavie, 2005). The im-
provement in METEOR scores results from more
matches with the references, yielding both im-
proved precision and recall.

Manual inspection of the output sentences
shows that the translations are better to the human
eye and potentially more useful to subsequent text
understanding applications (Table 3).

5 Using morphological information in
word-alignment

In this experiment, we would like to use morpho-
logical analysis to alleviate the alignment errors
because of which some words from the parallel
corpus are not in the phrase-table. We adopt a
two-step approach: (1) before word alignment, re-
place surface forms by lemma and POS tags. In
our experiments, this replacement is performed for
3 categories of words: verbs only, adjectives only
and all words. (2) the phrase-table and reorder-
ing models are learned as usual using word surface
forms, but with the alignment links from step 1.

In constrast with Watanabe ef al. (2006), we at-
tempt to generalize for specific word categories
only, rather than use lemmas across all surface
forms, as we found in earlier experiments that this
approach did not help translation quality in our
particular setting.

Unlike other approaches which use morpholog-
ical analysis to change the representation of the
input (e.g., Popovi¢ and Ney (2004), Sadat and
Habash (2006), Virpojia et al. (2007)), our system
still uses word surface forms as input during de-
coding. This is a constraint imposed by the rela-
tively coarse analysis given by the default Treetag-
ger lemmas and POS tags. Since they do not cap-
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ture information that is crucial in translation such
as number and gender, we need to keep surface
forms as the input for translation.

The impact of this strategy on automatic eval-
uation metrics is reported in the word alignment
section of Table 2. Note that all experiments were
performed using the parameters learned by MERT
on news-dev2009a using the baseline configura-
tion. Again the impact in numbers is small, but
does not degrade translation quality. The ME-
TEOR score is slightly improved on the real test
set. As expected given our POS tag set, it seems
better to restrict the modifications of the input for
word alignment to verbs or adjectives.

This simple modification of the training proce-
dure improves the coverage of the phrase-table,
but the OOV rate remains higher than with the
lemma backoff strategy. For the news-dev2009b
test set, 1186 additional phrases are available in
the phrase-table after replacing verb surface forms
by their lemma and POS combination. About half
of the test sentences are changed. As reflected by
the scores, most of the changes are small and do
not yield significantly different sentences. How-
ever, some translations are improved as can be
seen in Table 3.

The impact of both strategies combined is re-
ported in the decoding + alignment section of Ta-
ble 2. Tables 3 and 4 show positive and negative
examples of translations using the best combina-
tion.

6 Conclusion

We have described the system used for our sub-
mission, which is based on Moses with two sim-
ple modifications of the decoding input and word-
alignment strategy in order to improve coverage
without using additional training data. While
the improvements on automatic metrics are small,
manual inspection suggests that better morpholog-
ical analysis for the French side has potential to
improve translation quality. In future work, we
plan to improve the core model by including the
new large in-domain parallel corpus in training,
and to further experiment with French input rep-
resentations at different stages of training and de-
coding using more expressive POS tags such as
the MULTITAG tag set (Allauzen and Bonneau-
Maynard, 2008).



References

Alexandre Allauzen and Hélene Bonneau-
Maynard.  Training and evaluation of pos
taggers on the french multitag corpus. In
European Language Resources Association
(ELRA), editor, Proceedings of the Sixth Inter-
national Language Resources and Evaluation
(LREC’08), Marrakech, Morocco, may 2008.

Satanjeev Banerjee and Alon Lavie. METEOR:
An automatic metric for MT evaluation with
improved correlation with human judgement.
In Proceedings of Workshop on Intrinsic and
Extrinsic Evaluation Measures for MT and/or
Summarization at the 43th Annual Meeting of
the Association of Computational Linguistics
(ACL-2005), Ann Arbor, Michigan, June 2005.

Daniel Déchelotte, Gilles Adda, Alexandre Al-
lauzen, Hélene Bonneau-Maynard, Olivier Gal-
ibert, Jean-Luc Gauvain, Philippe Langlais, and
Francois Yvon. LIMSIs statistical translation
systems for WMTO08. In Proceedings of the
Third Workshop on Statistical Machine Trans-
lation, pages 107-110, Columbus, Ohio, 2008.

Philipp Koehn and Hieu Hoang. Factored trans-
lation models. In Proceedings of the 2007
Joint Conference on Empirical Methods in Nat-
ural Language Processing and Computational
Natural Language Learning (EMNLP-CoNLL),
pages 868—876, 2007.

Philipp Koehn, Hieu Hoang, Alexandra Birch,
Chris Callison-Burch, Marcello Federico,
Nicola Bertoldi, Brooke Cowan, Wade Shen,
Christine Moran, Richard Zens, Chris Dyer,
Ondrej Bojar, Alexandra Constantin, and Evan
Herbst. Moses: Open source toolkit for statisti-
cal machine translation. In Annual Meeting of
the Association for Computational Linguistics
(ACL), demonstration session, Prague, Czech
Republic, June 2007.

Franz Josef Och. Minimum error rate training in
statistical machine translation. In Proceedings
of the 41st Annual Meeting of the Association
for Computational Linguistics, pages 160-167,
2003.

Kishore Papineni, Salim Roukos, Todd Ward, and
Wei-Jing Zhu. BLEU: a method for automatic
evaluation of machine translation. In Proceed-
ings of the 40th Annual Meeting of the Associa-
tion for Computational Linguistics, 2002.

154

Maja Popovi¢ and Hermann Ney. Towards the use
of word stems and suffixes for statistical ma-
chine translation. In Proceedings of the 4th In-
ternational Conference on Language Resources
and Evaluation (LREC-2004), 2004.

Fatiha Sadat and Nizar Habash. Combination of
arabic preprocessing schemes for statistical ma-
chine translation. In ACL-44: Proceedings of
the 21st International Conference on Computa-
tional Linguistics and the 44th annual meeting
of the Association for Computational Linguis-
tics, pages 1-8, Morristown, NJ, USA, 2006.
Association for Computational Linguistics.

Helmut Schmid. Probabilistic part—of—speech tag-
ging using decision trees. In Proceedings of the
Conference on New Methods in Language Pro-
cessin, pages 44-49, Manchester, UK, 1994.

Holger Schwenk, Jean-Baptiste Fouet, and Jean
Senellart. First steps towards a general pur-
pose French/English statistical machine transla-
tion system. In Proceedings of the Third Work-
shop on Statistical Machine Translation, pages
119-122, Columbus, Ohio, June 2008. Associ-
ation for Computational Linguistics.

Andreas Stolcke. SRILM—an extensible lan-
guage modeling toolkit. In International Con-
ference on Spoken Language Processing, Den-
ver, Colorado, September 2002.

Sami Virpojia, Jaako J. Vayrynen, Mathias Creutz,
and Markus Sadeniemi. Morphology-aware sta-
tistical machine translation based on morphs in-
duced in an unsupervised manner. In Machine
Translation Summit XI, pages 491-498, Copen-
hagen, Denmark, September 2007.

Taro Watanabe, Hajime Tsukada, and Hideki
Isozaki. Ntt system description for the wmt2006
shared task. In Proceedings on the Workshop
on Statistical Machine Translation, pages 122—
125, New York City, June 2006. Association for
Computational Linguistics.

Andreas Zollmann, Ashish Venugopal, Stephan
Vogel, and Alex Waibel. The CMU-UKA Syn-
tax Augmented Machine Translation System
for IWSLT-06. In Proceedings of the Interna-
tional Workshop on Spoken Language Transla-
tion, pages 138-144, Kyoto, Japan, 2006.



MorphoLogic’s submission for the WMT 2009 Shared Task

Attila Novak
MorphoLogic
Kardhegy utca 5, Budapest 1116, Hungary

novak@morphologic.hu

Abstract

In this article, we describe the machine
translation systems we used to create
MorphoLogic’s  submissions to the
WMTO09 shared Hungarian to English
and English to Hungarian shared transla-
tion tasks. We used our rule based
MetaMorpho system to generate our pri-
mary submission. In addition, we created
a hybrid system where the Moses de-
coder is used to rank translations or as-
semble partial translations created by
MetaMorpho. Our third system was a
purely statistical morpheme based system
for the Hungarian to English task.

1 Introduction

This year, MorphoLogic submitted translations
for the WMT09 shared Hungarian to English and
English to Hungarian translation tasks. Our pri-
mary submissions were translated by MetaMor-
pho, a purely rule based machine translation sys-
tem (Proszéky and Tihanyi, 2002). Since last
year’s workshop we improved the Hungarian to
English grammar of MetaMorpho by making
more efficient the handling of certain structural
ambiguities and making the way the system han-
dles long sentences more robust.

The way Metamorpho selects the translation to
output is not optimal whether or not a full parse
for the source sentence could be obtained by its
parser.' Thus we decided to experiment with a
hybrid system where translations and partial
translations produced by MetaMorpho are ranked
or assembled by the Moses decoder (Koehn et
al., 2007) using a target language model.

" In the first case, simply the first translation is output
instead of considering all possible translations and
selecting the best, while in the second case, the algo-
rithm that combines the partial translations does not
check how well the target language side of the pieces
fit together.

In addition, we created a purely statistical
morpheme based system (also using Moses) for
the Hungarian to English task. However, results
obtained with the latter setup have been clearly
inferior in quality to those produced by the rule
based system both in terms of BLEU score and
subjective human judgment.

2 The MetaMorpho translation system

MetaMorpho is a rule based system the architec-
ture of which differs from that of most well-
known rule based systems: it does not contain a
separate transfer component. Its grammar oper-
ates with pairs of patterns (context-free rules en-
riched with features) that consist of one source
pattern used during bottom-up parsing and one or
more target patterns that are applied during top-
down generation of the translation. The architec-
ture of the grammar is completely homogeneous:
the same formalism is used to represent general
rules of grammar, more-or-less idiomatic phrases
and fully lexicalized items, these differ only in
the degree of underspecification.

The translation of the parsed structures is al-

ready determined during parsing the source lan-
guage input. The actual generation of the target
language representations does not involve any
additional transfer operations: target language
structures corresponding to substructures of the
source language parse tree are combined and the
leaves of the resulting tree are interpreted by a
morphological generator.
MetaMorpho processes input by first segmenting
it into sentences, then tokenizing them and per-
forming morphological analysis on tokens, as-
signing morphosyntactic attribute vectors to
them. This is followed by parsing the network of
ambiguous token sequences using the source side
of the grammar. Features are used in the gram-
mar to express constraints on the applicability of
rules and to store morphosyntactic, valence and
lexical information concerning the parsed input.

When no applicable rules remain, translation
is generated in a top-down fashion by combining
the target structures corresponding to the source
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patterns constituting the source language parse
tree. A source language rule may have more than
one associated target rule. The selection of the
target structure to apply relies on constraints on
the actual values of features in the source rule.
Unlike in classical transfer-based systems,
word order rearrangement is already determined
during parsing the source language input by the
applied rules and the values of the features. Dur-
ing generation, the already determined rear-
ranged structures are simply spelled out. The
morphosyntactic feature vectors on the terminal
level of the generated tree are interpreted by a
morphological generator that synthesizes the cor-
responding target language word forms.
Handling ambiguity is always a difficult
problem in a rule based system. MetaMorpho
gets rid of alternatives either by using high level
heuristics or by specific rules explicitly overrid-
ing some more general alternatives. Generally
MetaMorpho only generates the first possible
translation corresponding to the first parse it pro-
duces. In the case of long sentences however,
MetaMorpho still may run into the problem of
generating too many hypotheses. The solution to
this problem originally was simply to abort the
parser when it had spent too much time on ana-
lyzing a sentence. This resulted in a sequence of
words at the end of the sentence remaining un-
translated. We managed to alleviate this problem
by introducing subsentential segmentation that
partitions the input sentence into chunks at pre-
sumably safe places (usually clause boundaries).

3 Using a target language model to com-
bine partial parses

During parsing, a hierarchy of partial structures
is built by the parser. If the parser fails to pro-
duce full parse of the sentence, MetaMorpho re-
verts to using a heuristic process that constructs
an output by combining the output of a selected
set of these partial structures covering the whole
sentence. These assembled translations are usu-
ally suboptimal, because in the absence of a full
parse some structural information such as agree-
ment is often lost.

3.1 Pronoun dropping

In the case of Hungarian to English translation,
pronoun dropping in Hungarian is a further prob-
lem when trying to assemble a translation from
partial structures. Since the number and person
of the subject and the definiteness of the object
(in the case of transitive verbs) is exactly ex-

pressed by Hungarian verbal agreement suffixes,
explicit subject and object pronouns may be (and
usually are) dropped (unless they are focused or
otherwise stressed). The problem is that the same
verb forms are used when the subject or object is
a full NP. In these cases, however no pronoun is
incorporated in the verbal suffix:

Hallja.
Fred hallja a doktort.

He/she/it hears him/her/it.
Fred hears the doctor.

For single verb forms the MetaMorpho parser
only generates English phrases that contain sub-
ject pronouns (and in the case of a transitive
definite verb like hallja also an object pronoun:
he hears it), because the verb is only represented
in the grammar by structures that inherently con-
tain its possible argument structures. This results
in extra pronouns appearing in the assembled
output translation if there is in fact an overt sub-
ject and/or object in the sentence. The same thing
applies to 3™ person singular possessive con-
structions:

his house
Fred’s house.

hdza
Fred haza.

3.2 Utilizing the Moses decoder

The original partial structure combination algo-
rithm in MetaMorpho does not utilize a statistical
model of the target language. In our experiments,
we replaced the original phrase combination al-
gorithm with a statistical model using the Moses
decoder hoping that this would improve the
translations produced in these cases. We created
an interface to the parser that can output all par-
tial parses generated during parsing the input
sentence along with their translations.

We directly constructed a phrase table from
the partial translations and used the Moses de-
coder to select the best translation using a surface
target language model. We assumed a uniform
distribution on the translations in the phrase table
(for lack of a better estimation of the translation
probabilities) and assigned a zero weight to the
phrase model in the Moses configuration. Nei-
ther did we use a lexicalized distortion table. The
decoder thus selects the best translation based on
the language model score assigned to it. In our
experiments we used 5-gram language models
created from the WMTO09 bilingual training data.
We could not use language models created from
the larger monolingual corpora: the RAM in-
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stalled in our test machine was not enough for
that.”

We experimented with various parameter set-
tings and ways of building the phrase table.
While including partial translations in the phrase
table for sentences that had a full parse definitely
hurt performance, adding all alternative full
translations (if the parser managed to parse the
whole sentence) to the phrase table and letting
the language model select the best one (instead
of MetaMorpho defaulting to the first successful
parse) improved performance as could be ex-
pected. We needed to increase the maximum al-
lowed phrase length parameter from the default
to allow the decoder to use the full sentence
translations (failing to do so resulted in a serious
degradation of performance).

Adding alternative versions of phrases con-
taining possibly spurious pronouns to the phrase
table with the pronouns removed or properly
modified also had a beneficial effect as this re-
duced the frequency of extra inserted pronouns
in the translations.

While our original phrase assembly algorithm
never attempts to reorder the chunks it selects,
we did experiment with different distortion pa-
rameter settings in the statistical approach since
reordering comes for free with the Moses de-
coder. (Well, there is in fact a price to pay for
distortion: a sharp fall in decoding speed.) We
found that not penalizing word order changes by
the decoder clearly had a detrimental effect on
the accuracy of translations. The default distor-
tion limit and penalty (distortion limit was of six
words (d=6) in this setting; distortion penalty
weight was identical with the language model
weight) often resulted in translations with com-
pletely out-of-place chunks at the end of the sen-
tence. We got the best results (also in terms of
BLEU score) when disallowing distortion alto-
gether even though this results in somewhat dis-
fluent output, especially if the target language is
English and the original Hungarian sentence was
verb final. Disallowing distortion also made de-
coding more than ten times faster.

? Building lower-order LMs, cutting off singletons,
and/or limiting the LM's vocabulary to the most fre-
quent phrases could be possible solutions to that prob-
lem as the reviewer of the paper pointed out. We are
going to try to solve the memory problem using a
combination these techniques in our follow-up ex-
periments.

3.3 Results

Unfortunately, even with the best parameter set-
tings that we have found, we managed to achieve
only a slight improvement in BLEU scores com-
pared to the original heuristics used in MetaMor-
pho. The following table lists the (case insensi-
tive) BLEU scores achieved by the original
purely rule based system and various versions of
the hybrid system on the WMTO09 test set.’

Hungarian to English

MetaMorpho 9.96
d=6, no distortion penalty, reassem- 9.62
bling full parses

d=6, distortion penalty, no partial 9.70
analyses for full parse sentences

d=0, no distortion, no partial analyses 10.10
for full parse sentences, pronoun drop-

ping

English to Hungarian

MetaMorpho 8.13
d=6, distortion penalty, no partial 8.22
analyses for full parse sentences

d=0, no distortion, no partial analyses 8.44
for full parse sentences

Although we got slightly better results using
the hybrid system, we submitted the output of the
original fully rule based MetaMorpho system as
our primary submission.

4 A morpheme based Hungarian to
English statistical translation system

In addition to the hybrid system above, we also
experimented with a statistical system using the
Moses toolkit that we used to build a Hungarian
to English translation system. The model that we
implemented is based on a morpheme based rep-
resentation of both languages instead of a word
form based or factored representation.

4.1 The architecture of the system

The Hungarian side of the WMTO09 parallel
training corpus was analyzed and stemmed using
the Humor morphological analyzer (Proszéky
and Kis, 1999; Prészéky and Novak, 2005) and
we used the Hunpos tagger (Halacsy, Kornai and
Oravecz, 2007) for disambiguating the morpho-

3 We first used a cleaned-up version of the WMTO08
test set (with typos and badly converted characters
fixed) in our experiments. Then we rerun some of the
test configurations on the WMTO9 test set and got
similarly improving results, which we report here.
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logical tagging. For English tagging, we used
CRFTagger (Phan, 2006), a Java-based condi-
tional random fields POS tagger, while stemming
was performed by morpha (Minnen, Carroll and
Pearce, 2001). We wused the corresponding
morphg word form generator to generate the out-
put surface word forms. Unfortunately, morpha
neutralizes some present and past forms of the
copula, we needed to fix this to get the proper
forms in the output.

We segmented both sides of the corpus into
morphemes based on the analyses, so the tokens
in our system were morphemes instead of word
forms. The following is a lowercased example
sentence pair from the training corpus:

a[det] 137[szn] apr6[mn] csillag[fn] [ela] all6[mn]
spiral[fn] meg+[ik] duplazodik[ige] [me3] .[punct]

the dt spiral nn of in 137 cd tiny jj star nn s_nns
double vbed vbd itself prp . .

The motivation for this approach was that
Hungarian has a very rich morphology with
thousands of possible inflected forms for each
word in the open word classes. In addition, many
English function words, such as prepositions,
possessive and other pronouns etc. correspond to
bound morphemes in Hungarian, which makes
already the word alignment part of the Moses
training procedure a difficult task. It is difficult
capture generalizations like the ones above using
a word form based representation. There are also
systematic morpheme order differences between
these corresponding morphemes: the inflectional
suffixes (or postpositions) corresponding to Eng-
lish prepositions follow noun phrases rather than
preceding them and the same applies to posses-
sive pronouns and subject pronouns (the latter
corresponding to verb agreement suffixes). We
hoped that these difficulties could be addressed
by a morpheme based solution adequately.

The phrase table was built using the default
grow-diag-final heuristic from Giza++ align-
ments that we acquired from the morpheme
based representation of the corpus. We used the
default settings for Giza++. We also used a lexi-
calized reordering table. The distortion parameter
was left at the default value. We also analyzed
and tried to use a 5-gram language model built
from the monolingual English corpus that was
published as part of the WMT09 shared transla-
tion task training material but the resulting model
was too big to be loaded into the 3GB RAM of
the machine that we used in our experiments. We
tried to use IRSTLM instead of SRILM but we

did not manage to solve the memory overload
problem. So in the end we used a 5-gram mor-
pheme based language model that was built from
the English side of the bilingual training corpus
only.

We run the MERT parameter optimization
procedure using a morpheme based BLEU score
computed on the morpheme segmented version
of the WMTO09 Hungarian to English tuning set.
MERT took several days to run.

4.2 Results

We used the parameter settings suggested by
the (morpheme BLEU score based) MERT opti-
mization and generated English surface word
forms using morphg. We expected that the mor-
pheme based solution would pose a new prob-
lem: that of misplaced morphemes in the output
that do not correspond to any valid surface word
form. In such cases we resorted to skipping the
misplaced morpheme, although this is obviously
not an optimal solution.

The BLEU score we obtained on the detoken-
ized output was not very encouraging, to put it
mildly: 7.82. When we rerun the decoder with
the parameter settings obtained from a previous
broken down MERT session, we obtained
somewhat better results: 7.95. But this is still
very far from the 9.96/10.10 points achieved by
MetaMorpho and the hybrid solution. Inspection
of the translation results confirmed that the trans-
lations generated by the morpheme based setup
are far inferior to those generated by our rule
based system.

Inspecting Giza++ alignments revealed that,
contrary to our hopes, segmenting the training
corpus into morphemes did not in itself solve the
word alignment quality problem: the alignments
look even worse than those achieved on the plain
text version of the corpus. On the other hand, all
the drawbacks of the approach that we predicted:
reduced span of local dependencies in the lan-
guage models and the phase table due to the in-
creased number of tokens spanning the same
span of input, misplaced morphemes, etc. seem
to have hit us.

5 Conclusion

In this article, we described the rule based, hy-
brid and statistical systems that we implemented
and used in the WMTO09 shared translation task.
Although we only managed to slightly im-
prove the performance of our rule based machine
translation system in our hybrid experiment and
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with our first attempt at a morpheme based statis-
tical system we obtained more modest results
than we hoped, we think that it is still worth to
make further attempts to build better translation
systems for the Hungarian English language pair
along these lines.

Acknowledgments

This research has been supported by the Euro-
pean Commission in the FP6-IST project Euro-
Matrix. We also would like to thank Lasz16 Laki
and Borbdala Siklosi for the work they have put
into the statistical system that we built.

References

Péter Halacsy, Andrds Kornai, and Csaba Oravecz.
2007. HunPos — an open source trigram tagger In:
Proceedings of the 45th Annual Meeting of the As-
sociation for Computational Linguistics Compan-
ion Volume Proceedings of the Demo and Poster
Sessions, Association for Computational Linguis-
tics, Prague, Czech Republic, 209-212.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Ber-
toldi, Brooke Cowan, Wade Shen, Christine
Moran, Richard Zens, Chris Dyer, Ondrej Bojar,
Alexandra Constantin, Evan Herbst. 2007. Moses:
Open Source Toolkit for Statistical Machine Trans-
lation In: Proceedings of the 45th Annual Meeting
of the Association for Computational Linguistics
Companion Volume Proceedings of the Demo and
Poster Sessions, Association for Computational
Linguistics, Prague, Czech Republic, 177-180.

Guido Minnen, John Carroll and Darren Pearce. 2001.
Applied morphological processing of English,
Natural Language Engineering, 7(3). 207-223.

Xuan-Hieu Phan. 2006. CRFTagger: CRF English
POS Tagger, http://crftagger.sourceforge.net/

Gabor Proszéky and Attila Novak. 2005. Computa-
tional Morphologies for Small Uralic Languages.
In: A. Arppe, L. Carlson, K. Lindén, J. Piitulainen,
M. Suominen, M. Vainio, H. Westerlund, A. Yli-
Jyré (eds.): Inquiries into Words, Constraints and
Contexts Festschrift in the Honour of Kimmo
Koskenniemi on his 60th Birthday, 116-125.
Gummerus Printing, Saarijarvi/CSLI Publications,
Stanford.

Gabor Proszéky and Laszlo Tihanyi. 2002. MetaMor-
pho: A Pattern-Based Machine Translation System.
In: Proceedings of the 24th 'Translating and the
Computer' Conference, 19-24. ASLIB, London,
United Kingdom.

159



Edinburgh’s Submission to all Tracks of the WMT2009 Shared Task
with Reordering and Speed Improvements to Moses

Philipp Koehn and Barry Haddow
School of Informatics
University of Edinburgh
pkoehn@inf.ed.ac.uk bhaddow@inf.ed.ac.uk

Abstract

Edinburgh University participated in the
WMT 2009 shared task using the Moses
phrase-based statistical machine transla-
tion decoder, building systems for all lan-
guage pairs. The system configuration was
identical for all language pairs (with a few
additional components for the German-
English language pairs). This paper de-
scribes the configuration of the systems,
plus novel contributions to Moses includ-
ing truecasing, more efficient decoding
methods, and a framework to specify re-
ordering constraints.

1 Introduction

The commitment of the University of Edinburgh to
the WMT shared tasks is to provide a strong sta-
tistical machine translation baseline with our open
source tools for all language pairs. We are again
the only institution that participated in all tracks.

The shared task is also an opportunity to incor-
porate novel contributions and test them against
the best machine translation systems for these lan-
guage pairs. In this paper we describe the speed
improvements to the Moses decoder (Koehn et al.,
2007), as well as a novel framework to specify re-
ordering constraints with XML markup, which we
tested with punctuation-based constraints.

2 System Configuration

We trained a default Moses system with the fol-
lowing non-default settings:

e maximum sentence length 80

e grow-diag-final-and of

GIZA++ alignments

symmetrization

e interpolated Kneser-Ney discounted 5-gram
language model

e msd-bidrectional-fe lexicalized reordering

Language ep nc | news | intpl.
English 449 | 486 | 216 192
French 264 | 311 147 131
German 785 | 821 449 402
Spanish 341 | 392 | 219 190
Czech *:1475 | 1615 | 752 690
Hungarian hung:2148 | 815 786

Table 1: Perplexity (ppl) of the domain-trained (ep
= Europarl (CzEng for Czech), nc = News Com-
mentary, news = News) and interpolated language
models.

2.1 Domain Adaptation

In contrast to last year’s task, where news transla-
tion was presented as a true out-of-domain prob-
lem, this year large monolingual news corpora
and a tuning set (last year’s test set) were pro-
vided. While still no in-domain news parallel cor-
pora were made available, the monolingual cor-
pora could be exploited for domain adaption.

For all language pairs, we built a 5-gram lan-
guage model, by first training separate language
models for the different training corpora (the par-
allel Europarl and News Commentary and new
monolingual news), and then interpolated them by
optimizing perplexity on the provided tuning set.
Perplexity numbers are shown in Table 1.

2.2 Truecasing

Our traditional method to handle case is to low-
ercase all training data, and then have a separate
recasing (or recapitalization) step. Last year, we
used truecasing: all words are normalized to their
natural case, e.g. the, John, eBay, meaning that
only sentence-leading words may be changed to
their most frequent form.

To refine last year’s approach, we record the
seen truecased instances and truecase words in test
sentences (even in the middle of sentences) to seen
forms, if possible.

Truecasing leads to small degradation in case-
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language pair baseline | w/ news | mbr/mp | truecased | big beam | ued’08 | best’08

French-English uncased 21.2 23.1 233 22.7 22.9 19.2 21.9
cased 21.7 21.6 21.8

English-French uncased 17.8 194 19.6 19.6 19.7 18.2 21.4
cased 18.1 18.7 18.8

Spanish-English uncased 22.5 24.4 24.7 24.5 24.7 20.1 22.9
cased 23.0 233 234

English-Spanish uncased 22.4 23.9 24.2 23.8 244 20.7 22.7
cased 22.1 22.8 23.1

Czech-English uncased 16.9 18.9 18.9 18.6 18.6 14.5 14.7
cased 17.3 17.4 17.4

English-Czech uncased 11.4 13.5 13.6 13.6 13.8 9.6 11.9
cased 12.2 13.0 13.2

Hungarian-English  uncased - 11.3 11.4 10.9 11.0 8.8
cased 8.3 10.1 10.2

English-Hungarian  uncased - 9.0 9.3 9.2 9.5 6.5
cased 8.1 8.4 8.7

Table 2: Results overview for news-dev2009b sets: We see significant BLEU score increases with the
addition of news data to the language model and using truecasing. As a comparison our results and the
best systems from last year on the full news-dev2009 set are shown.

insensitive BLEU, but to a significant gain in case-
sensitive BLEU. Note that we still do not properly
address all-caps portions or headlines with our ap-
proach.

2.3 Results

Results on the development sets are summarized
in Table 2. We see significant gains with the addi-
tion of news data to the language model (about 2
BLEU points) and using truecasing (about 0.5-1.0
BLEU points), and minor if any gains using min-
imum Bayes risk decoding (mbr), the monotone-
at-punctuation reordering constraint (mp, see Sec-
tion 3.2), and bigger beam sizes.

2.4 German-English

For German-English, we additionally incorpo-
rated

rule-based reordering — We parse the input us-
ing the Collins parser (Collins, 1997) and ap-
ply a set of reordering rules to re-arrange the
German sentence so that it corresponds more
closely English word order (Collins et al.,
2005).

compound splitting — We split German com-
pound words (mostly nouns), based on the
frequency of the words in the potential de-
compositions (Koehn and Knight, 2003a).

part-of-speech language model — We use fac-
tored translation models (Koehn and Hoang,
2007) to also output part-of-speech tags with
each word in a single phrase mapping and run
a second n-gram model over them. The En-
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German-English BLEU
(ued’08: 17.1, best’08: 19.7) (uncased)
baseline 16.6
+ interpolated news LM 20.6
+ minimum Bayes risk decoding 20.6
+ monotone at punctuation 20.9
+ truecasing 20.9
+ rule-based reordering 21.7
+ compound splitting 22.0
+ part-of-speech LM 22.1
+ big beam 223

Table 3: Results for German—English with the in-
cremental addition of methods beyond a baseline
trained on the parallel corpus

English—-German BLEU
(ued’08: 12.1, best’08: 14.2) (uncased)
baseline 13.5

+ interpolated news LM 15.2

+ minimum Bayes risk decoding 15.2

+ monotone at punctuation 15.2

+ truecasing 15.2

+ morphological LM 15.2

+ big beam 15.7

Table 4: Results for English—German with the in-
cremental addition of methods beyiond a baseline
trained on the parallel corpus

glish part-of-speech tags are obtained using
MXPOST (Ratnaparkhi, 1996).

2.5 English-German

For English—-German, we additionally incorpo-
rated a morphological language model the same
way we incorporated a part-of-speech language
model in the other translation direction. The
morphological tags were obtained using LoPar
(Schmidt and Schulte im Walde, 2000).
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Figure 1: Early discarding results in speedier but still accurate search, compared to reducing stack size.

3 Recent Improvements

In this section, we describe recent improvements
to the Moses decoder for the WMT 2009 shared
task.

3.1 Early Discarding

We implemented in Moses a more efficient beam
search, following suggestions by Moore and Quirk
(2007). In short, the guiding principle of this work
is not to build a hypothesis and not to compute its
language model scores, if it is likely to be too bad
anyway.

Before a hypothesis is generated, the following
checks are employed:

1. the minimum allowed score for a hypothesis
is the worst score on the stack (if full) or the
threshold for the stack (if higher or stack not
full) plus an early discarding threshold cush-
ion

if (a) new hypothesis future score, (b) the cur-
rent hypothesis actual score, and (c) the fu-
ture cost of the translation option are worse
than the allowed score, do not generate the
hypothesis

. if adding all real costs except for the language
model costs (i.e., reordering costs) makes the
score worse than the allowed score, do not
generate the hypothesis.

. complete generation of the hypothesis and
add it to the stack

Note that check 1 and 2 mostly consists of
adding and comparing already computed values.
In our implementation, step 3 implies the some-
what costly construction of the hypothesis data
structure, while step 4 performs the expensive
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language model calculation. Without these opti-
mizations, the decoder spends about 60-70% of
the search time computing language model scores.
With these optimization, the vast majority of po-
tential hypotheses are not built.

See Figure 1 for the time/search-accuracy trade-
offs using this early discarding strategy. Given
a stack size, we can vary the threshold cushion
mentioned in step 1 above. A tighter threshold
(the factor 1.0 implies no cushion at all), results
in speedier but worse search. Note, however, that
the degradation in quality for a given time point
is less severe than the alternative — reducing the
stack size (and also tightening the beam thresh-
old, not shown in the figure). To mention just two
data points in the German-English setting: Stack
size of 500 and early discarding threshold of 1.0
results in faster search (150ms/word) and better
quality (73.5% search accuracy) than the default
search setting of a stack size 200 and no early dis-
carding (252ms/word for 62.5% seach accuracy).
Accuracy is measured against the best translations
found under any setting.

Note that this early discarding is related to ideas
behind cube pruning (Huang and Chiang, 2007),
which generates the top m most promising hy-
potheses, but in our method the decision not to
generate hypotheses is guided by the quality of hy-
potheses on the result stack.

3.2 Framework to Specify Reordering
Constraints

Commonly in statistical machine translation,
punctuation tokens are treated just like words. For
tokens such as commas, many possible transla-
tions are collected and they may be translated into
any of these choices or reordered if the language
model sees gains. In fact, since the comma is one



ﬂ{equiring the translation of quoted material as a block: \

He said <zone> " yes " </zone> .

Hard reordering constraint:
Number 1 : <wall/> the beginning .

Local hard reordering constraint within zone:

Nesting:

A new idea <zone> ( <wall/> maybe not new <wall/> ) </zone> has come forward .

Kl"he <zone> " new <zone> ( old ) </zone> " </zone> proposal . j

Figure 2: Framework to specify reordering constraints with zones and walls. Words within zones have
to be translated without reordering with outside material. Walls form hard reordering constraints, over
which words may not be reordered (limited to zones, if defined within them).

the most frequent tokens in a corpus and not very
consistently translated across languages, it has a
very noisy translation table, often with 10,000s if
not 100,000s of translations.

Punctuation has a meaningful role in structur-
ing a sentence, and we see some gains exploiting
this in the systems we built last year. By dis-
allowing reordering over commas and sentence-
ending punctuation, we avoid mixing words from
different clauses, and typically see gains of 0.1—
0.2 BLEU.

But also other punctuation tokens imply re-
ordering constraints. Parentheses, brackets, and
quotation marks typically define units that should
be translated as blocks, meaning that words should
not be moved in or out of sequences in quotes and
alike.

To handle such reordering constraints, we intro-
duced a framework that uses what we call zones
and walls. A zone is a sequence of words that
should be translated as block. This does not mean
that the sequence cannot be reordered as a whole,
but that once we start to translate words in a zone,
we have to finish all its words before moving out-
side again. To put it another way: words may not
reordered into or out of zones.

A wall is a hard reordering constraint that 