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Preface: General Chair

I am honored to be serving as General Conference Chair for the annual conference in our field. This
year’s conference, ACL-08: HLT, is jointly sponsored by the Association for Computational Linguistics
and the North American Chapter of the Association for Computational Linguistics and it thus brings
together the traditions of both organizations. As is evident from the title, one of those traditions is
the focus on research from all areas of Human Language Technology, including information retrieval,
natural language processing and speech. The conference features invited speakers in speech and
information retrieval and there are sessions devoted to all three of these areas. I hope this conference
will again encourage interaction among researchers from the different areas.

Since I was last involved in organizing the ACL Conferences back in the 90’s, the conferences have
grown dramatically. I was surprised to learn the number of people required to make the conference
happen. Some 30 odd people are serving in Chair or Co-Chair capacity of various aspects of the
conference. While I was pleased to have the opportunity of shaping aspects of the conference, I have
to say that the real bulk of the work is done by the many Chairs involved. So I want to express my
gratitude to all of them for their commitment and dedication to making sure that all ran smoothly. I am
impressed by the energy and time that everyone gave to this volunteer activity.

I would like to thank the Program Chairs, Johanna Moore, Simone Teufel, James Allan and Sadaoki
Furui, who have put in many hours to provide us with the main program for the conference and the Local
Arrangements Chair, Chris Brew, who has provided us with the venue for the conference and oversaw
the many time-demanding details. DJ Hovermale also put in many hours as webmaster, collecting
information from everyone. I would like to thank the Chairs of the Student Research Workshop, Ebru
Arisoy, Wolfgang Maier and Keisuke Inoue, who worked quite independently, along with the Faculty
Advisor, Jan Wiebe. The Workshop Chair, Ming Zhou, managed the workshop program with ease, a
program that has grown over the years so that it seems like a conference in and of itself. The Tutorial
Chairs, Ani Nenkova, Marilyn Walker and Eugene Agichtein, have put together a fine tutorial program
and the Demo Chair, Jimmy Lin, has organized a nice series of demos. The Sponsorship Chairs are
responsible for bringing in funding to cover various programs and I would like to thank Inderjeet
Mani, Josef van Genabith and Michael White for their efforts in this regard. The Publicity Chairs, Hal
Daumé III, Eric Fosler-Lussier and Diane Kelly, reached out to communities outside the central natural
language areas to encourage people to submit papers and attend the conference. Finally, I would like to
give a big thanks to the Publication Chairs, Joakim Nivre and Noah A. Smith, who were very organized
and handily managed the job of pulling all materials together for the main conference and workshop
proceedings, no small feat.

In addition to the Chairs, individuals within the ACL organization itself deserve recognition. First and
foremost, my thanks goes to Dragomir Radev, who provided guidance about what to do next at every
step and who had the answer to every question I had within seconds. Owen Rambow also provided much
needed advice from the perspective of the North American Chapter. Priscilla Rasmussen is critical to
the running of the conference, with her organizational history of how things work. Finally, I would like
to thank the Coordinating Committee for being available for discussion and for providing advice.

Kathleen McKeown
ACL-08: HLT General Chair
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Preface: Program Chairs

The program for ACL-08: HLT features a wide variety of avenues for authors to present their latest work
in computational linguistics, information retrieval, and speech technology. The program includes: full
papers, short papers, posters, demonstrations, and a student research workshop, as well as pre- and post-
conference tutorials and workshops. In our program design, we attempted to combine the successful
approach of ACL07, which had four parallel oral sessions of 25-min full paper presentations, with the
HLT model of presenting late-breaking results in parallel sessions of 15-min short paper presentations.
We also experimented with an idea adopted from Interspeech, in which authors can choose their desired
mode of presentation, oral or poster, based on their assessment of how best to present their work. There
is no distinction between posters and oral presentations in terms of quality or in terms of how they
appear in the Proceedings. Although it will take more than one year to see this change fully taken up
by the membership, we were happy to see some authors choose the poster option from the very outset.
Area chairs also used their discretion in indicating which submissions would benefit from which mode
of presentation. If the number of submissions continues to grow as it has done in the past few years,
poster sessions will be one way to managing this growth without creating a large number of parallel
sessions.

This year, the program committee received yet another record-breaking number of submissions, with
470 full and 275 short paper submissions. Full papers were due in mid-January, and the program
committee accepted 119 (25%) of these, 95 as oral presentations and 24 as posters. Short papers were
due in mid-March, and the committee accepted 64 (23%) of these, 32 for oral presentation and 32 for
poster presentation.

First and foremost, we thank all the authors for submitting papers describing their recent work; the
sheer number of submissions reflects how active our field is. We are greatly indebted to the 34 area
chairs who recruited 720 reviewers, and who managed the reviewing process of both full and short
papers in their areas. Reviewers wrote three reviews for each full paper submission, and two reviews
for each short paper submission, for a staggering total of just under 2000 reviews! Miraculously, there
were only a handful of late reviews. Well done everyone!

As the number of submissions and, consequently the number of area chairs, has risen over the last few
years, the ACL program committee has moved away from having a face-to-face meeting of all area
chairs. For ACL08: HLT, two of the program co-chairs met for two days at Edinburgh University,
using email and teleconferencing to get input from the two program co-chairs not based in Europe,
and all of the area chairs. For short paper decision making, three of the four program co-chairs held a
teleconference, with input from the fourth co-chair by email as time zone differences permitted.

Another first this year was our decision to award several outstanding paper prizes, rather than trying to
identify a single best paper. We did this because we felt that it is typical for conferences as large as this
to have several particularly exciting, innovative, and well-crafted papers, and it is extremely difficult
to compare quality across areas. We asked area chairs to nominate papers for the various awards and
then formed an Outstanding Paper Committee, who wish to remain anonymous, and to whom we owe
a great debt of gratitude for their hard work at short notice.
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As usual, the main program will run for three days: there will be four parallel sessions of paper
presentations. One of these is devoted to the Student Research Workshop, which we would like to thank
Ebru Abrisoy, Wolfgang Maier and Keisuke Inoue for organizing. There will also be a poster session on
Monday evening, with food and drink to keep everyone going. The demo session, organized by Jimmy
Lin, will be held concurrently with the poster session. This year there will be five plenary sessions: two
for our very distinguished invited speakers, Susan Dumais and Marc Swerts, one for presentation of the
four outstanding papers, one for the presentation by this year’s Lifetime Achievement Award winner,
and finally one for the ACL business meeting.

Also as usual the conference is flanked by tutorial sessions and workshops. We would like to thank
Ani Nenkova, Marilyn Walker and Eugene Agichtein for organizing the tutorials, and Ming Zhou,
ChengXiang Zhai and Helen Meng for compiling an excellent program of workshops.

We also thank Kathy McKeown, General Conference Chair, the Local Arrangements Committee headed
by Chris Brew, the ACL executive committee, for their help and advice, and last year’s co-chairs, Antal
van den Bosch and Annie Zaenen, for sharing their experience.

Finally, there were three things that made this all possible. First, we were helped immensely by Jason
Eisner, who has compiled an excellent web site on “How to Serve as Program Chair of a Conference”
(http://www.cs.jhu.edu/ jason/advice/how-to-chair-a-conference.html). This saved us more than once!
Second, we employed a recent PhD, James Clarke, to help us get started with START, and to simply
deal with the large volume of work that must be processed within the first few days after submissions
are received. James kept us sane. Third, there is the invaluable START system for managing paper
submission, reviewing, and decision making. We owe Rich Gerber and the START team a million
thanks for responding to questions quickly, and even modifying START overnight to provide what we
asked for.

Our most sincere thanks go to Joakim Nivre and Noah A. Smith who took all of our labors and put
together the wonderful Proceedings you are now reading.

We hope you enjoy the conference,

Johanna D. Moore, Simone Teufel, James Allan, and Sadaoki Furui
ACL-08: HLT Program Chairs
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Conference Program

Monday, June 16, 2008

9:00–9:10 Opening Session

9:10–10:10 Invited Talk: Marc Swerts, Facial Expressions in Human-Human and Human-
Machine Interactions

10:10–10:40 Break

Session 1A: Information Extraction 1

10:40–11:05 Mining Wiki Resources for Multilingual Named Entity Recognition
Alexander E. Richman and Patrick Schone

11:05–11:30 Distributional Identification of Non-Referential Pronouns
Shane Bergsma, Dekang Lin and Randy Goebel

11:30–11:55 Weakly-Supervised Acquisition of Open-Domain Classes and Class Attributes from
Web Documents and Query Logs
Marius Paşca and Benjamin Van Durme

11:55–12:20 The Tradeoffs Between Open and Traditional Relation Extraction
Michele Banko and Oren Etzioni

Session 1B: Language Resources and Evaluation

10:40–11:05 PDT 2.0 Requirements on a Query Language
Jiřı́ Mı́rovský

11:05–11:30 Task-oriented Evaluation of Syntactic Parsers and Their Representations
Yusuke Miyao, Rune Sætre, Kenji Sagae, Takuya Matsuzaki and Jun’ichi Tsujii

11:30–11:55 MAXSIM: A Maximum Similarity Metric for Machine Translation Evaluation
Yee Seng Chan and Hwee Tou Ng

11:55–12:20 Contradictions and Justifications: Extensions to the Textual Entailment Task
Ellen M. Voorhees

xxi



Monday, June 16, 2008 (continued)

Session 1C: Machine Translation 1

10:40–11:05 Cohesive Phrase-Based Decoding for Statistical Machine Translation
Colin Cherry

11:05–11:30 Phrase Table Training for Precision and Recall: What Makes a Good Phrase and a Good
Phrase Pair?
Yonggang Deng, Jia Xu and Yuqing Gao

11:30–11:55 Measure Word Generation for English-Chinese SMT Systems
Dongdong Zhang, Mu Li, Nan Duan, Chi-Ho Li and Ming Zhou

11:55–12:20 Bayesian Learning of Non-Compositional Phrases with Synchronous Parsing
Hao Zhang, Chris Quirk, Robert C. Moore and Daniel Gildea

Session 1D: Speech Processing

10:40–11:05 Applying a Grammar-Based Language Model to a Simplified Broadcast-News Transcrip-
tion Task
Tobias Kaufmann and Beat Pfister

11:05–11:30 Automatic Editing in a Back-End Speech-to-Text System
Maximilian Bisani, Paul Vozila, Olivier Divay and Jeff Adams

11:30–11:55 Grounded Language Modeling for Automatic Speech Recognition of Sports Video
Michael Fleischman and Deb Roy

11:55–12:20 Lexicalized Phonotactic Word Segmentation
Margaret M. Fleck

12:20–2:00 Lunch

xxii



Monday, June 16, 2008 (continued)

Session 2A: Information Retrieval 1

2:00–2:25 A Re-examination of Query Expansion Using Lexical Resources
Hui Fang

2:25–2:50 Selecting Query Term Alternations for Web Search by Exploiting Query Contexts
Guihong Cao, Stephen Robertson and Jian-Yun Nie

2:50–3:15 Searching Questions by Identifying Question Topic and Question Focus
Huizhong Duan, Yunbo Cao, Chin-Yew Lin and Yong Yu

Session 2B: Language Generation

2:00–2:25 Trainable Generation of Big-Five Personality Styles through Data-Driven Parameter Es-
timation
François Mairesse and Marilyn Walker

2:25–2:50 Correcting Misuse of Verb Forms
John Lee and Stephanie Seneff

2:50–3:15 Hypertagging: Supertagging for Surface Realization with CCG
Dominic Espinosa, Michael White and Dennis Mehay

Session 2C: Machine Translation 2

2:00–2:25 Forest-Based Translation
Haitao Mi, Liang Huang and Qun Liu

2:25–2:50 A Discriminative Latent Variable Model for Statistical Machine Translation
Phil Blunsom, Trevor Cohn and Miles Osborne

2:50–3:15 Efficient Multi-Pass Decoding for Synchronous Context Free Grammars
Hao Zhang and Daniel Gildea

xxiii



Monday, June 16, 2008 (continued)

Session 2D: Semantics 1

2:00–2:25 Regular Tree Grammars as a Formalism for Scope Underspecification
Alexander Koller, Michaela Regneri and Stefan Thater

2:25–2:50 Classification of Semantic Relationships between Nominals Using Pattern Clusters
Dmitry Davidov and Ari Rappoport

2:50–3:15 Vector-based Models of Semantic Composition
Jeff Mitchell and Mirella Lapata

3:15–3:45 Break

Session 3A: Information Extraction 2

3:45–4:10 Exploiting Feature Hierarchy for Transfer Learning in Named Entity Recognition
Andrew Arnold, Ramesh Nallapati and William W. Cohen

4:10–4:35 Refining Event Extraction through Cross-Document Inference
Heng Ji and Ralph Grishman

4:35–5:00 Learning Document-Level Semantic Properties from Free-Text Annotations
S.R.K. Branavan, Harr Chen, Jacob Eisenstein and Regina Barzilay

5:00–5:25 Automatic Image Annotation Using Auxiliary Text Information
Yansong Feng and Mirella Lapata

xxiv



Monday, June 16, 2008 (continued)

Session 3B: Sentiment Analysis

3:45–4:10 Hedge Classification in Biomedical Texts with a Weakly Supervised Selection of Keywords
György Szarvas

4:10–4:35 When Specialists and Generalists Work Together: Overcoming Domain Dependence in
Sentiment Tagging
Alina Andreevskaia and Sabine Bergler

4:35–5:00 A Generic Sentence Trimmer with CRFs
Tadashi Nomoto

5:00–5:25 A Joint Model of Text and Aspect Ratings for Sentiment Summarization
Ivan Titov and Ryan McDonald

Session 3C: Syntax and Parsing 1

3:45–4:10 Improving Parsing and PP Attachment Performance with Sense Information
Eneko Agirre, Timothy Baldwin and David Martinez

4:10–4:35 A Logical Basis for the D Combinator and Normal Form in CCG
Frederick Hoyt and Jason Baldridge

4:35–5:00 Parsing Noun Phrase Structure with CCG
David Vadas and James R. Curran

5:00–5:25 Sentence Simplification for Semantic Role Labeling
David Vickrey and Daphne Koller

xxv



Monday, June 16, 2008 (continued)

Session 3D: Student Research Workshop

3:45–4:10 A Supervised Learning Approach to Automatic Synonym Identification Based on Distribu-
tional Features
Masato Hagiwara

4:10–4:35 An Integraged Architecture for Generating Parenthetical Constructions
Eva Banik

4:35–5:00 Inferring Activity Time in News through Event Modeling
Vladimir Eidelman

5:00–5:25 Combining Source and Target Language Information for Name Tagging of Machine Trans-
lation Output
Shasha Liao

5:25–5:50 A Re-examination on Features in Regression Based Approach to Automatic MT Evaluation
Shuqi Sun, Yin Chen and Jufeng Li

5:25–6:00 Break

6:00–8:30 Poster and Demo Session

Long Paper Posters

Summarizing Emails with Conversational Cohesion and Subjectivity
Giuseppe Carenini, Raymond T. Ng and Xiaodong Zhou

Ad Hoc Treebank Structures
Markus Dickinson

A Single Generative Model for Joint Morphological Segmentation and Syntactic Parsing
Yoav Goldberg and Reut Tsarfaty

Which Words Are Hard to Recognize? Prosodic, Lexical, and Disfluency Factors that
Increase ASR Error Rates
Sharon Goldwater, Dan Jurafsky and Christopher D. Manning

Name Translation in Statistical Machine Translation - Learning When to Transliterate
Ulf Hermjakob, Kevin Knight and Hal Daumé III

xxvi



Monday, June 16, 2008 (continued)

Using Adaptor Grammars to Identify Synergies in the Unsupervised Acquisition of Lin-
guistic Structure
Mark Johnson

Inducing Gazetteers for Named Entity Recognition by Large-Scale Clustering of Depen-
dency Relations
Jun’ichi Kazama and Kentaro Torisawa

Evaluating Roget’s Thesauri
Alistair Kennedy and Stan Szpakowicz

Unsupervised Translation Induction for Chinese Abbreviations using Monolingual Cor-
pora
Zhifei Li and David Yarowsky

Which Are the Best Features for Automatic Verb Classification
Jianguo Li and Chris Brew

Collecting a Why-Question Corpus for Development and Evaluation of an Automatic QA-
System
Joanna Mrozinski, Edward Whittaker and Sadaoki Furui

Solving Relational Similarity Problems Using the Web as a Corpus
Preslav Nakov and Marti A. Hearst

Combining Speech Retrieval Results with Generalized Additive Models
J. Scott Olsson and Douglas W. Oard

A Critical Reassessment of Evaluation Baselines for Speech Summarization
Gerald Penn and Xiaodan Zhu

Intensional Summaries as Cooperative Responses in Dialogue: Automation and Evalua-
tion
Joseph Polifroni and Marilyn Walker

Word Clustering and Word Selection Based Feature Reduction for MaxEnt Based Hindi
NER
Sujan Kumar Saha, Pabitra Mitra and Sudeshna Sarkar

Combining EM Training and the MDL Principle for an Automatic Verb Classification
Incorporating Selectional Preferences
Sabine Schulte im Walde, Christian Hying, Christian Scheible and Helmut Schmid

xxvii



Monday, June 16, 2008 (continued)

Randomized Language Models via Perfect Hash Functions
David Talbot and Thorsten Brants

Applying Morphology Generation Models to Machine Translation
Kristina Toutanova, Hisami Suzuki and Achim Ruopp

Multilingual Harvesting of Cross-Cultural Stereotypes
Tony Veale, Yanfen Hao and Guofu Li

Semi-Supervised Convex Training for Dependency Parsing
Qin Iris Wang, Dale Schuurmans and Dekang Lin

Chinese-English Backward Transliteration Assisted with Mining Monolingual Web Pages
Fan Yang, Jun Zhao, Bo Zou, Kang Liu and Feifan Liu

Robustness and Generalization of Role Sets: PropBank vs. VerbNet
Beñat Zapirain, Eneko Agirre and Lluı́s Màrquez

A Tree Sequence Alignment-based Tree-to-Tree Translation Model
Min Zhang, Hongfei Jiang, Aiti Aw, Haizhou Li, Chew Lim Tan and Sheng Li

Short Paper Posters

Language Dynamics and Capitalization using Maximum Entropy
Fernando Batista, Nuno Mamede and Isabel Trancoso

Surprising Parser Actions and Reading Difficulty
Marisa Ferrara Boston, John T. Hale, Reinhold Kliegl and Shravan Vasishth

Improving the Performance of the Random Walk Model for Answering Complex Questions
Yllias Chali and Shafiq Joty

Dimensions of Subjectivity in Natural Language
Wei Chen

Extractive Summaries for Educational Science Content
Sebastian de la Chica, Faisal Ahmad, James H. Martin and Tamara Sumner

xxviii



Monday, June 16, 2008 (continued)

Dialect Classification for Online Podcasts Fusing Acoustic and Language Based Struc-
tural and Semantic Information
Rahul Chitturi and John Hansen

The Complexity of Phrase Alignment Problems
John DeNero and Dan Klein

Novel Semantic Features for Verb Sense Disambiguation
Dmitriy Dligach and Martha Palmer

Icelandic Data Driven Part of Speech Tagging
Mark Dredze and Joel Wallenberg

Beyond Log-Linear Models: Boosted Minimum Error Rate Training for N-best Re-ranking
Kevin Duh and Katrin Kirchhoff

Coreference-inspired Coherence Modeling
Micha Elsner and Eugene Charniak

Enforcing Transitivity in Coreference Resolution
Jenny Rose Finkel and Christopher D. Manning

Simulating the Behaviour of Older versus Younger Users when Interacting with Spoken
Dialogue Systems
Kallirroi Georgila, Maria Wolters and Johanna Moore

Active Sample Selection for Named Entity Transliteration
Dan Goldwasser and Dan Roth

Four Techniques for Online Handling of Out-of-Vocabulary Words in Arabic-English Sta-
tistical Machine Translation
Nizar Habash

Combined One Sense Disambiguation of Abbreviations
Yaakov HaCohen-Kerner, Ariel Kass and Ariel Peretz

Assessing the Costs of Sampling Methods in Active Learning for Annotation
Robbie Haertel, Eric Ringger, Kevin Seppi, Carroll James and McClanahan Peter

Blog Categorization Exploiting Domain Dictionary and Dynamically Estimated Domains
of Unknown Words
Chikara Hashimoto and Sadao Kurohashi

xxix



Monday, June 16, 2008 (continued)

Mixture Model POMDPs for Efficient Handling of Uncertainty in Dialogue Management
James Henderson and Oliver Lemon

Recent Improvements in the CMU Large Scale Chinese-English SMT System
Almut Silja Hildebrand, Kay Rottmann, Mohamed Noamany, Quin Gao, Sanjika
Hewavitharana, Nguyen Bach and Stephan Vogel

Machine Translation System Combination using ITG-based Alignments
Damianos Karakos, Jason Eisner, Sanjeev Khudanpur and Markus Dreyer

Dictionary Definitions based Homograph Identification using a Generative Hierarchical
Model
Anagha Kulkarni and Jamie Callan

A Novel Feature-based Approach to Chinese Entity Relation Extraction
Wenjie Li, Peng Zhang, Furu Wei, Yuexian Hou and Qin Lu

Using Structural Information for Identifying Similar Chinese Characters
Chao-Lin Liu and Jen-Hsiang Lin

You’ve Got Answers: Towards Personalized Models for Predicting Success in Community
Question Answering
Yandong Liu and Eugene Agichtein

Self-Training for Biomedical Parsing
David McClosky and Eugene Charniak

A Unified Syntactic Model for Parsing Fluent and Disfluent Speech
Tim Miller and William Schuler

The Good, the Bad, and the Unknown: Morphosyllabic Sentiment Tagging of Unseen
Words
Karo Moilanen and Stephen Pulman

Kernels on Linguistic Structures for Answer Extraction
Alessandro Moschitti and Silvia Quarteroni

Arabic Morphological Tagging, Diacritization, and Lemmatization Using Lexeme Models
and Feature Ranking
Ryan Roth, Owen Rambow, Nizar Habash, Mona Diab and Cynthia Rudin

Using Automatically Transcribed Dialogs to Learn User Models in a Spoken Dialog Sys-
tem
Umar Syed and Jason Williams

xxx



Monday, June 16, 2008 (continued)

Robust Extraction of Named Entity Including Unfamiliar Word
Masatoshi Tsuchiya, Shinya Hida and Seiichi Nakagawa

In-Browser Summarisation: Generating Elaborative Summaries Biased Towards the
Reading Context
Stephen Wan and Cécile Paris

Lyric-based Song Sentiment Classification with Sentiment Vector Space Model
Yunqing Xia, Linlin Wang, Kam-Fai Wong and Mingxing Xu

Mining Wikipedia Revision Histories for Improving Sentence Compression
Elif Yamangil and Rani Nelken

Smoothing a Tera-word Language Model
Deniz Yuret

Student Research Workshop Posters

The Role of Positive Feedback in Intelligent Tutoring Systems
Davide Fossati

Arabic Language Modeling with Finite State Transducers
Ilana Heintz

Impact of Initiative on Collaborative Problem Solving
Cynthia Kersey

An Unsupervised Vector Approach to Biomedical Term Disambiguation: Integrating
UMLS and Medline
Bridget McInnes

A Subcategorization Acquisition System for French Verbs
Cédric Messiant

Adaptive Language Modeling for Word Prediction
Keith Trnka

A Hierarchical Approach to Encoding Medical Concepts for Clinical Notes
Yitao Zhang

xxxi



Monday, June 16, 2008 (continued)

Demonstrations

Demonstration of a POMDP Voice Dialer
Jason Williams

Generating Research Websites Using Summarisation Techniques
Advaith Siddharthan and Ann Copestake

BART: A Modular Toolkit for Coreference Resolution
Yannick Versley, Simone Paolo Ponzetto, Massimo Poesio, Vladimir Eidelman, Alan Jern,
Jason Smith, Xiaofeng Yang and Alessandro Moschitti

Demonstration of the UAM CorpusTool for Text and Image Annotation
Mick O’Donnell

Interactive ASR Error Correction for Touchscreen Devices
David Huggins-Daines and Alexander I. Rudnicky

Yawat: Yet Another Word Alignment Tool
Ulrich Germann

SIDE: The Summarization Integrated Development Environment
Moonyoung Kang, Sourish Chaudhuri, Mahesh Joshi and Carolyn P. Rosé

ModelTalker Voice Recorder—An Interface System for Recording a Corpus of Speech for
Synthesis
Debra Yarrington, John Gray, Chris Pennington, H. Timothy Bunnell, Allegra Cornaglia,
Jason Lilley, Kyoko Nagao and James Polikoff

The QuALiM Question Answering Demo: Supplementing Answers with Paragraphs drawn
from Wikipedia
Michael Kaisser

xxxii



Tuesday, June 17, 2008

Session: Outstanding Paper Award Presentations

9:00–9:10 Presentation of Awards

9:10–9:35 Automatic Syllabification with Structured SVMs for Letter-to-Phoneme Conversion
Susan Bartlett, Grzegorz Kondrak and Colin Cherry

9:35–10:00 A New String-to-Dependency Machine Translation Algorithm with a Target Dependency
Language Model
Libin Shen, Jinxi Xu and Ralph Weischedel

10:00–10:25 Forest Reranking: Discriminative Parsing with Non-Local Features
Liang Huang

10:25–10:40 Event Matching Using the Transitive Closure of Dependency Relations
Daniel M. Bikel and Vittorio Castelli

10:40–11:10 Break

Session 4A: Syntax and Parsing 2

11:10–11:35 Simple Semi-supervised Dependency Parsing
Terry Koo, Xavier Carreras and Michael Collins

11:35–12:00 Optimal k-arization of Synchronous Tree-Adjoining Grammar
Rebecca Nesson, Giorgio Satta and Stuart M. Shieber

12:00–12:25 Enhancing Performance of Lexicalised Grammars
Rebecca Dridan, Valia Kordoni and Jeremy Nicholson

xxxiii



Tuesday, June 17, 2008 (continued)

Session 4B: Dialogue

11:10–11:35 Assessing Dialog System User Simulation Evaluation Measures Using Human Judges
Hua Ai and Diane J. Litman

11:35–12:00 Robust Dialog Management with N-Best Hypotheses Using Dialog Examples and Agenda
Cheongjae Lee, Sangkeun Jung and Gary Geunbae Lee

12:00–12:25 Learning Effective Multimodal Dialogue Strategies from Wizard-of-Oz Data: Bootstrap-
ping and Evaluation
Verena Rieser and Oliver Lemon

Session 4C: Machine Learning 2

11:10–11:35 Phrase Chunking Using Entropy Guided Transformation Learning
Ruy Luiz Milidiú, Cı́cero Nogueira dos Santos and Julio C. Duarte

11:35–12:00 Learning Bigrams from Unigrams
Xiaojin Zhu, Andrew B. Goldberg, Michael Rabbat and Robert Nowak

12:00–12:25 Semi-Supervised Sequential Labeling and Segmentation Using Giga-Word Scale Unla-
beled Data
Jun Suzuki and Hideki Isozaki

Session 4D: Semantics 2

11:10–11:35 Large Scale Acquisition of Paraphrases for Learning Surface Patterns
Rahul Bhagat and Deepak Ravichandran

11:35–12:00 Contextual Preferences
Idan Szpektor, Ido Dagan, Roy Bar-Haim and Jacob Goldberger

12:00–12:25 Unsupervised Discovery of Generic Relationships Using Pattern Clusters and its Evalua-
tion by Automatically Generated SAT Analogy Questions
Dmitry Davidov and Ari Rappoport

12:25–2:00 Lunch

xxxiv



Tuesday, June 17, 2008 (continued)

Session 5A: Short Papers 1 (Machine Translation)

2:00–2:15 A Linguistically Annotated Reordering Model for BTG-based Statistical Machine Trans-
lation
Deyi Xiong, Min Zhang, Aiti Aw and Haizhou Li

2:15–2:30 Segmentation for English-to-Arabic Statistical Machine Translation
Ibrahim Badr, Rabih Zbib and James Glass

2:30–2:45 Exploiting N-best Hypotheses for SMT Self-Enhancement
Boxing Chen, Min Zhang, Aiti Aw and Haizhou Li

2:45–3:00 Partial Matching Strategy for Phrase-based Statistical Machine Translation
Zhongjun He, Qun Liu and Shouxun Lin

Session 5B: Short Papers 2 (Speech)

2:00–2:15 No presentation

2:15–2:30 Unsupervised Learning of Acoustic Sub-word Units
Balakrishnan Varadarajan, Sanjeev Khudanpur and Emmanuel Dupoux

2:30–2:45 High Frequency Word Entrainment in Spoken Dialogue
Ani Nenkova, Agustı́n Gravano and Julia Hirschberg

2:45–3:00 Distributed Listening: A Parallel Processing Approach to Automatic Speech Recognition
Yolanda McMillian and Juan Gilbert

xxxv



Tuesday, June 17, 2008 (continued)

Session 5C: Short Papers 3 (Semantics)

2:00–2:15 Learning Semantic Links from a Corpus of Parallel Temporal and Causal Relations
Steven Bethard and James H. Martin

2:15–2:30 Evolving New Lexical Association Measures Using Genetic Programming
Jan Šnajder, Bojana Dalbelo Bašič, Saša Petrovič and Ivan Sikirič

2:30–2:45 Semantic Types of Some Generic Relation Arguments: Detection and Evaluation
Sophia Katrenko and Pieter Adriaans

2:45–3:00 Mapping between Compositional Semantic Representations and Lexical Semantic Re-
sources: Towards Accurate Deep Semantic Parsing
Sergio Roa, Valia Kordoni and Yi Zhang

Session 5D: Short Papers 4 (Generation/Summarization)

2:00–2:15 Query-based Sentence Fusion is Better Defined and Leads to More Preferred Results than
Generic Sentence Fusion
Emiel Krahmer, Erwin Marsi and Paul van Pelt

2:15–2:30 Intrinsic vs. Extrinsic Evaluation Measures for Referring Expression Generation
Anja Belz and Albert Gatt

2:30–2:45 Correlation between ROUGE and Human Evaluation of Extractive Meeting Summaries
Feifan Liu and Yang Liu

2:45–3:00 FastSum: Fast and Accurate Query-based Multi-document Summarization
Frank Schilder and Ravikumar Kondadadi

3:00–3:15 Break

xxxvi



Tuesday, June 17, 2008 (continued)

Session 5E: Short Papers 1 (Syntax)

3:15–3:30 Construct State Modification in the Arabic Treebank
Ryan Gabbard and Seth Kulick

3:30–3:45 Unlexicalised Hidden Variable Models of Split Dependency Grammars
Gabriele Antonio Musillo and Paola Merlo

3:45–4:00 Computing Confidence Scores for All Sub Parse Trees
Feng Lin and Fuliang Weng

4:00–4:15 Adapting a WSJ-Trained Parser to Grammatically Noisy Text
Jennifer Foster, Joachim Wagner and Josef van Genabith

Session 5F: Short Papers 2 (Dialog/Statistical Methods)

3:15–3:30 Enriching Spoken Language Translation with Dialog Acts
Vivek Kumar Rangarajan Sridhar, Srinivas Bangalore and Shrikanth Narayanan

3:30–3:45 Speakers’ Intention Prediction Using Statistics of Multi-level Features in a Schedule Man-
agement Domain
Donghyun Kim, Hyunjung Lee, Choong-Nyoung Seon, Harksoo Kim and Jungyun Seo

3:45–4:00 Active Learning with Confidence
Mark Dredze and Koby Crammer

4:00–4:15 splitSVM: Fast, Space-Efficient, non-Heuristic, Polynomial Kernel Computation for NLP
Applications
Yoav Goldberg and Michael Elhadad

xxxvii



Tuesday, June 17, 2008 (continued)

Session 5G: Short Papers 3 (Semantics/Phonology)

3:15–3:30 Extracting a Representation from Text for Semantic Analysis
Rodney D. Nielsen, Wayne Ward, James H. Martin and Martha Palmer

3:30–3:45 Efficient Processing of Underspecified Discourse Representations
Michaela Regneri, Markus Egg and Alexander Koller

3:45–4:00 Choosing Sense Distinctions for WSD: Psycholinguistic Evidence
Susan Windisch Brown

4:00–4:15 Decompounding query keywords from compounding languages
Enrique Alfonseca, Slaven Bilac and Stefan Pharies

Session 5H: Short Papers 4 (Information Retrieval/Sentiment Analysis)

3:15–3:30 Multi-domain Sentiment Classification
Shoushan Li and Chengqing Zong

3:30–3:45 Evaluating Word Prediction: Framing Keystroke Savings
Keith Trnka and Kathleen McCoy

3:45–4:00 Pairwise Document Similarity in Large Collections with MapReduce
Tamer Elsayed, Jimmy Lin and Douglas Oard

4:00–4:15 Text Segmentation with LDA-Based Fisher Kernel
Qi Sun, Runxin Li, Dingsheng Luo and Xihong Wu

4:15–4:45 Break

xxxviii



Tuesday, June 17, 2008 (continued)

Session 6A: Question Answering

4:45–5:10 Improving Search Results Quality by Customizing Summary Lengths
Michael Kaisser, Marti A. Hearst and John B. Lowe

5:10–5:35 Using Conditional Random Fields to Extract Contexts and Answers of Questions from
Online Forums
Shilin Ding, Gao Cong, Chin-Yew Lin and Xiaoyan Zhu

5:35–6:00 Learning to Rank Answers on Large Online QA Collections
Mihai Surdeanu, Massimiliano Ciaramita and Hugo Zaragoza

Session 6B: Phonology, Morphology 1

4:45–5:10 Unsupervised Lexicon-Based Resolution of Unknown Words for Full Morphological Anal-
ysis
Meni Adler, Yoav Goldberg, David Gabay and Michael Elhadad

5:10–5:35 Unsupervised Multilingual Learning for Morphological Segmentation
Benjamin Snyder and Regina Barzilay

5:35–6:00 EM Can Find Pretty Good HMM POS-Taggers (When Given a Good Start)
Yoav Goldberg, Meni Adler and Michael Elhadad

Session 6C: Machine Translation 3

4:45–5:10 Distributed Word Clustering for Large Scale Class-Based Language Modeling in Machine
Translation
Jakob Uszkoreit and Thorsten Brants

5:10–5:35 Enriching Morphologically Poor Languages for Statistical Machine Translation
Eleftherios Avramidis and Philipp Koehn

5:35–6:00 Learning Bilingual Lexicons from Monolingual Corpora
Aria Haghighi, Percy Liang, Taylor Berg-Kirkpatrick and Dan Klein

xxxix



Tuesday, June 17, 2008 (continued)

Session 6D: Semantics 3

4:45–5:10 Pivot Approach for Extracting Paraphrase Patterns from Bilingual Corpora
Shiqi Zhao, Haifeng Wang, Ting Liu and Sheng Li

5:10–5:35 Unsupervised Learning of Narrative Event Chains
Nathanael Chambers and Dan Jurafsky

5:35–6:00 Semantic Role Labeling Systems for Arabic using Kernel Methods
Mona Diab, Alessandro Moschitti and Daniele Pighin

7:00–11:00 Banquet

Wednesday, June 18, 2008

9:00–10:00 Invited Talk: Susan Dumais, Supporting Searchers in Searching

10:00–10:30 Break

Session 7A: Summarization

10:30–10:55 An Unsupervised Approach to Biography Production Using Wikipedia
Fadi Biadsy, Julia Hirschberg and Elena Filatova

10:55–11:20 Generating Impact-Based Summaries for Scientific Literature
Qiaozhu Mei and ChengXiang Zhai

11:20–11:45 Can You Summarize This? Identifying Correlates of Input Difficulty for Multi-Document
Summarization
Ani Nenkova and Annie Louis

xl



Wednesday, June 18, 2008 (continued)

Session 7B: Discourse and Pragmatics

10:30–10:55 You Talking to Me? A Corpus and Algorithm for Conversation Disentanglement
Micha Elsner and Eugene Charniak

10:55–11:20 An Entity-Mention Model for Coreference Resolution with Inductive Logic Programming
Xiaofeng Yang, Jian Su, Jun Lang, Chew Lim Tan, Ting Liu and Sheng Li

11:20–11:45 Gestural Cohesion for Topic Segmentation
Jacob Eisenstein, Regina Barzilay and Randall Davis

Session 7C: Machine Learning 2

10:30–10:55 Multi-Task Active Learning for Linguistic Annotations
Roi Reichart, Katrin Tomanek, Udo Hahn and Ari Rappoport

10:55–11:20 Generalized Expectation Criteria for Semi-Supervised Learning of Conditional Random
Fields
Gideon S. Mann and Andrew McCallum

11:20–11:45 Analyzing the Errors of Unsupervised Learning
Percy Liang and Dan Klein

Session 7D: Phonology, Morphology 2

10:30–10:55 Joint Word Segmentation and POS Tagging Using a Single Perceptron
Yue Zhang and Stephen Clark

10:55–11:20 A Cascaded Linear Model for Joint Chinese Word Segmentation and Part-of-Speech Tag-
ging
Wenbin Jiang, Liang Huang, Qun Liu and Yajuan Lü
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Abstract 

In this paper, we describe a system by which 

the multilingual characteristics of Wikipedia 

can be utilized to annotate a large corpus of 

text with Named Entity Recognition (NER) 

tags requiring minimal human intervention 

and no linguistic expertise.  This process, 

though of value in languages for which 

resources exist, is particularly useful for less 

commonly taught languages.  We show how 

the Wikipedia format can be used to identify 

possible named entities and discuss in detail 

the process by which we use the Category 

structure inherent to Wikipedia to determine 

the named entity type of a proposed entity.  

We further describe the methods by which 

English language data can be used to 

bootstrap the NER process in other languages.  

We demonstrate the system by using the 

generated corpus as training sets for a variant 

of BBN's Identifinder in French, Ukrainian, 

Spanish, Polish, Russian, and Portuguese, 

achieving overall F-scores as high as 84.7% 

on independent, human-annotated corpora, 

comparable to a system trained on up to 

40,000 words of human-annotated newswire. 

1 Introduction 

Named Entity Recognition (NER) has long been a 

major task of natural language processing.  Most of 

the research in the field has been restricted to a few 

languages and almost all methods require substan-

tial linguistic expertise, whether creating a rule-

based technique specific to a language or manually 

annotating a body of text to be used as a training 

set for a statistical engine or machine learning. 

 In this paper, we focus on using the multilingual 

Wikipedia (wikipedia.org) to automatically create 

an annotated corpus of text in any given language, 

with no linguistic expertise required on the part of 

the user at run-time (and only English knowledge 

required during development).  The expectation is 

that for any language in which Wikipedia is 

sufficiently well-developed, a usable set of training 

data can be obtained with minimal human 

intervention.  As Wikipedia is constantly 

expanding, it follows that the derived models are 

continually improved and that increasingly many 

languages can be usefully modeled by this method.   

 In order to make sure that the process is as 

language-independent as possible, we declined to 

make use of any non-English linguistic resources 

outside of the Wikimedia domain (specifically, 

Wikipedia and the English language Wiktionary  

(en.wiktionary.org)).  In particular, we did not use 

any semantic resources such as WordNet or part of 

speech taggers.  We used our automatically anno-

tated corpus along with an internally modified 

variant of BBN's IdentiFinder (Bikel et al., 1999), 

specifically modified to emphasize fast text 

processing,  called “PhoenixIDF,” to create several 

language models that could be tested outside of the 

Wikipedia framework.  We built on top of an 

existing system, and left existing lists and tables 

intact.  Depending on language, we evaluated our 

derived models against human or machine 

annotated data sets to test the system. 

2 Wikipedia 

2.1  Structure 

Wikipedia is a multilingual, collaborative encyclo-

pedia on the Web which is freely available for re-

search purposes.  As of October 2007, there were 

over 2 million articles in English, with versions 

available in 250 languages. This includes 30 lan-

guages with at least 50,000 articles and another 40 

with at least 10,000 articles.  Each language is 

available for download (download.wikimedia.org) 

in a text format suitable for inclusion in a database.  

For the remainder of this paper, we refer to this 

format. 
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 Within Wikipedia, we take advantage of five 

major features: 

• Article links, links from one article to another 

of the same language; 

• Category links, links from an article to special 

“Category” pages; 

• Interwiki links, links from an article to a 

presumably equivalent, article in another 

language; 

• Redirect pages, short pages which often 

provide equivalent names for an entity; and 

• Disambiguation pages, a page with little 

content that links to multiple similarly named 

articles. 

The first three types are collectively referred to as 

wikilinks. 

 A typical sentence in the database format looks 

like the following: 
 

“Nescopeck Creek is a [[tributary]] of the [[North 

Branch Susquehanna River]] in [[Luzerne County, 

Pennsylvania|Luzerne County]].” 
 

The double bracket is used to signify wikilinks.  In 

this snippet, there are three articles links to English 

language Wikipedia pages, titled “Tributary,” 

“North Branch Susquehanna River,” and “Luzerne 

County, Pennsylvania.”  Notice that in the last link, 

the phrase preceding the vertical bar is the name of 

the article, while the following phrase is what is 

actually displayed to a visitor of the webpage. 

 Near the end of the same article, we find the 

following representations of Category links: 

[[Category:Luzerne County, Pennsylvania]], 

[[Category:Rivers of Pennsylvania]], {{Pennsyl-

vania-geo-stub}}.  The first two are direct links to 

Category pages.  The third is a link to a Template, 

which (among other things) links the article to 

“Category:Pennsylvania geography stubs”.  We 

will typically say that a given entity belongs to 

those categories to which it is linked in these ways. 

 The last major type of wikilink is the link be-

tween different languages.  For example, in the 

Turkish language article “Kanuni Sultan Süley-

man” one finds a set of links including [[en:Sulei-

man the Magnificent]] and [[ru:Сулейман I]].  

These represent links to the English language 

article “Suleiman the Magnificent” and the Russian 

language article “Сулейман I.”  In almost all 

cases, the articles linked in this manner represent 

articles on the same subject. 

 A redirect page is a short entry whose sole pur-

pose is to direct a query to the proper page.  There 

are a few reasons that redirect pages exist, but the 

primary purpose is exemplified by the fact that 

“USA” is an entry which redirects the user to the 

page entitled “United States.”   That is, in the vast 

majority of cases, redirect pages provide another 

name for an entity. 

 A disambiguation page is a special article 

which contains little content but typically lists a 

number of entries which might be what the user 

was seeking.  For instance, the page “Franklin” 

contains 70 links, including the singer “Aretha 

Franklin,” the town “Franklin, Virginia,” the 

“Franklin River” in Tasmania, and the cartoon 

character “Franklin (Peanuts).”  Most disambigua-

tion pages are in Category:Disambiguation or one 

of its subcategories. 

2.2 Related Studies 

Wikipedia has been the subject of a considerable 

amount of research in recent years including 

Gabrilovich and Markovitch (2007), Strube and 

Ponzetto (2006), Milne et al. (2006), Zesch et al. 

(2007), and Weale (2007).  The most relevant to 

our work are Kazama and Torisawa (2007), Toral 

and Muñoz (2006), and Cucerzan (2007).  More 

details follow, but it is worth noting that all known 

prior results are fundamentally monolingual, often 

developing algorithms that can be adapted to other 

languages pending availability of the appropriate 

semantic resource.  In this paper, we emphasize the 

use of links between articles of different languages, 

specifically between English (the largest and best 

linked Wikipedia) and other languages. 

 Toral and Muñoz (2006) used Wikipedia to cre-

ate lists of named entities.  They used the first 

sentence of Wikipedia articles as likely definitions 

of the article titles, and used them to attempt to 

classify the titles as people, locations, organiza-

tions, or none.  Unlike the method presented in this 

paper, their algorithm relied on WordNet (or an 

equivalent resource in another language).  The au-

thors noted that their results would need to pass a 

manual supervision step before being useful for the 

NER task, and thus did not evaluate their results in 

the context of a full NER system. 

 Similarly, Kazama and Torisawa (2007) used 

Wikipedia, particularly the first sentence of each 

article, to create lists of entities.  Rather than 

building entity dictionaries associating words and 
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phrases to the classical NER tags (PERSON, LO-

CATION, etc.) they used a noun phrase following 

forms of the verb “to be” to derive a label.  For ex-

ample, they used the sentence “Franz Fischler ... is 

an Austrian politician” to associate the label “poli-

tician” to the surface form “Franz Fischler.”   They 

proceeded to show that the dictionaries generated 

by their method are useful when integrated into an 

NER system.  We note that their technique relies 

upon a part of speech tagger, and thus was not ap-

propriate for inclusion as part of our non-English 

system.  

Cucerzan (2007), by contrast to the above, 

used Wikipedia primarily for Named Entity Dis-

ambiguation, following the path of Bunescu and 

Paşca (2006).  As in this paper, and unlike the 

above mentioned works, Cucerzan made use of the 

explicit Category information found within Wiki-

pedia.  In particular, Category and related list-

derived data were key pieces of information used 

to differentiate between various meanings of an 

ambiguous surface form.  Unlike in this paper, 

Cucerzan did not make use of the Category infor-

mation to identify a given entity as a member of 

any particular class.  We also note that the NER 

component was not the focus of the research, and 

was specific to the English language. 

 

3 Training Data Generation 

3.1   Initial Set-up and Overview 

Our approach to multilingual NER is to pull back 

the decision-making process to English whenever 

possible, so that we could apply some level of lin-

guistic expertise.  In particular, by focusing on 

only one language, we could take maximum ad-

vantage of the Category structure, something very 

difficult to do in the general multilingual case. 

 For computational feasibility, we downloaded 

various language Wikipedias and the English lan-

guage Wiktionary   in their text (.xml) format and 

stored each language as a table within a single 

MySQL database.  We only stored the title, id 

number, and body (the portion between the 

<TEXT> and </TEXT> tags) of each article.   

 We elected to use the ACE Named Entity types 

PERSON, GPE (Geo-Political Entities), OR-

GANIZATION, VEHICLE, WEAPON, LOCA-

TION, FACILITY, DATE, TIME, MONEY, and 

PERCENT.  Of course, if some of these types were 

not marked in an existing corpus or not needed for 

a given purpose, the system can easily be adapted. 

  Our goal was to automatically annotate the text 

portion of a large number of non-English articles 

with tags like <ENAMEX TYPE=“GPE”>Place 

Name</ENAMEX> as used in MUC (Message 

Understanding Conference).  In order to do so, our 

system first identifies words and phrases within the 

text that might represent entities, primarily through 

the use of wikilinks.  The system then uses catego-

ry links and/or interwiki links to associate that 

phrase with an English language phrase or set of 

Categories.  Finally, it determines the appropriate 

type of the English language data and assumes that 

the original phrase is of the same type. 

 In practice, the English language categorization 

should be treated as one-time work, since it is 

identical regardless of the language model being 

built.  It is also the only stage of development at 

which we apply substantial linguistic knowledge, 

even of English.   

 In the sections that follow, we begin by show-

ing how the English language categorization is 

done.  We go on to describe how individual non-

English phrases are associated with English lan-

guage information.  Next, we explain how possible 

entities are initially selected.  Finally, we discuss 

some optional steps as well as how and why they 

could be used. 

3.2   English Language Categorization  

For each article title of interest (specifically ex-

cluding Template pages, Wikipedia admistrative 

pages, and articles whose title begins with “List 

of”), we extracted the categories to which that en-

try was assigned.  Certainly, some of these cate-

gory assignments are much more useful than others 

 For instance, we would expect that any entry in 

“Category:Living People” or “Category:British 

Lawyers” will refer to a person while any entry in 

“Category:Cities in Norway” will refer to a GPE.  

On the other hand, some are entirely unhelpful, 

such as “Category:1912 Establishments” which 

includes articles on Fenway Park (a facility), the 

Republic of China (a GPE), and the Better 

Business Bureau (an organization). Other catego-

ries can reliably be used to determine that the 

article does not refer to a named entity, such as 

“Category:Endangered species.”  We manually 

derived a relatively small set of key phrases, the 

most important of which are shown in Table 1. 
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Table 1: Some Useful Key Category Phrases 

 
PERSON “People by”, “People in”, “People from”, 

“Living people”, “births”,  “deaths”,  “by 

occupation”, “Surname”, “Given names”, 

“Biography stub”, “human names” 

ORG “Companies”, “Teams”, “Organizations”, 

“Businesses”, “Media by”, “Political 

parties”, “Clubs”, “Advocacy groups”, 

“Unions”, “Corporations”, “Newspapers”, 

“Agencies”, “Colleges”, “Universities” ,  

“Legislatures”, “Company stub”, “Team 

stub”, “University stub”, “Club stub” 

GPE “Cities”, “Countries”, “Territories”, 

“Counties”, “Villages”, “Municipalities”, 

“States” (not part of “United States”), 

“Republics”, “Regions”, “Settlements” 

DATE “Days”, “Months”, “Years”, “Centuries” 

NONE “Lists”, “List of”, “Wars”, “Incidents” 

 

For each article, we searched the category 

hierarchy until a threshold of reliability was passed 

or we had reached a preset limit on how far we 

would search.   

 For example, when the system tries to classify 

“Jacqueline Bhabha,” it extracts the categories 

“British Lawyers,” “Jewish American Writers,” 

and “Indian Jews.”  Though easily identifiable to a 

human, none of these matched any of our key 

phrases, so the system proceeded to extract the 

second order categories “Lawyers by nationality,” 

“British legal professionals,” “American writers by 

ethnicity,”  “Jewish writers,” “Indian people by 

religion,” and “Indian people by ethnic or national 

origin” among others.  “People by” is on our key 

phrase list, and the two occurrences passed our 

threshold, and she was then correctly identified. 

 If an article is not classified by this method, we 

check whether it is a disambiguation page (which 

often are members solely of “Category:Disam-

biguation”).  If it is, the links within are checked to 

see whether there is a dominant type.  For instance, 

the page “Amanda Foreman” is a disambiguation 

page, with each link on the page leading to an 

easily classifiable article. 

 Finally, we use Wiktionary, an online colla-

borative dictionary, to eliminate some common 

nouns.  For example, “Tributary” is an entry in 

Wikipedia which would be classified as a Location 

if viewed solely by Category structure.  However, 

it is found as a common noun in Wiktionary, over-

ruling the category based result. 

3.3 Multilingual Categorization  

When attempting to categorize a non-English term 

that has an entry in its language’s Wikipedia, we 

use two techniques to make a decision based on 

English language information.  First, whenever 

possible, we find the title of an associated English 

language article by searching for a wikilink 

beginning with “en:”.  If such a title is found, then 

we categorize the English article as shown in 

Section 3.2, and decide that the non-English title is 

of the same type as its English counterpart.  We 

note that links to/from English are the most 

common interlingual wikilinks. 

 Of course, not all articles worldwide have Eng-

lish equivalents (or are linked to such even if they 

do exist). In this case, we attempt to make a deci-

sion based on Category information, associating 

the categories with their English equivalents, when 

possible.  Fortunately, many of the most useful 

categories have equivalents in many languages. 

 For example, the Breton town of Erquy has a 

substantial article in the French language Wikipe-

dia, but no article in English.  The system proceeds 

by determining that Erquy belongs to four French 

language categories:  “Catégorie:Commune des 

Côtes-d'Armor,” “Catégorie:Ville portuaire de 

France,” “Catégorie:Port de plaisance,” and 

“Catégorie:Station balnéaire.”  The system pro-

ceeds to associate these, respectively, with “Cate-

gory:Communes of Côtes-d'Armor,” UNKNOWN, 

“Category:Marinas,” and “Category:Seaside re-

sorts” by looking in the French language pages of 

each for wikilinks of the form [[en:...]].   

 The first is a subcategory of “Category:Cities, 

towns and villages in France” and is thus easily 

identified by the system as a category consisting of 

entities of type GPE. The other two are ambiguous 

categories (facility and organization elements in 

addition to GPE).   Erquy is then determined to be 

a GPE by majority vote of useful categories.     

 We note that the second French category actu-

ally has a perfectly good English equivalent (Cate-

gory:Port cities and towns in France), but no one 

has linked them as of this writing.   We also note 

that the ambiguous categories are much more 

GPE-oriented in French.  The system still makes 

the correct decision despite these factors. 

 We do not go beyond the first level categories 

or do any disambiguation in the non-English case.  

Both are avenues for future improvement. 
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3.4 The Full System  

To generate a set of training data in a given lan-

guage, we select a large number of articles from its 

Wikipedia (50,000 or more is recommended, when 

possible).  We prepare the text by removing exter-

nal links, links to images, category and interlingual 

links, as well as some formatting.  The main pro-

cessing of each article takes place in several stages, 

whose primary purposes are as follows: 

• The first pass uses the explicit article links 

within the text. 

• We then search an associated English language 

article, if available, for additional information. 

• A second pass checks for multi-word phrases 

that exist as titles of Wikipedia articles. 

• We look for certain types of person and 

organization instances. 

• We perform additional processing for 

alphabetic or space-separated languages, 

including a third pass looking for single word 

Wikipedia titles. 

• We use regular expressions to locate additional 

entities such as numeric dates.  

 In the first pass, we attempt to replace all wiki-

links with appropriate entity tags.  We assume at 

this stage that any phrase identified as an entity at 

some point in the article will be an entity of the 

same type throughout the article, since it is com-

mon for contributors to make the explicit link only 

on the first occasion that it occurs.  We also as-

sume that a phrase in a bold font within the first 

100 characters is an equivalent form of the title of 

the article as in this start of the article on Erquy: 

“Erquy (Erge-ar-Mor en breton, Erqi en gallo)”.  

The parenthetical notation gives alternate names in 

the Breton and Gallo languages.  (In Wiki database 

format, bold font is indicated by three apostrophes 

in succession.)   

 If the article has an English equivalent, we 

search that article for wikilinked phrases as well, 

on the assumption that both articles will refer to 

many of the same entities.  As the English lan-

guage Wikipedia is the largest, it frequently con-

tains explicit references to and articles on 

secondary people and places mentioned, but not 

linked, within a given non-English article.  After 

this point, the text to be annotated contains no 

Wikipedia specific information or formatting. 

 In the second pass, we look for strings of 2 to 4 

words which were not wikilinked but which have 

Wikipedia entries of their own or are partial 

matches to known people and organizations (i.e. 

“Mary Washington” in an article that contains 

“University of Mary Washington”).  We require 

that each such string contains something other than 

a lower case letter (when a language does not use 

capitalization, nothing in that writing system is 

considered to be lower case for this purpose).   

When a word is in more than one such phrase, the 

longest match is used. 

 We then do some special case processing.  

When an organization is followed by something in 

parentheses such as <ENAMEX TYPE=“ORGAN-

IZATION”>Maktab al-Khadamāt</ENAMEX> 

(MAK), we hypothesize that the text in the 

parentheses is an alternate name of the organiza-

tion.   We also looked for unmarked strings of the 

form X.X. followed by a capitalized word, where 

X represents any capital letter, and marked each 

occurrence as a PERSON. 

 For space-separated or alphabetic languages, 

we did some additional processing at this stage to 

attempt to identify more names of people.  Using a 

list of names derived from Wiktionary (Appen-

dix:Names) and optionally a list derived from 

Wikipedia (see Section 3.5.1), we mark possible 

parts of names.  When two or more are adjacent, 

we mark the sequence as a PERSON.  Also, we fill 

in partial lists of names by assuming single non-

lower case words between marked names are actu-

ally parts of names themselves.  That is, we would 

replace <ENAMEX TYPE=“PERSON”>Fred 

Smith</ENAMEX>, Somename <ENAMEX 

TYPE=“PERSON”>Jones </ENAMEX> with 

<ENAMEX TYPE=“PERSON”> Fred Smith</E-

NAMEX>, <ENAMEX TYPE= “PERSON”> 

Somename Jones</ENAMEX>. At this point, we 

performed a third pass through the article.  We 

marked all non-lower case single words which had 

their own Wikipedia entry, were part of a known 

person's name, or were part of a known 

organization's name. 

 Afterwards, we used a series of simple, lan-

guage-neutral regular expressions to find addi-

tional TIME, PERCENT, and DATE entities such 

as “05:30” and “12-07-05”.  We also executed 

code that included quantities of money within a 

NUMEX tag, as in converting 500 <NUMEX 

TYPE=“MONEY”>USD</NUMEX> into <NU-

MEX TYPE=“MONEY”>500 USD</NUMEX>. 
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3.5 Optional Processing 

3.5.1 Recommended Additions 

All of the above could be run with almost no un-

derstanding of the language being modeled 

(knowing whether the language was space-sepa-

rated and whether it was alphabetic or character-

based were the only things used).  However, for 

most languages, we spent a small amount of time 

(less than one hour) browsing Wikipedia pages to 

improve performance in some areas.    

 We suggest compiling a small list of stop 

words.  For our purposes, the determiners and the 

most common prepositions are sufficient, though a 

longer list could be used for the purpose of com-

putational efficiency.   

 We also recommend compiling a list of number 

words as well as compiling a list of currencies, 

since they are not capitalized in many languages, 

and may not be explicitly linked either.  Many lan-

guages have a page on ISO 4217 which contains 

all of the currency information, but the format 

varies sufficiently from language to language to 

make automatic extraction difficult.  Together, 

these allow phrases like this (taken from the 

French Wikipedia) to be correctly marked in its 

entirety as an entity of type MONEY: “25 millions 

de dollars.” 

 If a language routinely uses honorifics such as 

Mr. and Mrs., that information can also be found 

quickly. Their use can lead to significant im-

provements in PERSON recognition. 

 During preprocessing, we typically collected a 

list of people names automatically, using the entity 

identification methods appropriate to titles of 

Wikipedia articles.  We then used these names 

along with the Wiktionary derived list of names 

during the main processing.  This does introduce 

some noise as the person identification is not per-

fect, but it ordinarily increases recall by more than 

it reduces precision. 

3.5.2 Language Dependent Additions 

Our usual, language-neutral processing only 

considers wikilinks within a single article when 

determining the type of unlinked words and 

phrases.  For example, if an article included the 

sentence “The [[Delaware River|Delaware]] forms 

the boundary between [[Pennsylvania]] and [[New 

Jersey]]”, our system makes the assumption that 

every occurrence of the unlinked word “Delaware” 

appearing in the same article is also referring to the 

river and thus mark it as a LOCATION.  

 For some languages, we preferred an alternate 

approach, best illustrated by an example:  The 

word “Washington” without context could refer to 

(among others) a person, a GPE, or an organiza-

tion.  We could work through all of the explicit 

wikilinks in all articles (as a preprocessing step) 

whose surface form is Washington and count the 

number pointing to each.  We could then decide 

that every time the word Washington appears 

without an explicit link, it should be marked as its 

most common type.  This is useful for the Slavic 

languages, where the nominative form is typically 

used as the title of Wikipedia articles, while other 

cases appear frequently (and are rarely wikilinked). 

 At the same time, we can do a second type of 

preprocessing which allows more surface forms to 

be categorized.  For instance, imagine that we were 

in a Wikipedia with no article or redirect associ-

ated to “District of Columbia” but that someone 

had made a wikilink of the form [[Washing-

ton|District of Columbia]].  We would then make 

the assumption that for all articles, District of Co-

lumbia is of the same type as Washington.   

 For less developed wikipedias, this can be 

helpful.  For languages that have reasonably well 

developed Wikipedias and where entities rarely, if 

ever, change form for grammatical reasons (such 

as French), this type of preprocessing is virtually 

irrelevant.  Worse, this processing is definitely not 

recommended for languages that do not use capi-

talization because it is not unheard of for people to 

include sections like: “The [[Union Station|train 

station]] is located at ...” which would cause the 

phrase “train station” to be marked as a FACILITY 

each time it occurred.  Of course, even in lan-

guages with capitalization, “train station” would be 

marked incorrectly in the article in which the 

above was located, but the mistake would be iso-

lated, and should have minimal impact overall. 

4 Evaluation and Results 

After each data set was generated, we used the text 

as a training set for input to PhoenixIDF.  We had 

three human annotated test sets, Spanish, French 

and Ukrainian, consisting of newswire.  When 

human annotated sets were not available, we held 

out more than 100,000 words of text generated by 

our wiki-mining process to use as a test set. For the 

above languages, we included wiki test sets for 
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comparison purposes. We will give our results as 

F-scores in the Overall, DATE, GPE, 

ORGANIZATION, and PERSON categories using 

the scoring metric in (Bikel et. al, 1999).  The 

other ACE categories are much less common, and 

contribute little to the overall score. 

4.1 Spanish Language Evaluation  

The Spanish Wikipedia is a substantial, well-de-

veloped Wikipedia, consisting of more than 

290,000 articles as of October 2007.  We used two 

test sets for comparison purposes.  The first con-

sists of 25,000 words of human annotated news-

wire derived from the ACE 2007 test set, manually 

modified to conform to our extended MUC-style 

standards.  The second consists of 335,000 words 

of data generated by the Wiki process held-out 

during training.  
 

Table 2: Spanish Results 
 

F (prec. / recall) Newswire Wiki test set 

ALL .827 (.851 / .805) .846 (.843 / .848) 

DATE .912 (.861 / .970) .925 (.918 / .932) 

GPE .877 (.914 / .843) .877 (.886 / .868) 

ORG .629 (.681 / .585) .701 (.703 / .698) 

PERSON .906 (.921 / .892) .821 (.810 / .833) 

 

 There are a few particularly interesting results 

to note.  First, because of the optional processing, 

recall was boosted in the PERSON category at the 

expense of precision.  The fact that this category 

scores higher against newswire than against the 

wiki data suggests that the not-uncommon, but 

isolated, occurrences of non-entities being marked 

as PERSONs in training have little effect on the 

overall system.  Contrarily, we note that deletions 

are the dominant source of error in the ORGANI-

ZATION category, as seen by the lower recall.  

The better performance on the wiki set seems to 

suggest that either Wikipedia is relatively poor in 

Organizations or that PhoenixIDF underperforms 

when identifying Organizations relative to other 

categories or a combination. 

 An important question remains: “How do these 

results compare to other methodologies?”  In par-

ticular, while we can get these results for free, how 

much work would traditional methods require to 

achieve comparable results? 

 To attempt to answer this question, we trained 

PhoenixIDF on additional ACE 2007 Spanish lan-

guage data converted to MUC-style tags, and 

scored its performance using the same set of 

newswire.  Evidently, comparable performance to 

our Wikipedia derived system requires between 

20,000 and 40,000 words of human-annotated 

newswire.  It is worth noting that Wikipedia itself 

is not newswire, so we do not have a perfect com-

parison.   
 

Table 3: Traditional Training 
 

~ Words of Training  Overall F-score 

3500 .746 

10,000 .760 

20,000 .807 

40,000 .847 

 

4.2  French Language Evaluation 

The French Wikipedia is one of the largest 

Wikipedias, containing more than 570,000 articles 

as of October 2007.  For this evaluation, we have 

25,000 words of human annotated newswire 

(Agence France Presse, 30 April and 1 May 1997) 

covering diverse topics.  We used 920,000 words 

of Wiki-derived data for the second test.   
 

Table 4: French Results 

 

F (prec. / recall) Newswire Wiki test set 

ALL .847 (.877 / .819) .844 (.847 / .840)  

DATE .921 (.897 / .947) .910 (.888 / .934) 

GPE .907 (.933 / .882) .868 (.889 / .849) 

ORG .700 (.794 / .625) .718 (.747 / .691) 

PERSON .880 (.874 / .885) .823 (.818 / .827) 

 

The overall results seem comparable to the Span-

ish, with the slightly better overall performance 

likely correlated to the somewhat more developed 

Wikipedia. We did not have sufficient quantities of 

annotated data to run a test of the traditional meth-

ods, but Spanish and French are sufficiently similar 

languages that we expect this model is comparable 

to one created with about 40,000 words of human-

annotated data. 
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4.3 Ukrainian Language Evaluation 
 

The Ukrainian Wikipedia is a medium-sized 

Wikipedia with 74,000 articles as of October 2007. 

Also, the typical article is shorter and less well-

linked to other articles than in the French or Span-

ish versions.  Moreover, entities tend to appear in 

many surface forms depending on case, leading us 

to expect somewhat worse results.  In the Ukrain-

ian case, the newswire consisted of approximately 

25,000 words from various online news sites cov-

ering primarily political topics.  We also held out 

around 395,000 words for testing. We were also 

able to run a comparison test as in Spanish.   
 

Table 5: Ukrainian Results 

 

F (prec. / recall) Newswire Wiki test set 

ALL .747 (.863 / .649) .807 (.809 / .806) 

DATE .780 (.759 / .803) .848 (.842 / .854) 

GPE .837 (.833 / .841) .887 (.901 / .874) 

ORG .585 (.800 / .462) .657 (.678 / .637) 

PERSON .764 (.899 / .664) .690 (.675 / .706) 

 

Table 6: Traditional Training 

 

~ Words of Training  Overall F-score 

5000 .662 

10,000 .692 

15,000 .740 

20,000 .761 

 

The Ukrainian newswire contained a much higher 

proportion of organizations than the French or 

Spanish versions, contributing to the overall lower 

score. The Ukrainian language Wikipedia itself 

contains very few articles on organizations relative 

to other types, so the distribution of entities of the 

two test sets are quite different.  We also see that 

the Wiki-derived model performs comparably to a 

model trained on 15-20,000 words of human-

annotated text.   
 

4.4 Other Languages 
 

For Portuguese, Russian, and Polish, we did not 

have human annotated corpora available for test-

ing.  In each case, at least 100,000 words were held 

out from training to be used as a test set.  It seems 

safe to suppose that if suitable human-annotated 

sets were available for testing, the PERSON score 

would likely be higher, and the ORGANIZATION 

score would likely be lower, while the DATE and 

GPE scores would probably be comparable. 

 

Table 7: Other Language Results 

 

F-score Polish Portuguese Russian 

ALL .859 .804 .802 

DATE .891 .861 .822 

GPE .916 .826 .867 

ORG .785 .706 .712 

PERSON .836 .802 .751 

 

5 Conclusions 

In conclusion, we have demonstrated that Wikipe-

dia can be used to create a Named Entity Recogni-

tion system with performance comparable to one 

developed from 15-40,000 words of human-anno-

tated newswire, while not requiring any linguistic 

expertise on the part of the user.  This level of per-

formance, usable on its own for many purposes, 

can likely be obtained currently in 20-40 lan-

guages, with the expectation that more languages 

will become available, and that better models can 

be developed, as Wikipedia grows.   

 Moreover, it seems clear that a Wikipedia-de-

rived system could be used as a supplement to 

other systems for many more languages.  In par-

ticular, we have, for all practical purposes, embed-

ded in our system an automatically generated 

entity dictionary. 

 In the future, we would like to find a way to 

automatically generate the list of key words and 

phrases for useful English language categories. 

This could implement the work of Kazama and 

Torisawa, in particular. We also believe perform-

ance could be improved by using higher order non-

English categories and better disambiguation.  We 

could also experiment with introducing automati-

cally generated lists of entities into PhoenixIDF 

directly.  Lists of organizations might be parti-

cularly useful, and “List of” pages are common in 

many languages. 
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Abstract

We present an automatic approach to deter-
mining whether a pronoun in text refers to
a preceding noun phrase or is instead non-
referential. We extract the surrounding tex-
tual context of the pronoun and gather, from
a large corpus, the distribution of words that
occur within that context. We learn to reliably
classify these distributions as representing ei-
ther referential or non-referential pronoun in-
stances. Despite its simplicity, experimental
results on classifying the English pronoun it
show the system achieves the highest perfor-
mance yet attained on this important task.

1 Introduction

The goal of coreference resolution is to determine
which noun phrases in a document refer to the same
real-world entity. As part of this task, coreference
resolution systems must decide which pronouns re-
fer to preceding noun phrases (called antecedents)
and which do not. In particular, a long-standing
challenge has been to correctly classify instances of
the English pronoun it. Consider the sentences:

(1) You can make it in advance.

(2) You can make it in Hollywood.

In sentence (1), it is an anaphoric pronoun refer-
ring to some previous noun phrase, like “the sauce”
or “an appointment.” In sentence (2), it is part of the
idiomatic expression “make it” meaning “succeed.”
A coreference resolution system should find an an-
tecedent for the first it but not the second. Pronouns

that do not refer to preceding noun phrases are called
non-anaphoric or non-referential pronouns.

The word it is one of the most frequent words in
the English language, accounting for about 1% of
tokens in text and over a quarter of all third-person
pronouns.1 Usually between a quarter and a half of
it instances are non-referential (e.g. Section 4, Ta-
ble 3). As with other pronouns, the preceding dis-
course can affect it’s interpretation. For example,
sentence (2) can be interpreted as referential if the
preceding sentence is “You want to make a movie?”
We show, however, that we can reliably classify a
pronoun as being referential or non-referential based
solely on the local context surrounding the pronoun.

We do this by turning the context into patterns and
enumerating all the words that can take the place of
it in these patterns. For sentence (1), we can ex-
tract the context pattern “make * in advance” and
for sentence (2) “make * in Hollywood,” where “*”
is a wildcard that can be filled by any token. Non-
referential distributions tend to have the word it fill-
ing the wildcard position. Referential distributions
occur with many other noun phrase fillers. For ex-
ample, in our n-gram collection (Section 3.4), “make
it in advance” and “make them in advance” occur
roughly the same number of times (442 vs. 449), in-
dicating a referential pattern. In contrast, “make it in
Hollywood” occurs 3421 times while “make them in
Hollywood” does not occur at all.

These simple counts strongly indicate whether an-
other noun can replace the pronoun. Thus we can
computationally distinguish between a) pronouns
that refer to nouns, and b) all other instances: includ-
ing those that have no antecedent, like sentence (2),

1e.g. http://ucrel.lancs.ac.uk/bncfreq/flists.html
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and those that refer to sentences, clauses, or implied
topics of discourse. Beyond the practical value of
this distinction, Section 3 provides some theoretical
justification for our binary classification.

Section 3 also shows how to automatically extract
and collect counts for context patterns, and how to
combine the information using a machine learned
classifier. Section 4 describes our data for learning
and evaluation, It-Bank: a set of over three thousand
labelled instances of the pronoun it from a variety
of text sources. Section 4 also explains our com-
parison approaches and experimental methodology.
Section 5 presents our results, including an interest-
ing comparison of our system to human classifica-
tion given equivalent segments of context.

2 Related Work

The difficulty of non-referential pronouns has been
acknowledged since the beginning of computational
resolution of anaphora. Hobbs (1978) notes his algo-
rithm does not handle pronominal references to sen-
tences nor cases where it occurs in time or weather
expressions. Hirst (1981, page 17) emphasizes the
importance of detecting non-referential pronouns,
“lest precious hours be lost in bootless searches
for textual referents.” Müller (2006) summarizes
the evolution of computational approaches to non-
referential it detection. In particular, note the pio-
neering work of Paice and Husk (1987), the inclu-
sion of non-referential it detection in a full anaphora
resolution system by Lappin and Leass (1994), and
the machine learning approach of Evans (2001).

There has recently been renewed interest in
non-referential pronouns, driven by three primary
sources. First of all, research in coreference resolu-
tion has shown the benefits of modules for general
noun anaphoricity determination (Ng and Cardie,
2002; Denis and Baldridge, 2007). Unfortunately,
these studies handle pronouns inadequately; judg-
ing from the decision trees and performance fig-
ures, Ng and Cardie (2002)’s system treats all pro-
nouns as anaphoric by default. Secondly, while
most pronoun resolution evaluations simply exclude
non-referential pronouns, recent unsupervised ap-
proaches (Cherry and Bergsma, 2005; Haghighi and
Klein, 2007) must deal with all pronouns in unre-
stricted text, and therefore need robust modules to

automatically handle non-referential instances. Fi-
nally, reference resolution has moved beyond writ-
ten text into in spoken dialog. Here, non-referential
pronouns are pervasive. Eckert and Strube (2000)
report that in the Switchboard corpus, only 45%
of demonstratives and third-person pronouns have a
noun phrase antecedent. Handling the common non-
referential instances is thus especially vital.

One issue with systems for non-referential detec-
tion is the amount of language-specific knowledge
that must be encoded. Consider a system that jointly
performs anaphora resolution and word alignment
in parallel corpora for machine translation. For this
task, we need to identify non-referential anaphora in
multiple languages. It is not always clear to what
extent the features and modules developed for En-
glish systems apply to other languages. For exam-
ple, the detector of Lappin and Leass (1994) labels a
pronoun as non-referential if it matches one of sev-
eral syntactic patterns, including: “It is Cogv-ed that
Sentence,” where Cogv is a “cognitive verb” such
as recommend, think, believe, know, anticipate, etc.
Porting this approach to a new language would re-
quire not only access to a syntactic parser and a list
of cognitive verbs in that language, but the devel-
opment of new patterns to catch non-referential pro-
noun uses that do not exist in English.

Moreover, writing a set of rules to capture this
phenomenon is likely to miss many less-common
uses. Alternatively, recent machine-learning ap-
proaches leverage a more general representation of
a pronoun instance. For example, Müller (2006)
has a feature for “distance to next complementizer
(that, if, whether)” and features for the tokens and
part-of-speech tags of the context words. Unfor-
tunately, there is still a lot of implicit and explicit
English-specific knowledge needed to develop these
features, including, for example, lists of “seem”
verbs such as appear, look, mean, happen. Sim-
ilarly, the machine-learned system of Boyd et al.
(2005) uses a set of “idiom patterns” like “on the
face of it” that trigger binary features if detected in
the pronoun context. Although machine learned sys-
tems can flexibly balance the various indicators and
contra-indicators of non-referentiality, a particular
feature is only useful if it is relevant to an example
in limited labelled training data.

Our approach avoids hand-crafting a set of spe-
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cific indicator features; we simply use the distribu-
tion of the pronoun’s context. Our method is thus
related to previous work based on Harris (1985)’s
distributional hypothesis.2 It has been used to deter-
mine both word and syntactic path similarity (Hin-
dle, 1990; Lin, 1998a; Lin and Pantel, 2001). Our
work is part of a trend of extracting other important
information from statistical distributions. Dagan and
Itai (1990) use the distribution of a pronoun’s con-
text to determine which candidate antecedents can fit
the context. Bergsma and Lin (2006) determine the
likelihood of coreference along the syntactic path
connecting a pronoun to a possible antecedent, by
looking at the distribution of the path in text. These
approaches, like ours, are ways to inject sophisti-
cated “world knowledge” into anaphora resolution.

3 Methodology

3.1 Definition

Our approach distinguishes contexts where pro-
nouns cannot be replaced by a preceding noun
phrase (non-noun-referential) from those where
nouns can occur (noun-referential). Although coref-
erence evaluations, such as the MUC (1997) tasks,
also make this distinction, it is not necessarily
used by all researchers. Evans (2001), for exam-
ple, distinguishes between “clause anaphoric” and
“pleonastic” as in the following two instances:

(3) The paper reported that it had snowed. It was
obvious. (clause anaphoric)

(4) It was obvious that it had snowed. (pleonastic)

The word It in sentence (3) is considered referen-
tial, while the word It in sentence (4) is considered
non-referential.3 From our perspective, this inter-
pretation is somewhat arbitrary. One could also say
that the It in both cases refers to the clause “that it
had snowed.” Indeed, annotation experiments using
very fine-grained categories show low annotation re-
liability (Müller, 2006). On the other hand, there
is no debate over the importance nor the definition
of distinguishing pronouns that refer to nouns from
those that do not. We adopt this distinction for our

2Words occurring in similar contexts have similar meanings
3The it in “it had snowed” is, of course, non-referential.

work, and show it has good inter-annotator reliabil-
ity (Section 4.1). We henceforth refer to non-noun-
referential simply as non-referential, and thus con-
sider the word It in both sentences (3) and (4) as
non-referential.

Non-referential pronouns are widespread in nat-
ural language. The es in the German “Wie geht es
Ihnen” and the il in the French “S’il vous plaı̂t” are
both non-referential. In pro-drop languages that may
omit subject pronouns, there remains the question
of whether an omitted pronoun is referential (Zhao
and Ng, 2007). Although we focus on the English
pronoun it, our approach should differentiate any
words that have both a structural and a referential
role in language, e.g. words like this, there and
that (Müller, 2007). We believe a distributional ap-
proach could also help in related tasks like identify-
ing the generic use of you (Gupta et al., 2007).

3.2 Context Distribution

Our method extracts the context surrounding a pro-
noun and determines which other words can take the
place of the pronoun in the context. The extracted
segments of context are called context patterns. The
words that take the place of the pronoun are called
pattern fillers. We gather pattern fillers from a large
collection of n-gram frequencies. The maximum
size of a context pattern depends on the size of n-
grams available in the data. In our n-gram collection
(Section 3.4), the lengths of the n-grams range from
unigrams to 5-grams, so our maximum pattern size
is five. For a particular pronoun in text, there are five
possible 5-grams that span the pronoun. For exam-
ple, in the following instance of it:
... said here Thursday that it is unnecessary to continue ...
We can extract the following 5-gram patterns:

said here Thursday that *
here Thursday that * is

Thursday that * is unnecessary
that * is unnecessary to

* is unnecessary to continue
Similarly, we extract the four 4-gram patterns.
Shorter n-grams were not found to improve perfor-
mance on development data and hence are not ex-
tracted. We only use context within the current sen-
tence (including the beginning-of-sentence and end-
of-sentence tokens) so if a pronoun occurs near a
sentence boundary, some patterns may be missing.
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Pattern Filler Type String
#1: 3rd-person pron. sing. it/its
#2: 3rd-person pron. plur. they/them/their
#3: any other pronoun he/him/his/,

I/me/my, etc.
#4: infrequent word token 〈UNK〉

#5: any other token *

Table 1: Pattern filler types

We take a few steps to improve generality. We
change the patterns to lower-case, convert sequences
of digits to the # symbol, and run the Porter stem-
mer4 (Porter, 1980). To generalize rare names, we
convert capitalized words longer than five charac-
ters to a special NE tag. We also added a few simple
rules to stem the irregular verbs be, have, do, and
said, and convert the common contractions ’nt, ’s,
’m, ’re, ’ve, ’d, and ’ll to their most likely stem.

We do the same processing to our n-gram corpus.
We then find all n-grams matching our patterns, al-
lowing any token to match the wildcard in place of
it. Also, other pronouns in the pattern are allowed
to match a corresponding pronoun in an n-gram, re-
gardless of differences in inflection and class.

We now discuss how to use the distribution of pat-
tern fillers. For identifying non-referential it in En-
glish, we are interested in how often it occurs as a
pattern filler versus other nouns. However, deter-
mining part-of-speech in a large n-gram corpus is
not simple, nor would it easily extend to other lan-
guages. Instead, we gather counts for five differ-
ent classes of words that fill the wildcard position,
easily determined by string match (Table 1). The
third-person plural they (#2) reliably occurs in pat-
terns where referential it also resides. The occur-
rence of any other pronoun (#3) guarantees that at
the very least the pattern filler is a noun. A match
with the infrequent word token 〈UNK〉 (#4) (ex-
plained in Section 3.4) will likely be a noun because
nouns account for a large proportion of rare words in
a corpus. Gathering any other token (#5) also mostly
finds nouns; inserting another part-of-speech usually

4Adapted from the Bow-toolkit (McCallum, 1996). Our
method also works without the stemmer; we simply truncate
the words in the pattern at a given maximum length (see Sec-
tion 5.1). With simple truncation, all the pattern processing can
be easily applied to other languages.

Pattern Filler Counts
#1 #2 #3 #5

sai here NE that * 84 0 291 3985
here NE that * be 0 0 0 93
NE that * be unnecessari 0 0 0 0
that * be unnecessari to 16726 56 0 228
* be unnecessari to continu 258 0 0 0

Table 2: 5-gram context patterns and pattern-filler counts
for the Section 3.2 example.

results in an unlikely, ungrammatical pattern.
Table 2 gives the stemmed context patterns for our

running example. It also gives the n-gram counts
of pattern fillers matching the first four filler types
(there were no matches of the 〈UNK〉 type, #4).

3.3 Feature Vector Representation

There are many possible ways to use the above
counts. Intuitively, our method should identify as
non-referential those instances that have a high pro-
portion of fillers of type #1 (i.e., the word it), while
labelling as referential those with high counts for
other types of fillers. We would also like to lever-
age the possibility that some of the patterns may be
more predictive than others, depending on where the
wildcard lies in the pattern. For example, in Table 2,
the cases where the it-position is near the beginning
of the pattern best reflect the non-referential nature
of this instance. We can achieve these aims by or-
dering the counts in a feature vector, and using a la-
belled set of training examples to learn a classifier
that optimally weights the counts.

For classification, we define non-referential as
positive and referential as negative. Our feature rep-
resentation very much resembles Table 2. For each
of the five 5-gram patterns, ordered by the position
of the wildcard, we have features for the logarithm
of counts for filler types #1, #2, ... #5. Similarly,
for each of the four 4-gram patterns, we provide the
log-counts corresponding to types #1, #2, ... #5 as
well. Before taking the logarithm, we smooth the
counts by adding a fixed number to all observed val-
ues. We also provide, for each pattern, a feature that
indicates if the pattern is not available because the
it-position would cause the pattern to span beyond
the current sentence. There are twenty-five 5-gram,
twenty 4-gram, and nine indicator features in total.
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Our classifier should learn positive weights on the
type #1 counts and negative weights on the other
types, with higher absolute weights on the more pre-
dictive filler types and pattern positions. Note that
leaving the pattern counts unnormalized automati-
cally allows patterns with higher counts to contribute
more to the prediction of their associated instances.

3.4 N-Gram Data

We now describe the collection of n-grams and their
counts used in our implementation. We use, to our
knowledge, the largest publicly available collection:
the Google Web 1T 5-gram Corpus Version 1.1.5
This collection was generated from approximately 1
trillion tokens of online text. In this data, tokens ap-
pearing less than 200 times have been mapped to the
〈UNK〉 symbol. Also, only n-grams appearing more
than 40 times are included. For languages where
such an extensive n-gram resource is not available,
the n-gram counts could also be taken from the page-
counts returned by an Internet search engine.

4 Evaluation

4.1 Labelled It Data

We need labelled data for training and evaluation of
our system. This data indicates, for every occurrence
of the pronoun it, whether it refers to a preceding
noun phrase or not. Standard coreference resolution
data sets annotate all noun phrases that have an an-
tecedent noun phrase in the text. Therefore, we can
extract labelled instances of it from these sets. We
do this for the dry-run and formal sets from MUC-7
(1997), and merge them into a single data set.

Of course, full coreference-annotated data is a
precious resource, with the pronoun it making up
only a small portion of the marked-up noun phrases.
We thus created annotated data specifically for the
pronoun it. We annotated 1020 instances in a col-
lection of Science News articles (from 1995-2000),
downloaded from the Science News website. We
also annotated 709 instances in the WSJ portion of
the DARPA TIPSTER Project (Harman, 1992), and
279 instances in the English portion of the Europarl
Corpus (Koehn, 2005).

A single annotator (A1) labelled all three data
sets, while two additional annotators not connected

5Available from the LDC as LDC2006T13

Data Set Number of It % Non-Referential
Europarl 279 50.9
Sci-News 1020 32.6

WSJ 709 25.1
MUC 129 31.8
Train 1069 33.2
Test 1067 31.7

Test-200 200 30.0

Table 3: Data sets used in experiments.

with the project (A2 and A3) were asked to sepa-
rately re-annotate a portion of each, so that inter-
annotator agreement could be calculated. A1 and
A2 agreed on 96% of annotation decisions, while
A1-A3, and A2-A3, agreed on 91% and 93% of de-
cisions, respectively. The Kappa statistic (Jurafsky
and Martin, 2000, page 315), with P(E) computed
from the confusion matrices, was a high 0.90 for A1-
A2, and 0.79 and 0.81 for the other pairs, around the
0.80 considered to be good reliability. These are,
perhaps surprisingly, the only known it-annotation-
agreement statistics available for written text. They
contrast favourably with the low agreement seen on
categorizing it in spoken dialog (Müller, 2006).

We make all the annotations available in It-Bank,
an online repository for annotated it-instances.6
It-Bank also allows other researchers to distribute
their it annotations. Often, the full text of articles
containing annotations cannot be shared because of
copyright. However, sharing just the sentences con-
taining the word it, randomly-ordered, is permissible
under fair-use guidelines. The original annotators
retain their copyright on the annotations.

We use our annotated data in two ways. First
of all, we perform cross-validation experiments on
each of the data sets individually, to help gauge the
difficulty of resolution on particular domains and
volumes of training data. Secondly, we randomly
distribute all instances into two main sets, a training
set and a test set. We also construct a smaller test
set, Test-200, containing only the first 200 instances
in the Test set. We use Test-200 for human experi-
ments and error analysis (Section 5.2). Table 3 sum-
marizes all the sets used in the experiments.

6www.cs.ualberta.ca/˜bergsma/ItBank/. It-Bank also con-
tains an additional 1,077 examples used as development data.
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4.2 Comparison Approaches

We represent feature vectors exactly as described
in Section 3.3. We smooth by adding 40 to all
counts, equal to the minimum count in the n-gram
data. For classification, we use a maximum entropy
model (Berger et al., 1996), from the logistic re-
gression package in Weka (Witten and Frank, 2005),
with all default parameter settings. Results with
our distributional approach are labelled as DISTRIB.
Note that our maximum entropy classifier actually
produces a probability of non-referentiality, which
is thresholded at 50% to make a classification.

As a baseline, we implemented the non-referential
it detector of Lappin and Leass (1994), labelled as
LL in the results. This is a syntactic detector, a
point missed by Evans (2001) in his criticism: the
patterns are robust to intervening words and modi-
fiers (e.g. “it was never thought by the committee
that...”) provided the sentence is parsed correctly.7
We automatically parse sentences with Minipar, a
broad-coverage dependency parser (Lin, 1998b).

We also use a separate, extended version of
the LL detector, implemented for large-scale non-
referential detection by Cherry and Bergsma (2005).
This system, also for Minipar, additionally detects
instances of it labelled with Minipar’s pleonastic cat-
egory Subj. It uses Minipar’s named-entity recog-
nition to identify time expressions, such as “it was
midnight,” and provides a number of other patterns
to match common non-referential it uses, such as
in expressions like “darn it,” “don’t overdo it,” etc.
This extended detector is labelled as MINIPL (for
Minipar pleonasticity) in our results.

Finally, we tested a system that combines the
above three approaches. We simply add the LL and
MINIPL decisions as binary features in the DISTRIB
system. This system is called COMBO in our results.

4.3 Evaluation Criteria

We follow Müller (2006)’s evaluation criteria. Pre-
cision (P) is the proportion of instances that we la-
bel as non-referential that are indeed non-referential.
Recall (R) is the proportion of true non-referentials
that we detect, and is thus a measure of the coverage

7Our approach, on the other hand, would seem to be suscep-
tible to such intervening material, if it pushes indicative context
tokens out of the 5-token window.

System P R F Acc
LL 93.4 21.0 34.3 74.5
MINIPL 66.4 49.7 56.9 76.1
DISTRIB 81.4 71.0 75.8 85.7
COMBO 81.3 73.4 77.1 86.2

Table 4: Train/Test-split performance (%).

of the system. F-Score (F) is the geometric average
of precision and recall; it is the most common non-
referential detection metric. Accuracy (Acc) is the
percentage of instances labelled correctly.

5 Results

5.1 System Comparison

Table 4 gives precision, recall, F-score, and accu-
racy on the Train/Test split. Note that while the LL
system has high detection precision, it has very low
recall, sharply reducing F-score. The MINIPL ap-
proach sacrifices some precision for much higher
recall, but again has fairly low F-score. To our
knowledge, our COMBO system, with an F-Score
of 77.1%, achieves the highest performance of any
non-referential system yet implemented. Even more
importantly, DISTRIB, which requires only minimal
linguistic processing and no encoding of specific in-
dicator patterns, achieves 75.8% F-Score. The dif-
ference between COMBO and DISTRIB is not statis-
tically significant, while both are significantly bet-
ter than the rule-based approaches.8 This provides
strong motivation for a “light-weight” approach to
non-referential it detection – one that does not re-
quire parsing or hand-crafted rules and – is easily
ported to new languages and text domains.

Since applying an English stemmer to the con-
text words (Section 3.2) reduces the portability of
the distributional technique, we investigated the use
of more portable pattern abstraction. Figure 1 com-
pares the use of the stemmer to simply truncating the
words in the patterns at a certain maximum length.
Using no truncation (Unaltered) drops the F-Score
by 4.3%, while truncating the patterns to a length of
four only drops the F-Score by 1.4%, a difference
which is not statistically significant. Simple trunca-
tion may be a good option for other languages where
stemmers are not readily available. The optimum

8All significance testing uses McNemar’s test, p<0.05
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Figure 1: Effect of pattern-word truncation on non-
referential it detection (COMBO system, Train/Test split).

System Europl. Sci-News WSJ MUC
LL 44.0 39.3 21.5 13.3
MINIPL 70.3 61.8 22.0 50.7
DISTRIB 79.7 77.2 69.5 68.2
COMBO 76.2 78.7 68.1 65.9
COMBO4 83.6 76.5 67.1 74.7

Table 5: 10-fold cross validation F-Score (%).

truncation size will likely depend on the length of
the base forms of words in that language. For real-
world application of our approach, truncation also
reduces the table sizes (and thus storage and look-
up costs) of any pre-compiled it-pattern database.

Table 5 compares the 10-fold cross-validation F-
score of our systems on the four data sets. The
performance of COMBO on Europarl and MUC is
affected by the small number of instances in these
sets (Section 4, Table 3). We can reduce data frag-
mentation by removing features. For example, if we
only use the length-4 patterns in COMBO (labelled as
COMBO4), performance increases dramatically on
Europarl and MUC, while dipping slightly for the
larger Sci-News and WSJ sets. Furthermore, select-
ing just the three most useful filler type counts as
features (#1,#2,#5), boosts F-Score on Europarl to
86.5%, 10% above the full COMBO system.

5.2 Analysis and Discussion

In light of these strong results, it is worth consid-
ering where further gains in performance might yet
be found. One key question is to what extent a lim-
ited context restricts identification performance. We
first tested the importance of the pattern length by

System P R F Acc
DISTRIB 80.0 73.3 76.5 86.5
COMBO 80.7 76.7 78.6 87.5
Human-1 92.7 63.3 75.2 87.5
Human-2 84.0 70.0 76.4 87.0
Human-3 72.2 86.7 78.8 86.0

Table 6: Evaluation on Test-200 (%).

using only the length-4 counts in the DISTRIB sys-
tem (Train/Test split). Surprisingly, the drop in F-
Score was only one percent, to 74.8%. Using only
the length-5 counts drops F-Score to 71.4%. Neither
are statistically significant; however there seems to
be diminishing returns from longer context patterns.

Another way to view the limited context is to ask,
given the amount of context we have, are we mak-
ing optimum use of it? We answer this by seeing
how well humans can do with the same information.
As explained in Section 3.2, our system uses 5-gram
context patterns that together span from four-to-the-
left to four-to-the-right of the pronoun. We thus pro-
vide these same nine-token windows to our human
subjects, and ask them to decide whether the pro-
nouns refer to previous noun phrases or not, based
on these contexts. Subjects first performed a dry-
run experiment on separate development data. They
were shown their errors and sources of confusion
were clarified. They then made the judgments unas-
sisted on the final Test-200 data. Three humans per-
formed the experiment. Their results show a range
of preferences for precision versus recall, with both
F-Score and Accuracy on average below the perfor-
mance of COMBO (Table 6). Foremost, these results
show that our distributional approach is already get-
ting good leverage from the limited context informa-
tion, around that achieved by our best human.

It is instructive to inspect the twenty-five Test-200
instances that the COMBO system classified incor-
rectly, given human performance on this same set.
Seventeen of the twenty-five COMBO errors were
also made by one or more human subjects, suggest-
ing system errors are also mostly due to limited con-
text. For example, one of these errors was for the
context: “it takes an astounding amount...” Here, the
non-referential nature of the instance is not apparent
without the infinitive clause that ends the sentence:
“... of time to compare very long DNA sequences
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with each other.”
Six of the eight errors unique to the COMBO sys-

tem were cases where the system falsely said the
pronoun was non-referential. Four of these could
have referred to entire sentences or clauses rather
than nouns. These confusing cases, for both hu-
mans and our system, result from our definition
of a referential pronoun: pronouns with verbal or
clause antecedents are considered non-referential
(Section 3.1). If an antecedent verb or clause is
replaced by a nominalization (Smith researched...
to Smith’s research), a referring pronoun, in the
same context, becomes referential. When we inspect
the probabilities produced by the maximum entropy
classifier (Section 4.2), we see only a weak bias for
the non-referential class on these examples, reflect-
ing our classifier’s uncertainty. It would likely be
possible to improve accuracy on these cases by en-
coding the presence or absence of preceding nomi-
nalizations as a feature of our classifier.

Another false non-referential decision is for the
phrase “... machine he had installed it on.” The it is
actually referential, but the extracted patterns (e.g.
“he had install * on”) are nevertheless usually filled
with it.9 Again, it might be possible to fix such ex-
amples by leveraging the preceding discourse. No-
tably, the first noun-phrase before the context is the
word “software.” There is strong compatibility be-
tween the pronoun-parent “install” and the candidate
antecedent “software.” In a full coreference resolu-
tion system, when the anaphora resolution module
has a strong preference to link it to an antecedent
(which it should when the pronoun is indeed refer-
ential), we can override a weak non-referential prob-
ability. Non-referential it detection should not be
a pre-processing step, but rather part of a globally-
optimal configuration, as was done for general noun
phrase anaphoricity by Denis and Baldridge (2007).

The suitability of this kind of approach to correct-
ing some of our system’s errors is especially obvious
when we inspect the probabilities of the maximum
entropy model’s output decisions on the Test-200
set. Where the maximum entropy classifier makes
mistakes, it does so with less confidence than when
it classifies correct examples. The average predicted

9This example also suggests using filler counts for the word
“the” as a feature when it is the last word in the pattern.

probability of the incorrect classifications is 76.0%
while the average probability of the correct classi-
fications is 90.3%. Many incorrect decisions are
ready to switch sides; our next step will be to use
features of the preceding discourse and the candi-
date antecedents to help give them a push.

6 Conclusion

We have presented an approach to detecting non-
referential pronouns in text based on the distribu-
tion of the pronoun’s context. The approach is sim-
ple to implement, attains state-of-the-art results, and
should be easily ported to other languages. Our tech-
nique demonstrates how large volumes of data can
be used to gather world knowledge for natural lan-
guage processing. A consequence of this research
was the creation of It-Bank, a collection of thou-
sands of labelled examples of the pronoun it, which
will benefit other coreference resolution researchers.

Error analysis reveals that our system is getting
good leverage out of the pronoun context, achiev-
ing results comparable to human performance given
equivalent information. To boost performance fur-
ther, we will need to incorporate information from
preceding discourse. Future research will also test
the distributional classification of other ambiguous
pronouns, like this, you, there, and that. Another
avenue of study will look at the interaction between
coreference resolution and machine translation. For
example, if a single form in English (e.g. that)
is separated into different meanings in another lan-
guage (e.g., Spanish demonstrative ese, nominal ref-
erence ése, abstract or statement reference eso, and
complementizer que), then aligned examples pro-
vide automatically-disambiguated English data. We
could extract context patterns and collect statistics
from these examples like in our current approach.
In general, jointly optimizing translation and coref-
erence is an exciting and largely unexplored re-
search area, now partly enabled by our portable non-
referential detection methodology.
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Abstract

A new approach to large-scale information
extraction exploits both Web documents and
query logs to acquire thousands of open-
domain classes of instances, along with rel-
evant sets of open-domain class attributes at
precision levels previously obtained only on
small-scale, manually-assembled classes.

1 Introduction

Current methods for large-scale information ex-
traction take advantage of unstructured text avail-
able from either Web documents (Banko et al.,
2007; Snow et al., 2006) or, more recently, logs of
Web search queries (Paşca, 2007) to acquire use-
ful knowledge with minimal supervision. Given a
manually-specified target attribute (e.g., birth years
for people) and starting from as few as 10 seed facts
such as (e.g., John Lennon, 1941), as many as a
million facts of the same type can be derived from
unstructured text within Web documents (Paşca et
al., 2006). Similarly, given a manually-specified tar-
get class (e.g., Drug) with its instances (e.g., Vi-
codin and Xanax) and starting from as few as 5 seed
attributes (e.g., side effects and maximum dose for
Drug), other relevant attributes can be extracted for
the same class from query logs (Paşca, 2007). These
and other previous methods require the manual spec-
ification of the input classes of instances before any
knowledge (e.g., facts or attributes) can be acquired
for those classes.

∗Contributions made during an internship at Google.

The extraction method introduced in this paper
mines a collection of Web search queries and a col-
lection of Web documents to acquire open-domain
classes in the form of instance sets (e.g., {whales,
seals, dolphins, sea lions,...}) associated with class
labels (e.g., marine animals), as well as large sets
of open-domain attributes for each class (e.g., circu-
latory system, life cycle, evolution, food chain and
scientific name for the class marine animals). In
this light, the contributions of this paper are four-
fold. First, instead of separately addressing the
tasks of collecting unlabeled sets of instances (Lin,
1998), assigning appropriate class labels to a given
set of instances (Pantel and Ravichandran, 2004),
and identifying relevant attributes for a given set of
classes (Paşca, 2007), our integrated method from
Section 2 enables the simultaneous extraction of
class instances, associated labels and attributes. Sec-
ond, by exploiting the contents of query logs during
the extraction of labeled classes of instances from
Web documents, we acquire thousands (4,583, to
be exact) of open-domain classes covering a wide
range of topics and domains. The accuracy reported
in Section 3.2 exceeds 80% for both instance sets
and class labels, although the extraction of classes
requires a remarkably small amount of supervision,
in the form of only a few commonly-used Is-A ex-
traction patterns. Third, we conduct the first study in
extracting attributes for thousands of open-domain,
automatically-acquired classes, at precision levels
over 70% at rank 10, and 67% at rank 20 as de-
scribed in Section 3.3. The amount of supervision is
limited to five seed attributes provided for only one
reference class. In comparison, the largest previous

19



Knowledge extracted from documents and queries

amino acids={phenylalanine, l−cysteine, tryptophan, glutamic acid, lysine, thr,

marine animals={whales, seals, dolphins, turtles, sea lions, fishes, penguins, squids,

movies={jay and silent bob strike back, romeo must die, we were soldiers, matrix,

zoonotic diseases={rabies, west nile virus, leptospirosis, brucellosis, lyme disease,

movies: [opening song, cast, characters, actors, film review, movie script,

zoonotic diseases: [scientific name, causative agent, mode of transmission,

Open−domain labeled classes of instances

marine animals: [circulatory system, life cycle, evolution, food chain, eyesight,

Open−domain class attributes
(2)

  ornithine, valine, serine, isoleucine, aspartic acid, aspartate, taurine, histidine,...}

  pacific walrus, aquatic birds, comb jellies, starfish, florida manatees, walruses,...}

  kill bill, thelma and louise, mad max, field of dreams, ice age, star wars,...}

  cat scratch fever, foot and mouth disease, venezuelan equine encephalitis,...}

amino acids: [titration curve, molecular formula, isoelectric point, density,
  extinction coefficient, pi, food sources, molecular weight, pka values,...]

  scientific name, skeleton, digestion, gestation period, reproduction, taxonomy,...]

  symbolism, special effects, soundboards, history, screenplay, director,...]

  life cycle, pathology, meaning, prognosis, incubation period, symptoms,...]
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Figure 1: Overview of weakly-supervised extraction of
class instances, class labels and class attributes from Web
documents and query logs

study in attribute extraction reports results on a set
of 40 manually-assembled classes, and requires five
seed attributes to be provided as input for each class.
Fourth, we introduce the first approach to infor-
mation extraction from a combination of both Web
documents and search query logs, to extract open-
domain knowledge that is expected to be suitable
for later use. In contrast, the textual data sources
used in previous studies in large-scale information
extraction are either Web documents (Mooney and
Bunescu, 2005; Banko et al., 2007) or, recently,
query logs (Paşca, 2007), but not both.

2 Extraction from Documents and Queries

2.1 Open-Domain Labeled Classes of Instances

Figure 1 provides an overview of how Web docu-
ments and queries are used together to acquire open-
domain, labeled classes of instances (phase (1) in the
figure); and to acquire attributes that capture quan-
tifiable properties of those classes, by mining query
logs based on the class instances acquired from the
documents, while guiding the extraction based on a
few attributes provided as seed examples (phase (2)).

As described in Figure 2, the algorithm for de-
riving labeled sets of class instances starts with the
acquisition of candidate pairs {ME} of a class la-
bel and an instance, by applying a few extraction
patterns to unstructured text within Web documents
{D}, while guiding the extraction by the contents
of query logs {Q} (Step 1 in Figure 2). This is fol-

Input: set of Is-A extraction patterns {E}
. large repository of search queries {Q}
. large repository of Web docs {D}
. weighting parameters J∈[0,1] and K∈1..∞
Output: set of pairs of a class label and an instance {<C,I>}
Variables: {S} = clusters of distributionally similar phrases
. {V} = vectors of contextual matches of queries in text
. {ME} = set of pairs of a class label and an instance
. {CS} = set of class labels
. {X}, {Y} = sets of queries
Steps:
01. {ME} = Match patterns {E} in docs {D} around {Q}
02. {V} = Match phrases {Q} in docs {D}
03. {S} = Generate clusters of queries based on vectors {V}
04. For each cluster of phrases S in {S}
05. {CS} = ∅
06. For each query Q of S
07. Insert labels of Q from {ME} into {CS}
08. For each label CS of {CS}
09. {X} = Find queries of S with the label CS in {ME}
10. {Y} = Find clusters of {S} containing some query
10. with the label CS in {ME}
11. If |{X}|> J×|{S}|
12. If |{Y}|<K
13. For each query X of {X}
14. Insert pair <CS ,X> into output pairs {<C,I>}
15. Return pairs {<C,I>}

Figure 2: Acquisition of labeled sets of class instances

lowed by the generation of unlabeled clusters {S} of
distributionally similar queries, by clustering vectors
of contextual features collected around the occur-
rences of queries {Q} within documents {D} (Steps
2 and 3). Finally, the intermediate data {ME} and
{S} is merged and filtered into smaller, more accu-
rate labeled sets of instances (Steps 4 through 15).

Step 1 in Figure 2 applies lexico-syntactic pat-
terns {E} that aim at extracting Is-A pairs of an in-
stance (e.g., Google) and an associated class label
(e.g., Internet search engines) from text. The two
patterns, which are inspired by (Hearst, 1992) and
have been the de-facto extraction technique in previ-
ous work on extracting conceptual hierarchies from
text (cf. (Ponzetto and Strube, 2007; Snow et al.,
2006)), can be summarized as:
〈[..] C [such as|including] I [and|,|.]〉,

where I is a potential instance (e.g., Venezuelan
equine encephalitis) and C is a potential class label
for the instance (e.g., zoonotic diseases), for exam-
ple in the sentence: “The expansion of the farms
increased the spread of zoonotic diseases such as
Venezuelan equine encephalitis [..]”.

During matching, all string comparisons are case-
insensitive. In order for a pattern to match a sen-
tence, two conditions must be met. First, the class
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label C from the sentence must be a non-recursive
noun phrase whose last component is a plural-form
noun (e.g., zoonotic diseases in the above sentence).
Second, the instance I from the sentence must also
occur as a complete query somewhere in the query
logs {Q}, that is, a query containing the instance and
nothing else. This heuristic acknowledges the dif-
ficulty of pinpointing complex entities within doc-
uments (Downey et al., 2007), and embodies the
hypothesis that, if an instance is prominent, Web
search users will eventually ask about it.

In Steps 4 through 14 from Figure 2, each clus-
ter is inspected by scanning all labels attached to
one or more queries from the cluster. For each la-
bel CS , if a) {ME} indicates that a large number
of all queries from the cluster are attached to the la-
bel (as controlled by the parameter J in Step 12);
and b) those queries are a significant portion of all
queries from all clusters attached to the same label
in {ME} (as controlled by the parameter K in Step
13), then the label CS and each query with that la-
bel are stored in the output pairs {<C,I>} (Steps
13 and 14). The parameters J and K can be used
to emphasize precision (higher J and lower K) or
recall (lower J and higher K). The resulting pairs
of an instance and a class label are arranged into
sets of class instances (e.g., {rabies, west nile virus,
leptospirosis,...}), each associated with a class label
(e.g., zoonotic diseases), and returned in Step 15.

2.2 Open-Domain Class Attributes

The labeled classes of instances collected automat-
ically from Web documents are passed as input
to phase (2) from Figure 1, which acquires class
attributes by mining a collection of Web search
queries. The attributes capture properties that are
relevant to the class. The extraction of attributes ex-
ploits the set of class instances rather than the asso-
ciated class label, and consists of four stages:

1) identification of a noisy pool of candidate at-
tributes, as remainders of queries that also contain
one of the class instances. In the case of the class
movies, whose instances include jay and silent bob
strike back and kill bill, the query “cast jay and
silent bob strike back” produces the candidate at-
tribute cast;

2) construction of internal search-signature vector
representations for each candidate attribute, based

on queries (e.g., “cast selection for kill bill”) that
contain a candidate attribute (cast) and a class in-
stance (kill bill). These vectors consist of counts
tied to the frequency with which an attribute occurs
with a given “templatized” query. The latter replaces
specific attributes and instances from the query with
common placeholders, e.g., “X for Y”;

3) construction of a reference internal search-
signature vector representation for a small set of
seed attributes provided as input. A reference vec-
tor is the normalized sum of the individual vectors
corresponding to the seed attributes;

4) ranking of candidate attributes with respect to
each class (e.g., movies), by computing similarity
scores between their individual vector representa-
tions and the reference vector of the seed attributes.

The result of the four stages is a ranked list of
attributes (e.g., [opening song, cast, characters,...])
for each class (e.g., movies).

In a departure from previous work, the instances
of each input class are automatically generated as
described earlier, rather than manually assembled.
Furthermore, the amount of supervision is limited
to seed attributes being provided for only one of
the classes, whereas (Paşca, 2007) requires seed at-
tributes for each class. To this effect, the extrac-
tion includes modifications such that only one ref-
erence vector is constructed internally from the seed
attributes during the third stage, rather one such vec-
tor for each class in (Paşca, 2007); and similarity
scores are computed cross-class by comparing vec-
tor representations of individual candidate attributes
against the only reference vector available during the
fourth stage, rather than with respect to the reference
vector of each class in (Paşca, 2007).

3 Evaluation

3.1 Textual Data Sources

The acquisition of open-domain knowledge, in the
form of class instances, labels and attributes, re-
lies on unstructured text available within Web doc-
uments maintained by, and search queries submitted
to, the Google search engine.

The collection of queries is a random sample of
fully-anonymized queries in English submitted by
Web users in 2006. The sample contains approx-
imately 50 million unique queries. Each query is
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Found in Count Pct. Examples
WordNet?

Yes 1931 42.2% baseball players,
(original) endangered species

Yes 2614 57.0% caribbean countries,
(removal) fundamental rights

No 38 0.8% agrochemicals, celebs,
handhelds, mangas

Table 1: Class labels found in WordNet in original form,
or found in WordNet after removal of leading words, or
not found in WordNet at all

accompanied by its frequency of occurrence in the
logs. The document collection consists of approx-
imately 100 million Web documents in English, as
available in a Web repository snapshot from 2006.
The textual portion of the documents is cleaned of
HTML, tokenized, split into sentences and part-of-
speech tagged using the TnT tagger (Brants, 2000).

3.2 Evaluation of Labeled Classes of Instances

Extraction Parameters: The set of instances that
can be potentially acquired by the extraction algo-
rithm described in Section 2.1 is heuristically lim-
ited to the top five million queries with the highest
frequency within the input query logs. In the ex-
tracted data, a class label (e.g., search engines) is
associated with one or more instances (e.g., google).
Similarly, an instance (e.g., google) is associated
with one or more class labels (e.g., search engines
and internet search engines). The values chosen
for the weighting parameters J and K from Sec-
tion 2.1 are 0.01 and 30 respectively. After dis-
carding classes with fewer than 25 instances, the ex-
tracted set of classes consists of 4,583 class labels,
each of them associated with 25 to 7,967 instances,
with an average of 189 instances per class.
Accuracy of Class Labels: Built over many years of
manual construction efforts, lexical gold standards
such as WordNet (Fellbaum, 1998) provide wide-
coverage upper ontologies of the English language.
Built-in morphological normalization routines make
it straightforward to verify whether a class label
(e.g., faculty members) exists as a concept in Word-
Net (e.g., faculty member). When an extracted label
(e.g., central nervous system disorders) is not found
in WordNet, it is looked up again after iteratively re-
moving its leading words (e.g., nervous system dis-

Class Label={Set of Instances} Parent in C?
WordNet

american composers={aaron copland, composers Y
eric ewazen, george gershwin,...}

modern appliances={built-in oven, appliances S
ceramic hob, tumble dryer,...}

area hospitals={carolinas medical hospitals S
center, nyack hospital,...}

multiple languages={chuukese, languages N
ladino, mandarin, us english,...}

Table 2: Correctness judgments for extracted classes
whose class labels are found in WordNet only after re-
moval of their leading words (C=Correctness, Y=correct,
S=subjectively correct, N=incorrect)

orders, system disorders and disorders).
As shown in Table 1, less than half of the 4,583

extracted class labels (e.g., baseball players) are
found in their original forms in WordNet. The ma-
jority of the class labels (2,614 out of 4,583) can be
found in WordNet only after removal of one or more
leading words (e.g., caribbean countries), which
suggests that many of the class labels correspond to
finer-grained, automatically-extracted concepts that
are not available in the manually-built WordNet. To
test whether that is the case, a random sample of
200 class labels, out of the 2,614 labels found to
be potentially-useful specific concepts, are manually
annotated as correct, subjectively correct or incor-
rect, as shown in Table 2. A class label is: correct,
if it captures a relevant concept although it could not
be found in WordNet; subjectively correct, if it is
relevant not in general but only in a particular con-
text, either from a subjective viewpoint (e.g., mod-
ern appliances), or relative to a particular tempo-
ral anchor (e.g., current players), or in connection
to a particular geographical area (e.g., area hospi-
tals); or incorrect, if it does not capture any use-
ful concept (e.g., multiple languages). The manual
analysis of the sample of 200 class labels indicates
that 154 (77%) are relevant concepts and 27 (13.5%)
are subjectively relevant concepts, for a total of 181
(90.5%) relevant concepts, whereas 19 (9.5%) of the
labels are incorrect. It is worth emphasizing the im-
portance of automatically-collected classes judged
as relevant and not present in WordNet: caribbean
countries, computer manufacturers, entertainment
companies, market research firms are arguably very
useful and should probably be considered as part of
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Class Label Size of Instance Sets Class Label Size of Instance Sets
M (Manual) E (Extracted) M E

M∩E

M
M (Manual) E (Extracted) M E

M∩E

M

Actor actors 1500 696 23.73 Movie movies 626 2201 30.83
AircraftModel - 217 - - NationalPark parks 59 296 0

Award awards 200 283 13 NbaTeam nba teams 30 66 86.66
BasicFood foods 155 3484 61.93 Newspaper newspapers 599 879 16.02
CarModel car models 368 48 5.16 Painter painters 1011 823 22.45

CartoonChar cartoon 50 144 36 ProgLanguage programming 101 153 26.73
characters languages

CellPhoneModel cell phones 204 49 0 Religion religions 128 72 11.71
ChemicalElem chemicals 118 487 1.69 River river systems 167 118 15.56

City cities 589 3642 50.08 SearchEngine search engines 25 133 64
Company companies 738 7036 26.01 SkyBody constellations 97 37 1.03

Country countries 197 677 91.37 Skyscraper - 172 - -
Currency currencies 55 128 25.45 SoccerClub football clubs 116 101 22.41

DigitalCamera digital cameras 534 58 0.18 SportEvent sports events 143 73 12.58
Disease diseases 209 3566 65.55 Stadium stadiums 190 92 6.31

Drug drugs 345 1209 44.05 TerroristGroup terrorist groups 74 134 33.78
Empire empires 78 54 6.41 Treaty treaties 202 200 7.42
Flower flowers 59 642 25.42 University universities 501 1127 21.55

Holiday holidays 82 300 48.78 VideoGame video games 450 282 17.33
Hurricane - 74 - - Wine wines 60 270 56.66
Mountain mountains 245 49 7.75 WorldWarBattle battles 127 135 9.44

Total mapped: 37 out of 40 classes - - 26.89

Table 3: Comparison between manually-assembled instance sets of gold-standard classes (M ) and instance sets of
automatically-extracted classes (E). Each gold-standard class (M ) was manually mapped into an extracted class (E),
unless no relevant mapping was found. Ratios ( M∩E

M
) are shown as percentages

any refinements to hand-built hierarchies, including
any future extensions of WordNet.
Accuracy of Class Instances: The computation of
the precision of the extracted instances (e.g., fifth el-
ement and kill bill for the class label movies) relies
on manual inspection of all instances associated to
a sample of the extracted class labels. Rather than
inspecting a random sample of classes, the evalua-
tion validates the results against a reference set of 40
gold-standard classes that were manually assembled
as part of previous work (Paşca, 2007). A class from
the gold standard consists of a manually-created
class label (e.g., AircraftModel) associated with a
manually-assembled, and therefore high-precision,
set of representative instances of the class.

To evaluate the precision of the extracted in-
stances, the manual label of each gold-standard class
(e.g., SearchEngine) is mapped into a class label ex-
tracted from text (e.g., search engines). As shown
in the first two columns of Table 3, the mapping into
extracted class labels succeeds for 37 of the 40 gold-
standard classes. 28 of the 37 mappings involve
linking an abstract class label (e.g., SearchEngine)

with the corresponding plural forms among the ex-
tracted class labels (e.g., search engines). The re-
maining 9 mappings link a manual class label with
either an equivalent extracted class label (e.g., Soc-
cerClub with football clubs), or a strongly-related
class label (e.g., NationalPark with parks). No map-
ping is found for 3 out of the 40 classes, namely Air-
craftModel, Hurricane and Skyscraper, which are
therefore removed from consideration.

The sizes of the instance sets available for each
class in the gold standard are compared in the third
through fifth columns of Table 3. In the table, M

stands for manually-assembled instance sets, and E

for automatically-extracted instance sets. For ex-
ample, the gold-standard class SearchEngine con-
tains 25 manually-collected instances, while the
parallel class label search engines contains 133
automatically-extracted instances. The fifth col-
umn shows the percentage of manually-collected in-
stances (M ) that are also extracted automatically
(E). In the case of the class SearchEngine, 16 of the
25 manually-collected instances are among the 133
automatically-extracted instances of the same class,
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Label Value Examples of Attributes

vital 1.0 investors: investment strategies
okay 0.5 religious leaders: coat of arms

wrong 0.0 designers: stephanie

Table 4: Labels for assessing attribute correctness

which corresponds to a relative coverage of 64%
of the manually-collected instance set. Some in-
stances may occur within the manually-collected set
but not the automatically-extracted set (e.g., zoom-
info and brainbost for the class SearchEngine) or,
more frequently, vice-versa (e.g., surfwax, blinkx,
entireweb, web wombat, exalead etc.). Overall,
the relative coverage of automatically-extracted in-
stance sets with respect to manually-collected in-
stance sets is 26.89%, as an average over the 37
gold-standard classes. More significantly, the size
advantage of automatically-extracted instance sets
is not the undesirable result of those sets contain-
ing many spurious instances. Indeed, the manual
inspection of the automatically-extracted instances
sets indicates an average accuracy of 79.3% over the
37 gold-standard classes retained in the experiments.
To summarize, the method proposed in this paper ac-
quires open-domain classes from unstructured text
of arbitrary quality, without a-priori restrictions to
specific domains of interest and with virtually no su-
pervision (except for the ubiquitous Is-A extraction
patterns), at accuracy levels of around 90% for class
labels and 80% for class instances.

3.3 Evaluation of Class Attributes

Extraction Parameters: Given a target class spec-
ified as a set of instances and a set of five seed at-
tributes for a class (e.g., {quality, speed, number of
users, market share, reliability} for SearchEngine),
the method described in Section 2.2 extracts ranked
lists of class attributes from the input query logs.
Internally, the ranking uses Jensen-Shannon (Lee,
1999) to compute similarity scores between internal
representations of seed attributes, on one hand, and
each of the candidate attributes, on the other hand.
Evaluation Procedure: To remove any possible
bias towards higher-ranked attributes during the as-
sessment of class attributes, the ranked lists of at-
tributes to be evaluated are sorted alphabetically into
a merged list. Each attribute of the merged list is
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Figure 3: Accuracy of attributes extracted based on man-
ually assembled, gold standard (M ) vs. automatically ex-
tracted (E) instance sets, for a few target classes (left-
most graphs) and as an average over all (37) target classes
(rightmost graphs). Seed attributes are provided as input
for each target class (top graphs), or for only one target
class (bottom graphs)

manually assigned a correctness label within its re-
spective class. An attribute is vital if it must be
present in an ideal list of attributes of the class; okay
if it provides useful but non-essential information;
and wrong if it is incorrect.

To compute the overall precision score over a
ranked list of extracted attributes, the correctness la-
bels are converted to numeric values as shown in Ta-
ble 4. Precision at some rank N in the list is thus
measured as the sum of the assigned values of the
first N candidate attributes, divided by N .
Accuracy of Class Attributes: Figure 3 plots pre-
cision values for ranks 1 through 50 of the lists of
attributes extracted through several runs over the 37
gold-standard classes described in the previous sec-
tion. The runs correspond to different amounts of
supervision, specified through a particular choice in
the number of seed attributes, and in the source of
instances passed as input to the system:
• number of input seed attributes: seed attributes

are provided either for each of the 37 classes, for a
total of 5×37=185 attributes (the graphs at the top of
Figure 3); or only for one class (namely, Country),
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Class Precision Top Ten Extracted Attributes
# Class Label={Set of Instances} @5 @10 @15 @20

1 accounting systems={flexcube, 0.70 0.70 0.77 0.70 overview, architecture, interview questions, free
myob, oracle financials, downloads, canadian version, passwords, modules,
peachtree accounting, sybiz,...} crystal reports, property management, free trial

2 antimicrobials={azithromycin, 1.00 1.00 0.93 0.95 chemical formula, chemical structure, history,
chloramphenicol, fusidic acid, invention, inventor, definition, mechanism of
quinolones, sulfa drugs,...} action, side-effects, uses, shelf life

5 civilizations={ancient greece, 1.00 1.00 0.93 0.90 social pyramid, climate, geography, flag,
chaldeans, etruscans, inca population, social structure, natural resources,
indians, roman republic,...} family life, god, goddesses

9 farm animals={angora goats, 1.00 0.80 0.83 0.80 digestive system, evolution, domestication,
burros, cattle, cows, donkeys, gestation period, scientific name, adaptations,
draft horses, mule, oxen,...} coloring pages, p**, body parts, selective breeding

10 forages={alsike clover, rye grass, 0.90 0.95 0.73 0.57 types, picture, weed control, planting, uses,
tall fescue, sericea lespedeza,...} information, herbicide, germination, care, fertilizer

Average-Class (25 classes) 0.75 0.70 0.68 0.67

Table 5: Precision of attributes extracted for a sample of 25 classes. Seed attributes are provided for only one class.

for a total of 5 attributes over all classes (the graphs
at the bottom of Figure 3);

• source of input instance sets: the instance sets
for each class are either manually collected (M from
Table 3), or automatically extracted (E from Ta-
ble 3). The choices correspond to the two curves
plotted in each graph in Figure 3.

The graphs in Figure 3 show the precision over
individual target classes (leftmost graphs), and as an
average over all 37 classes (rightmost graphs). As
expected, the precision of the extracted attributes as
an average over all classes is best when the input in-
stance sets are hand-picked (M ), as opposed to au-
tomatically extracted (E). However, the loss of pre-
cision from M to E is small at all measured ranks.

Table 5 offers an alternative view on the quality
of the attributes extracted for a random sample of
25 classes out of the larger set of 4,583 classes ac-
quired from text. The 25 classes are passed as in-
put for attribute extraction without modifications. In
particular, the instance sets are not manually post-
filtered or otherwise changed in any way. To keep
the time required to judge the correctness of all ex-
tracted attributes within reasonable limits, the eval-
uation considers only the top 20 (rather than 50) at-
tributes extracted per class. As shown in Table 5, the
method proposed in this paper acquires attributes for
automatically-extracted, open-domain classes, with-
out a-priori restrictions to specific domains of inter-
est and relying on only five seed attributes specified

for only one class, at accuracy levels reaching 70%
at rank 10, and 67% at rank 20.

4 Related Work

4.1 Acquisition of Classes of Instances

Although some researchers focus on re-organizing
or extending classes of instances already available
explicitly within manually-built resources such as
Wikipedia (Ponzetto and Strube, 2007) or Word-
Net (Snow et al., 2006) or both (Suchanek et al.,
2007), a large body of previous work focuses on
compiling sets of instances, not necessarily labeled,
from unstructured text. The extraction proceeds
either iteratively by starting from a few seed ex-
traction rules (Collins and Singer, 1999), or by
mining named entities from comparable news arti-
cles (Shinyama and Sekine, 2004) or from multilin-
gual corpora (Klementiev and Roth, 2006).

A bootstrapping method (Riloff and Jones, 1999)
cautiously grows very small seed sets of five in-
stances of the same class, to fewer than 300 items
after 50 consecutive iterations, with a final preci-
sion varying between 46% and 76% depending on
the type of semantic lexicon. Experimental results
from (Feldman and Rosenfeld, 2006) indicate that
named entity recognizers can boost the performance
of weakly supervised extraction of class instances,
but only for a few coarse-grained types such as Per-
son and only if they are simpler to recognize in
text (Feldman and Rosenfeld, 2006).
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In (Cafarella et al., 2005), handcrafted extraction
patterns are applied to a collection of 60 million Web
documents to extract instances of the classes Com-
pany and Country. Based on the manual evaluation
of samples of extracted instances, an estimated num-
ber of 1,116 instances of Company are extracted at
a precision score of 90%. In comparison, the ap-
proach of this paper pursues a more aggressive goal,
by extracting a larger and more diverse number of
labeled classes, whose instances are often more dif-
ficult to extract than country names and most com-
pany names, at precision scores of almost 80%.

The task of extracting relevant labels to describe
sets of documents, rather than sets of instances, is
explored in (Treeratpituk and Callan, 2006). Given
pre-existing sets of instances, (Pantel and Ravichan-
dran, 2004) investigates the task of acquiring appro-
priate class labels to the sets from unstructured text.
Various class labels are assigned to a total of 1,432
sets of instances. The accuracy of the class labels
is computed over a sample of instances, by manu-
ally assessing the correctness of the top five labels
returned by the system for each instance. The result-
ing mean reciprocal rank of 77% gives partial credit
to labels of an evaluated instance, even if only the
fourth or fifth assigned labels are correct. Our eval-
uation of the accuracy of class labels is stricter, as it
considers only one class label of a given instance at a
time, rather than a pool of the best candidate labels.

As a pre-requisite to extracting relations among
pairs of classes, the method described in (Davidov et
al., 2007) extracts class instances from unstructured
Web documents, by submitting pairs of instances as
queries and analyzing the contents of the top 1,000
documents returned by a Web search engine. For
each target class, a small set of instances must be
provided manually as seeds. As such, the method
can be applied to the task of extracting a large set of
open-domain classes only after manually enumerat-
ing through the entire set of target classes, and pro-
viding seed instances for each. Furthermore, no at-
tempt is made to extract relevant class labels for the
sets of instances. Comparatively, the open-domain
classes extracted in our paper have an explicit la-
bel in addition to the sets of instances, and do not
require identifying the range of the target classes
in advance, or providing any seed instances as in-
put. The evaluation methodology is also quite dif-

ferent, as the instance sets acquired based on the in-
put seed instances in (Davidov et al., 2007) are only
evaluated for three hand-picked classes, with preci-
sion scores of 90% for names of countries, 87% for
fish species and 68% for instances of constellations.
Our evaluation of the accuracy of class instances is
again stricter, since the evaluation sample is larger,
and includes more varied classes, whose instances
are sometimes more difficult to identify in text.

4.2 Acquisition of Class Attributes

Previous work on the automatic acquisition of at-
tributes for open-domain classes from text is less
general than the extraction method and experiments
presented in our paper. Indeed, previous evalua-
tions were restricted to small sets of classes (forty
classes in (Paşca, 2007)), whereas our evaluations
also consider a random, more diverse sample of
open-domain classes. More importantly, by drop-
ping the requirement of manually providing a small
set of seed attributes for each target class, and rely-
ing on only a few seed attributes specified for one
reference class, we harvest class attributes without
the need of first determining what the classes should
be, what instances they should contain, and from
which resources the instances should be collected.

5 Conclusion

In a departure from previous approaches to large-
scale information extraction from unstructured text
on the Web, this paper introduces a weakly-
supervised extraction framework for mining useful
knowledge from a combination of both documents
and search query logs. In evaluations over labeled
classes of instances extracted without a-priori re-
strictions to specific domains of interest and with
very little supervision, the accuracy exceeds 90%
for class labels, approaches 80% for class instances,
and exceeds 70% (at rank 10) and 67% (at rank 20)
for class attributes. Current work aims at expanding
the number of instances within each class while re-
taining similar precision levels; extracting attributes
with more consistent precision scores across classes
from different domains; and introducing confidence
scores in attribute extraction, allowing for the detec-
tion of classes for which it is unlikely to extract large
numbers of useful attributes from text.
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Abstract

Traditional Information Extraction (IE) takes
a relation name and hand-tagged examples of
that relation as input. Open IE is a relation-
independent extraction paradigm that is tai-
lored to massive and heterogeneous corpora
such as the Web. An Open IE system extracts a
diverse set of relational tuples from text with-
out any relation-specific input. How is Open
IE possible? We analyze a sample of English
sentences to demonstrate that numerous rela-
tionships are expressed using a compact set
of relation-independent lexico-syntactic pat-
terns, which can be learned by an Open IE sys-
tem.

What are the tradeoffs between Open IE and
traditional IE? We consider this question in
the context of two tasks. First, when the
number of relations is massive, and the rela-
tions themselves are not pre-specified, we ar-
gue that Open IE is necessary. We then present
a new model for Open IE called O-CRF and
show that it achieves increased precision and
nearly double the recall than the model em-
ployed by TEXTRUNNER, the previous state-
of-the-art Open IE system. Second, when the
number of target relations is small, and their
names are known in advance, we show that
O-CRF is able to match the precision of a tra-
ditional extraction system, though at substan-
tially lower recall. Finally, we show how to
combine the two types of systems into a hy-
brid that achieves higher precision than a tra-
ditional extractor, with comparable recall.

1 Introduction

Relation Extraction (RE) is the task of recognizing
the assertion of a particular relationship between two
or more entities in text. Typically, the target relation
(e.g., seminar location) is given to the RE system as
input along with hand-crafted extraction patterns or
patterns learned from hand-labeled training exam-
ples (Brin, 1998; Riloff and Jones, 1999; Agichtein
and Gravano, 2000). Such inputs are specific to the
target relation. Shifting to a new relation requires a
person to manually create new extraction patterns or
specify new training examples. This manual labor
scales linearly with the number of target relations.

In 2007, we introduced a new approach to the
RE task, called Open Information Extraction (Open
IE), which scales RE to the Web. An Open IE sys-
tem extracts a diverse set of relational tuples without
requiring any relation-specific human input. Open
IE’s extraction process is linear in the number of
documents in the corpus, and constant in the num-
ber of relations. Open IE is ideally suited to corpora
such as the Web, where the target relations are not
known in advance, and their number is massive.

The relationship between standard RE systems
and the new Open IE paradigm is analogous to the
relationship between lexicalized and unlexicalized
parsers. Statistical parsers are usually lexicalized
(i.e. they make parsing decisions based on n-gram
statistics computed for specific lexemes). However,
Klein and Manning (2003) showed that unlexical-
ized parsers are more accurate than previously be-
lieved, and can be learned in an unsupervised man-
ner. Klein and Manning analyze the tradeoffs be-
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tween the two approaches to parsing and argue that
state-of-the-art parsing will benefit from employing
both approaches in concert. In this paper, we exam-
ine the tradeoffs between relation-specific (“lexical-
ized”) extraction and relation-independent (“unlexi-
calized”) extraction and reach an analogous conclu-
sion.

Is it, in fact, possible to learn relation-independent
extraction patterns? What do they look like? We first
consider the task of open extraction, in which the
goal is to extract relationships from text when their
number is large and identity unknown. We then con-
sider the targeted extraction task, in which the goal
is to locate instances of a known relation. How does
the precision and recall of Open IE compare with
that of relation-specific extraction? Is it possible to
combine Open IE with a “lexicalized” RE system
to improve performance? This paper addresses the
questions raised above and makes the following con-
tributions:

• We present O-CRF, a new Open IE system that
uses Conditional Random Fields, and demon-
strate its ability to extract a variety of rela-
tions with a precision of 88.3% and recall of
45.2%. We compare O-CRF to O-NB, the ex-
traction model previously used by TEXTRUN-
NER (Banko et al., 2007), a state-of-the-art
Open IE system. We show that O-CRF achieves
a relative gain in F-measure of 63% over O-NB.

• We provide a corpus-based characterization of
how binary relationships are expressed in En-
glish to demonstrate that learning a relation-
independent extractor is feasible, at least for the
English language.

• In the targeted extraction case, we compare the
performance of O-CRF to a traditional RE sys-
tem and find that without any relation-specific
input, O-CRF obtains the same precision with
lower recall compared to a lexicalized extractor
trained using hundreds, and sometimes thou-
sands, of labeled examples per relation.

• We present H-CRF, an ensemble-based extrac-
tor that learns to combine the output of the
lexicalized and unlexicalized RE systems and
achieves a 10% relative increase in precision
with comparable recall over traditional RE.

The remainder of this paper is organized as fol-
lows. Section 2 assesses the promise of relation-
independent extraction for the English language by
characterizing how a sample of relations is ex-
pressed in text. Section 3 describes O-CRF, a new
Open IE system, as well as R1-CRF, a standard RE
system; a hybrid RE system is then presented in Sec-
tion 4. Section 5 reports on our experimental results.
Section 6 considers related work, which is then fol-
lowed by a discussion of future work.

2 The Nature of Relations in English

How are relationships expressed in English sen-
tences? In this section, we show that many rela-
tionships are consistently expressed using a com-
pact set of relation-independent lexico-syntactic pat-
terns, and quantify their frequency based on a sam-
ple of 500 sentences selected at random from an IE
training corpus developed by (Bunescu and Mooney,
2007).1 This observation helps to explain the suc-
cess of open relation extraction, which learns a
relation-independent extraction model as described
in Section 3.1.

Previous work has noted that distinguished re-
lations, such as hypernymy (is-a) and meronymy
(part-whole), are often expressed using a small num-
ber of lexico-syntactic patterns (Hearst, 1992). The
manual identification of these patterns inspired a
body of work in which this initial set of extraction
patterns is used to seed a bootstrapping process that
automatically acquires additional patterns for is-a or
part-whole relations (Etzioni et al., 2005; Snow et
al., 2005; Girju et al., 2006), It is quite natural then
to consider whether the same can be done for all bi-
nary relationships.

To characterize how binary relationships are ex-
pressed, one of the authors of this paper carefully
studied the labeled relation instances and produced
a lexico-syntactic pattern that captured the relation
for each instance. Interestingly, we found that 95%
of the patterns could be grouped into the categories
listed in Table 1. Note, however, that the patterns
shown in Table 1 are greatly simplified by omitting
the exact conditions under which they will reliably
produce a correct extraction. For instance, while
many relationships are indicated strictly by a verb,

1For simplicity, we restrict our study to binary relationships.
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Simplified
Relative Lexico-Syntactic

Frequency Category Pattern
37.8 Verb E1 Verb E2

X established Y
22.8 Noun+Prep E1 NP Prep E2

X settlement with Y
16.0 Verb+Prep E1 Verb Prep E2

X moved to Y
9.4 Infinitive E1 to Verb E2

X plans to acquire Y
5.2 Modifier E1 Verb E2 Noun

X is Y winner
1.8 Coordinaten E1 (and|,|-|:) E2 NP

X-Y deal
1.0 Coordinatev E1 (and|,) E2 Verb

X , Y merge
0.8 Appositive E1 NP (:|,)? E2

X hometown : Y

Table 1: Taxonomy of Binary Relationships: Nearly 95%
of 500 randomly selected sentences belongs to one of the
eight categories above.

detailed contextual cues are required to determine,
exactly which, if any, verb observed in the context
of two entities is indicative of a relationship between
them. In the next section, we show how we can use a
Conditional Random Field, a model that can be de-
scribed as a finite state machine with weighted tran-
sitions, to learn a model of how binary relationships
are expressed in English.

3 Relation Extraction

Given a relation name, labeled examples of the re-
lation, and a corpus, traditional Relation Extraction
(RE) systems output instances of the given relation
found in the corpus. In the open extraction task, re-
lation names are not known in advance. The sole
input to an Open IE system is a corpus, along with
a small set of relation-independent heuristics, which
are used to learn a general model of extraction for
all relations at once.

The task of open extraction is notably more diffi-
cult than the traditional formulation of RE for sev-
eral reasons. First, traditional RE systems do not
attempt to extract the text that signifies a relation in
a sentence, since the relation name is given. In con-

trast, an Open IE system has to locate both the set of
entities believed to participate in a relation, and the
salient textual cues that indicate the relation among
them. Knowledge extracted by an open system takes
the form of relational tuples (r, e1, . . . , en) that con-
tain two or more entities e1, . . . , en, and r, the name
of the relationship among them. For example, from
the sentence, “Microsoft is headquartered in beau-
tiful Redmond”, we expect to extract (is headquar-
tered in, Microsoft, Redmond). Moreover, following
extraction, the system must identify exactly which
relation strings r correspond to a general relation of
interest. To ensure high-levels of coverage on a per-
relation basis, we need, for example to deduce that
“ ’s headquarters in”, “is headquartered in” and “is
based in” are different ways of expressing HEAD-
QUARTERS(X,Y).

Second, a relation-independent extraction process
makes it difficult to leverage the full set of features
typically used when performing extraction one re-
lation at a time. For instance, the presence of the
words company and headquarters will be useful in
detecting instances of the HEADQUARTERS(X,Y)
relation, but are not useful features for identifying
relations in general. Finally, RE systems typically
use named-entity types as a guide (e.g., the second
argument to HEADQUARTERS should be a LOCA-
TION). In Open IE, the relations are not known in
advance, and neither are their argument types.

The unique nature of the open extraction task has
led us to develop O-CRF, an open extraction sys-
tem that uses the power of graphical models to iden-
tify relations in text. The remainder of this section
describes O-CRF, and compares it to the extraction
model employed by TEXTRUNNER, the first Open
IE system (Banko et al., 2007). We then describe
R1-CRF, a RE system that can be applied in a typi-
cal one-relation-at-a-time setting.

3.1 Open Extraction with Conditional Random
Fields

TEXTRUNNER initially treated Open IE as a clas-
sification problem, using a Naive Bayes classifier to
predict whether heuristically-chosen tokens between
two entities indicated a relationship or not. For the
remainder of this paper, we refer to this model as
O-NB. Whereas classifiers predict the label of a sin-
gle variable, graphical models model multiple, in-
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K a f k a
E N T O E N TO E N T B 	 R E L I 	 R E L

, P r a g u ea w r i t e r b o r n i n
Figure 1: Relation Extraction as Sequence Labeling: A
CRF is used to identify the relationship, born in, between
Kafka and Prague

terdependent variables. Conditional Random Fields
(CRFs) (Lafferty et al., 2001), are undirected graphi-
cal models trained to maximize the conditional prob-
ability of a finite set of labels Y given a set of input
observations X . By making a first-order Markov as-
sumption about the dependencies among the output
variables Y , and arranging variables sequentially in
a linear chain, RE can be treated as a sequence la-
beling problem. Linear-chain CRFs have been ap-
plied to a variety of sequential text processing tasks
including named-entity recognition, part-of-speech
tagging, word segmentation, semantic role identifi-
cation, and recently relation extraction (Culotta et
al., 2006).

3.1.1 Training

As with O-NB, O-CRF’s training process is self-
supervised. O-CRF applies a handful of relation-
independent heuristics to the PennTreebank and ob-
tains a set of labeled examples in the form of rela-
tional tuples. The heuristics were designed to cap-
ture dependencies typically obtained via syntactic
parsing and semantic role labelling. For example,
a heuristic used to identify positive examples is the
extraction of noun phrases participating in a subject-
verb-object relationship, e.g., “<Einstein> received
<the Nobel Prize> in 1921.” An example of a
heuristic that locates negative examples is the ex-
traction of objects that cross the boundary of an ad-
verbial clause, e.g. “He studied <Einstein’s work>
when visiting <Germany>.”

The resulting set of labeled examples are de-
scribed using features that can be extracted without
syntactic or semantic analysis and used to train a
CRF, a sequence model that learns to identify spans
of tokens believed to indicate explicit mentions of
relationships between entities.

O-CRF first applies a phrase chunker to each doc-
ument, and treats the identified noun phrases as can-
didate entities for extraction. Each pair of enti-
ties appearing no more than a maximum number of
words apart and their surrounding context are con-
sidered as possible evidence for RE. The entity pair
serves to anchor each end of a linear-chain CRF, and
both entities in the pair are assigned a fixed label of
ENT. Tokens in the surrounding context are treated
as possible textual cues that indicate a relation, and
can be assigned one of the following labels: B-REL,
indicating the start of a relation, I-REL, indicating
the continuation of a predicted relation, or O, indi-
cating the token is not believed to be part of an ex-
plicit relationship. An illustration is given in Fig-
ure 1.

The set of features used by O-CRF is largely
similar to those used by O-NB and other state-
of-the-art relation extraction systems, They in-
clude part-of-speech tags (predicted using a sepa-
rately trained maximum-entropy model), regular ex-
pressions (e.g.detecting capitalization, punctuation,
etc.), context words, and conjunctions of features
occurring in adjacent positions within six words to
the left and six words to the right of the current
word. A unique aspect of O-CRF is that O-CRF

uses context words belonging only to closed classes
(e.g. prepositions and determiners) but not function
words such as verbs or nouns. Thus, unlike most RE
systems, O-CRF does not try to recognize semantic
classes of entities.

O-CRF has a number of limitations, most of which
are shared with other systems that perform extrac-
tion from natural language text. First, O-CRF only
extracts relations that are explicitly mentioned in
the text; implicit relationships that could inferred
from the text would need to be inferred from O-
CRF extractions. Second, O-CRF focuses on rela-
tionships that are primarily word-based, and not in-
dicated solely from punctuation or document-level
features. Finally, relations must occur between en-
tity names within the same sentence.

O-CRF was built using the CRF implementation
provided by MALLET (McCallum, 2002), as well
as part-of-speech tagging and phrase-chunking tools
available from OPENNLP.2

2http://opennlp.sourceforge.net
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3.1.2 Extraction

Given an input corpus, O-CRF makes a single pass
over the data, and performs entity identification us-
ing a phrase chunker. The CRF is then used to label
instances relations for each possible entity pair, sub-
ject to the constraints mentioned previously.

Following extraction, O-CRF applies the RE-
SOLVER algorithm (Yates and Etzioni, 2007) to find
relation synonyms, the various ways in which a re-
lation is expressed in text. RESOLVER uses a prob-
abilistic model to predict if two strings refer to the
same item, based on relational features, in an unsu-
pervised manner. In Section 5.2 we report that RE-
SOLVER boosts the recall of O-CRF by 50%.

3.2 Relation-Specific Extraction

To compare the behavior of open, or “unlexicalized,”
extraction to relation-specific, or “lexicalized” ex-
traction, we developed a CRF-based extractor under
the traditional RE paradigm. We refer to this system
as R1-CRF.

Although the graphical structure of R1-CRF is the
same as O-CRF R1-CRF differs in a few ways. A
given relation R is specified a priori, and R1-CRF is
trained from hand-labeled positive and negative in-
stances of R. The extractor is also permitted to use
all lexical features, and is not restricted to closed-
class words as is O-CRF. Since R is known in ad-
vance, if R1-CRF outputs a tuple at extraction time,
the tuple is believed to be an instance of R.

4 Hybrid Relation Extraction

Since O-CRF and R1-CRF have complementary
views of the extraction process, it is natural to won-
der whether they can be combined to produce a
more powerful extractor. In many machine learn-
ing settings, the use of an ensemble of diverse clas-
sifiers during prediction has been observed to yield
higher levels of performance compared to individ-
ual algorithms. We now describe an ensemble-based
or hybrid approach to RE that leverages the differ-
ent views offered by open, self-supervised extraction
in O-CRF, and lexicalized, supervised extraction in
R1-CRF.

4.1 Stacking

Stacked generalization, or stacking, (Wolpert,
1992), is an ensemble-based framework in which the
goal is learn a meta-classifier from the output of sev-
eral base-level classifiers. The training set used to
train the meta-classifier is generated using a leave-
one-out procedure: for each base-level algorithm, a
classifier is trained from all but one training example
and then used to generate a prediction for the left-
out example. The meta-classifier is trained using the
predictions of the base-level classifiers as features,
and the true label as given by the training data.

Previous studies (Ting and Witten, 1999; Zenko
and Dzeroski, 2002; Sigletos et al., 2005) have
shown that the probabilities of each class value as
estimated by each base-level algorithm are effective
features when training meta-learners. Stacking was
shown to be consistently more effective than voting,
another popular ensemble-based method in which
the outputs of the base-classifiers are combined ei-
ther through majority vote or by taking the class
value with the highest average probability.

4.2 Stacked Relation Extraction

We used the stacking methodology to build an
ensemble-based extractor, referred to as H-CRF.
Treating the output of an O-CRF and R1-CRF as
black boxes, H-CRF learns to predict which, if any,
tokens found between a pair of entities (e1, e2), in-
dicates a relationship. Due to the sequential nature
of our RE task, H-CRF employs a CRF as the meta-
learner, as opposed to a decision tree or regression-
based classifier.

H-CRF uses the probability distribution over the
set of possible labels according to each O-CRF and
R1-CRF as features. To obtain the probability at
each position of a linear-chain CRF, the constrained
forward-backward technique described in (Culotta
and McCallum, 2004) is used. H-CRF also computes
the Monge Elkan distance (Monge and Elkan, 1996)
between the relations predicted by O-CRF and R1-
CRF and includes the result in the feature set. An
additional meta-feature utilized by H-CRF indicates
whether either or both base extractors return “no re-
lation” for a given pair of entities. In addition to
these numeric features, H-CRF uses a subset of the
base features used by O-CRF and R1-CRF. At each
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O-CRF O-NB
Category P R F1 P R F1
Verb 93.9 65.1 76.9 100 38.6 55.7
Noun+Prep 89.1 36.0 51.3 100 9.7 55.7
Verb+Prep 95.2 50.0 65.6 95.2 25.3 40.0
Infinitive 95.7 46.8 62.9 100 25.5 40.6
Other 0 0 0 0 0 0
All 88.3 45.2 59.8 86.6 23.2 36.6

Table 2: Open Extraction by Relation Category. O-CRF
outperforms O-NB, obtaining nearly double its recall and
increased precision. O-CRF’s gains are partly due to its
lower false positive rate for relationships categorized as
“Other.”

given position i between e1 and e2, the presence of
the word observed at i as a feature, as well as the
presence of the part-of-speech-tag at i.

5 Experimental Results

The following experiments demonstrate the benefits
of Open IE for two tasks: open extraction and tar-
geted extraction.

Section 5.1, assesses the ability of O-CRF to lo-
cate instances of relationships when the number of
relationships is large and their identity is unknown.
We show that without any relation-specific input, O-
CRF extracts binary relationships with high precision
and a recall that nearly doubles that of O-NB.

Sections 5.2 and 5.3 compare O-CRF to tradi-
tional and hybrid RE when the goal is to locate in-
stances of a small set of known target relations. We
find that while single-relation extraction, as embod-
ied by R1-CRF, achieves comparatively higher lev-
els of recall, it takes hundreds, and sometimes thou-
sands, of labeled examples per relation, for R1-
CRF to approach the precision obtained by O-CRF,
which is self-trained without any relation-specific
input. We also show that the combination of unlex-
icalized, open extraction in O-CRF and lexicalized,
supervised extraction in R1-CRF improves precision
and F-measure compared to a standalone RE system.

5.1 Open Extraction

This section contrasts the performance of O-CRF

with that of O-NB on an Open IE task, and shows
that O-CRF achieves both double the recall and in-
creased precision relative to O-NB. For this exper-

iment, we used the set of 500 sentences3 described
in Section 2. Both IE systems were designed and
trained prior to the examination of the sample sen-
tences; thus the results on this sentence sample pro-
vide a fair measurement of their performance.

While the TEXTRUNNER system was previously
found to extract over 7.5 million tuples from a cor-
pus of 9 million Web pages, these experiments are
the first to assess its true recall over a known set of
relational tuples. As reported in Table 2, O-CRF ex-
tracts relational tuples with a precision of 88.3% and
a recall of 45.2%. O-CRF achieves a relative gain
in F1 of 63.4% over the O-NB model employed by
TEXTRUNNER, which obtains a precision of 86.6%
and a recall of 23.2%. The recall of O-CRF nearly
doubles that of O-NB.

O-CRF is able to extract instances of the four
most frequently observed relation types – Verb,
Noun+Prep, Verb+Prep and Infinitive. Three of the
four remaining types – Modifier, Coordinaten and
Coordinatev – which comprise only 8% of the sam-
ple, are not handled due to simplifying assumptions
made by both O-CRF and O-NB that tokens indicat-
ing a relation occur between entity mentions in the
sentence.

5.2 O-CRF vs. R1-CRF Extraction

To compare performance of the extractors when a
small set of target relationships is known in ad-
vance, we used labeled data for four different re-
lations – corporate acquisitions, birthplaces, inven-
tors of products and award winners. The first two
datasets were collected from the Web, and made
available by Bunescu and Mooney (2007). To aug-
ment the size of our corpus, we used the same tech-
nique to collect data for two additional relations, and
manually labelled positive and negative instances by
hand over all collections. For each of the four re-
lations in our collection, we trained R1-CRF from
labeled training data, and ran each of R1-CRF and
O-CRF over the respective test sets, and compared
the precision and recall of all tuples output by each
system.

Table 3 shows that from the start, O-CRF achieves
a high level of precision – 75.0% – without any

3Available at http://www.cs.washington.edu/research/
knowitall/hlt-naacl08-data.txt
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O-CRF R1-CRF
Relation P R P R Train Ex
Acquisition 75.6 19.5 67.6 69.2 3042
Birthplace 90.6 31.1 92.3 64.4 1853
InventorOf 88.0 17.5 81.3 50.8 682
WonAward 62.5 15.3 73.6 52.8 354
All 75.0 18.4 73.9 58.4 5930

Table 3: Precision (P) and Recall (R) of O-CRF and R1-
CRF.

O-CRF R1-CRF
Relation P R P R Train Ex
Acquisition 75.6 19.5 67.6 69.2 3042∗

Birthplace 90.6 31.1 92.3 53.3 600
InventorOf 88.0 17.5 81.3 50.8 682∗

WonAward 62.5 15.3 65.4 61.1 50
All 75.0 18.4 70.17 60.7 >4374

Table 4: For 4 relations, a minimum of 4374 hand-tagged
examples is needed for R1-CRF to approximately match
the precision of O-CRF for each relation. A “∗” indicates
the use of all available training data; in these cases, R1-
CRF was unable to match the precision of O-CRF.

relation-specific data. Using labeled training data,
the R1-CRF system achieves a slightly lower preci-
sion of 73.9%.

Exactly how many training examples per relation
does it take R1-CRF to achieve a comparable level
of precision? We varied the number of training ex-
amples given to R1-CRF, and found that in 3 out of
4 cases it takes hundreds, if not thousands of labeled
examples for R1-CRF to achieve acceptable levels
of precision. In two cases – acquisitions and inven-
tions – R1-CRF is unable to match the precision of
O-CRF, even with many labeled examples. Table 4
summarizes these findings.

Using labeled data, R1-CRF obtains a recall of
58.4%, compared to O-CRF, whose recall is 18.4%.
A large number of false negatives on the part of O-
CRF can be attributed to its lack of lexical features,
which are often crucial when part-of-speech tagging
errors are present. For instance, in the sentence, “Ya-
hoo To Acquire Inktomi”, “Acquire” is mistaken for
a proper noun, and sufficient evidence of the exis-
tence of a relationship is absent. The lexicalized R1-
CRF extractor is able to recover from this error; the
presence of the word “Acquire” is enough to recog-

R1-CRF Hybrid
Relation P R F1 P R F1
Acquisition 67.6 69.2 68.4 76.0 67.5 71.5
Birthplace 93.6 64.4 76.3 96.5 62.2 75.6
InventorOf 81.3 50.8 62.5 87.5 52.5 65.6
WonAward 73.6 52.8 61.5 75.0 50.0 60.0
All 73.9 58.4 65.2 79.2 56.9 66.2

Table 5: A hybrid extractor that uses O-CRF improves
precision for all relations, at a small cost to recall.

nize the positive instance, despite the incorrect part-
of-speech tag.

Another source of recall issues facing O-CRF is
its ability to discover synonyms for a given relation.
We found that while RESOLVER improves the rela-
tive recall of O-CRF by nearly 50%, O-CRF locates
fewer synonyms per relation compared to its lexical-
ized counterpart. With RESOLVER, O-CRF finds an
average of 6.5 synonyms per relation compared to
R1-CRF’s 16.25.

In light of our findings, the relative tradeoffs of
open versus traditional RE are as follows. Open IE
automatically offers a high level of precision without
requiring manual labor per relation, at the expense
of recall. When relationships in a corpus are not
known, or their number is massive, Open IE is es-
sential for RE. When higher levels of recall are desir-
able for a small set of target relations, traditional RE
is more appropriate. However, in this case, one must
be willing to undertake the cost of acquiring labeled
training data for each relation, either via a computa-
tional procedure such as bootstrapped learning or by
the use of human annotators.

5.3 Hybrid Extraction

In this section, we explore the performance of H-
CRF, an ensemble-based extractor that learns to per-
form RE for a set of known relations based on the
individual behaviors of O-CRF and R1-CRF.

As shown in Table 5, the use of O-CRF as part
of H-CRF, improves precision from 73.9% to 79.2%
with only a slight decrease in recall. Overall, F1
improved from 65.2% to 66.2%.

One disadvantage of a stacking-based hybrid sys-
tem is that labeled training data is still required. In
the future, we would like to explore the development
of hybrid systems that leverage Open IE methods,
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like O-CRF, to reduce the number of training exam-
ples required per relation.

6 Related Work

TEXTRUNNER, the first Open IE system, is part
of a body of work that reflects a growing inter-
est in avoiding relation-specificity during extrac-
tion. Sekine (2006) developed a paradigm for “on-
demand information extraction” in order to reduce
the amount of effort involved when porting IE sys-
tems to new domains. Shinyama and Sekine’s “pre-
emptive” IE system (2006) discovers relationships
from sets of related news articles.

Until recently, most work in RE has been carried
out on a per-relation basis. Typically, RE is framed
as a binary classification problem: Given a sentence
S and a relation R, does S assert R between two
entities in S? Representative approaches include
(Zelenko et al., 2003) and (Bunescu and Mooney,
2005), which use support-vector machines fitted
with language-oriented kernels to classify pairs of
entities. Roth and Yih (2004) also described a
classification-based framework in which they jointly
learn to identify named entities and relations.

Culotta et al. (2006) used a CRF for RE, yet
their task differs greatly from open extraction. RE
was performed from biographical text in which the
topic of each document was known. For every en-
tity found in the document, their goal was to pre-
dict what relation, if any, it had relative to the page
topic, from a set of given relations. Under these re-
strictions, RE became an instance of entity labeling,
where the label assigned to an entity (e.g. Father) is
its relation to the topic of the article.

Others have also found the stacking framework to
yield benefits for IE. Freitag (2000) used linear re-
gression to model the relationship between the con-
fidence of several inductive learning algorithms and
the probability that a prediction is correct. Over
three different document collections, the combined
method yielded improvements over the best individ-
ual learner for all but one relation. The efficacy of
ensemble-based methods for extraction was further
investigated by (Sigletos et al., 2005), who experi-
mented with combining the outputs of a rule-based
learner, a Hidden Markov Model and a wrapper-
induction algorithm in five different domains. Of a

variety ensemble-based methods, stacking proved to
consistently outperform the best base-level system,
obtaining more precise results at the cost of some-
what lower recall. (Feldman et al., 2005) demon-
strated that a hybrid extractor composed of a statis-
tical and knowledge-based models outperform either
in isolation.

7 Conclusions and Future Work

Our experiments have demonstrated the promise of
relation-independent extraction using the Open IE
paradigm. We have shown that binary relationships
can be categorized using a compact set of lexico-
syntactic patterns, and presented O-CRF, a CRF-
based Open IE system that can extract different re-
lationships with a precision of 88.3% and a recall of
45.2%4. Open IE is essential when the number of
relationships of interest is massive or unknown.

Traditional IE is more appropriate for targeted ex-
traction when the number of relations of interest is
small and one is willing to incur the cost of acquir-
ing labeled training data. Compared to traditional
IE, the recall of our Open IE system is admittedly
lower. However, in a targeted extraction scenario,
Open IE can still be used to reduce the number of
hand-labeled examples. As Table 4 shows, numer-
ous hand-labeled examples (ranging from 50 for one
relation to over 3,000 for another) are necessary to
match the precision of O-CRF.

In the future, O-CRF’s recall may be improved
by enhancements to its ability to locate the various
ways in which a given relation is expressed. We also
plan to explore the capacity of Open IE to automati-
cally provide labeled training data, when traditional
relation extraction is a more appropriate choice.
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Abstract

Linguistically  annotated treebanks play an 
essential part in the modern computational 
linguistics.  The  more  complex  the  tree-
banks become, the more sophisticated tools 
are  required  for  using  them,  namely  for 
searching in the data.  We study linguistic 
phenomena annotated in the Prague Depen-
dency Treebank 2.0 and create a list of re-
quirements  these  phenomena  set  on  a 
search  tool,  especially  on  its  query  lan-
guage.

1 Introduction

Searching in a linguistically annotated treebank is 
a principal task in the modern computational lin-
guistics.  A search tool helps extract useful infor-
mation from the treebank, in order to study the lan-
guage, the annotation system or even to search for 
errors in the annotation.

The more complex the treebank is, the more so-
phisticated the search tool and its query language 
needs to be. The Prague Dependency Treebank 2.0 
(Hajič  et  al.  2006)  is  one  of  the  most  advanced 
manually  annotated  treebanks.  We  study  mainly 
the  tectogrammatical  layer  of  the  Prague Depen-
dency Treebank 2.0 (PDT 2.0), which is by far the 
most advanced and complex layer in the treebank, 
and show what requirements on a query language 
the annotated linguistic phenomena bring. We also 
add requirements set by lower layers of annotation.

In section 1 (after this introduction) we mention 
related  works  on  search  languages  for  various 

types of corpora. Afterwards, we very shortly in-
troduce PDT 2.0, just to give a general picture of 
the  principles  and  complexion  of  the  annotation 
scheme.

In section 2 we study the annotation manual for 
the tectogrammatical layer of PDT 2.0 (t-manual, 
Mikulová et  al.  2006)  and collect  linguistic  phe-
nomena  that  bring  special  requirements  on  the 
query language. We also study lower layers of an-
notation and add their requirements.

In  section 3 we summarize the requirements in 
an extensive list of features required from a search 
language. 

We conclude in  section 4.

1.1 Related Work

In Lai, Bird 2004, the authors name seven linguis-
tic queries they consider important representatives 
for  checking  a  sufficiency  of  a  query  language 
power.  They  study  several  query  tools  and  their 
query languages and compare them on the basis of 
their  abilities  to  express  these  seven  queries.  In 
Bird et al.  2005,  the authors use a revised set of 
seven key linguistic queries as a basis for forming 
a list of three expressive features important for lin-
guistic queries. The features are: immediate prece-
dence, subtree scoping and edge alignment. In Bird 
et al. 2006, another set of seven linguistic queries 
is used to show a necessity to enhance XPath (a 
standard query language for XML, Clark, DeRose 
1999) to support linguistic queries.

Cassidy  2002  studies  adequacy  of  XQuery  (a 
search language based on XPath, Boag et al. 1999) 
for searching in hierarchically annotated data. Re-
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quirements  on  a  query  language  for  annotation 
graphs used in speech recognition is also presented 
in Bird et al. 2000. A description of linguistic phe-
nomena  annotated  in  the  Tiger  Treebank,  along 
with an introduction to a search tool TigerSearch, 
developed especially for this treebank, is given in 
Brants et al. 2002, nevertheless without a systemat-
ic study of the required features.

Laura  Kallmeyer  (Kallmeyer  2000)  studies  re-
quirements on a query language based on two ex-
amples  of  complex  linguistic  phenomena  taken 
from the NEGRA corpus and the Penn Treebank, 
respectively.

To  handle  alignment  information,  Merz  and 
Volk 2005 study requirements on a search tool for 
parallel treebanks.

All the work mentioned above can be used as an 
ample  source  of  inspiration,  though it  cannot  be 
applied directly to PDT 2.0. A thorough study of 
the PDT 2.0 annotation is needed to form conclu-
sions about requirements on a search tool for this 
dependency tree-based corpus, consisting of sever-
al  layers  of  annotation  and  having  an  extremely 
complex annotation scheme, which we shortly de-
scribe in the next subsection.

1.2 The Prague Dependency Treebank 2.0

The Prague Dependency Treebank 2.0 is a manual-
ly annotated corpus of Czech.  The texts are anno-
tated  on  three  layers  –  morphological,  analytical 
and tectogrammatical.

On the morphological layer, each token of every 
sentence  is  annotated  with  a  lemma  (attribute 
m/lemma), keeping the base form of the token, and 
a tag (attribute  m/tag),  which keeps its morpho-
logical information.

The analytical layer roughly corresponds to the 
surface syntax of the sentence; the annotation is a 
single-rooted dependency tree with labeled nodes. 
Attribute a/afun describes the type of dependen-
cy between a dependent node and its governor. The 
order of the nodes from left  to right corresponds 
exactly to the surface order of tokens in the sen-
tence (attribute a/ord).

The tectogrammatical layer captures the linguis-
tic meaning of the sentence in its context. Again, 
the  annotation is  a  dependency tree  with labeled 
nodes (Hajičová 1998). The correspondence of the 
nodes  to  the  lower  layers  is  often  not  1:1 
(Mírovský 2006).

Attribute  functor describes  the  dependency 
between a dependent node and its governor. A tec-
togrammatical  lemma (attribute  t_lemma)  is  as-
signed to every node.  16 grammatemes (prefixed 
gram)  keep  additional  annotation  (e.g. 
gram/verbmod for verbal modality).

Topic  and  focus  (Hajičová  et  al.  1998)  are 
marked  (attribute  tfa),  together  with  so-called 
deep word order reflected by the order of nodes in 
the annotation (attribute deepord).

Coreference relations between nodes of certain 
category  types  are  captured.  Each  node  has  a 
unique  identifier  (attribute  id).  Attributes 
coref_text.rf and  coref_gram.rf contain 
ids of coreferential nodes of the respective types.

2 Phenomena and Requirements

We make a list  of  linguistic phenomena that  are 
annotated in PDT 2.0 and that determine the neces-
sary features of a query language.

Our work is focused on two structured layers of 
PDT 2.0 – the analytical layer and the tectogram-
matical  layer.  For  using  the  morphological  layer 
exclusively  and directly,  a  very good search tool 
Manatee/Bonito  (Rychlý  2000)  can be  used.  We 
intend  to  access  the  morphological  information 
only  from  the  higher  layers,  not  directly.  Since 
there is relation 1:1 among nodes on the analytical 
layer (but for the technical root) and tokens on the 
morphological  layer,  the  morphological  informa-
tion can be easily merged into the analytical layer 
– the nodes only get additional attributes.

The tectogrammatical  layer is  by  far  the  most 
complex layer in PDT 2.0, therefore we start  our 
analysis with a study of the annotation manual for 
the tectogrammatical layer (t-manual, Mikulová et 
al. 2006) and focus also on the requirements on ac-
cessing lower layers with non-1:1 relation. After-
wards, we add some requirements on a query lan-
guage set by the annotation of the lower layers – 
the analytical layer and the morphological layer.

During the studies, we have to keep in mind that 
we do not only want to search for a phenomenon, 
but  also need  to  study it,  which can be  a  much 
more complex task. Therefore, it is not sufficient 
e.g. to find a predicative complement, which is a 
trivial task, since attribute  functor of the com-
plement  is  set  to  value  COMPL.  In this  particular 
example, we also need to be able to specify in the 
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query properties of the node the second dependen-
cy of the complement goes to, e.g. that it is an Ac-
tor.

A summary of the required features on a query 
language is given in the subsequent section.

2.1 The Tectogrammatical Layer

First, we focus on linguistic phenomena annotated 
on the tectogrammatical layer. T-manual has more 
than one thousand pages. Most of the manual de-
scribes  the  annotation  of  simple  phenomena  that 
only require a single-node query or a very simple 
structured query. We mostly focus on those phe-
nomena  that  bring  a  special  requirement  on  the 
query language.

2.1.1 Basic Principles

The basic unit of annotation on the tectogrammati-
cal layer of PDT 2.0 is a sentence.

The representation of the tectogrammatical an-
notation of a sentence is a rooted dependency tree. 
It consists of a set of  nodes and a set of edges. One 
of the nodes is marked as a root.  Each node is a 
complex unit consisting of a set of pairs attribute-
value (t-manual, page 1). The edges express depen-
dency relations between nodes. The edges do not 
have their own attributes; attributes that logically 
belong to edges (e.g. type of dependency) are rep-
resented as node-attributes (t-manual, page 2).

It implies the first  and most basic requirement 
on the query language:  one result of the search is 
one sentence along with the tree belonging to it. 
Also, the query language should be able to express 
node evaluation and tree dependency among nodes 
in the most direct way.

2.1.2 Valency

Valency  of  semantic  verbs,  valency  of  semantic 
verbal nouns, valency of semantic nouns that rep-
resent the nominal part of a complex predicate and 
valency  of  some semantic  adverbs  are  annotated 
fully in the trees (t-manual, pages 162-3). Since the 
valency of verbs is the most complete in the anno-
tation and since the requirements on searching for 
valency frames of nouns are the same as of verbs, 
we will (for the sake of simplicity in expressions) 
focus on the verbs only. Every verb meaning is as-
signed a valency frame. Verbs usually have more 
than one meaning; each is assigned a separate va-

lency  frame.  Every  verb  has  as  many  valency 
frames as it has meanings (t-manual, page 105). 

Therefore, the query language has to be able to 
distinguish valency frames and search for each one 
of them, at least as long as the valency frames dif-
fer in their members and not only in their index. 
(Two or more identical valency frames may repre-
sent different verb meanings (t-manual, page 105).) 
The required features include a presence of a son, 
its non-presence, as well as controlling number of 
sons of a node.

2.1.3 Coordination and Apposition

Tree  dependency  is  not  always linguistic  depen-
dency (t-manual, page 9). Coordination and appo-
sition are examples of such a phenomenon (t-man-
ual, page 282). If a Predicate governs two coordi-
nated Actors, these Actors technically depend on a 
coordinating node and this coordinating node de-
pends on the Predicate. the query language should 
be able to skip such a coordinating node. In gener-
al, there should be a possibility to skip any type of 
node.

Skipping a given type of node helps but is not 
sufficient.  The coordinated structure can be more 
complex,  for  example the  Predicate  itself  can be 
coordinated too. Then, the Actors do not even be-
long to the subtree of any of the Predicates. In the 
following example, the two Predicates (PRED) are 
coordinated with conjunction (CONJ),  as well  as 
the two Actors (ACT). The linguistic dependencies 
go from each of the Actors to each of the Predi-
cates but the tree dependencies are quite different:

In Czech: S čím mohou vlastníci i nájemci počítat,  
na co by se měli připravit?

In English: What can owners and tenants expect, 
what they should get ready for?
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The query language should therefore be able to ex-
press the linguistic dependency directly. The infor-
mation about the linguistic dependency is annotat-
ed in the treebank by the means of references, as 
well as many other phenomena (see below).

2.1.4 Idioms (Phrasemes) etc.

Idioms/phrasemes  (idiomatic/phraseologic  con-
structions) are combinations of two or more words 
with a fixed lexical content, which together consti-
tute one lexical unit with a metaphorical meaning 
(which cannot be decomposed into meanings of its 
parts)  (t-manual,  page  308).  Only  expressions 
which are represented by at least two auto-seman-
tic nodes in the tectogrammatical tree are captured 
as idioms (functor DPHR). One-node (one-auto-se-
mantic-word) idioms are not represented as idioms 
in  the  tree.  For  example,  in  the  combination 
“chlapec k pohledání”  (“a boy to  look for”),  the 
prepositional phrase gets functor RSTR, and it is 
not indicated that it is an idiom.

Secondary prepositions are another example of a 
linguistic  phenomenon  that  can  be  easily  recog-
nized in the surface form of the sentence but is dif-
ficult to find in the tectogrammatical tree.

Therefore, the query language should offer a ba-
sic searching in the linear form of the sentence, to 
allow searching for any idiom or phraseme, regard-
less of the way it is or is not captured in the tec-
togrammatical tree. It can even help in a situation 
when the user does not know how a certain linguis-
tic phenomenon is annotated on the tectogrammati-
cal layer.

2.1.5 Complex Predicates

A  complex  predicate  is  a  multi-word  predicate 
consisting of a semantically empty verb which ex-
presses  the  grammatical  meanings  in  a  sentence, 
and a noun (frequently denoting an event or a state 
of affairs) which carries the main lexical meaning 
of the entire phrase (t-manual, page 345). Search-
ing for a complex predicate is a simple task and 
does not bring new requirements on the query lan-
guage. It is valency of complex predicates that re-
quires our attention, especially dual function of a 
valency  modification.  The  nominal  and  verbal 
components of the complex predicate are assigned 
the  appropriate  valency  frame  from  the  valency 
lexicon. By means of newly established nodes with 
t_lemma substitutes,  those  valency  modification 

positions  not  present  at  surface  layer  are  filled. 
There are problematic cases where the expressed 
valency modification occurs in the same form in 
the valency frames of both components of the com-
plex predicate (t-manual, page 362).

To  study  these  special  cases  of  valency,  the 
query language has to offer a possibility to define 
that a valency member of the verbal part of a com-
plex predicate is at the same time a valency mem-
ber of the nominal part of the complex predicate, 
possibly with a different function. The identity of 
valency members is annotated again by the means 
of references, which is explained later.

2.1.6 Predicative  Complement  (Dual  Depen-
dency)

On the  tectogrammatical  layer,  also  cases  of  the 
so-called predicative complement are represented. 
The  predicative  complement  is  a  non-obligatory 
free  modification (adjunct)  which  has  a  dual  se-
mantic  dependency  relation.  It  simultaneously 
modifies a noun and a verb (which can be nominal-
ized).

These two dependency relations are represented 
by different means (t-manual, page 376):

● the dependency on a verb is represented by 
means of an edge (which means it is repre-
sented in the same way like other modifi-
cations),

● the  dependency  on  a  (semantic)  noun  is 
represented  by  means  of  attribute  com-
pl.rf, the value of which is the identifier 
of the modified noun.

In the following example, the predicative comple-
ment  (COMPL)  has  one  dependency  on  a  verb 
(PRED) and another (dual) dependency on a noun 
(ACT):

40



In  Czech:  Ze  světové  recese vyšly jako  jednička 
Spojené státy.

In  English:  The  United States  emerged from the 
world recession as number one.

The  second  form  of  dependency,  represented 
once again with references (still see below), has to 
be expressible in the query language.

2.1.7 Coreferences

Two types  of  coreferences  are  annotated  on  the 
tectogrammatical layer:

● grammatical coreference
● textual coreference

The current way of representing coreference uses 
references (t-manual, page 996).

Let us finally explain what references are. Ref-
erences make use of the fact that every node of ev-
ery tree has an identifier (the value of attribute id), 
which  is  unique  within  PDT 2.0.  If  coreference, 
dual dependency, or valency member identity is a 
link between two nodes (one node referring to an-
other), it is enough to specify the identifier of the 
referred node in the appropriate attribute of the re-
ferring node. Reference types are distinguished by 
different  referring  attributes.  Individual  reference 
subtypes can be further distinguished by the value 
of another attribute.

The essential point in references (for the query 
language) is that at the time of forming a query, the 
value of the reference is unknown. For example, in 
the case of dual dependency of predicative comple-
ment,  we know that  the  value  of  attribute  com-
pl.rf of the complement must be the same as the 
value of attribute id of the governing noun, but the 
value itself differs tree from tree and therefore is 
unknown at  the  time  of  creating  the  query.  The 
query  language has to  offer  a possibility  to  bind 
these unknown values.

2.1.8 Topic-Focus Articulation

On the tectogrammatical layer, also the topic-focus 
articulation  (TFA)  is  annotated.  TFA  annotation 
comprises two phenomena:

● contextual boundness, which is represent-
ed  by  values  of  attribute  tfa for  each 
node of the tectogrammatical tree.

● communicative dynamism, which is repre-
sented by the underlying order of nodes.

Annotated trees therefore contain two types of in-
formation - on the one hand the value of contextual 
boundness of a node and its relative ordering with 
respect  to  its  brother  nodes  reflects  its  function 
within the topic-focus articulation of the sentence, 
on the other hand the set of all the TFA values in 
the tree and the relative ordering of subtrees reflect 
the overall functional perspective of the sentence, 
and thus enable to distinguish in the sentence the 
complex  categories  of  topic  and focus  (however, 
these are not annotated explicitly) (t-manual, page 
1118).

While contextual boundness does not bring any 
new requirement on the query language, commu-
nicative dynamism requires that the relative order 
of nodes in the tree from left  to right can be ex-
pressed.  The  order  of  nodes  is  controlled  by  at-
tribute  deepord,  which  contains  a  non-negative 
real (usually natural) number that sets the order of 
the  nodes  from  left  to  right.  Therefore,  we  will 
again need to refer to a value of an attribute of an-
other node but  this  time with relation other  than 
“equal to”.

2.1.8.1 Focus Proper

Focus proper is the most dynamic and communica-
tively  significant  contextually  non-bound  part  of 
the sentence. Focus proper is placed on the right-
most  path  leading  from the  effective  root  of  the 
tectogrammatical tree, even though it is at a differ-
ent position in the surface structure. The node rep-
resenting this expression will be placed rightmost 
in the tectogrammatical tree. If the focus proper is 
constituted by an expression represented as the ef-
fective root of the tectogrammatical tree (i.e.  the 
governing predicate is the focus proper),  there is 
no  right  path  leading  from the  effective  root  (t-
manual, page 1129).

2.1.8.2 Quasi-Focus

Quasi-focus is constituted by (both contrastive and 
non-contrastive)  contextually  bound  expressions, 
on which the focus proper is dependent. The focus 
proper can immediately depend on the quasi-focus, 
or it can be a more deeply embedded expression.

In the underlying word order, nodes representing 
the  quasi-focus,  although  they  are  contextually 
bound, are placed to the right from their governing 
node. Nodes representing the quasi-focus are there-
fore  contextually  bound  nodes  on  the  rightmost 
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path in the tectogrammatical tree (t-manual, page 
1130).

The ability of the query language to distinguish 
the  rightmost  node in  the  tree  and the  rightmost 
path leading from a node is therefore necessary.

2.1.8.3 Rhematizers

Rhematizers are expressions whose function is to 
signal the topic-focus articulation categories in the 
sentence,  namely  the  communicatively  most  im-
portant categories - the focus and contrastive topic.

The position of rhematizers in the surface word 
order is quite loose, however they almost always 
stand right before the expressions they rhematize, 
i.e.  the  expressions  whose being  in  the  focus  or 
contrastive  topic  they  signal  (t-manual,  pages 
1165-6).

The  guidelines  for  positioning  rhematizers  in 
tectogrammatical trees are simple (t-manual, page 
1171):

● a rhematizer (i.e. the node representing the 
rhematizer)  is  placed  as  the  closest  left 
brother (in the underlying word order) of 
the first node of the expression that is in its 
scope.

● if  the scope of  a rhematizer  includes  the 
governing  predicate,  the  rhematizer  is 
placed as the closest left  son of the node 
representing the governing predicate.

● if a rhematizer constitutes the focus prop-
er, it is placed according to the guidelines 
for the position of the focus proper - i.e. on 
the rightmost path leading from the effec-
tive root of the tectogrammatical tree.

Rhematizers therefore bring a further requirement 
on the query language – an ability to control the 
distance between nodes (in the terms of deep word 
order); at the very least, the query language has to 
distinguish an immediate brother and relative hori-
zontal position of nodes.

2.1.8.4 (Non-)Projectivity

Projectivity of a tree is defined as follows: if two 
nodes B and C are connected by an edge and C is 
to the left from B, then all nodes to the right from 
B and to  the left  from C are connected with the 
root via a path that passes through at least one of 
the nodes B or C. In short: between a father and its 
son there can only be direct or indirect sons of the 
father (t-manual, page 1135).

The relative position of a node (node A) and an 
edge (nodes B, C) that together cause a non-projec-
tivity forms four different configurations: (“B is on 
the left from C” or “B is on the right from C”) x 
(“A is  on the  path from B to the  root”  or  “it  is 
not”). Each of the configurations can be searched 
for using properties of the language that have been 
required so far by other linguistic phenomena. Four 
different queries search for four different configu-
rations.

To be able to search for all configurations in one 
query, the query language should be able to com-
bine several queries into one multi-query. We do 
not require that a general logical expression can be 
set  above  the  single  queries.  We  only  require  a 
general OR combination of the single queries.

2.1.9 Accessing Lower Layers

Studies  of  many  linguistic  phenomena  require  a 
multilayer access.

In Czech: Byl by šel do lesa.

In English (lit.): He would have gone to the forest.
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For example, the query “find an example of Patient 
that is more dynamic than its governing Predicate 
(with greater deepord) but on the surface layer is 
on the left side from the Predicate” requires infor-
mation both from the tectogrammatical layer and 
the analytical layer.

The picture above is taken from PDT 2.0 guide 
and shows the typical relation among layers of an-
notation for the sentence (the lowest w-layer is a 
technical layer containing only the tokenized origi-
nal data).

The information from the lower  layers  can be 
easily  compressed  into the analytical layer,  since 
there is relation 1:1 among the layers (with some 
rare exceptions like misprints in the w-layer). The 
situation between the tectogrammatical layer and 
the analytical layer is much more complex. Several 
nodes from the analytical layer may be (and often 
are) represented by one node on the tectogrammat-
ical  layer  and  new  nodes  without  an  analytical 
counterpart  may  appear  on  the  tectogrammatical 
layer.  It is necessary that the query language ad-
dresses this issue and allows access to the informa-
tion from the lower layers.

2.2 The Analytical and Morphological Layer

The analytical layer is much less complex than the 
tectogrammatical  layer.  The  basic  principles  are 
the same – the representation of the structure of a 
sentence is rendered in the form of a tree – a con-
nected  acyclic  directed  graph  in  which  no  more 
than one edge leads into a node, and whose nodes 
are  labeled  with  complex  symbols  (sets  of  at-
tributes). The edges are not labeled (in the techni-
cal sense). The information logically belonging to 
an edge is represented in attributes of the depend-
ing node. One node is marked as a root.

Here,  we focus on linguistic phenomena anno-
tated on the analytical and morphological layer that 
bring  a  new  requirement  on  the  query  language 
(that  has  not  been  set  in  the  studies  of  the  tec-
togrammatical layer).

2.2.1 Morphological Tags

In  PDT 2.0,  morphological  tags  are  positional. 
They consist of 15 characters, each representing a 
certain morphological category, e.g. the first posi-
tion  represents  part  of  speech,  the  third  position 
represents  gender,  the  fourth  position  represents 
number, the fifth position represents case.

The query language has to offer a possibility to 
specify a part of the tag and leave the rest unspeci-
fied. It has to be able to set such conditions on the 
tag  like  “this  is  a  noun”,  or  “this  is  a  plural  in 
fourth case”. Some conditions might include nega-
tion or enumeration, like “this is an adjective that 
is not in fourth case”, or “this is a noun either in 
third or fourth case”. This is best done with some 
sort of wild cards. The latter two examples suggest 
that such a strong tool like regular expressions may 
be needed.

2.2.2 Agreement

There are several cases of agreement in Czech lan-
guage, like agreement in case, number and gender 
in attributive adjective phrase, agreement in gender 
and number between predicate and subject (though 
it may be complex), or agreement in case in appo-
sition.

To study agreement, the query language has to 
allow to make a reference to only a part of value of 
attribute of another node, e.g. to the fifth position 
of the morphological tag for case.

2.2.3 Word Order

Word  order  is  a  linguistic  phenomenon  widely 
studied on the analytical layer, because it offers a 
perfect combination of a word order (the same like 
in the sentence) and syntactic relations between the 
words.  The  same  technique  like  with  the  deep 
word order on the tectogrammatical layer can be 
used here. The order of words (tokens) ~ nodes in 
the  analytical tree  is  controlled by attribute  ord. 
Non-projective constructions are much more often 
and interesting here than on the tectogrammatical 
layer.  Nevertheless,  they  appear  also on  the  tec-
togrammatical layer and their  contribution  to  the 
requirements  on  the  query  language  has  already 
been mentioned.

The  only  new  requirement  on  the  query  lan-
guage is an ability to measure the horizontal dis-
tance between words, to satisfy linguistic queries 
like “find trees where a preposition and the head of 
the noun phrase are at least five words apart”.

3 Summary of the Features 

Here we summarize what features  the query lan-
guage has to have to suit PDT 2.0. We list the fea-
tures from the previous section and also add some 
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obvious  requirements  that  have  not  been  men-
tioned so far but are very useful generally, regard-
less of a corpus.

3.1 Complex Evaluation of a Node

● multiple attributes evaluation (an ability to 
set values of several attributes at one node)

● alternative  values  (e.g.  to  define  that 
functor of a node is either a disjunction 
or a conjunction)

● alternative nodes (alternative evaluation of 
the whole set of attributes of a node)

● wild cards (regular expressions) in values 
of attributes (e.g. m/tag=”N...4.*” de-
fines that the morphological tag of a node 
is a noun in accusative, regardless of other 
morphological categories)

● negation (e.g. to express “this node is not 
Actor”)

● relations less than (<=) , greater than (>=) 
(for numerical attributes)

3.2 Dependencies  Between  Nodes  (Vertical 
Relations)

● immediate,  transitive  dependency  (exis-
tence,  non-existence)

● vertical distance (from root, from one an-
other)

● number of sons (zero for lists)

3.3 Horizontal Relations

● precedence,  immediate  precedence,  hori-
zontal distance (all both positive, negative)

● secondary edges, secondary dependencies, 
coreferences, long-range relations

3.4 Other Features

● multiple-tree queries (combined with gen-
eral OR relation)

● skipping a node of a given type (for skip-
ping simple types of coordination, apposi-
tion etc.)

● skipping  multiple  nodes  of  a  given  type 
(e.g. for recognizing the rightmost path)

● references  (for  matching  values  of  at-
tributes  unknown at  the  time  of  creating 
the query)

● accessing  several  layers  of  annotation  at 
the  same time with  non-1:1  relation  (for 
studying relation between layers)

● searching in the surface form of the sen-
tence

4 Conclusion

We have studied the Prague Dependency Treebank 
2.0 tectogrammatical annotation manual and listed 
linguistic phenomena that require a special feature 
from any query tool for this corpus. We have also 
added several  other  requirements  from the lower 
layers  of  annotation.  We have summarized  these 
features,  along  with  general  corpus-independent 
features, in a concise list.
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Abstract

This paper presents a comparative evalua-
tion of several state-of-the-art English parsers
based on different frameworks. Our approach
is to measure the impact of each parser when it
is used as a component of an information ex-
traction system that performs protein-protein
interaction (PPI) identification in biomedical
papers. We evaluate eight parsers (based on
dependency parsing, phrase structure parsing,
or deep parsing) using five different parse rep-
resentations. We run a PPI system with several
combinations of parser and parse representa-
tion, and examine their impact on PPI identi-
fication accuracy. Our experiments show that
the levels of accuracy obtained with these dif-
ferent parsers are similar, but that accuracy
improvements vary when the parsers are re-
trained with domain-specific data.

1 Introduction

Parsing technologies have improved considerably in
the past few years, and high-performance syntactic
parsers are no longer limited to PCFG-based frame-
works (Charniak, 2000; Klein and Manning, 2003;
Charniak and Johnson, 2005; Petrov and Klein,
2007), but also include dependency parsers (Mc-
Donald and Pereira, 2006; Nivre and Nilsson, 2005;
Sagae and Tsujii, 2007) and deep parsers (Kaplan
et al., 2004; Clark and Curran, 2004; Miyao and
Tsujii, 2008). However, efforts to perform extensive
comparisons of syntactic parsers based on different
frameworks have been limited. The most popular
method for parser comparison involves the direct
measurement of the parser output accuracy in terms
of metrics such as bracketing precision and recall, or

dependency accuracy. This assumes the existence of
a gold-standard test corpus, such as the Penn Tree-
bank (Marcus et al., 1994). It is difficult to apply
this method to compare parsers based on different
frameworks, because parse representations are often
framework-specific and differ from parser to parser
(Ringger et al., 2004). The lack of such comparisons
is a serious obstacle for NLP researchers in choosing
an appropriate parser for their purposes.

In this paper, we present a comparative evalua-
tion of syntactic parsers and their output represen-
tations based on different frameworks: dependency
parsing, phrase structure parsing, and deep pars-
ing. Our approach to parser evaluation is to mea-
sure accuracy improvement in the task of identify-
ing protein-protein interaction (PPI) information in
biomedical papers, by incorporating the output of
different parsers as statistical features in a machine
learning classifier (Yakushiji et al., 2005; Katrenko
and Adriaans, 2006; Erkan et al., 2007; Sætre et al.,
2007). PPI identification is a reasonable task for
parser evaluation, because it is a typical information
extraction (IE) application, and because recent stud-
ies have shown the effectiveness of syntactic parsing
in this task. Since our evaluation method is applica-
ble to any parser output, and is grounded in a real
application, it allows for a fair comparison of syn-
tactic parsers based on different frameworks.

Parser evaluation in PPI extraction also illu-
minates domain portability. Most state-of-the-art
parsers for English were trained with the Wall Street
Journal (WSJ) portion of the Penn Treebank, and
high accuracy has been reported for WSJ text; how-
ever, these parsers rely on lexical information to at-
tain high accuracy, and it has been criticized that
these parsers may overfit to WSJ text (Gildea, 2001;
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Klein and Manning, 2003). Another issue for dis-
cussion is the portability of training methods. When
training data in the target domain is available, as
is the case with the GENIA Treebank (Kim et al.,
2003) for biomedical papers, a parser can be re-
trained to adapt to the target domain, and larger ac-
curacy improvements are expected, if the training
method is sufficiently general. We will examine
these two aspects of domain portability by compar-
ing the original parsers with the retrained parsers.

2 Syntactic Parsers and Their
Representations

This paper focuses on eight representative parsers
that are classified into three parsing frameworks:
dependency parsing, phrase structure parsing, and
deep parsing. In general, our evaluation methodol-
ogy can be applied to English parsers based on any
framework; however, in this paper, we chose parsers
that were originally developed and trained with the
Penn Treebank or its variants, since such parsers can
be re-trained with GENIA, thus allowing for us to
investigate the effect of domain adaptation.

2.1 Dependency parsing

Because the shared tasks of CoNLL-2006 and
CoNLL-2007 focused on data-driven dependency
parsing, it has recently been extensively studied in
parsing research. The aim of dependency pars-
ing is to compute a tree structure of a sentence
where nodes are words, and edges represent the re-
lations among words. Figure 1 shows a dependency
tree for the sentence “IL-8 recognizes and activates
CXCR1.” An advantage of dependency parsing is
that dependency trees are a reasonable approxima-
tion of the semantics of sentences, and are readily
usable in NLP applications. Furthermore, the effi-
ciency of popular approaches to dependency pars-
ing compare favorable with those of phrase struc-
ture parsing or deep parsing. While a number of ap-
proaches have been proposed for dependency pars-
ing, this paper focuses on two typical methods.

MST McDonald and Pereira (2006)’s dependency
parser,1 based on the Eisner algorithm for projective
dependency parsing (Eisner, 1996) with the second-
order factorization.

1http://sourceforge.net/projects/mstparser

Figure 1: CoNLL-X dependency tree

Figure 2: Penn Treebank-style phrase structure tree

KSDEP Sagae and Tsujii (2007)’s dependency
parser,2 based on a probabilistic shift-reduce al-
gorithm extended by the pseudo-projective parsing
technique (Nivre and Nilsson, 2005).

2.2 Phrase structure parsing

Owing largely to the Penn Treebank, the mainstream
of data-driven parsing research has been dedicated
to the phrase structure parsing. These parsers output
Penn Treebank-style phrase structure trees, although
function tags and empty categories are stripped off
(Figure 2). While most of the state-of-the-art parsers
are based on probabilistic CFGs, the parameteriza-
tion of the probabilistic model of each parser varies.
In this work, we chose the following four parsers.

NO-RERANK Charniak (2000)’s parser, based on a
lexicalized PCFG model of phrase structure trees.3

The probabilities of CFG rules are parameterized on
carefully hand-tuned extensive information such as
lexical heads and symbols of ancestor/sibling nodes.

RERANK Charniak and Johnson (2005)’s rerank-
ing parser. The reranker of this parser receivesn-
best4 parse results fromNO-RERANK, and selects
the most likely result by using a maximum entropy
model with manually engineered features.

BERKELEY Berkeley’s parser (Petrov and Klein,
2007).5 The parameterization of this parser is op-

2http://www.cs.cmu.edu/˜sagae/parser/
3http://bllip.cs.brown.edu/resources.shtml
4We setn = 50 in this paper.
5http://nlp.cs.berkeley.edu/Main.html#Parsing
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Figure 3: Predicate argument structure

timized automatically by assigning latent variables
to each nonterminal node and estimating the param-
eters of the latent variables by the EM algorithm
(Matsuzaki et al., 2005).

STANFORD Stanford’s unlexicalized parser (Klein
and Manning, 2003).6 Unlike NO-RERANK, proba-
bilities are not parameterized on lexical heads.

2.3 Deep parsing

Recent research developments have allowed for ef-
ficient and robust deep parsing of real-world texts
(Kaplan et al., 2004; Clark and Curran, 2004; Miyao
and Tsujii, 2008). While deep parsers compute
theory-specific syntactic/semantic structures, pred-
icate argument structures (PAS) are often used in
parser evaluation and applications. PAS is a graph
structure that represents syntactic/semantic relations
among words (Figure 3). The concept is therefore
similar to CoNLL dependencies, though PAS ex-
presses deeper relations, and may include reentrant
structures. In this work, we chose the two versions
of the Enju parser (Miyao and Tsujii, 2008).

ENJU The HPSG parser that consists of an HPSG
grammar extracted from the Penn Treebank, and
a maximum entropy model trained with an HPSG
treebank derived from the Penn Treebank.7

ENJU-GENIA The HPSG parser adapted to
biomedical texts, by the method of Hara et al.
(2007). Because this parser is trained with both
WSJ and GENIA, we compare it parsers that are
retrained with GENIA (see section 3.3).

3 Evaluation Methodology

In our approach to parser evaluation, we measure
the accuracy of a PPI extraction system, in which

6http://nlp.stanford.edu/software/lex-parser.

shtml
7http://www-tsujii.is.s.u-tokyo.ac.jp/enju/

This study demonstrates thatIL-8 recognizes and
activatesCXCR1, CXCR2, and theDuffy antigen
by distinct mechanisms.

The molar ratio of serumretinol-binding protein
(RBP) to transthyretin (TTR ) is not useful to as-
sess vitamin A status during infection in hospi-
talised children.

Figure 4: Sentences including protein names

ENTITY1 (IL-8)
SBJ−→ recognizes

OBJ←− ENTITY2 (CXCR1)

Figure 5: Dependency path

the parser output is embedded as statistical features
of a machine learning classifier. We run a classi-
fier with features of every possible combination of a
parser and a parse representation, by applying con-
versions between representations when necessary.
We also measure the accuracy improvements ob-
tained by parser retraining with GENIA, to examine
the domain portability, and to evaluate the effective-
ness of domain adaptation.

3.1 PPI extraction

PPI extraction is an NLP task to identify protein
pairs that are mentioned as interacting in biomedical
papers. Because the number of biomedical papers is
growing rapidly, it is impossible for biomedical re-
searchers to read all papers relevant to their research;
thus, there is an emerging need for reliable IE tech-
nologies, such as PPI identification.

Figure 4 shows two sentences that include pro-
tein names: the former sentence mentions a protein
interaction, while the latter does not. Given a pro-
tein pair, PPI extraction is a task of binary classi-
fication; for example,〈IL-8, CXCR1〉 is a positive
example, and〈RBP, TTR〉 is a negative example.
Recent studies on PPI extraction demonstrated that
dependency relations between target proteins are ef-
fective features for machine learning classifiers (Ka-
trenko and Adriaans, 2006; Erkan et al., 2007; Sætre
et al., 2007). For the protein pairIL-8 andCXCR1
in Figure 4, a dependency parser outputs a depen-
dency tree shown in Figure 1. From this dependency
tree, we can extract a dependency path shown in Fig-
ure 5, which appears to be a strong clue in knowing
that these proteins are mentioned as interacting.
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(dep_path (SBJ (ENTITY1 recognizes))
(rOBJ (recognizes ENTITY2)))

Figure 6: Tree representation of a dependency path

We follow the PPI extraction method of Sætre et
al. (2007), which is based on SVMs with SubSet
Tree Kernels (Collins and Duffy, 2002; Moschitti,
2006), while using different parsers and parse rep-
resentations. Two types of features are incorporated
in the classifier. The first is bag-of-words features,
which are regarded as a strong baseline for IE sys-
tems. Lemmas of words before, between and after
the pair of target proteins are included, and the linear
kernel is used for these features. These features are
commonly included in all of the models. Filtering
by a stop-word list is not applied because this setting
made the scores higher than Sætre et al. (2007)’s set-
ting. The other type of feature is syntactic features.
For dependency-based parse representations, a de-
pendency path is encoded as a flat tree as depicted in
Figure 6 (prefix “r” denotes reverse relations). Be-
cause a tree kernel measures the similarity of trees
by counting common subtrees, it is expected that the
system finds effective subsequences of dependency
paths. For thePTB representation, we directly en-
code phrase structure trees.

3.2 Conversion of parse representations

It is widely believed that the choice of representa-
tion format for parser output may greatly affect the
performance of applications, although this has not
been extensively investigated. We should therefore
evaluate the parser performance in multiple parse
representations. In this paper, we create multiple
parse representations by converting each parser’s de-
fault output into other representations when possi-
ble. This experiment can also be considered to be
a comparative evaluation of parse representations,
thus providing an indication for selecting an appro-
priate parse representation for similar IE tasks.

Figure 7 shows our scheme for representation
conversion. This paper focuses on five representa-
tions as described below.

CoNLL The dependency tree format used in the
2006 and 2007 CoNLL shared tasks on dependency
parsing. This is a representation format supported by
several data-driven dependency parsers. This repre-

Figure 7: Conversion of parse representations

Figure 8: Head dependencies

sentation is also obtained from Penn Treebank-style
trees by applying constituent-to-dependency conver-
sion8 (Johansson and Nugues, 2007). It should be
noted, however, that this conversion cannot work
perfectly with automatic parsing, because the con-
version program relies on function tags and empty
categories of the original Penn Treebank.

PTB Penn Treebank-style phrase structure trees
without function tags and empty nodes. This is the
default output format for phrase structure parsers.
We also create this representation by converting
ENJU’s output by tree structure matching, although
this conversion is not perfect because forms ofPTB

andENJU’s output are not necessarily compatible.

HD Dependency trees of syntactic heads (Fig-
ure 8). This representation is obtained by convert-
ing PTB trees. We first determine lexical heads of
nonterminal nodes by using Bikel’s implementation
of Collins’ head detection algorithm9 (Bikel, 2004;
Collins, 1997). We then convert lexicalized trees
into dependencies between lexical heads.

SD The Stanford dependency format (Figure 9).
This format was originally proposed for extracting
dependency relations useful for practical applica-
tions (de Marneffe et al., 2006). A program to con-
vertPTB is attached to the Stanford parser. Although
the concept looks similar toCoNLL, this representa-

8http://nlp.cs.lth.se/pennconverter/
9http://www.cis.upenn.edu/˜dbikel/software.

html
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Figure 9: Stanford dependencies

tion does not necessarily form a tree structure, and is
designed to express more fine-grained relations such
as apposition. Research groups for biomedical NLP
recently adopted this representation for corpus anno-
tation (Pyysalo et al., 2007a) and parser evaluation
(Clegg and Shepherd, 2007; Pyysalo et al., 2007b).

PAS Predicate-argument structures. This is the de-
fault output format forENJUandENJU-GENIA.

Although only CoNLL is available for depen-
dency parsers, we can create four representations for
the phrase structure parsers, and five for the deep
parsers. Dotted arrows in Figure 7 indicate imper-
fect conversion, in which the conversion inherently
introduces errors, and may decrease the accuracy.
We should therefore take caution when comparing
the results obtained by imperfect conversion. We
also measure the accuracy obtained by the ensem-
ble of two parsers/representations. This experiment
indicates the differences and overlaps of information
conveyed by a parser or a parse representation.

3.3 Domain portability and parser retraining

Since the domain of our target text is different from
WSJ, our experiments also highlight the domain
portability of parsers. We run two versions of each
parser in order to investigate the two types of domain
portability. First, we run the original parsers trained
with WSJ10 (39832 sentences). The results in this
setting indicate the domain portability of the original
parsers. Next, we run parsers re-trained with GE-
NIA11 (8127 sentences), which is a Penn Treebank-
style treebank of biomedical paper abstracts. Accu-
racy improvements in this setting indicate the pos-
sibility of domain adaptation, and the portability of
the training methods of the parsers. Since the parsers
listed in Section 2 have programs for the training

10Some of the parser packages include parsing models
trained with extended data, but we used the models trained with
WSJ section 2-21 of the Penn Treebank.

11The domains of GENIA and AImed are not exactly the
same, because they are collected independently.

with a Penn Treebank-style treebank, we use those
programs as-is. Default parameter settings are used
for this parser re-training.

In preliminary experiments, we found that de-
pendency parsers attain higher dependency accuracy
when trained only with GENIA. We therefore only
input GENIA as the training data for the retraining
of dependency parsers. For the other parsers, we in-
put the concatenation of WSJ and GENIA for the
retraining, while the reranker ofRERANK was not re-
trained due to its cost. Since the parsers other than
NO-RERANK and RERANK require an external POS
tagger, a WSJ-trained POS tagger is used with WSJ-
trained parsers, andgeniatagger (Tsuruoka et al.,
2005) is used with GENIA-retrained parsers.

4 Experiments

4.1 Experiment settings

In the following experiments, we used AImed
(Bunescu and Mooney, 2004), which is a popular
corpus for the evaluation of PPI extraction systems.
The corpus consists of 225 biomedical paper ab-
stracts (1970 sentences), which are sentence-split,
tokenized, and annotated with proteins and PPIs.
We use gold protein annotations given in the cor-
pus. Multi-word protein names are concatenated
and treated as single words. The accuracy is mea-
sured by abstract-wise 10-fold cross validation and
the one-answer-per-occurrence criterion (Giuliano
et al., 2006). A threshold for SVMs is moved to
adjust the balance of precision and recall, and the
maximum f-scores are reported for each setting.

4.2 Comparison of accuracy improvements

Tables 1 and 2 show the accuracy obtained by using
the output of each parser in each parse representa-
tion. The row “baseline” indicates the accuracy ob-
tained with bag-of-words features. Table 3 shows
the time for parsing the entire AImed corpus, and
Table 4 shows the time required for 10-fold cross
validation with GENIA-retrained parsers.

When using the original WSJ-trained parsers (Ta-
ble 1), all parsers achieved almost the same level
of accuracy — a significantly better result than the
baseline. To the extent of our knowledge, this is
the first result that proves that dependency parsing,
phrase structure parsing, and deep parsing perform
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CoNLL PTB HD SD PAS
baseline 48.2/54.9/51.1
MST 53.2/56.5/54.6 N/A N/A N/A N/A
KSDEP 49.3/63.0/55.2 N/A N/A N/A N/A
NO-RERANK 50.7/60.9/55.2 45.9/60.5/52.0 50.6/60.9/55.1 49.9/58.2/53.5 N/A
RERANK 53.6/59.2/56.1 47.0/58.9/52.1 48.1/65.8/55.4 50.7/62.7/55.9 N/A
BERKELEY 45.8/67.6/54.5 50.5/57.6/53.7 52.3/58.8/55.1 48.7/62.4/54.5 N/A
STANFORD 50.4/60.6/54.9 50.9/56.1/53.0 50.7/60.7/55.1 51.8/58.1/54.5 N/A
ENJU 52.6/58.0/55.0 48.7/58.8/53.1 57.2/51.9/54.2 52.2/58.1/54.8 48.9/64.1/55.3

Table 1: Accuracy on the PPI task with WSJ-trained parsers (precision/recall/f-score)

CoNLL PTB HD SD PAS
baseline 48.2/54.9/51.1
MST 49.1/65.6/55.9 N/A N/A N/A N/A
KSDEP 51.6/67.5/58.3 N/A N/A N/A N/A
NO-RERANK 53.9/60.3/56.8 51.3/54.9/52.8 53.1/60.2/56.3 54.6/58.1/56.2 N/A
RERANK 52.8/61.5/56.6 48.3/58.0/52.6 52.1/60.3/55.7 53.0/61.1/56.7 N/A
BERKELEY 52.7/60.3/56.0 48.0/59.9/53.1 54.9/54.6/54.6 50.5/63.2/55.9 N/A
STANFORD 49.3/62.8/55.1 44.5/64.7/52.5 49.0/62.0/54.5 54.6/57.5/55.8 N/A
ENJU 54.4/59.7/56.7 48.3/60.6/53.6 56.7/55.6/56.0 54.4/59.3/56.6 52.0/63.8/57.2
ENJU-GENIA 56.4/57.4/56.7 46.5/63.9/53.7 53.4/60.2/56.4 55.2/58.3/56.5 57.5/59.8/58.4

Table 2: Accuracy on the PPI task with GENIA-retrained parsers (precision/recall/f-score)

WSJ-trained GENIA-retrained
MST 613 425
KSDEP 136 111
NO-RERANK 2049 1372
RERANK 2806 2125
BERKELEY 1118 1198
STANFORD 1411 1645
ENJU 1447 727
ENJU-GENIA 821

Table 3: Parsing time (sec.)

equally well in a real application. Among these
parsers,RERANK performed slightly better than the
other parsers, although the difference in the f-score
is small, while it requires much higher parsing cost.

When the parsers are retrained with GENIA (Ta-
ble 2), the accuracy increases significantly, demon-
strating that the WSJ-trained parsers are not suffi-
ciently domain-independent, and that domain adap-
tation is effective. It is an important observation that
the improvements by domain adaptation are larger
than the differences among the parsers in the pre-
vious experiment. Nevertheless, not all parsers had
their performance improved upon retraining. Parser

CoNLL PTB HD SD PAS
baseline 424
MST 809 N/A N/A N/A N/A
KSDEP 864 N/A N/A N/A N/A
NO-RERANK 851 4772 882 795 N/A
RERANK 849 4676 881 778 N/A
BERKELEY 869 4665 895 804 N/A
STANFORD 847 4614 886 799 N/A
ENJU 832 4611 884 789 1005
ENJU-GENIA 874 4624 895 783 1020

Table 4: Evaluation time (sec.)

retraining yielded only slight improvements for
RERANK, BERKELEY, and STANFORD, while larger
improvements were observed forMST, KSDEP, NO-

RERANK, and ENJU. Such results indicate the dif-
ferences in the portability of training methods. A
large improvement fromENJU to ENJU-GENIAshows
the effectiveness of the specifically designed do-
main adaptation method, suggesting that the other
parsers might also benefit from more sophisticated
approaches for domain adaptation.

While the accuracy level of PPI extraction is
the similar for the different parsers, parsing speed
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RERANK ENJU
CoNLL HD SD CoNLL HD SD PAS

KSDEP CoNLL 58.5 (+0.2) 57.1 (−1.2) 58.4 (+0.1) 58.5 (+0.2) 58.0 (−0.3) 59.1 (+0.8) 59.0 (+0.7)
RERANK CoNLL 56.7 (+0.1) 57.1 (+0.4) 58.3 (+1.6) 57.3 (+0.7) 58.7 (+2.1) 59.5 (+2.3)

HD 56.8 (+0.1) 57.2 (+0.5) 56.5 (+0.5) 56.8 (+0.2) 57.6 (+0.4)
SD 58.3 (+1.6) 58.3 (+1.6) 56.9 (+0.2) 58.6 (+1.4)

ENJU CoNLL 57.0 (+0.3) 57.2 (+0.5) 58.4 (+1.2)
HD 57.1 (+0.5) 58.1 (+0.9)
SD 58.3 (+1.1)

Table 5: Results of parser/representation ensemble (f-score)

differs significantly. The dependency parsers are
much faster than the other parsers, while the phrase
structure parsers are relatively slower, and the deep
parsers are in between. It is noteworthy that the
dependency parsers achieved comparable accuracy
with the other parsers, while they are more efficient.

The experimental results also demonstrate that
PTB is significantly worse than the other represen-
tations with respect to cost for training/testing and
contributions to accuracy improvements. The con-
version fromPTB to dependency-based representa-
tions is therefore desirable for this task, although it
is possible that better results might be obtained with
PTB if a different feature extraction mechanism is
used. Dependency-based representations are com-
petitive, whileCoNLL seems superior toHD andSD

in spite of the imperfect conversion fromPTB to
CoNLL. This might be a reason for the high per-
formances of the dependency parsers that directly
computeCoNLL dependencies. The results forENJU-
CoNLL andENJU-PAS show thatPAS contributes to a
larger accuracy improvement, although this does not
necessarily mean the superiority ofPAS, because two
imperfect conversions, i.e.,PAS-to-PTB andPTB-to-
CoNLL, are applied for creatingCoNLL.

4.3 Parser ensemble results

Table 5 shows the accuracy obtained with ensembles
of two parsers/representations (except thePTB for-
mat). Bracketed figures denote improvements from
the accuracy with a single parser/representation.
The results show that the task accuracy significantly
improves by parser/representation ensemble. Inter-
estingly, the accuracy improvements are observed
even for ensembles of different representations from
the same parser. This indicates that a single parse
representation is insufficient for expressing the true

Bag-of-words features 48.2/54.9/51.1
Yakushiji et al. (2005) 33.7/33.1/33.4
Mitsumori et al. (2006) 54.2/42.6/47.7
Giuliano et al. (2006) 60.9/57.2/59.0
Sætre et al. (2007) 64.3/44.1/52.0
This paper 54.9/65.5/59.5

Table 6: Comparison with previous results on PPI extrac-
tion (precision/recall/f-score)

potential of a parser. Effectiveness of the parser en-
semble is also attested by the fact that it resulted in
larger improvements. Further investigation of the
sources of these improvements will illustrate the ad-
vantages and disadvantages of these parsers and rep-
resentations, leading us to better parsing models and
a better design for parse representations.

4.4 Comparison with previous results on PPI
extraction

PPI extraction experiments on AImed have been re-
ported repeatedly, although the figures cannot be
compared directly because of the differences in data
preprocessing and the number of target protein pairs
(Sætre et al., 2007). Table 6 compares our best re-
sult with previously reported accuracy figures. Giu-
liano et al. (2006) and Mitsumori et al. (2006) do
not rely on syntactic parsing, while the former ap-
plied SVMs with kernels on surface strings and the
latter is similar to our baseline method. Bunescu and
Mooney (2005) applied SVMs with subsequence
kernels to the same task, although they provided
only a precision-recall graph, and its f-score is
around 50. Since we did not run experiments on
protein-pair-wise cross validation, our system can-
not be compared directly to the results reported
by Erkan et al. (2007) and Katrenko and Adriaans
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(2006), while Sætre et al. (2007) presented better re-
sults than theirs in the same evaluation criterion.

5 Related Work

Though the evaluation of syntactic parsers has been
a major concern in the parsing community, and a
couple of works have recently presented the com-
parison of parsers based on different frameworks,
their methods were based on the comparison of the
parsing accuracy in terms of a certain intermediate
parse representation (Ringger et al., 2004; Kaplan
et al., 2004; Briscoe and Carroll, 2006; Clark and
Curran, 2007; Miyao et al., 2007; Clegg and Shep-
herd, 2007; Pyysalo et al., 2007b; Pyysalo et al.,
2007a; Sagae et al., 2008). Such evaluation requires
gold standard data in an intermediate representation.
However, it has been argued that the conversion of
parsing results into an intermediate representation is
difficult and far from perfect.

The relationship between parsing accuracy and
task accuracy has been obscure for many years.
Quirk and Corston-Oliver (2006) investigated the
impact of parsing accuracy on statistical MT. How-
ever, this work was only concerned with a single de-
pendency parser, and did not focus on parsers based
on different frameworks.

6 Conclusion and Future Work

We have presented our attempts to evaluate syntac-
tic parsers and their representations that are based on
different frameworks; dependency parsing, phrase
structure parsing, or deep parsing. The basic idea
is to measure the accuracy improvements of the
PPI extraction task by incorporating the parser out-
put as statistical features of a machine learning
classifier. Experiments showed that state-of-the-
art parsers attain accuracy levels that are on par
with each other, while parsing speed differs sig-
nificantly. We also found that accuracy improve-
ments vary when parsers are retrained with domain-
specific data, indicating the importance of domain
adaptation and the differences in the portability of
parser training methods.

Although we restricted ourselves to parsers
trainable with Penn Treebank-style treebanks, our
methodology can be applied to any English parsers.
Candidates include RASP (Briscoe and Carroll,

2006), the C&C parser (Clark and Curran, 2004),
the XLE parser (Kaplan et al., 2004), MINIPAR
(Lin, 1998), and Link Parser (Sleator and Temperley,
1993; Pyysalo et al., 2006), but the domain adapta-
tion of these parsers is not straightforward. It is also
possible to evaluate unsupervised parsers, which is
attractive since evaluation of such parsers with gold-
standard data is extremely problematic.

A major drawback of our methodology is that
the evaluation is indirect and the results depend
on a selected task and its settings. This indicates
that different results might be obtained with other
tasks. Hence, we cannot conclude the superiority of
parsers/representations only with our results. In or-
der to obtain general ideas on parser performance,
experiments on other tasks are indispensable.
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Abstract

We propose an automatic machine translation
(MT) evaluation metric that calculates a sim-
ilarity score (based on precision and recall)
of a pair of sentences. Unlike most metrics,
we compute a similarity score between items
across the two sentences. We then find a maxi-
mum weight matching between the items such
that each item in one sentence is mapped to
at most one item in the other sentence. This
general framework allows us to use arbitrary
similarity functions between items, and to in-
corporate different information in our com-
parison, such as n-grams, dependency rela-
tions, etc. When evaluated on data from the
ACL-07 MT workshop, our proposed metric
achieves higher correlation with human judge-
ments than all 11 automatic MT evaluation
metrics that were evaluated during the work-
shop.

1 Introduction

In recent years, machine translation (MT) research
has made much progress, which includes the in-
troduction of automatic metrics for MT evaluation.
Since human evaluation of MT output is time con-
suming and expensive, having a robust and accurate
automatic MT evaluation metric that correlates well
with human judgement is invaluable.

Among all the automatic MT evaluation metrics,
BLEU (Papineni et al., 2002) is the most widely
used. Although BLEU has played a crucial role in
the progress of MT research, it is becoming evident
that BLEU does not correlate with human judgement

well enough, and suffers from several other deficien-
cies such as the lack of an intuitive interpretation of
its scores.

During the recent ACL-07 workshop on statis-
tical MT (Callison-Burch et al., 2007), a total of
11 automatic MT evaluation metrics were evalu-
ated for correlation with human judgement. The re-
sults show that, as compared to BLEU, several re-
cently proposed metrics such as Semantic-role over-
lap (Gimenez and Marquez, 2007), ParaEval-recall
(Zhou et al., 2006), and METEOR (Banerjee and
Lavie, 2005) achieve higher correlation.

In this paper, we propose a new automatic MT
evaluation metric, MAXSIM, that compares a pair
of system-reference sentences by extracting n-grams
and dependency relations. Recognizing that differ-
ent concepts can be expressed in a variety of ways,
we allow matching across synonyms and also com-
pute a score between two matching items (such as
between two n-grams or between two dependency
relations), which indicates their degree of similarity
with each other.

Having weighted matches between items means
that there could be many possible ways to match, or
link items from a system translation sentence to a
reference translation sentence. To match each sys-
tem item to at most one reference item, we model
the items in the sentence pair as nodes in a bipartite
graph and use the Kuhn-Munkres algorithm (Kuhn,
1955; Munkres, 1957) to find a maximum weight
matching (or alignment) between the items in poly-
nomial time. The weights (from the edges) of the
resulting graph will then be added to determine the
final similarity score between the pair of sentences.
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Although a maximum weight bipartite graph was
also used in the recent work of (Taskar et al., 2005),
their focus was on learning supervised models for
single word alignment between sentences from a
source and target language.

The contributions of this paper are as fol-
lows. Current metrics (such as BLEU, METEOR,
Semantic-role overlap, ParaEval-recall, etc.) do not
assign different weights to their matches: either two
items match, or they don’t. Also, metrics such
as METEOR determine an alignment between the
items of a sentence pair by using heuristics such
as the least number of matching crosses. In con-
trast, we propose weighting different matches dif-
ferently, and then obtain an optimal set of matches,
or alignments, by using a maximum weight match-
ing framework. We note that this framework is not
used by any of the 11 automatic MT metrics in the
ACL-07 MT workshop. Also, this framework al-
lows for defining arbitrary similarity functions be-
tween two matching items, and we could match arbi-
trary concepts (such as dependency relations) gath-
ered from a sentence pair. In contrast, most other
metrics (notably BLEU) limit themselves to match-
ing based only on the surface form of words. Finally,
when evaluated on the datasets of the recent ACL-
07 MT workshop (Callison-Burch et al., 2007), our
proposed metric achieves higher correlation with hu-
man judgements than all of the 11 automatic MT
evaluation metrics evaluated during the workshop.

In the next section, we describe several existing
metrics. In Section 3, we discuss issues to consider
when designing a metric. In Section 4, we describe
our proposed metric. In Section 5, we present our
experimental results. Finally, we outline future work
in Section 6, before concluding in Section 7.

2 Automatic Evaluation Metrics

In this section, we describe BLEU, and the three
metrics which achieved higher correlation results
than BLEU in the recent ACL-07 MT workshop.

2.1 BLEU

BLEU (Papineni et al., 2002) is essentially a
precision-based metric and is currently the standard
metric for automatic evaluation of MT performance.
To score a system translation, BLEU tabulates the

number of n-gram matches of the system translation
against one or more reference translations. Gener-
ally, more n-gram matches result in a higher BLEU
score.

When determining the matches to calculate pre-
cision, BLEU uses a modified, or clipped n-gram
precision. With this, an n-gram (from both the sys-
tem and reference translation) is considered to be
exhausted or used after participating in a match.
Hence, each system n-gram is “clipped” by the max-
imum number of times it appears in any reference
translation.

To prevent short system translations from receiv-
ing too high a score and to compensate for its lack
of a recall component, BLEU incorporates a brevity
penalty. This penalizes the score of a system if the
length of its entire translation output is shorter than
the length of the reference text.

2.2 Semantic Roles

(Gimenez and Marquez, 2007) proposed using
deeper linguistic information to evaluate MT per-
formance. For evaluation in the ACL-07 MT work-
shop, the authors used the metric which they termed
as SR-Or-*1. This metric first counts the number
of lexical overlaps SR-Or-t for all the different se-
mantic roles t that are found in the system and ref-
erence translation sentence. A uniform average of
the counts is then taken as the score for the sen-
tence pair. In their work, the different semantic roles
t they considered include the various core and ad-
junct arguments as defined in the PropBank project
(Palmer et al., 2005). For instance, SR-Or-A0 refers
to the number of lexical overlaps between the A0
arguments. To extract semantic roles from a sen-
tence, several processes such as lemmatization, part-
of-speech tagging, base phrase chunking, named en-
tity tagging, and finally semantic role tagging need
to be performed.

2.3 ParaEval

The ParaEval metric (Zhou et al., 2006) uses a
large collection of paraphrases, automatically ex-
tracted from parallel corpora, to evaluate MT per-
formance. To compare a pair of sentences, ParaE-
val first locates paraphrase matches between the two

1Verified through personal communication as this is not ev-
ident in their paper.
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sentences. Then, unigram matching is performed
on the remaining words that are not matched us-
ing paraphrases. Based on the matches, ParaEval
will then elect to use either unigram precision or un-
igram recall as its score for the sentence pair. In
the ACL-07 MT workshop, ParaEval based on re-
call (ParaEval-recall) achieves good correlation with
human judgements.

2.4 METEOR

Given a pair of strings to compare (a system transla-
tion and a reference translation), METEOR (Baner-
jee and Lavie, 2005) first creates a word alignment
between the two strings. Based on the number of
word or unigram matches and the amount of string
fragmentation represented by the alignment, ME-
TEOR calculates a score for the pair of strings.

In aligning the unigrams, each unigram in one
string is mapped, or linked, to at most one unigram
in the other string. These word alignments are cre-
ated incrementally through a series of stages, where
each stage only adds alignments between unigrams
which have not been matched in previous stages. At
each stage, if there are multiple different alignments,
then the alignment with the most number of map-
pings is selected. If there is a tie, then the alignment
with the least number of unigram mapping crosses
is selected.

The three stages of “exact”, “porter stem”, and
“WN synonymy” are usually applied in sequence to
create alignments. The “exact” stage maps unigrams
if they have the same surface form. The “porter
stem” stage then considers the remaining unmapped
unigrams and maps them if they are the same af-
ter applying the Porter stemmer. Finally, the “WN
synonymy” stage considers all remaining unigrams
and maps two unigrams if they are synonyms in the
WordNet sense inventory (Miller, 1990).

Once the final alignment has been produced, un-
igram precision P (number of unigram matches m
divided by the total number of system unigrams)
and unigram recall R (m divided by the total number
of reference unigrams) are calculated and combined
into a single parameterized harmonic mean (Rijsber-
gen, 1979):

Fmean =
P · R

αP + (1 − α)R
(1)

To account for longer matches and the amount
of fragmentation represented by the alignment, ME-
TEOR groups the matched unigrams into as few
chunks as possible and imposes a penalty based on
the number of chunks. The METEOR score for a
pair of sentences is:

score =

[

1 − γ

(

no. of chunks

m

)β
]

Fmean

where γ
(

no. of chunks
m

)β
represents the fragmenta-

tion penalty of the alignment. Note that METEOR
consists of three parameters that need to be opti-
mized based on experimentation: α, β, and γ.

3 Metric Design Considerations

We first review some aspects of existing metrics and
highlight issues that should be considered when de-
signing an MT evaluation metric.

• Intuitive interpretation: To compensate for
the lack of recall, BLEU incorporates a brevity
penalty. This, however, prevents an intuitive in-
terpretation of its scores. To address this, stan-
dard measures like precision and recall could
be used, as in some previous research (Baner-
jee and Lavie, 2005; Melamed et al., 2003).

• Allowing for variation: BLEU only counts
exact word matches. Languages, however, of-
ten allow a great deal of variety in vocabulary
and in the ways concepts are expressed. Hence,
using information such as synonyms or depen-
dency relations could potentially address the is-
sue better.

• Matches should be weighted: Current met-
rics either match, or don’t match a pair of
items. We note, however, that matches between
items (such as words, n-grams, etc.) should be
weighted according to their degree of similar-
ity.

4 The Maximum Similarity Metric

We now describe our proposed metric, Maximum
Similarity (MAXSIM), which is based on precision
and recall, allows for synonyms, and weights the
matches found.
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Given a pair of English sentences to be com-
pared (a system translation against a reference
translation), we perform tokenization2 , lemmati-
zation using WordNet3, and part-of-speech (POS)
tagging with the MXPOST tagger (Ratnaparkhi,
1996). Next, we remove all non-alphanumeric to-
kens. Then, we match the unigrams in the system
translation to the unigrams in the reference transla-
tion. Based on the matches, we calculate the recall
and precision, which we then combine into a single
Fmean unigram score using Equation 1. Similarly,
we also match the bigrams and trigrams of the sen-
tence pair and calculate their corresponding Fmean

scores. To obtain a single similarity score scores

for this sentence pair s, we simply average the three
Fmean scores. Then, to obtain a single similarity
score sim-score for the entire system corpus, we
repeat this process of calculating a scores for each
system-reference sentence pair s, and compute the
average over all |S| sentence pairs:

sim-score =
1

|S|

|S|
∑

s=1

[

1

N

N
∑

n=1

Fmeans,n

]

where in our experiments, we set N=3, representing
calculation of unigram, bigram, and trigram scores.
If we are given access to multiple references, we cal-
culate an individual sim-score between the system
corpus and each reference corpus, and then average
the scores obtained.

4.1 Using N-gram Information

In this subsection, we describe in detail how we
match the n-grams of a system-reference sentence
pair.

Lemma and POS match Representing each n-
gram by its sequence of lemma and POS-tag pairs,
we first try to perform an exact match in both lemma
and POS-tag. In all our n-gram matching, each n-
gram in the system translation can only match at
most one n-gram in the reference translation.

Representing each unigram (lipi) at position i by
its lemma li and POS-tag pi, we count the num-
ber matchuni of system-reference unigram pairs
where both their lemma and POS-tag match. To find
matching pairs, we proceed in a left-to-right fashion

2http://www.cis.upenn.edu/ treebank/tokenizer.sed
3http://wordnet.princeton.edu/man/morph.3WN
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Figure 1: Bipartite matching.

(in both strings). We first compare the first system
unigram to the first reference unigram, then to the
second reference unigram, and so on until we find a
match. If there is a match, we increment matchuni

by 1 and remove this pair of system-reference un-
igrams from further consideration (removed items
will not be matched again subsequently). Then, we
move on to the second system unigram and try to
match it against the reference unigrams, once again
proceeding in a left-to-right fashion. We continue
this process until we reach the last system unigram.

To determine the number matchbi of bi-
gram matches, a system bigram (lsi

psi
, lsi+1

psi+1
)

matches a reference bigram (lri
pri

, lri+1
pri+1

) if
lsi

= lri
, psi

= pri
, lsi+1

= lri+1
, and psi+1

= pri+1
.

For trigrams, we similarly determine matchtri by
counting the number of trigram matches.

Lemma match For the remaining set of n-grams
that are not yet matched, we now relax our matching
criteria by allowing a match if their corresponding
lemmas match. That is, a system unigram (lsi

psi
)

matches a reference unigram (lri
pri

) if lsi
= lri

.
In the case of bigrams, the matching conditions are
lsi

= lri
and lsi+1

= lri+1
. The conditions for tri-

grams are similar. Once again, we find matches in a
left-to-right fashion. We add the number of unigram,
bigram, and trigram matches found during this phase
to matchuni, matchbi, and matchtri respectively.

Bipartite graph matching For the remaining n-
grams that are not matched so far, we try to match
them by constructing bipartite graphs. During this
phase, we will construct three bipartite graphs, one
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each for the remaining set of unigrams, bigrams, and
trigrams.

Using bigrams to illustrate, we construct a
weighted complete bipartite graph, where each edge
e connecting a pair of system-reference bigrams has
a weight w(e), indicating the degree of similarity
between the bigrams connected. Note that, without
loss of generality, if the number of system nodes and
reference nodes (bigrams) are not the same, we can
simply add dummy nodes with connecting edges of
weight 0 to obtain a complete bipartite graph with
equal number of nodes on both sides.

In an n-gram bipartite graph, the similarity score,
or the weight w(e) of the edge e connecting a system
n-gram (ls1

ps1
, . . . , lsn

psn
) and a reference n-gram

(lr1
pr1

, . . . , lrn
prn

) is calculated as follows:

Si =
I(psi

, pri
) + Syn(lsi

, lri
)

2

w(e) =
1

n

n
∑

i=1

Si

where I(psi
, pri

) evaluates to 1 if psi
= pri

, and
0 otherwise. The function Syn(lsi

, lri
) checks

whether lsi
is a synonym of lri

. To determine this,
we first obtain the set WNsyn(lsi

) of WordNet syn-
onyms for lsi

and the set WNsyn(lri
) of WordNet

synonyms for lri
. Then,

Syn(lsi
, lri

) =







1, WNsyn(lsi
) ∩ WNsyn(lri

)
6= ∅

0, otherwise

In gathering the set WNsyn for a word, we gather
all the synonyms for all its senses and do not re-
strict to a particular POS category. Further, if we
are comparing bigrams or trigrams, we impose an
additional condition: Si 6= 0, for 1 ≤ i ≤ n, else we
will set w(e) = 0. This captures the intuition that
in matching a system n-gram against a reference n-
gram, where n > 1, we require each system token
to have at least some degree of similarity with the
corresponding reference token.

In the top half of Figure 1, we show an example
of a complete bipartite graph, constructed for a set
of three system bigrams (s1, s2, s3) and three refer-
ence bigrams (r1, r2, r3), and the weight of the con-
necting edge between two bigrams represents their
degree of similarity.

Next, we aim to find a maximum weight match-
ing (or alignment) between the bigrams such that
each system (reference) bigram is connected to ex-
actly one reference (system) bigram. This maxi-
mum weighted bipartite matching problem can be
solved in O(n3) time (where n refers to the number
of nodes, or vertices in the graph) using the Kuhn-
Munkres algorithm (Kuhn, 1955; Munkres, 1957).
The bottom half of Figure 1 shows the resulting
maximum weighted bipartite graph, where the align-
ment represents the maximum weight matching, out
of all possible alignments.

Once we have solved and obtained a maximum
weight matching M for the bigram bipartite graph,
we sum up the weights of the edges to obtain the
weight of the matching M : w(M) =

∑

e∈M w(e),
and add w(M) to matchbi. From the unigram
and trigram bipartite graphs, we similarly calculate
their respective w(M) and add to the corresponding
matchuni and matchtri.

Based on matchuni, matchbi, and matchtri, we
calculate their corresponding precision P and re-
call R, from which we obtain their respective Fmean

scores via Equation 1. Using bigrams for illustra-
tion, we calculate its P and R as:

P =
matchbi

no. of bigrams in system translation

R =
matchbi

no. of bigrams in reference translation

4.2 Dependency Relations

Besides matching a pair of system-reference sen-
tences based on the surface form of words, previ-
ous work such as (Gimenez and Marquez, 2007) and
(Rajman and Hartley, 2002) had shown that deeper
linguistic knowledge such as semantic roles and syn-
tax can be usefully exploited.

In the previous subsection, we describe our
method of using bipartite graphs for matching of n-
grams found in a sentence pair. This use of bipartite
graphs, however, is a very general framework to ob-
tain an optimal alignment of the corresponding “in-
formation items” contained within a sentence pair.
Hence, besides matching based on n-gram strings,
we can also match other “information items”, such
as dependency relations.
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Metric Adequacy Fluency Rank Constituent Average
MAXSIMn+d 0.780 0.827 0.875 0.760 0.811
MAXSIMn 0.804 0.845 0.893 0.766 0.827
Semantic-role 0.774 0.839 0.804 0.742 0.790
ParaEval-recall 0.712 0.742 0.769 0.798 0.755
METEOR 0.701 0.719 0.746 0.670 0.709
BLEU 0.690 0.722 0.672 0.603 0.672

Table 1: Overall correlations on the Europarl and News Commentary datasets. The “Semantic-role overlap” metric
is abbreviated as “Semantic-role”. Note that each figure above represents 6 translation tasks: the Europarl and News
Commentary datasets each with 3 language pairs (German-English, Spanish-English, French-English).

In our work, we train the MSTParser4 (McDon-
ald et al., 2005) on the Penn Treebank Wall Street
Journal (WSJ) corpus, and use it to extract depen-
dency relations from a sentence. Currently, we fo-
cus on extracting only two relations: subject and
object. For each relation (ch, dp, pa) extracted, we
note the child lemma ch of the relation (often a
noun), the relation type dp (either subject or ob-
ject), and the parent lemma pa of the relation (often
a verb). Then, using the system relations and ref-
erence relations extracted from a system-reference
sentence pair, we similarly construct a bipartite
graph, where each node is a relation (ch, dp, pa).
We define the weight w(e) of an edge e between a
system relation (chs, dps, pas) and a reference rela-
tion (chr, dpr, par) as follows:

Syn(chs, chr) + I(dps, dpr) + Syn(pas, par)

3

where functions I and Syn are defined as in the pre-
vious subsection. Also, w(e) is non-zero only if
dps = dpr. After solving for the maximum weight
matching M , we divide w(M) by the number of sys-
tem relations extracted to obtain a precision score P ,
and divide w(M) by the number of reference rela-
tions extracted to obtain a recall score R. P and R

are then similarly combined into a Fmean score for
the sentence pair. To compute the similarity score
when incorporating dependency relations, we aver-
age the Fmean scores for unigrams, bigrams, tri-
grams, and dependency relations.

5 Results

To evaluate our metric, we conduct experiments on
datasets from the ACL-07 MT workshop and NIST

4Available at: http://sourceforge.net/projects/mstparser

Europarl
Metric Adq Flu Rank Con Avg
MAXSIMn+d 0.749 0.786 0.857 0.651 0.761
MAXSIMn 0.749 0.786 0.857 0.651 0.761
Semantic-role 0.815 0.854 0.759 0.612 0.760
ParaEval-recall 0.701 0.708 0.737 0.772 0.730
METEOR 0.726 0.741 0.770 0.558 0.699
BLEU 0.803 0.822 0.699 0.512 0.709

Table 2: Correlations on the Europarl dataset.
Adq=Adequacy, Flu=Fluency, Con=Constituent, and
Avg=Average.

News Commentary
Metric Adq Flu Rank Con Avg
MAXSIMn+d 0.812 0.869 0.893 0.869 0.861
MAXSIMn 0.860 0.905 0.929 0.881 0.894
Semantic-role 0.734 0.824 0.848 0.871 0.819
ParaEval-recall 0.722 0.777 0.800 0.824 0.781
METEOR 0.677 0.698 0.721 0.782 0.720
BLEU 0.577 0.622 0.646 0.693 0.635

Table 3: Correlations on the News Commentary dataset.

MT 2003 evaluation exercise.

5.1 ACL-07 MT Workshop

The ACL-07 MT workshop evaluated the transla-
tion quality of MT systems on various translation
tasks, and also measured the correlation (with hu-
man judgement) of 11 automatic MT evaluation
metrics. The workshop used a Europarl dataset and a
News Commentary dataset, where each dataset con-
sisted of English sentences (2,000 English sentences
for Europarl and 2,007 English sentences for News
Commentary) and their translations in various lan-
guages. As part of the workshop, correlations of
the automatic metrics were measured for the tasks
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of translating German, Spanish, and French into En-
glish. Hence, we will similarly measure the correla-
tion of MAXSIM on these tasks.

5.1.1 Evaluation Criteria

For human evaluation of the MT submissions,
four different criteria were used in the workshop:
Adequacy (how much of the original meaning is ex-
pressed in a system translation), Fluency (the trans-
lation’s fluency), Rank (different translations of a
single source sentence are compared and ranked
from best to worst), and Constituent (some con-
stituents from the parse tree of the source sentence
are translated, and human judges have to rank these
translations).

During the workshop, Kappa values measured for
inter- and intra-annotator agreement for rank and
constituent are substantially higher than those for
adequacy and fluency, indicating that rank and con-
stituent are more reliable criteria for MT evaluation.

5.1.2 Correlation Results

We follow the ACL-07 MT workshop process of
converting the raw scores assigned by an automatic
metric to ranks and then using the Spearman’s rank
correlation coefficient to measure correlation.

During the workshop, only three automatic met-
rics (Semantic-role overlap, ParaEval-recall, and
METEOR) achieve higher correlation than BLEU.
We gather the correlation results of these metrics
from the workshop paper (Callison-Burch et al.,
2007), and show in Table 1 the overall correlations
of these metrics over the Europarl and News Com-
mentary datasets. In the table, MAXSIMn represents
using only n-gram information (Section 4.1) for our
metric, while MAXSIMn+d represents using both n-
gram and dependency information. We also show
the breakdown of the correlation results into the Eu-
roparl dataset (Table 2) and the News Commentary
dataset (Table 3). In all our results for MAXSIM

in this paper, we follow METEOR and use α=0.9
(weighing recall more than precision) in our calcu-
lation of Fmean via Equation 1, unless otherwise
stated.

The results in Table 1 show that MAXSIMn and
MAXSIMn+d achieve overall average (over the four
criteria) correlations of 0.827 and 0.811 respec-
tively. Note that these results are substantially

Metric Adq Flu Avg
MAXSIMn+d 0.943 0.886 0.915
MAXSIMn 0.829 0.771 0.800
METEOR (optimized) 1.000 0.943 0.972
METEOR 0.943 0.886 0.915
BLEU 0.657 0.543 0.600

Table 4: Correlations on the NIST MT 2003 dataset.

higher than BLEU, and in particular higher than the
best performing Semantic-role overlap metric in the
ACL-07 MT workshop. Also, Semantic-role over-
lap requires more processing steps (such as base
phrase chunking, named entity tagging, etc.) than
MAXSIM. For future work, we could experiment
with incorporating semantic-role information into
our current framework. We note that the ParaEval-
recall metric achieves higher correlation on the con-
stituent criterion, which might be related to the fact
that both ParaEval-recall and the constituent crite-
rion are based on phrases: ParaEval-recall tries to
match phrases, and the constituent criterion is based
on judging translations of phrases.

5.2 NIST MT 2003 Dataset

We also conduct experiments on the test data
(LDC2006T04) of NIST MT 2003 Chinese-English
translation task. For this dataset, human judgements
are available on adequacy and fluency for six sys-
tem submissions, and there are four English refer-
ence translation texts.

Since implementations of the BLEU and ME-
TEOR metrics are publicly available, we score
the system submissions using BLEU (version 11b
with its default settings), METEOR, and MAXSIM,
showing the resulting correlations in Table 4. For
METEOR, when used with its originally proposed
parameter values of (α=0.9, β=3.0, γ=0.5), which
the METEOR researchers mentioned were based on
some early experimental work (Banerjee and Lavie,
2005), we obtain an average correlation value of
0.915, as shown in the row “METEOR”. In the re-
cent work of (Lavie and Agarwal, 2007), the val-
ues of these parameters were tuned to be (α=0.81,
β=0.83, γ=0.28), based on experiments on the NIST
2003 and 2004 Arabic-English evaluation datasets.
When METEOR was run with these new parame-
ter values, it returned an average correlation value of
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0.972, as shown in the row “METEOR (optimized)”.
MAXSIM using only n-gram information

(MAXSIMn) gives an average correlation value
of 0.800, while adding dependency information
(MAXSIMn+d) improves the correlation value to
0.915. Note that so far, the parameters of MAXSIM

are not optimized and we simply perform uniform
averaging of the different n-grams and dependency
scores. Under this setting, the correlation achieved
by MAXSIM is comparable to that achieved by
METEOR.

6 Future Work

In our current work, the parameters of MAXSIM are
as yet un-optimized. We found that by setting α=0.7,
MAXSIMn+d could achieve a correlation of 0.972
on the NIST MT 2003 dataset. Also, we have barely
exploited the potential of weighted similarity match-
ing. Possible future directions include adding se-
mantic role information, using the distance between
item pairs based on the token position within each
sentence as additional weighting consideration, etc.
Also, we have seen that dependency relations help to
improve correlation on the NIST dataset, but not on
the ACL-07 MT workshop datasets. Since the accu-
racy of dependency parsers is not perfect, a possible
future work is to identify when best to incorporate
such syntactic information.

7 Conclusion

In this paper, we present MAXSIM, a new auto-
matic MT evaluation metric that computes a simi-
larity score between corresponding items across a
sentence pair, and uses a bipartite graph to obtain
an optimal matching between item pairs. This gen-
eral framework allows us to use arbitrary similarity
functions between items, and to incorporate differ-
ent information in our comparison. When evaluated
for correlation with human judgements, MAXSIM

achieves superior results when compared to current
automatic MT evaluation metrics.
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Abstract

The third PASCAL Recognizing Textual En-
tailment Challenge (RTE-3) contained an op-
tional task that extended the main entailment
task by requiring a system to make three-way
entailment decisions (entails, contradicts, nei-
ther) and to justify its response. Contradic-
tion was rare in the RTE-3 test set, occurring
in only about 10% of the cases, and systems
found accurately detecting it difficult. Subse-
quent analysis of the results shows a test set
must contain many more entailment pairs for
the three-way decision task than the traditional
two-way task to have equal confidence in sys-
tem comparisons. Each of six human judges
representing eventual end users rated the qual-
ity of a justification by assigning “understand-
ability” and “correctness” scores. Ratings of
the same justification across judges differed
significantly, signaling the need for a better
characterization of the justification task.

1 Introduction

The PASCAL Recognizing Textual Entailment (RTE)
workshop series (see www.pascal-network.
org/Challenges/RTE3/) has been a catalyst
for recent research in developing systems that are
able to detect when the content of one piece of
text necessarily follows from the content of another
piece of text (Dagan et al., 2006; Giampiccolo et al.,
2007). This ability is seen as a fundamental com-
ponent in the solutions for a variety of natural lan-
guage problems such as question answering, sum-
marization, and information extraction. In addition

to the main entailment task, the most recent Chal-
lenge, RTE-3, contained a second optional task that
extended the main task in two ways. The first exten-
sion was to require systems to make three-way en-
tailment decisions; the second extension was for sys-
tems to return a justification or explanation of how
its decision was reached.

In the main RTE entailment task, systems report
whether the hypothesis is entailed by the text. The
system responds with YES if the hypothesis is en-
tailed and NO otherwise. But this binary decision
conflates the case when the hypothesis actually con-
tradicts the text—the two could not both be true—
with simple lack of entailment. The three-way en-
tailment decision task requires systems to decide
whether the hypothesis is entailed by the text (YES),
contradicts the text (NO), or is neither entailed by
nor contradicts the text (UNKNOWN).

The second extension required a system to explain
why it reached its conclusion in terms suitable for an
eventual end user (i.e., not system developer). Ex-
planations are one way to build a user’s trust in a
system, but it is not known what kinds of informa-
tion must be conveyed nor how best to present that
information. RTE-3 provided an opportunity to col-
lect a diverse sample of explanations to begin to ex-
plore these questions.

This paper analyzes the extended task results,
with the next section describing the three-way deci-
sion subtask and Section 3 the justification subtask.
Contradiction was rare in the RTE-3 test set, occur-
ring in only about 10% of the cases, and systems
found accurately detecting it difficult. While the
level of agreement among human annotators as to
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the correct answer for an entailment pair was within
expected bounds, the test set was found to be too
small to reliably distinguish among systems’ three-
way accuracy scores. Human judgments of the qual-
ity of a justification varied widely, signaling the need
for a better characterization of the justification task.
Comments from the judges did include some com-
mon themes. Judges prized conciseness, though they
were uncomfortable with mathematical notation un-
less they had a mathematical background. Judges
strongly disliked being shown system internals such
as scores reported by various components.

2 The Three-way Decision Task

The extended task used the RTE-3 main task test set
of entailment pairs as its test set. This test set con-
tains 800 text and hypothesis pairs, roughly evenly
split between pairs for which the text entails the hy-
pothesis (410 pairs) and pairs for which it does not
(390 pairs), as defined by the reference answer key
released by RTE organizers.

RTE uses an “ordinary understanding” principle
for deciding entailment. The hypothesis is consid-
ered entailed by the text if a human reading the text
would most likely conclude that the hypothesis were
true, even if there could exist unusual circumstances
that would invalidate the hypothesis. It is explicitly
acknowledged that ordinary understanding depends
on a common human understanding of language as
well as common background knowledge. The ex-
tended task also used the ordinary understanding
principle for deciding contradictions. The hypoth-
esis and text were deemed to contradict if a human
would most likely conclude that the text and hypoth-
esis could not both be true.

The answer key for the three-way decision task
was developed at the National Institute of Standards
and Technology (NIST) using annotators who had
experience as TREC and DUC assessors. NIST as-
sessors annotated all 800 entailment pairs in the test
set, with each pair independently annotated by two
different assessors. The three-way answer key was
formed by keeping exactly the same set of YES an-
swers as in the two-way key (regardless of the NIST
annotations) and having NIST staff adjudicate as-
sessor differences on the remainder. This resulted
in a three-way answer key containing 410 (51%)

Reference Systems’ Responses
Answer YES UNKN NO Totals
YES 2449 2172 299 4920

UNKN 929 2345 542 3816

NO 348 415 101 864

Totals 3726 4932 942 9600

Table 1: Contingency table of responses over all 800 en-
tailment pairs and all 12 runs.

YES answers, 319 (40%) UNKNOWN answers, and
72 (9%) NO answers.

2.1 System results

Eight different organizations participated in the
three-way decision subtask submitting a total of 12
runs. A run consists of exactly one response of YES,
NO, or UNKNOWN for each of the 800 test pairs.
Runs were evaluated using accuracy, the percentage
of system responses that match the reference answer.

Figure 1 shows both the overall accuracy of each
of the runs (numbers running along the top of the
graph) and the accuracy as conditioned on the ref-
erence answer (bars). The conditioned accuracy for
YES answers, for example, is accuracy computed us-
ing just those test pairs for which YES is the ref-
erence answer. The runs are sorted by decreasing
overall accuracy.

Systems were much more accurate in recognizing
entailment than contradiction (black bars are greater
than white bars). Since conditioned accuracy does
not penalize for overgeneration of a response, the
conditioned accuracy for UNKNOWN is excellent for
those systems that used UNKNOWN as their default
response. Run H never concluded that a pair was a
contradiction, for example.

Table 1 gives another view of the relative diffi-
culty of detecting contradiction. The table is a con-
tingency table of the systems’ responses versus the
reference answer summed over all test pairs and all
runs. A reference answer is represented as a row in
the table and a system’s response as a column. Since
there are 800 pairs in the test set and 12 runs, there
is a total of 9600 responses.

As a group the systems returned NO as a response
942 times, approximately 10% of the time. While
10% is a close match to the 9% of the test set for
which NO is the reference answer, the systems de-
tected contradictions for the wrong pairs: the table’s
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Figure 1: Overall accuracy (top number) and accuracy conditioned by reference answer for three-way runs.

diagonal entry for NO is the smallest entry in both its
row and its column. The smallest row entry means
that systems were more likely to respond that the hy-
pothesis was entailed than that it contradicted when
it in fact contradicted. The smallest column entry
means than when the systems did respond that the
hypothesis contradicted, it was more often the case
that the hypothesis was actually entailed than that it
contradicted. The 101 correct NO responses repre-
sent 12% of the 864 possible correct NO responses.
In contrast, the systems responded correctly for 50%
(2449/4920) of the cases when YES was the refer-
ence answer and for 61% (2345/3816) of the cases
when UNKNOWN was the reference answer.

2.2 Human agreement

Textual entailment is evaluated assuming that there
is a single correct answer for each test pair. This is a
simplifying assumption used to make the evaluation
tractable, but as with most NLP phenomena it is not
actually true. It is quite possible for two humans to
have legitimate differences of opinions (i.e., to dif-
fer when neither is mistaken) about whether a hy-
pothesis is entailed or contradicts, especially given
annotations are based on ordinary understanding.

Since systems are given credit only when they re-
spond with the reference answer, differences in an-
notators’ opinions can clearly affect systems’ accu-
racy scores. The RTE main task addressed this issue
by including a candidate entailment pair in the test
set only if multiple annotators agreed on its dispo-
sition (Giampiccolo et al., 2007). The test set also

Main Task NIST Judge 1
YES UNKN NO

YES 378 27 5

NO 48 242 100

conflated agreement = .90

Main Task NIST Judge 2
YES UNKN NO

YES 383 23 4

NO 46 267 77

conflated agreement = .91

Table 2: Agreement between NIST judges (columns) and
main task reference answers (rows).

contains 800 pairs so an individual test case con-
tributes only 1/800 = 0.00125 to the overall accu-
racy score. To allow the results from the two- and
three-way decision tasks to be comparable (and to
leverage the cost of creating the main task test set),
the extended task used the same test set as the main
task and used simple accuracy as the evaluation mea-
sure. The expectation was that this would be as ef-
fective an evaluation design for the three-way task as
it is for the two-way task. Unfortunately, subsequent
analysis demonstrates that this is not so.

Recall that NIST judges annotated all 800 entail-
ment pairs in the test set, with each pair indepen-
dently annotated twice. For each entailment pair,
one of the NIST judges was arbitrarily assigned as
the first judge for that pair and the other as the sec-
ond judge. The agreement between NIST and RTE
annotators is shown in Table 2. The top half of
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the table shows the agreement between the two-way
answer key and the annotations of the set of first
judges; the bottom half is the same except using the
annotations of the set of second judges. The NIST
judges’ answers are given in the columns and the
two-way reference answers in the rows. Each cell in
the table gives the raw count before adjudication of
the number of test cases that were assigned that com-
bination of annotations. Agreement is then com-
puted as the percentage of matches when a NIST
judge’s NO or UNKNOWN annotation matched a NO

two-way reference answer. Agreement is essentially
identical for both sets of judges at 0.90 and 0.91 re-
spectively.

Because the agreement numbers reflect the raw
counts before adjudication, at least some of the dif-
ferences may be attributable to annotator errors that
were corrected during adjudication. But there do ex-
ist legitimate differences of opinion, even for the ex-
treme cases of entails versus contradicts. Typical
disagreements involve granularity of place names
and amount of background knowledge assumed.
Example disagreements concerned whether Holly-
wood was equivalent to Los Angeles, whether East
Jerusalem was equivalent to Jerusalem, and whether
members of the same political party who were at
odds with one another were ‘opponents’.

RTE organizers reported an agreement rate of
about 88% among their annotators for the two-way
task (Giampiccolo et al., 2007). The 90% agree-
ment rate between the NIST judges and the two-
way answer key probably reflects a somewhat larger
amount of disagreement since the test set already
had RTE annotators’ disagreements removed. But
it is similar enough to support the claim that the
NIST annotators agree with other annotators as of-
ten as can be expected. Table 3 shows the three-
way agreement between the two NIST annotators.
As above, the table gives the raw counts before ad-
judication and agreement is computed as percentage
of matching annotations. Three-way agreement is
0.83—smaller than two-way agreement simply be-
cause there are more ways to disagree.

Just as annotator agreement declines as the set
of possible answers grows, the inherent stability of
the accuracy measure also declines: accuracy and
agreement are both defined as the percentage of ex-
act matches on answers. The increased uncertainty

YES UNKN NO

YES 381

UNKN 82 217

NO 11 43 66

three-way agreement = .83

Table 3: Agreement between NIST judges.

when moving from two-way to three-way decisions
significantly reduces the power of the evaluation.
With the given level of annotator agreement and 800
pairs in the test set, in theory accuracy scores could
change by as much as 136 (the number of test cases
for which annotators disagreed) ×0.00125 = .17 by
using a different choice of annotator. The maximum
difference in accuracy scores actually observed in
the submitted runs was 0.063.

Previous analyses of other evaluation tasks such
as document retrieval and question answering
demonstrated that system rankings are stable de-
spite differences of opinion in the underlying anno-
tations (Voorhees, 2000; Voorhees and Tice, 2000).
The differences in accuracy observed for the three-
way task are large enough to affect system rank-
ings, however. Compared to the system ranking of
ABCDEFGHIJKL induced by the official three-way
answer key, the ranking induced by the first set of
judges’ raw annotations is BADCFEGKHLIJ. The
ranking induced by the second set of judges’ raw an-
notations is much more similar to the official results,
ABCDEFGHKIJL.

How then to proceed? Since the three-way de-
cision task was motivated by the belief that distin-
guishing contradiction from simple non-entailment
is important, reverting back to a binary decision task
is not an attractive option. Increasing the size of the
test set beyond 800 test cases will result in a more
stable evaluation, though it is not known how big the
test set needs to be. Defining new annotation rules
in hopes of increasing annotator agreement is a satis-
factory option only if those rules capture a character-
istic of entailment that systems should actually em-
body. Reasonable people do disagree about entail-
ment and it is unwise to enforce some arbitrary defi-
nition in the name of consistency. Using UNKNOWN

as the reference answer for all entailment pairs on
which annotators disagree may be a reasonable strat-
egy: the disagreement itself is strong evidence that
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neither of the other options holds. Creating balanced
test sets using this rule could be difficult, however.
Following this rule, the RTE-3 test set would have
360 (45%) YES answers, 64 (8%) NO answers, and
376 (47%) UNKNOWN answers, and would induce
the ranking ABCDEHIJGKFL. (Runs such as H, I,
and J that return UNKNOWN as a default response
are rewarded using this annotation rule.)

3 Justifications

The second part of the extended task was for systems
to provide explanations of how they reached their
conclusions. The specification of a justification for
the purposes of the task was deliberately vague—
a collection of ASCII strings with no minimum or
maximum size—so as to not preclude good ideas by
arbitrary rules. A justification run contained all of
the information from a three-way decision run plus
the rationale explaining the response for each of the
800 test pairs in the RTE-3 test set. Six of the runs
shown in Figure 1 (A, B, C, D, F, and H) are jus-
tification runs. Run A is a manual justification run,
meaning there was some human tweaking of the jus-
tifications (but not the entailment decisions).

After the runs were submitted, NIST selected a
subset of 100 test pairs to be used in the justification
evaluation. The pairs were selected by NIST staff
after looking at the justifications so as to maximize
the informativeness of the evaluation set. All runs
were evaluated on the same set of 100 pairs.

Figure 2 shows the justification produced by each
run for pair 75 (runs D and F were submitted by
the same organization and contained identical jus-
tifications for many pairs including pair 75). The
text of pair 75 is Muybridge had earlier developed
an invention he called the Zoopraxiscope., and the
hypothesis is The Zoopraxiscope was invented by
Muybridge. The hypothesis is entailed by the text,
and each of the systems correctly replied that it is
entailed. Explanations for why the hypothesis is en-
tailed differ widely, however, with some rationales
of dubious validity.

Each of the six different NIST judges rated all 100
justifications. For a given justification, a judge first
assigned an integer score between 1–5 on how un-
derstandable the justification was (with 1 as unintel-
ligible and 5 as completely understandable). If the

understandability score assigned was 3 or greater,
the judge then assigned a correctness score, also an
integer between 1–5 with 5 the high score. This sec-
ond score was interpreted as how compelling the ar-
gument contained in the justification was rather than
simple correctness because justifications could be
strictly correct but immaterial.

3.1 System results

The motivation for the justification subtask was to
gather data on how systems might best explain them-
selves to eventual end users. Given this goal and the
exploratory nature of the exercise, judges were given
minimal guidance on how to assign scores other than
that it should be from a user’s, not a system devel-
oper’s, point of view. Judges used a system that dis-
played the text, hypothesis, and reference answer,
and then displayed each submission’s justification in
turn. The order in which the runs’ justifications were
displayed was randomly selected for each pair; for a
given pair, each judge saw the same order.

Figure 2 includes the scores assigned to each of
the justifications of entailment pair 75. Each pair
of numbers in brackets is a score pair assigned by
one judge. The first number in the pair is the un-
derstandability score and the second the correctness
score. The correctness score is omitted (‘–’) when
the understandability score is 1 or 2 because no cor-
rectness score was assigned in that case. The scores
from the different judges are given in the same order
for each justification.

With 100 entailment pairs evaluated by each of
6 judges assigning 2 separate scores, each run had
a total of 1200 numbers assigned to it. Figure 3
shows two views of these numbers: a histogram of
the number of justifications in the run that were as-
signed a given score value summed over all judges
and all test pairs, and the overall mean score for the
run1. A correctness score that was not assigned be-
cause understandability was too poor is displayed as
a score of 0 in the histogram and treated as a 0 in the
computation of the mean. Understandability scores
are shown toward the left in the figure and correct-
ness scores toward the right.

The mean scores for correctness are fairly low

1Using the mean treats a score as an interval variable rather
than an ordinal variable, a questionable treatment given a 5-
point scale. A mean is a convenient summary, however.
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Run A:

There is a relationship between Zoopraxiscope and Muybridge in both the text and

hypothesis. The term "invention" is morphologically similar to "invented".

Scores: [4,4] [4,4] [5,4] [4,1] [5,4], [3,2]

Run B:

The text mentions ’Muybridge’. We can infer that Muybridge is inventor. From

the fact that Muybridge is inventor, we can infer that Muybridge invented. We can

conclude that the Zoopraxiscope was invented by Muybridge.

Scores:[4,3] [3,3] [5,4] [5,1] [5,3] [3,2]

Run C:
1: The Hypothesis could be precisely matched with content in the Text, with
allowance for polarity and embedded contexts.
2: Hypothesis words match well with words in the Text.

3: text adjunct "called" of "invention" dropped on aligned hyp word "invented"

Scores: [3,3] [4,4] [4,4] [2,–] [1,–] [2,–]

Runs D and F:
The words in the hypothesis are all found, with the approximately all the exact same
syntactic dependencies, also in the text. Therefore, I concluded that the given
hypothesis:

The Zoopraxiscope was invented by Muybridge.
is entailed by the given text

Muybridge had earlier developed an invention he called the Zoopraxiscope.

Scores: [3,3] [4,3] [4,3] [5,1] [4,3] [2,–]

Run H:
Yes!
I have general knowledge that:
IF Y is developed by X THEN Y is manufactured by X
Here: X = Muybridge, Y = the invention

Thus, here:
We are told in T: the invention is developed by Muybridge
Thus it follows that: the invention is manufactured by Muybridge

In addition, I know:
"manufacture" and "invent" mean roughly the same thing

Hence: The Zoopraxiscope was invented by Muybridge.

Scores: [2,–] [4,1] [3,3] [3,1] [2,–] [1,–]

Figure 2: Justification for entailment pair 75 from each justification run. Brackets contain the pair of scores assigned
to the justification by one of the six human judges; the first number in the pair is the understandability score and the
second is the correctness score.

for all runs. Recall, however, that the ‘correctness’
score was actually interpreted as compellingness.
There were many justifications that were strictly cor-
rect but not very informative, and they received low
correctness scores. For example, the low correctness
scores for the justification from run A in Figure 2
were given because those judges did not feel that
the fact that “invention and inventor are morpholog-
ically similar” was enough of an explanation. Mean

correctness scores were also affected by understand-
ability. Since an unassigned correctness score was
treated as a zero when computing the mean, systems
with low understandability scores must have lower
correctness scores. Nonetheless, it is also true that
systems reached the correct entailment decision by
faulty reasoning uncomfortably often, as illustrated
by the justification from run H in Figure 2.
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Figure 3: Number of justifications in a run that were assigned a particular score value summed over all judges and all
test pairs. Brackets contain the overall mean understandability and correctness scores for the run. The starred run (A)
is the manual run.

3.2 Human agreement

The most striking feature of the system results in
Figure 3 is the variance in the scores. Not explicit
in that figure, though illustrated in the example in
Figure 2, is that different judges often gave widely
different scores to the same justification. One sys-
tematic difference was immediately detected. The
NIST judges have varying backgrounds with respect
to mathematical training. Those with more train-
ing were more comfortable with, and often pre-
ferred, justifications expressed in mathematical no-
tation; those with little training strongly disliked any
mathematical notation in an explanation. This pref-
erence affected both the understandability and the
correctness scores. Despite being asked to assign
two separate scores, judges found it difficult to sep-
arate understandability and correctness. As a result,
correctness scores were affected by presentation.

The scores assigned by different judges were suf-
ficiently different to affect how runs compared to
one another. This effect was quantified in the follow-
ing way. For each entailment pair in the test set, the
set of six runs was ranked by the scores assigned by

one assessor, with rank one assigned to the best run
and rank six the worst run. If several systems had the
same score, they were each assigned the mean rank
for the tied set. (For example, if two systems had the
same score that would rank them second and third,
they were each assigned rank 2.5.) A run was then
assigned its mean rank over the 100 justifications.
Figure 4 shows how the mean rank of the runs varies
by assessor. The x-axis in the figure shows the judge
assigning the score and the y-axis the mean rank (re-
member that rank one is best). A run is plotted us-
ing its letter name consistent with previous figures,
and lines connect the same system across different
judges. Lines intersect demonstrating that different
judges prefer different justifications.

After rating the 100 justifications, judges were
asked to write a short summary of their impression
of the task and what they looked for in a justification.
These summaries did have some common themes.
Judges prized conciseness and specificity, and ex-
pected (or at least hoped for) explanations in fluent
English. Judges found “chatty” templates such as
the one used in run H more annoying than engaging.
Verbatim repetition of the text and hypothesis within
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Figure 4: Relative effectiveness of runs as measured by mean rank.

the justification (as in runs D and F) was criticized
as redundant. Generic phrases such as “there is a re-
lation between” and “there is a match” were worse
than useless: judges assigned no expository value to
such assertions and penalized them as clutter.

Judges were also adverse to the use of system in-
ternals and jargon in the explanations. Some sys-
tems reported scores computed from WordNet (Fell-
baum, 1998) or DIRT (Lin and Pantel, 2001). Such
reports were penalized since the judges did not care
what WordNet or DIRT are, and if they had cared,
had no way to calibrate such a score. Similarly, lin-
guistic jargon such as ‘polarity’ and ‘adjunct’ and
‘hyponym’ had little meaning for the judges.

Such qualitative feedback from the judges pro-
vides useful guidance to system builders on ways to
explain system behavior. A broader conclusion from
the justifications subtask is that it is premature for a
quantitative evaluation of system-constructed expla-
nations. The community needs a better understand-
ing of the overall goal of justifications to develop
a workable evaluation task. The relationships cap-
tured by many RTE entailment pairs are so obvious
to humans (e.g., an inventor creates, a niece is a rel-
ative) that it is very unlikely end users would want
explanations that include this level of detail. Having
a true user task as a target would also provide needed
direction as to the characteristics of those users, and
thus allow judges to be more effective surrogates.

4 Conclusion

The RTE-3 extended task provided an opportunity
to examine systems’ abilities to detect contradic-
tion and to provide explanations of their reasoning

when making entailment decisions. True contradic-
tion was rare in the test set, accounting for approx-
imately 10% of the test cases, though it is not pos-
sible to say whether this is a representative fraction
for the text sources from which the test was drawn
or simply a chance occurrence. Systems found de-
tecting contradiction difficult, both missing it when
it was present and finding it when it was not. Levels
of human (dis)agreement regarding entailment and
contradiction are such that test sets for a three-way
decision task need to be substantially larger than for
binary decisions for the evaluation to be both reli-
able and sensitive.

The justification task as implemented in RTE-3
is too abstract to make an effective evaluation task.
Textual entailment decisions are at such a basic level
of understanding for humans that human users don’t
want explanations at this level of detail. User back-
grounds have a profound effect on what presentation
styles are acceptable in an explanation. The justifi-
cation task needs to be more firmly situated in the
context of a real user task so the requirements of the
user task can inform the evaluation task.
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Abstract

Phrase-based decoding produces state-of-the-
art translations with no regard for syntax. We
add syntax to this process with a cohesion
constraint based on a dependency tree for
the source sentence. The constraint allows
the decoder to employ arbitrary, non-syntactic
phrases, but ensures that those phrases are
translated in an order that respects the source
tree’s structure. In this way, we target the
phrasal decoder’s weakness in order model-
ing, without affecting its strengths. To fur-
ther increase flexibility, we incorporate cohe-
sion as a decoder feature, creating a soft con-
straint. The resulting cohesive, phrase-based
decoder is shown to produce translations that
are preferred over non-cohesive output in both
automatic and human evaluations.

1 Introduction

Statistical machine translation (SMT) is complicated
by the fact that words can move during translation.
If one assumes arbitrary movement is possible, that
alone is sufficient to show the problem to be NP-
complete (Knight, 1999). Syntactic cohesion1 is
the notion that all movement occurring during trans-
lation can be explained by permuting children in a
parse tree (Fox, 2002). Equivalently, one can say
that phrases in the source, defined by subtrees in
its parse, remain contiguous after translation. Early

∗Work conducted while at the University of Alberta.
1We use the term “syntactic cohesion” throughout this paper

to mean what has previously been referred to as “phrasal cohe-
sion”, because the non-linguistic sense of “phrase” has become
so common in machine translation literature.

methods for syntactic SMT held to this assump-
tion in its entirety (Wu, 1997; Yamada and Knight,
2001). These approaches were eventually super-
seded by tree transducers and tree substitution gram-
mars, which allow translation events to span sub-
tree units, providing several advantages, including
the ability to selectively produce uncohesive transla-
tions (Eisner, 2003; Graehl and Knight, 2004; Quirk
et al., 2005). What may have been forgotten during
this transition is that there is a reason it was once be-
lieved that a cohesive translation model would work:
for some language pairs, cohesion explains nearly
all translation movement. Fox (2002) showed that
cohesion is held in the vast majority of cases for
English-French, while Cherry and Lin (2006) have
shown it to be a strong feature for word alignment.
We attempt to use this strong, but imperfect, char-
acterization of movement to assist a non-syntactic
translation method: phrase-based SMT.

Phrase-based decoding (Koehn et al., 2003) is a
dominant formalism in statistical machine transla-
tion. Contiguous segments of the source are trans-
lated and placed in the target, which is constructed
from left to right. The process iterates within a beam
search until each word from the source has been
covered by exactly one phrasal translation. Candi-
date translations are scored by a linear combination
of models, weighted according to Minimum Error
Rate Training or MERT (Och, 2003). Phrasal SMT
draws strength from being able to memorize non-
compositional and context-specific translations, as
well as local reorderings. Its primary weakness is
in movement modeling; its default distortion model
applies a flat penalty to any deviation from source
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order, forcing the decoder to rely heavily on its lan-
guage model. Recently, a number of data-driven dis-
tortion models, based on lexical features and relative
distance, have been proposed to compensate for this
weakness (Tillman, 2004; Koehn et al., 2005; Al-
Onaizan and Papineni, 2006; Kuhn et al., 2006).

There have been a number of proposals to in-
corporate syntactic information into phrasal decod-
ing. Early experiments with syntactically-informed
phrases (Koehn et al., 2003), and syntactic re-
ranking of K-best lists (Och et al., 2004) produced
mostly negative results. The most successful at-
tempts at syntax-enhanced phrasal SMT have di-
rectly targeted movement modeling: Zens et al.
(2004) modified a phrasal decoder with ITG con-
straints, while a number of researchers have em-
ployed syntax-driven source reordering before de-
coding begins (Xia and McCord, 2004; Collins et
al., 2005; Wang et al., 2007).2 We attempt some-
thing between these two approaches: our constraint
is derived from a linguistic parse tree, but it is used
inside the decoder, not as a preprocessing step.

We begin in Section 2 by defining syntactic cohe-
sion so it can be applied to phrasal decoder output.
Section 3 describes how to add both hard and soft
cohesion constraints to a phrasal decoder. Section 4
provides our results from both automatic and human
evaluations. Sections 5 and 6 provide a qualitative
discussion of cohesive output and conclude.

2 Cohesive Phrasal Output

Previous approaches to measuring the cohesion of
a sentence pair have worked with a word align-
ment (Fox, 2002; Lin and Cherry, 2003). This align-
ment is used to project the spans of subtrees from
the source tree onto the target sentence. If a modifier
and its head, or two modifiers of the same head, have
overlapping spans in the projection, then this indi-
cates a cohesion violation. To check phrasal trans-
lations for cohesion violations, we need a way to
project the source tree onto the decoder’s output.

Fortunately, each phrase used to create the target
sentence can be tracked back to its original source
phrase, providing an alignment between source and

2While certainly both syntactic and successful, we consider
Hiero (Chiang, 2007) to be a distinct approach, and not an ex-
tension to phrasal decoding’s left-to-right beam search.

target phrases. Since each source token is used ex-
actly once during translation, we can transform this
phrasal alignment into a word-to-phrase alignment,
where each source token is linked to a target phrase.
We can then project the source subtree spans onto
the target phrase sequence. Note that we never con-
sider individual tokens on the target side, as their
connection to the source tree is obscured by the
phrasal abstraction that occurred during translation.

Let em
1 be the input source sentence, and f̄p

1 be the
output target phrase sequence. Our word-to-phrase
alignment ai ∈ [1, p], 1 ≤ i ≤ m, maps a source
token position i to a target phrase position ai. Next,
we introduce our source dependency tree T . Each
source token ei is also a node in T . We define T (ei)
to be the subtree of T rooted at ei. We define a local
tree to be a head node and its immediate modifiers.
With this notation in place, we can define our pro-
jected spans. Following Lin and Cherry (2003), we
define a head span to be the projection of a single
token ei onto the target phrase sequence:

spanH (ei, T, am
1 ) = [ai, ai]

and the subtree span to be the projection of the sub-
tree rooted at ei:

spanS (ei, T, am
1 ) =

[
min

{j|ej∈T (ei)}
aj , max

{k|ek∈T (ei)}
ak

]

Consider the simple phrasal translation shown in
Figure 1 along with a dependency tree for the En-
glish source. If we examine the local tree rooted at
likes , we get the following projected spans:

spanS (nobody , T, a) = [1, 1]
spanH (likes, T, a) = [1, 1]
spanS (pay , T, a) = [1, 2]

For any local tree, we consider only the head span of
the head, and the subtree spans of any modifiers.

Typically, cohesion would be determined by
checking these projected spans for intersection.
However, at this level of resolution, avoiding inter-
section becomes highly restrictive. The monotone
translation in Figure 1 would become non-cohesive:
nobody intersects with both its sibling pay and with
its head likes at phrase index 1. This complica-
tion stems from the use of multi-word phrases that
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nobody likes to pay taxes

personne n ' aime payer des impôts
(nobody likes) (paying taxes)

1 2

Figure 1: An English source tree with translated French
output. Segments are indicated with underlined spans.

do not correspond to syntactic constituents. Re-
stricting phrases to syntactic constituents has been
shown to harm performance (Koehn et al., 2003), so
we tighten our definition of a violation to disregard
cases where the only point of overlap is obscured by
our phrasal resolution. To do so, we replace span
intersection with a new notion of span innersection.

Assume we have two spans [u, v] and [x, y] that
have been sorted so that [u, v] ≤ [x, y] lexicograph-
ically. We say that the two spans innersect if and
only if x < v. So, [1, 3] and [2, 4] innersect, while
[1, 3] and [3, 4] do not. One can think of innersection
as intersection, minus the cases where the two spans
share only a single boundary point, where x = v.
When two projected spans innersect, it indicates that
the second syntactic constituent must begin before
the first ends. If the two spans in question corre-
spond to nodes in the same local tree, innersection
indicates an unambiguous cohesion violation. Un-
der this definition, the translation in Figure 1 is co-
hesive, as none of its spans innersect.

Our hope is that syntactic cohesion will help the
decoder make smarter distortion decisions. An ex-
ample with distortion is shown in Figure 2. In this
case, we present two candidate French translations
of an English sentence, assuming there is no entry
in the phrase table for “voting session.” Because the
proper French construction is “session of voting”,
the decoder has to move voting after session using a
distortion operation. Figure 2 shows two methods to
do so, each using an equal numbers of phrases. The
projected spans for the local tree rooted at begins
in each candidate are shown in Table 1. Note the
innersection between the head begins and its modi-
fier session in (b). Thus, a cohesion-aware system
would receive extra guidance to select (a), which
maintains the original meaning much better than (b).

Span (a) (b)
spanS (session, T, a) [1,3] [1,3]*
spanH (begins, T, a) [4,4] [2,2]*
spanS (tomorrow , T, a) [4,4] [4,4]

Table 1: Spans of the local trees rooted at begins from
Figures 2 (a) and (b). Innersection is marked with a “*”.

2.1 K-best List Filtering

A first attempt at using cohesion to improve SMT
output would be to apply our definition as a filter on
K-best lists. That is, we could have a phrasal de-
coder output a 1000-best list, and return the highest-
ranked cohesive translation to the user. We tested
this approach on our English-French development
set, and saw no improvement in BLEU score. Er-
ror analysis revealed that only one third of the un-
cohesive translations had a cohesive alternative in
their 1000-best lists. In order to reach the remain-
ing two thirds, we need to constrain the decoder’s
search space to explore only cohesive translations.

3 Cohesive Decoding

This section describes a modification to standard
phrase-based decoding, so that the system is con-
strained to produce only cohesive output. This will
take the form of a check performed each time a hy-
pothesis is extended, similar to the ITG constraint
for phrasal SMT (Zens et al., 2004). To create a
such a check, we need to detect a cohesion viola-
tion inside a partial translation hypothesis. We can-
not directly apply our span-based cohesion defini-
tion, because our word-to-phrase alignment is not
yet complete. However, we can still detect viola-
tions, and we can do so before the spans involved
are completely translated.

Recall that when two projected spans a and b
(a < b) innersect, it indicates that b begins before a
ends. We can say that the translation of b interrupts
the translation of a. We can enforce cohesion by en-
suring that these interruptions never happen. Be-
cause the decoder builds its translations from left to
right, eliminating interruptions amounts to enforcing
the following rule: once the decoder begins translat-
ing any part of a source subtree, it must cover all
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the voting session begins tomorrow

la session de  vote débute  demain
2 3 41

(the) (session) (of voting) (begins tomorrow)

(a) (b)

1 2

the voting session begins tomorrow

3 4
la session  commence à voter demain

(the) (session begins) (to vote) (tomorrow)

2

Figure 2: Two candidate translations for the same parsed source. (a) is cohesive, while (b) is not.

the words under that subtree before it can translate
anything outside of it.

For example, in Figure 2b, the decoder translates
the , which is part of T (session) in f̄1. In f̄2, it trans-
lates begins , which is outside T (session). Since we
have yet to cover voting , we know that the projected
span of T (session) will end at some index v > 2,
creating an innersection. This eliminates the hypoth-
esis after having proposed only the first two phrases.

3.1 Algorithm
In this section, we formally define an interruption,
and present an algorithm to detect one during de-
coding. During both discussions, we represent each
target phrase as a set that contains the English tokens
used in its translation: f̄j = {ei|ai = j}. Formally,
an interruption occurs whenever the decoder would
add a phrase f̄h+1 to the hypothesis f̄h

1 , and:

∃r ∈ T such that:
∃e ∈ T (r) s.t. e ∈ f̄h

1 (a. Started)
∃e′ /∈ T (r) s.t. e′ ∈ f̄h+1 (b. Interrupted)
∃e′′ ∈ T (r) s.t. e′′ /∈ f̄h+1

1 (c. Unfinished)
(1)

The key to checking for interruptions quickly is
knowing which subtrees T (r) to check for qualities
(1:a,b,c). A naı̈ve approach would check every sub-
tree that has begun translation in f̄h

1 . Figure 3a high-
lights the roots of all such subtrees for a hypothetical
T and f̄h

1 . Fortunately, with a little analysis that ac-
counts for f̄h+1, we can show that at most two sub-
trees need to be checked.

For a given interruption-free f̄h
1 , we call subtrees

that have begun translation, but are not yet complete,
open subtrees. Only open subtrees can lead to inter-
ruptions. We can focus our interruption check on
f̄h, the last phrase in f̄h

1 , as any open subtree T (r)
must contain at least one e ∈ f̄h. If this were not the

Algorithm 1 Interruption check.
• Get the left and right-most tokens used to create

f̄h, call them eL and eR

• For each of e ∈ {eL, eR}:

i. r′ ← e, r ← null
While ∃e′ ∈ f̄h+1 such that e′ /∈ T (r′):

r ← r′, r′ ← parent(r)
ii. If r 6= null and ∃e′′ ∈ T (r) such that

e′′ /∈ f̄h+1
1 , then f̄h+1 interrupts T (r).

case, then the open T (r) must have began translation
somewhere in f̄h−1

1 , and T (r) would be interrupted
by the placement of f̄h. Since our hypothesis f̄h

1

is interruption-free, this is impossible. This leaves
the subtrees highlighted in Figure 3b to be checked.
Furthermore, we need only consider subtrees that
contain the left and right-most source tokens eL and
eR translated by f̄h. Since f̄h was created from a
contiguous string of source tokens, any distinct sub-
tree between these two endpoints will be completed
within f̄h. Finally, for each of these focus points
eL and eR, only the highest containing subtree T (r)
that does not completely contain f̄h+1 needs to be
considered. Anything higher would contain all of
f̄h+1, and would not satisfy requirement (1:b) of our
interruption definition. Any lower subtree would be
a descendant of r, and therefore the check for the
lower subtree is subsumed by the check for T (r).
This leaves only two subtrees, highlighted in our
running example in Figure 3c.

With this analysis in place, an extension f̄h+1 of
the hypothesis f̄h

1 can be checked for interruptions
with Algorithm 1. Step (i) in this algorithm finds
an ancestor r′ such that T (r′) completely contains
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f h f h+1

f  h1

f h f h+1

f  h1

f h f h+1

f  h1

a) b) c)

Figure 3: Narrowing down the source subtrees to be checked for completeness.

f̄h+1, and then returns r, the highest node that does
not contain f̄h+1. We know this r satisfies require-
ments (1:a,b). If there is no T (r) that does not con-
tain f̄h+1, then e and its ancestors cannot lead to an
interruption. Step (ii) then checks the coverage vec-
tor of the hypothesis3 to make sure that T (r) is cov-
ered in f̄h+1

1 . If T (r) is not complete in f̄h+1
1 , then

that satisfies requirement (1:c), which means an in-
terruption has occurred.

For example, in Figure 2b, our first interruption
occurs as we add f̄h+1 = f̄2 to f̄h

1 = f̄1
1 . The de-

tection algorithm would first get the left and right
boundaries of f̄1; in this case, the is both eL and
eR. Then, it would climb up the tree from the until
it reached r′ = begins and r = session . It would
then check T (session) for coverage in f̄2

1 . Since
voting ∈ T (session) is not covered in f̄2

1 , it would
detect an interruption.

Walking up the tree takes at most linear time,
and each check to see if T (r) contains all of f̄h+1

can be performed in constant time, provided the
source spans of each subtree have been precom-
puted. Checking to see if all of T (r) has been cov-
ered in Step (ii) takes at most linear time. This
makes the entire process linear in the size of the
source sentence.

3.2 Soft Constraint

Syntactic cohesion is not a perfect constraint for
translation. Parse errors and systematic violations
can create cases where cohesion works against the
decoder. Fox (2002) demonstrated and counted
cases where cohesion was not maintained in hand-
aligned sentence-pairs, while Cherry and Lin (2006)

3This coverage vector is maintained by all phrasal decoders
to track how much of the source sentence has been covered by
the current partial translation, and to ensure that the same token
is not translated twice.

showed that a soft cohesion constraint is superior to
a hard constraint for word alignment. Therefore, we
propose a soft version of our cohesion constraint.
We perform our interruption check, but we do not
invalidate any hypotheses. Instead, each hypothe-
sis maintains a count of the number of extensions
that have caused interruptions during its construc-
tion. This count becomes a feature in the decoder’s
log-linear model, the weight of which is trained with
MERT. After the first interruption, the exact mean-
ing of further interruptions becomes difficult to in-
terpret; but the interruption count does provide a
useful estimate of the extent to which the translation
is faithful to the source tree structure.

Initially, we were not certain to what extent this
feature would be used by the MERT module, as
BLEU is not always sensitive to syntactic improve-
ments. However, trained with our French-English
tuning set, the interruption count received the largest
absolute feature weight, indicating, at the very least,
that the feature is worth scaling to impact decoder.

3.3 Implementation

We modify the Moses decoder (Koehn et al., 2007)
to translate head-annotated sentences. The decoder
stores the flat sentence in the original sentence data
structure, and the head-encoded dependency tree in
an attached tree data structure. The tree structure
caches the source spans corresponding to each of
its subtrees. We then implement both a hard check
for interruptions to be used before hypotheses are
placed on the stack,4 and a soft check that is used to
calculate an interruption count feature.

4A hard cohesion constraint used in conjunction with a tra-
ditional distortion limit also requires a second linear-time check
to ensure that all subtrees currently in progress can be finished
under the constraints induced by the distortion limit.
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Set Cohesive Uncohesive
Dev-Test 1170 330
Test 1563 437

Table 2: Number of sentences that receive cohesive trans-
lations from the baseline decoder. This property also de-
fines our evaluation subsets.

4 Experiments

We have adapted the notion of syntactic cohesion so
that it is applicable to phrase-based decoding. This
results in a translation process that respects source-
side syntactic boundaries when distorting phrases.
In this section we will test the impact of such infor-
mation on an English to French translation task.

4.1 Experimental Details

We test our cohesion-enhanced Moses decoder
trained using 688K sentence pairs of Europarl
French-English data, provided by the SMT 2006
Shared Task (Koehn and Monz, 2006). Word align-
ments are provided by GIZA++ (Och and Ney,
2003) with grow-diag-final combination, with in-
frastructure for alignment combination and phrase
extraction provided by the shared task. We decode
with Moses, using a stack size of 100, a beam thresh-
old of 0.03 and a distortion limit of 4. Weights for
the log-linear model are set using MERT, as imple-
mented by Venugopal and Vogel (2005). Our tuning
set is the first 500 sentences of the SMT06 develop-
ment data. We hold out the remaining 1500 develop-
ment sentences for development testing (dev-test),
and the entirety of the provided 2000-sentence test
set for blind testing (test). Since we require source
dependency trees, all experiments test English to
French translation. English dependency trees are
provided by Minipar (Lin, 1994).

Our cohesion constraint directly targets sentences
for which an unmodified phrasal decoder produces
uncohesive output according to the definition in Sec-
tion 2. Therefore, we present our results not only on
each test set in its entirety, but also on the subsets
defined by whether or not the baseline naturally pro-
duces a cohesive translation. The sizes of the result-
ing evaluation sets are given in Table 2.

Our development tests indicated that the soft and
hard cohesion constraints performed somewhat sim-

ilarly, with the soft constraint providing more sta-
ble, and generally better results. We confirmed these
trends on our test set, but to conserve space, we pro-
vide detailed results for only the soft constraint.

4.2 Automatic Evaluation
We first present our soft cohesion constraint’s ef-
fect on BLEU score (Papineni et al., 2002) for both
our dev-test and test sets. We compare against an
unmodified baseline decoder, as well as a decoder
enhanced with a lexical reordering model (Tillman,
2004; Koehn et al., 2005). For each phrase pair in
our translation table, the lexical reordering model
tracks statistics on its reordering behavior as ob-
served in our word-aligned training text. The lex-
ical reordering model provides a good comparison
point as a non-syntactic, and potentially orthogonal,
improvement to phrase-based movement modeling.
We use the implementation provided in Moses, with
probabilities conditioned on bilingual phrases and
predicting three orientation bins: straight, inverted
and disjoint. Since adding features to the decoder’s
log-linear model is straight-forward, we also experi-
ment with a combined system that uses both the co-
hesion constraint and a lexical reordering model.

The results of our experiments are shown in Ta-
ble 3, and reveal some interesting phenomena. First
of all, looking across columns, we can see that there
is a definite divide in BLEU score between our two
evaluation subsets. Sentences with cohesive base-
line translations receive much higher BLEU scores
than those with uncohesive baseline translations.
This indicates that the cohesive subset is easier to
translate with a phrase-based system. Our definition
of cohesive phrasal output appears to provide a use-
ful feature for estimating translation confidence.

Comparing the baseline with and without the soft
cohesion constraint, we see that cohesion has only a
modest effect on BLEU, when measured on all sen-
tence pairs, with improvements ranging between 0.2
and 0.5 absolute points. Recall that the majority of
baseline translations are naturally cohesive. The co-
hesion constraint’s effect is much more pronounced
on the more difficult uncohesive subsets, showing
absolute improvements between 0.5 and 1.1 points.

Considering the lexical reordering model, we see
that its effect is very similar to that of syntactic co-
hesion. Its BLEU scores are very similar, with lex-
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Dev-Test Test
System All Cohesive Uncohesive All Cohesive Uncohesive
base 32.04 33.80 27.46 32.35 33.78 28.73
lex 32.19 33.91 27.86 32.71 33.89 29.66
coh 32.22 33.82 28.04 32.88 34.03 29.86
lex+coh 32.45 34.12 28.09 32.90 34.04 29.83

Table 3: BLEU scores with an integrated soft cohesion constraint (coh) or a lexical reordering model (lex). Any system
significantly better than base has been highlighted, as tested by bootstrap re-sampling with a 95% confidence interval.

ical reordering also affecting primarily the uncohe-
sive subset. This similarity in behavior is interesting,
as its data-driven, bilingual reordering probabilities
are quite different from our cohesion flag, which is
driven by monolingual syntax.

Examining the system that employs both move-
ment models, we see that the combination (lex+coh)
receives the highest score on the dev-test set. A large
portion of the combined system’s gain is on the co-
hesive subset, indicating that the cohesion constraint
may be enabling better use of the lexical reordering
model on otherwise cohesive translations. Unfor-
tunately, these same gains are not born out on the
test set, where the lexical reordering model appears
unable to improve upon the already strong perfor-
mance of the cohesion constraint.

4.3 Human Evaluation

We also present a human evaluation designed to de-
termine whether bilingual speakers prefer cohesive
decoder output. Our comparison systems are the
baseline decoder (base) and our soft cohesion con-
straint (coh). We evaluate on our dev-test set,5 as it
has our smallest observed BLEU-score gap, and we
wish to determine if it is actually improving. Our ex-
perimental set-up is modeled after the human evalu-
ation presented in (Collins et al., 2005). We provide
two human annotators6 a set of 75 English source
sentences, along with a reference translation and a
pair of translation candidates, one from each sys-
tem. The annotators are asked to indicate which of
the two system translations they prefer, or if they

5The cohesion constraint has no free parameters to optimize
during development, so this does not create an advantage.

6Annotators were both native English speakers who speak
French as a second language. Each has a strong comprehension
of written French.

Annotator #2
Annotator #1 base coh equal sum (#1)

base 6 7 1 14
coh 8 35 4 47

equal 7 4 3 14
sum (#2) 21 46 8

Table 4: Confusion matrix from human evaluation.

consider them to be equal. To avoid bias, the com-
peting systems were presented anonymously and in
random order. Following (Collins et al., 2005), we
provide the annotators with only short sentences:
those with source sentences between 10 and 25 to-
kens long. Following (Callison-Burch et al., 2006),
we conduct a targeted evaluation; we only draw our
evaluation pairs from the uncohesive subset targeted
by our constraint. All 75 sentences that meet these
two criteria are included in the evaluation.

The aggregate results of our human evaluation are
shown in the bottom row and right-most column of
Table 4. Each annotator prefers coh in over 60% of
the test sentences, and each prefers base in less than
30% of the test sentences. This presents strong evi-
dence that we are having a consistent, positive effect
on formerly non-cohesive translations. A complete
confusion matrix indicating agreement between the
two annotators is also given in Table 4. There are a
few more off-diagonal points than one might expect,
but it is clear that the two annotators are in agree-
ment with respect to coh’s improvements. A com-
bination annotator, which selects base or coh only
when both human annotators agree and equal oth-
erwise, finds base is preferred in only 8% of cases,
compared to 47% for coh.
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(1+) creating structures that do not currently exist and reducing . . .

base de créer des structures qui existent actuellement et ne pas réduire . . .
to create structures that actually exist and do not reduce . . .

coh de créer des structures qui n ’ existent pas encore et réduire . . .
to create structures that do not yet exist and reduce . . .

(2−) . . . repealed the 1998 directive banning advertising
base . . . abrogée l’interdiction de la directive de 1998 de publicité

. . . repealed the ban from the 1998 directive on advertising
coh . . . abrogée la directive de 1998 l’interdiction de publicité

. . . repealed the 1998 directive the ban on advertising

Table 5: A comparison of baseline and cohesion-constrained English-to-French translations, with English glosses.

5 Discussion

Examining the French translations produced by our
cohesion constrained phrasal decoder, we can draw
some qualitative generalizations. The constraint is
used primarily to prevent distortion: it provides an
intelligent estimate as to when source order must be
respected. The resulting translations tend to be more
literal than unconstrained translations. So long as
the vocabulary present in our phrase table and lan-
guage model supports a literal translation, cohesion
tends to produce an improvement. Consider the first
translation example shown in Table 5. In the base-
line translation, the language model encourages the
system to move the negation away from “exist” and
toward “reduce.” The result is a tragic reversal of
meaning in the translation. Our cohesion constraint
removes this option, forcing the decoder to assem-
ble the correct French construction for “does not yet
exist.” The second example shows a case where our
resources do not support a literal translation. In this
case, we do not have a strong translation mapping to
produce a French modifier equivalent to the English
“banning.” Stuck with a noun form (“the ban”), the
baseline is able to distort the sentence into some-
thing that is almost correct (the above gloss is quite
generous). The cohesive system, even with a soft
constraint, cannot reproduce the same movement,
and returns a less grammatical translation.

We also examined cases where the decoder over-
rides the soft cohesion constraint and produces an
uncohesive translation. We found this was done very
rarely, and primarily to overcome parse errors. Only
one correct syntactic construct repeatedly forced the

decoder to override cohesion: Minipar’s conjunction
representation, which connects conjuncts in parent-
child relationships, is at times too restrictive. A sib-
ling representation, which would allow conjuncts to
be permuted arbitrarily, may work better.

6 Conclusion

We have presented a definition of syntactic cohesion
that is applicable to phrase-based SMT. We have
used this definition to develop a linear-time algo-
rithm to detect cohesion violations in partial decoder
hypotheses. This algorithm was used to implement
a soft cohesion constraint for the Moses decoder,
based on a source-side dependency tree.

Our experiments have shown that roughly 1/5 of
our baseline English-French translations contain co-
hesion violations, and these translations tend to re-
ceive lower BLEU scores. This suggests that co-
hesion could be a strong feature in estimating the
confidence of phrase-based translations. Our soft
constraint produced improvements ranging between
0.5 and 1.1 BLEU points on sentences for which the
baseline produces uncohesive translations. A human
evaluation showed that translations created using a
soft cohesion constraint are preferred over uncohe-
sive translations in the majority of cases.
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Abstract

In this work, the problem of extracting phrase
translation is formulated as an information re-
trieval process implemented with a log-linear
model aiming for a balanced precision and re-
call. We present a generic phrase training al-
gorithm which is parameterized with feature
functions and can be optimized jointly with
the translation engine to directly maximize
the end-to-end system performance. Multiple
data-driven feature functions are proposed to
capture the quality and confidence of phrases
and phrase pairs. Experimental results demon-
strate consistent and significant improvement
over the widely used method that is based on
word alignment matrix only.

1 Introduction

Phrase has become the standard basic translation
unit in Statistical Machine Translation (SMT) since
it naturally captures context dependency and models
internal word reordering. In a phrase-based SMT
system, the phrase translation table is the defining
component which specifies alternative translations
and their probabilities for a given source phrase. In
learning such a table from parallel corpus, two re-
lated issues need to be addressed (either separately
or jointly): which pairs are considered valid trans-
lations and how to assign weights, such as proba-
bilities, to them. The first problem is referred to as
phrase pair extraction, which identifies phrase pairs
that are supposed to be translations of each other.
Methods have been proposed, based on syntax, that
take advantage of linguistic constraints and align-
ment of grammatical structure, such as in Yamada

and Knight (2001) and Wu (1995). The most widely
used approach derives phrase pairs from word align-
ment matrix (Och and Ney, 2003; Koehn et al.,
2003). Other methods do not depend on word align-
ments only, such as directly modeling phrase align-
ment in a joint generative way (Marcu and Wong,
2002), pursuing information extraction perspective
(Venugopal et al., 2003), or augmenting with model-
based phrase pair posterior (Deng and Byrne, 2005).

Using relative frequency as translation probabil-
ity is a common practice to measure goodness of
a phrase pair. Since most phrases appear only a
few times in training data, a phrase pair translation
is also evaluated by lexical weights (Koehn et al.,
2003) or term weighting (Zhao et al., 2004) as addi-
tional features to avoid overestimation. The transla-
tion probability can also be discriminatively trained
such as in Tillmann and Zhang (2006).

The focus of this paper is the phrase pair extrac-
tion problem. As in information retrieval, precision
and recall issues need to be addressed with a right
balance for building a phrase translation table. High
precision requires that identified translation candi-
dates are accurate, while high recall wants as much
valid phrase pairs as possible to be extracted, which
is important and necessary for online translation that
requires coverage. In the word-alignment derived
phrase extraction approach, precision can be im-
proved by filtering out most of the entries by using
a statistical significance test (Johnson et al., 2007).
On the other hand, there are valid translation pairs
in the training corpus that are not learned due to
word alignment errors as shown in Deng and Byrne
(2005).
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We would like to improve phrase translation ac-
curacy and at the same time extract as many as pos-
sible valid phrase pairs that are missed due to in-
correct word alignments. One approach is to lever-
age underlying word alignment quality such as in
Ayan and Dorr (2006). In this work, we present a
generic discriminative phrase pair extraction frame-
work that can integrate multiple features aiming to
identify correct phrase translation candidates. A sig-
nificant deviation from most other approaches is that
the framework is parameterized and can be opti-
mized jointly with the decoder to maximize transla-
tion performance on a development set. Within the
general framework, the main work is on investigat-
ing useful metrics. We employ features based on
word alignment models and alignment matrix. We
also propose information metrics that are derived
from both bilingual and monolingual perspectives.
All these features are data-driven and independent of
languages. The proposed phrase extraction frame-
work is general to apply linguistic features such as
semantic, POS tags and syntactic dependency.

2 A Generic Phrase Training Procedure

Let e = eI
1 denote an English sentence and let

f = fJ
1 denote its translation in a foreign lan-

guage, say Chinese. Phrase extraction begins with
sentence-aligned parallel corpora {(ei, fi)}. We use
E = eie

ib
and F = f je

jb
to denote an English and

foreign phrases respectively, where ib(jb) is the po-
sition in the sentence of the beginning word of the
English(foreign) phrase and ie(je) is the position of
the ending word of the phrase.

We first train word alignment models and will use
them to evaluate the goodness of a phrase and a
phrase pair. Let fk(E,F ), k = 1, 2, · · · ,K be K
feature functions to be used to measure the quality
of a given phrase pair (E,F ). The generic phrase
extraction procedure is an evaluation, ranking, fil-
tering, estimation and tuning process, presented in
Algorithm 1.

Step 1 (line 1) is the preparation stage. Begin-
ning with a flat lexicon, we train IBM Model-1 word
alignment model with 10 iterations for each trans-
lation direction. We then train HMM word align-
ment models (Vogel et al., 1996) in two directions
simultaneously by merging statistics collected in the

Algorithm 1 A Generic Phrase Training Procedure
1: Train Model-1 and HMM word alignment models
2: for all sentence pair (e, f) do
3: Identify candidate phrases on each side
4: for all candidate phrase pair (E, F ) do
5: Calculate its feature function values fk

6: Obtain the score q(E, F ) =
∑K

k=1
λkfk(E, F )

7: end for
8: Sort candidate phrase pairs by their final scores q
9: Find the maximum score qm = max q(E, F )

10: for all candidate phrase pair (E, F ) do
11: If q(E, F ) ≥ qm− τ , dump the pair into the pool
12: end for
13: end for
14: Built a phrase translation table from the phrase pair pool

15: Discriminatively train feature weights λk and threshold τ

E-step from two directions motivated by Zens et al.
(2004) with 5 iterations. We use these models to de-
fine the feature functions of candidate phrase pairs
such as phrase pair posterior distribution. More de-
tails will be given in Section 3.

Step 2 (line 2) consists of phrase pair evalua-
tion, ranking and filtering. Usually all n-grams up
to a pre-defined length limit are considered as can-
didate phrases. This is also the place where lin-
guistic constraints can be applied, say to avoid non-
compositional phrases (Lin, 1999). Each normalized
feature score derived from word alignment models
or language models will be log-linearly combined
to generate the final score. Phrase pair filtering is
simply thresholding on the final score by comparing
to the maximum within the sentence pair. Note that
under the log-linear model, applying threshold for
filtering is equivalent to comparing the “likelihood”
ratio.

Step 3 (line 14) pools all candidate phrase pairs
that pass the threshold testing and estimates the fi-
nal phrase translation table by maximum likelihood
criterion. For each candidate phrase pair which is
above the threshold, we assign HMM-based phrase
pair posterior as its soft count when dumping them
into the global phrase pair pool. Other possibilities
for the weighting include assigning constant one or
the exponential of the final score etc.

One of the advantages of the proposed phrase
training algorithm is that it is a parameterized pro-
cedure that can be optimized jointly with the trans-
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lation engine to minimize the final translation errors
measured by automatic metrics such as BLEU (Pa-
pineni et al., 2002). In the final step 4 (line 15), pa-
rameters {λk, τ} are discriminatively trained on a
development set using the downhill simplex method
(Nelder and Mead, 1965).

This phrase training procedure is general in the
sense that it is configurable and trainable with dif-
ferent feature functions and their parameters. The
commonly used phrase extraction approach based
on word alignment heuristics (referred as ViterbiEx-
tract algorithm for comparison in this paper) as de-
scribed in (Och, 2002; Koehn et al., 2003) is a spe-
cial case of the algorithm, where candidate phrase
pairs are restricted to those that respect word align-
ment boundaries.

We rely on multiple feature functions that aim to
describe the quality of candidate phrase translations
and the generic procedure to figure out the best way
of combining these features. A good feature func-
tion pops up valid translation pairs and pushes down
incorrect ones.

3 Features

Now we present several feature functions that we in-
vestigated to help extracting correct phrase transla-
tions. All these features are data-driven and defined
based on models, such as statistical word alignment
model or language model.

3.1 Model-based Phrase Pair Posterior

In a statistical generative word alignment model
(Brown et al., 1993), it is assumed that (i) a random
variable a specifies how each target word fj is gen-
erated by (therefore aligned to) a source 1 word eaj ;
and (ii) the likelihood function f(f ,a|e) specifies a
generative procedure from the source sentence to the
target sentence. Given a phrase pair in a sentence
pair, there will be many generative paths that align
the source phrase to the target phrase. The likelihood
of those generative procedures can be accumulated
to get the likelihood of the phrase pair (Deng and
Byrne, 2005). This is implemented as the summa-
tion of the likelihood function over all valid hidden
word alignments.

1The word source and target are in the sense of word align-
ment direction, not as in the source-channel formulation.

More specifically, let A
(j1,j2)
(i1,i2) be the set of word

alignment a that aligns the source phrase ej1
i1

to the
target phrase f j2

j1
(links to NULL word are ignored

for simplicity):

A
(j1,j2)
(i1,i2) = {a : aj ∈ [i1, i2] iff j ∈ [j1, j2]}

The alignment set given a phrase pair ignores those
pairs with word links across the phrase boundary.
Consequently, the phrase-pair posterior distribution
is defined as

Pθ(ei2
i1
→ f j2

j1
|e, f) =

∑
a∈A

(j1,j2)

(i1,i2)

f(a, f |e; θ)∑
a f(a, f |e; θ)

.(1)

Switching the source and the target, we can obtain
the posterior distribution in another translation di-
rection. This distribution is applicable to all word
alignment models that follow assumptions (i) and
(ii). However, the complexity of the likelihood func-
tion could make it impractical to calculate the sum-
mations in Equation 1 unless an approximation is
applied.

Several feature functions will be defined on top of
the posterior distribution. One of them is based on
HMM word alignment model. We use the geometric
mean of posteriors in two translation directions as
a symmetric metric for phrase pair quality evalua-
tion function under HMM alignment models. Table
1 shows the phrase pair posterior matrix of the ex-
ample.

Replacing the word alignment model with IBM
Model-1 is another feature function that we added.
IBM Model-1 is simple yet has been shown to be
effective in many applications (Och et al., 2004).
There is a close form solution to calculate the phrase
pair posterior under Model-1. Moreover, word to
word translation table under HMM is more concen-
trated than that under Model-1. Therefore, the pos-
terior distribution evaluated by Model-1 is smoother
and potentially it can alleviate the overestimation
problem in HMM especially when training data size
is small.

3.2 Bilingual Information Metric
Trying to find phrase translations for any possible n-
gram is not a good idea for two reasons. First, due
to data sparsity and/or alignment model’s capabil-
ity, there would exist n-grams that cannot be aligned
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   f1                  f2                 f3 
�(that)   �(is)   ��(what) 
 
 
what’s   that 
  e1                e2 

e1
1 e2

1 e2
2 HBL(f j2

j1
)

f1
1 0.0006 0.012 0.89 0.08

f2
1 0.0017 0.035 0.343 0.34

f3
1 0.07 0.999 0.0004 0.24

f2
2 0.03 0.0001 0.029 0.7

f3
2 0.89 0.006 0.006 0.05

f3
3 0.343 0.002 0.002 0.06

HBL(ei2
i1

) 0.869 0.26 0.70

Table 1: Phrase pair posterior distribution for the example

well, for instance, n-grams that are part of a para-
phrase translation or metaphorical expression. To
give an example, the unigram ‘tomorrow’ in ‘the day
after tomorrow’ whose Chinese translation is a sin-
gle word ‘��’. Extracting candidate translations
for such kind of n-grams for the sake of improving
coverage (recall) might hurt translation quality (pre-
cision). We will define a confidence metric to esti-
mate how reliably the model can align an n-gram in
one side to a phrase on the other side given a par-
allel sentence. Second, some n-grams themselves
carry no linguistic meaning; their phrase translations
can be misleading, for example non-compositional
phrases (Lin, 1999). We will address this in section
3.3.

Given a sentence pair, the basic assumption is that
if the HMM word alignment model can align an En-
glish phrase well to a foreign phrase, the posterior
distribution of the English phrase generating all for-
eign phrases on the other side is significantly biased.
For instance, the posterior of one foreign phrase is
far larger than that of the others. We use the entropy
of the posterior distribution as the confidence metric:

HBL(ei2
i1
|e, f) = H(P̂θHMM

(ei2
i1
→ ∗)) (2)

where H(P ) = −
∑

x P (x) log P (x) is the entropy
of a distribution P (x), P̂θHMM

(ei2
i1

→ ∗) is the
normalized probability (sum up to 1) of the pos-
terior PθHMM

(ei2
i1

→ ∗) as defined in Equation 1.
Low entropy signals a high confidence that the En-
glish phrase can be aligned correctly. On the other
hand, high entropy implies ambiguity presented in
discriminating the correct foreign phrase from the
others from the viewpoint of the model.

Similarly we calculate the confidence metric of
aligning a foreign phrase correctly with the word
alignment model in foreign to English direction. Ta-
ble 1 shows the entropy of phrases. The unigram
of foreign side f2

2 is unlikely to survive with such
high ambiguity. Adding the entropy in two direc-
tions defines the bilingual information metric as an-
other feature function, which describes the reliabil-
ity of aligning each phrase correctly by the model.
Note that we used HMM word alignment model to
find the posterior distribution. Other models such as
Model-1 can be applied in the same way. This fea-
ture function quantitatively captures the goodness of
phrases. During phrase pair ranking, it can help
to move upward phrases that can be aligned well
and push downward phrases that are difficult for the
model to find correct translations.

3.3 Monolingual Information Metric
Now we turn to monolingual resources to evaluate
the quality of an n-gram being a good phrase. A
phrase in a sentence is specified by its boundaries.
We assume that the boundaries of a good phrase
should be the “right” place to break. More generally,
we want to quantify how effective a word bound-
ary is as a phrase boundary. One would perform say
NP-chunking or parsing to avoid splitting a linguis-
tic constituent. We apply a language model (LM)
to describe the predictive uncertainty (PU ) between
words in two directions.

Given a history wn−1
1 , a language model specifies

a conditional distribution of the future word being
predicted to follow the history. We can find the en-
tropy of such pdf: HLM (wn−1

1 ) = H(P (·|wn−1
1 )).

So given a sentence wN
1 , the PU of the boundary be-

tween word wi and wi+1 is established by two-way
entropy sum using a forward and backward language
model: PU(wN

1 , i) = HLMF (wi
1) + HLMB(wi+1

N )
We assume that the higher the predictive uncer-

tainty is, the more likely the left or right part of the
word boundary can be “cut-and-pasted” to form an-
other reasonable sentence. So a good phrase is char-
acterized with high PU values on the boundaries.
For example, in ‘we want to have a table near the
window’, the PU value of the point after ‘table’ is
0.61, higher than that between ‘near’ and ‘the’ 0.3,
using trigram LMs.

With this, the feature function derived from
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monolingual clue for a phrase pair can be defined
as the product of PUs of the four word boundaries.

3.4 Word Alignments Induced Metric

The widely used ViterbiExtract algorithm relies
on word alignment matrix and no-crossing-link as-
sumption to extract phrase translation candidates.
Practically it has been proved to work well. How-
ever, discarding correct phrase pairs due to incorrect
word links leaves room for improving recall. This
is especially true for not significantly large training
corpora. Provided with a word alignment matrix,
we define within phrase pair consistency ratio (WP-
PCR) as another feature function. WPPCR was used
as one of the scores in (Venugopal et al., 2003) for
phrase extraction. It is defined as the number of con-
sistent word links associated with any words within
the phrase pair divided by the number of all word
links associated with any words within the phrase
pair. An inconsistent link connects a word within
the phrase pair to a word outside the phrase pair. For
example, the WPPCR for (e2

1, f
2
1 ) in Table 1 is 2/3.

As a special case, the ViterbiExtract algorithm ex-
tracts only phrase pairs with WPPCR is 1.

To further discriminate the pairs with higher WP-
PCR from those with lower ratio, we apply a Bi-
Linear Transform (BLT) (Oppenheim and Schafer,
1989) mapping. BLT is commonly used in sig-
nal processing to attenuate the low frequency parts.
When used to map WPPCR, it exaggerates the dif-
ference between phrase pairs with high WPPCR and
those with low WPPCR, making the pairs with low
ratio more unlikely to be selected as translation can-
didates. One of the nice properties of BLT is that
there is a parameter that can be changed to adjust
the degree of attenuation, which provides another di-
mension for system optimization.

4 Experimental Results

We evaluate the effect of the proposed phrase extrac-
tion algorithm with translation performance. We do
experiments on IWSLT (Paul, 2006) 2006 Chinese-
English corpus. The task is to translate Chinese ut-
terances in travel domain into English. We report
only text (speech transcription) translation results.

The training corpus consists of 40K Chinese-
English parallel sentences in travel domain with to-

Eval Set 04dev 04test 05test 06dev 06test
# of sentences 506 500 506 489 500
# of words 2808 2906 3209 5214 5550
# of refs 16 16 16 7 7

Table 2: Dev/test set statistics

tal 306K English words and 295K Chinese words.
In the data processing step, Chinese characters are
segmented into words. English text are normalized
and lowercased. All punctuation is removed.

There are five sets of evaluation sentences in
tourism domain for development and test. Their
statistics are shown in Table 2. We will tune training
and decoding parameters on 06dev and report results
on other sets.

4.1 Training and Translation Setup

Our decoder is a phrase-based multi-stack imple-
mentation of the log-linear model similar to Pharaoh
(Koehn et al., 2003). Like other log-linear model
based decoders, active features in our transla-
tion engine include translation models in two di-
rections, lexicon weights in two directions, lan-
guage model, lexicalized distortion models, sen-
tence length penalty and other heuristics. These fea-
ture weights are tuned on the dev set to achieve op-
timal translation performance using downhill sim-
plex method. The language model is a statistical
trigram model estimated with Modified Kneser-Ney
smoothing (Chen and Goodman, 1996) using only
English sentences in the parallel training data.

Starting from the collection of parallel training
sentences, we build word alignment models in two
translation directions, from English to Chinese and
from Chinese to English, and derive two sets of
Viterbi alignments. By combining word alignments
in two directions using heuristics (Och and Ney,
2003), a single set of static word alignments is then
formed. Based on alignment models and word align-
ment matrices, we compare different approaches of
building a phrase translation table and show the fi-
nal translation results. We measure translation per-
formance by the BLEU (Papineni et al., 2002) and
METEOR (Banerjee and Lavie, 2005) scores with
multiple translation references.
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BLEU Scores
Table 04dev 04test 05test 06dev 06test
HMM 0.367 0.407 0.473 0.200 0.190
Model-4 0.380 0.403 0.485 0.210 0.204
New 0.411 0.427 0.500 0.216 0.208

METEOR Scores
Table 04dev 04test 05test 06dev 06test
HMM 0.532 0.586 0.675 0.482 0.471
Model-4 0.540 0.593 0.682 0.492 0.480
New 0.568 0.614 0.691 0.505 0.487

Table 3: Translation Results

4.2 Translation Results
Our baseline phrase table training method is the
ViterbiExtract algorithm. All phrase pairs with re-
spect to the word alignment boundary constraint are
identified and pooled to build phrase translation ta-
bles with the Maximum Likelihood criterion. We
prune phrase translation entries by their probabili-
ties. The maximum number of words in Chinese and
English phrases is set to 8 and 25 respectively for all
conditions2. We perform online style phrase train-
ing, i.e., phrase extraction is not particular for any
evaluation set.

Two different word alignment models are trained
as the baseline, one is symmetric HMM word align-
ment model, the other is IBM Model-4 as imple-
mented in the GIZA++ toolkit (Och and Ney, 2003).
The translation results as measured by BLEU and
METEOR scores are presented in Table 3. We notice
that Model-4 based phrase table performs roughly
1% better in terms of both BLEU and METEOR
scores than that based on HMM.

We follow the generic phrase training procedure
as described in section 2. The most time consuming
part is calculating posteriors, which is carried out in
parallel with 30 jobs in less than 1.5 hours.

We use the Viterbi word alignments from HMM
to define within phrase pair consistency ratio as dis-
cussed in section 3.4. Although Table 3 implies that
Model-4 word alignment quality is better than that
of HMM, we did not get benefits by switching to
Model-4 to compute word alignments based feature
values.

In estimating phrase translation probability, we
use accumulated HMM-based phrase pair posteriors

2We chose large numbers for phrase length limit to build a
strong baseline and to avoid impact of longer phase length.

as their ‘soft’ frequencies and then the final trans-
lation probability is the relative frequency. HMM-
based posterior was shown to be better than treating
each occurrence as count one.

Once we have computed all feature values for all
phrase pairs in the training corpus, we discrimina-
tively train feature weights λks and the threshold
τ using the downhill simplex method to maximize
the BLEU score on 06dev set. Since the translation
engine implements a log-linear model, the discrim-
inative training of feature weights in the decoder
should be embedded in the whole end-to-end system
jointly with the discriminative phrase table training
process. This is globally optimal but computation-
ally demanding. As a compromise, we fix the de-
coder feature weights and put all efforts on optimiz-
ing phrase training parameters to find out the best
phrase table.

The translation results with the discriminatively
trained phrase table are shown as the row of “New”
in Table 3. We observe that the new approach is con-
sistently better than the baseline ViterbiExtract algo-
rithm with either Model-4 or HMM word alignments
on all sets. Roughly, it has 0.5% higher BLEU score
on 2006 sets and 1.5% to 3% higher on other sets
than Model-4 based ViterbiExtract method. Similar
superior results are observed when measured with
METEOR score.

5 Discussions

The generic phrase training algorithm follows an in-
formation retrieval perspective as in (Venugopal et
al., 2003) but aims to improve both precision and
recall with the trainable log-linear model. A clear
advantage of the proposed approach over the widely
used ViterbiExtract method is trainability. Under the
general framework, one can put as many features as
possible together under the log-linear model to eval-
uate the quality of a phrase and a phase pair. The
phrase table extracting procedure is trainable and
can be optimized jointly with the translation engine.

Another advantage is flexibility, which is pro-
vided partially by the threshold τ . As the figure
1 shows, when we increase the threshold by al-
lowing more candidate phrase pair hypothesized as
valid translation, we observe the phrase table size in-
creases monotonically. On the other hand, we notice
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Figure 1: Thresholding effects on translation perfor-
mance and phrase table size

that the translation performance improves gradually.
After reaching its peak, the BLEU score drops as the
threshold τ increases. When τ is large enough, the
translation performance is not changing much but
still worse than the peak value. It implies a balanc-
ing process between precision and recall. The final
optimal threshold τ is around 5.

The flexibility is also enabled by multiple con-
figurable features used to evaluate the quality of a
phrase and a phrase pair. Ideally, a perfect combina-
tion of feature functions divides the correct and in-
correct candidate phrase pairs within a parallel sen-
tence into two ordered separate sets. We use feature
functions to decide the order and the threshold τ to
locate the boundary guided with a development set.

So the main issue to investigate now is which
features are important and valuable in ranking can-
didate phrase pairs. We propose several informa-
tion metrics derived from posterior distribution, lan-
guage model and word alignments as feature func-
tions. The ViterbiExtract is a special case where
a single binary feature function defined from word
alignments is used. Its good performance (as shown
in Table 3) suggests that word alignments are very
indicative of phrase pair quality. So we design com-
parative experiments to capture word alignment im-
pact only. We start with basic features that in-
clude model-based posterior, bilingual and mono-
lingual information metrics. Its results on different
test sets are presented in the “basic” row of Table 4.
We add word alignment feature (“+align” row), and

Features 04dev 04test 05test 06dev 06test
basic 0.393 0.406 0.496 0.205 0.199
+align 0.401 0.429 0.502 0.208 0.196
+align BLT 0.411 0.427 0.500 0.216 0.208

Table 4: Translation Results (BLEU) of discriminative
phrase training approach using different features

75K 250K 132K

PP1 PP3PP2

Model−4 New

Features 04dev 04test 05test 06dev 06test
PP2 0.380 0.395 0.480 0.207 0.202
PP1+PP2 0.380 0.403 0.485 0.210 0.204
PP2+PP3 0.411 0.427 0.500 0.216 0.208
PP1+PP2+PP3 0.412 0.432 0.500 0.217 0.214

Table 5: Translation Results (BLEU) of Different Phrase
Pair Combination

then apply bilinear transform to the consistency ratio
WPPCR as described in section 3.4 (“+align BLT”
row). The parameter controlling the degree of atten-
uation in BLT is also optimized together with other
feature weights.

With the basic features, the new phrase extraction
approach performs better than the baseline method
with HMM word alignment models but similar to
the baseline method with Model-4. With the word
alignment based feature WPPCR, we obtain a 2%
improvement on 04test set but not much on other
sets except slight degradation on 06test. Finally, ap-
plying BLT transform to WPPCR leads to additional
0.8 BLEU point on 06dev set and 1.2 point on 06test
set. This confirms the effectiveness of word align-
ment based features.

Now we compare the phrase table using the pro-
posed method to that extracted using the baseline
ViterbiExtract method with Model-4 word align-
ments. The Venn diagram in Table 5 shows how the
two phrase tables overlap with each other and size
of each part. As expected, they have a large num-
ber of common phrase pairs (PP2). The new method
is able to extract more phrase pairs than the base-
line with Model-4. PP1 is the set of phrase pairs
found by Model-4 alignments. Removing PP1 from
the baseline phrase table (comparing the first group
of scores) or adding PP1 to the new phrase table
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(the second group of scores) overall results in no or
marginal performance change. On the other hand,
adding phrase pairs extracted by the new method
only (PP3) can lead to significant BLEU score in-
creases (comparing row 1 vs. 3, and row 2 vs. 4).

6 Conclusions

In this paper, the problem of extracting phrase trans-
lation is formulated as an information retrieval pro-
cess implemented with a log-linear model aiming for
a balanced precision and recall. We have presented
a generic phrase translation extraction procedure
which is parameterized with feature functions. It
can be optimized jointly with the translation engine
to directly maximize the end-to-end translation per-
formance. Multiple feature functions were investi-
gated. Our experimental results on IWSLT Chinese-
English corpus have demonstrated consistent and
significant improvement over the widely used word
alignment matrix based extraction method. 3
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Abstract 

Measure words in Chinese are used to indi-
cate the count of nouns. Conventional sta-
tistical machine translation (SMT) systems do 
not perform well on measure word generation 
due to data sparseness and the potential long 
distance dependency between measure words 
and their corresponding head words. In this 
paper, we propose a statistical model to gen-
erate appropriate measure words of nouns for 
an English-to-Chinese SMT system. We mod-
el the probability of measure word generation 
by utilizing lexical and syntactic knowledge 
from both source and target sentences. Our 
model works as a post-processing procedure 
over output of statistical machine translation 
systems, and can work with any SMT system. 
Experimental results show our method can 
achieve high precision and recall in measure 
word generation. 

1 Introduction 

In linguistics, measure words (MW) are words or 
morphemes used in combination with numerals or 
demonstrative pronouns to indicate the count of 
nouns1, which are often referred to as head words 
(HW). 

Chinese measure words are grammatical units 
and occur quite often in real text. According to our 
survey on the measure word distribution in the 
Chinese Penn Treebank and the test datasets distri-
buted by Linguistic Data Consortium (LDC) for 
Chinese-to-English machine translation evaluation, 
the average occurrence is 0.505 and 0.319 measure 

                                                 
1 The uncommon cases of verbs are not considered. 

words per sentence respectively. Unlike in Chinese, 
there is no special set of measure words in English. 
Measure words are usually used for mass nouns 
and any semantically appropriate nouns can func-
tion as the measure words. For example, in the 
phrase three bottles of water, the word bottles acts 
as a measure word. Countable nouns are almost 
never modified by measure words2. Numerals and 
indefinite articles are directly followed by counta-
ble nouns to denote the quantity of objects.  

Therefore, in the English-to-Chinese machine 
translation task we need to take additional efforts 
to generate the missing measure words in Chinese. 
For example, when translating the English phrase 
three books into the Chinese phrases “三本书”, 
where three corresponds to the numeral “三” and 
books corresponds to the noun “书”, the Chinese 
measure word “本” should be generated between 
the numeral and the noun.  

In most statistical machine translation (SMT) 
models (Och et al., 2004; Koehn et al., 2003; 
Chiang, 2005), some of measure words can be 
generated without modification or additional 
processing. For example, in above translation, the 
phrase translation table may suggest the word three 
be translated into “三”, “三本”, “三只”, etc, and 
the word books into “书”, “书本”, “名册” (scroll), 
etc. Then the SMT model selects the most likely 
combination “三本书” as the final translation re-
sult. In this example, a measure word candidate set 
consisting of “本” and “只” can be generated by 
bilingual phrases (or synchronous translation rules), 
and the best measure word “本” from the measure  

                                                 
2 There are some exceptional cases, such as “100 head of cat-
tle”. But they are very uncommon. 
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word candidate set can be selected by the SMT 
decoder. However, as we will show below, existing 
SMT systems do not deal well with the measure 
word generation in general due to data sparseness 
and long distance dependencies between measure 
words and their corresponding head words.  

Due to the limited size of bilingual corpora, 
many measure words, as well as the collocations 
between a measure and its head word, cannot be 
well covered by the phrase translation table in an 
SMT system. Moreover, Chinese measure words 
often have a long distance dependency to their 
head words which makes language model ineffec-
tive in selecting the correct measure words from 
the measure word candidate set. For example, in 
Figure 1 the distance between the measure word 
“项” and its head word “工程” (undertaking) is 15. 
In this case, an n-gram language model with n<15 
cannot capture the MW-HW collocation. Table 1 
shows the relative position’s distribution of head 
words around measure words in the Chinese Penn 
Treebank, where a negative position indicates that 
the head word is to the left of the measure word 
and a positive position indicates that the head word 
is to the right of the measure word. Although lots 
of measure words are close to the head words they 
modify, more than sixteen percent of measure 
words are far away from their corresponding head 
words (the absolute distance is more than 5). 

To overcome the disadvantage of measure word 
generation in a general SMT system, this paper 
proposes a dedicated statistical model to generate 
measure words for English-to-Chinese translation. 

We model the probability of measure word gen-
eration by utilizing rich lexical and syntactic 
knowledge from both source and target sentences. 
Three steps are involved in our method to generate 
measure words: Identifying the positions to gener-

ate measure words, collecting the measure word 
candidate set and selecting the best measure word. 
Our method is performed as a post-processing pro-
cedure of the output of SMT systems. The advan-
tage is that it can be easily integrated into any SMT 
system. Experimental results show our method can 
significantly improve the quality of measure word 
generation. We also compared the performance of 
our model based on different contextual informa-
tion, and show that both large-scale monolingual 
data and parallel bilingual data can be helpful to 
generate correct measure words. 

Position Occurrence Position Occurrence
1 39.5% -1 0 
2 15.7% -2 0 
3 4.7% -3 8.7% 
4 1.4% -4 6.8% 
5 2.1% -5 4.3% 

>5 8.8% <-5 8.0% 

Table 1. Position distribution of head words 

2 Our Method 

2.1 Measure word  generation in Chinese 

In Chinese, measure words are obligatory in cer-
tain contexts, and the choice of measure word 
usually depends on the head word’s semantics (e.g., 
shape or material). The set of Chinese measure 
words is a relatively close set and can be classified 
into two categories based on whether they have a 
corresponding English translation. Those not hav-
ing an English counterpart need to be generated 
during translation. For those having English trans-
lations, such as “米” (meter), “吨” (ton), we just 
use the translation produced by the SMT system 
itself. According to our survey, about 70.4% of 
measure words in the Chinese Penn Treebank need 

Figure 1.  Example of long distance dependency between MW and its modified HW 

浦东/开发/ 
开放/ 是/ 

一 工程 

Pudong 's de-
velopment and 
opening up is a century-spanning 

/跨/世
纪/ 

for vigorously promoting shanghai 
and constructing a modern econom-
ic , trade , and financial center  undertaking

振兴/上海/ ，/ 建设 /现代化 /经济

/ 、/ 贸易/ 、 /金融/ 中心/ 的/ 
项 

. 

。
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to be explicitly generated during the translation 
process. 

In Chinese, there are generally stable linguistic 
collocations between measure words and their head 
words. Once the head word is determined, the col-
located measure word can usually be selected ac-
cordingly. However, there is no easy way to identi-
fy head words in target Chinese sentences since for 
most of the time an SMT output is not a well 
formed sentence due to translation errors. Mistake 
of head word identification may cause low quality 
of measure word generation. In addition, some-
times the head word itself is not enough to deter-
mine the measure word. For example, in Chinese 
sentences “他家有 5 口人” (there are five people 
in his family) and “总共有 5 个人参加了会议” (a 
total of five people attended the meeting), where 
“人” (people) is the head word collocated with two 
different measure words “口” and “个”, we cannot 
determine the measure word just based on the head 
word “人”.   

2.2 Framework 

In our framework, a statistical model is used to 
generate measure words. The model is applied to 
SMT system outputs as a post-processing proce-
dure. Given an English source sentence, an SMT 
decoder produces a target Chinese translation, in 
which positions for measure word generation are 
identified. Based on contextual information con-
tained in both input source sentence and SMT sys-
tem’s output translation, a measure word candidate 
set M is constructed. Then a measure word selec-
tion model is used to select the best one from M. 
Finally, the selected measure word is inserted into 
previously determined measure word slot in the 
SMT system’s output, yielding the final translation 
result. 

2.3 Measure word position identification 

To identify where to generate measure words in the 
SMT outputs, all positions after numerals are 
marked at first since measure words often follow 
numerals. For other cases in which measure words 
do not follow numerals (e.g., “许多 /台 /电脑” 
(many computers), where “台” is a measure word 
and “电脑” (computers) is its head word), we just 
mine the set of words which can be followed by 
measure words from training corpus.  Most of 

words in the set are pronouns such as “该” (this), 
“那” (that) and “若干” (several). In the SMT out-
put, the positions after these words are also identi-
fied as candidate positions to generate measure 
words.  

2.4 Candidate measure word generation 

To avoid high computation cost, the measure word 
candidate set only consists of those measure words 
which can form valid MW-HW collocations with 
their head words. We assume that all the surround-
ing words within a certain window size centered on 
the given position to generate a measure word are 
potential head words, and require that a measure 
word candidate must collocate with at least one of 
the surrounding words. Valid MW-HW colloca-
tions are mined from the training corpus and a sep-
arate lexicon resource.  

There is a possibility that the real head word is 
outside the window of given size. To address this 
problem, we also use a source window centered on 
the position ps, which is aligned to the target meas-
ure word position pt. The link between ps and pt 
can be inferred from SMT decoding result. Thus, 
the chance of capturing the best measure word in-
creases with the aid of words located in the source 
window. For example, given the window size of 10, 
although the target head word “工程” (undertaking) 
in Figure 1 is located outside the target window, its 
corresponding source head word undertaking can 
be found in the source window. Based on this 
source head word, the best measure word “项” will 
be included into the candidate measure word set. 
This example shows how bilingual information can 
enrich the measure word candidate set. 

Another special word {NULL} is always in-
cluded in the measure word candidate set. {NULL} 
represents those measure words having a corres-
ponding English translation as mentioned in Sec-
tion 2.1. If {NULL} is selected, it means that we 
need not generate any measure word at the current 
position. Thus, no matter what kinds of measure 
words they are, we can handle the issue of measure 
word generation in a unified framework.  

2.5 Measure word selection model 

After obtaining the measure word candidate set M, 
a measure word selection model is employed to 
select the best one from M. Given the contextual 
information C in both source window and target 
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window, we model the measure word selection as 
finding the measure word m* with highest post-
erior probability given C: 𝑚∗ = argmax௠∈ெ𝑃(𝑚|𝐶)                  (1) 

To leverage the collocation knowledge between 
measure words and head words, we extend (1) by 
introducing a hidden variable h where H represents 
all candidate head words located within the target 
window: 

     𝑚∗ = argmax௠∈ெ ∑ 𝑃(𝑚, ℎ|𝐶)௛∈ு  
           = argmax௠∈ெ ∑ 𝑃(ℎ|𝐶)𝑃(𝑚|ℎ, 𝐶)௛∈ு   (2) 

In (2), 𝑃(ℎ|𝐶) is the head word selection proba-
bility and is empirically estimated according to the 
position distribution of head words in Table 1. 𝑃(𝑚|ℎ, 𝐶) is the conditional probability of m given 
both h and C. We use maximum entropy model to 
compute 𝑃(𝑚|ℎ, 𝐶): 

            𝑃(𝑚|ℎ, 𝐶) = exp(∑ 𝜆𝑖 𝑓𝑖(𝑚,𝐶)𝑖 )∑ exp(∑ 𝜆𝑖 𝑓𝑖(𝑚′,𝐶)𝑖 )𝑚′∈𝑀      (3) 

Based on the different features used in the com-
putation of 𝑃(𝑚|ℎ, 𝐶) , we can train two sub-
models – a monolingual model (Mo-ME) which 
only uses monolingual (Chinese) features and a 
bilingual model (Bi-ME) which integrates bilingual 
features. The advantage of the Mo-ME model is 
that it can employ an unlimited monolingual target 
training corpora, while the Bi-ME model leverages 
rich features including both the source and target 
information and may improve the precision. Com-
pared to the Mo-ME model, the Bi-ME model suf-
fers from small scale of parallel training data. To 
leverage advantages of both models, we use a 
combined model Co-ME, by linearly combing the 
monolingual and bilingual sub-models: 𝑚∗ = argmax௠∈ெ𝜆𝑃ெ௢ିொ  + (1 − 𝜆)𝑃஻௜ିொ  
where 𝜆 ∈ [0,1] is a free parameter that can be op-
timized on held-out data and it was set to 0.39 in 
our experiments. 

2.6 Features 

The computation of Formula (3) involves the fea-
tures listed in Table 2 where the Mo-ME model 
only employs target features and the Bi-ME model 
leverages both target features and source features.  

For target features, n-gram language model 
score is defined as the sum of log n-gram probabil-
ities within the target window after the measure 

word is filled into the measure word slot. The 
MW-HW collocation feature is defined to be a 
function f1 to capture the collocation between a 
measure word and a head word. For features of 
surrounding words, the feature function f2 is de-
fined as 1 if a certain word exists at a certain posi-
tion, otherwise 0. For example, f2(人,-2)=1 means 
the second word on the left is “人”. f2(书,3)=1 
means the third word on the right is “书”. For 
punctuation position feature function f3, the feature 
value is 1 when there is a punctuation following 
the measure word, which indicates the target head 
word may appear to the left of measure word. Oth-
erwise, it is 0. In practice, we can also ignore the 
position part, i.e., a word appears anywhere within 
the window is viewed as the same feature. 

 Target features Source features 
n-gram language model 

score 
MW-HW collocation

MW-HW collocation surrounding words 
surrounding words source head word 

punctuation position POS tags 

Table 2. Features used in our model 

For source language side features, MW-HW col-
location and surrounding words are used in a simi-
lar way as does with target features. The source 
head word feature is defined to be a function f4 to 
indicate whether a word ei is the source head word 
in English according to a parse tree of the source 
sentence. Similar to the definition of lexical fea-
tures, we also use a set of features based on POS 
tags of source language. 

3 Model Training and Application 

3.1 Training 

We parsed English and Chinese sentences to get 
training samples for measure word generation 
model. Based on the source syntax parse tree, for 
each measure word, we identified its head word by 
using a toolkit from (Chiang and Bikel, 2002) 
which can heuristically identify head words for 
sub-trees. For the bilingual corpus, we also per-
form word alignment to get correspondences be-
tween source and target words. Then, the colloca-
tion between measure words and head words and 
their surrounding contextual information are ex-
tracted to train the measure word selection models. 
According to word alignment results, we classify 
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measure words into two classes based on whether 
they have non-null translations. We map Chinese 
measure words having non-null translations to a 
unified symbol {NULL} as mentioned in Section 
2.4, indicating that we need not generate these kind 
of measure words since they can be translated from 
English.  

In our work, the Berkeley parser (Petrov and 
Klein, 2007) was employed to extract syntactic 
knowledge from the training corpus. We ran GI-
ZA++ (Och and Ney, 2000) on the training corpus 
in both directions with IBM model 4, and then ap-
plied the refinement rule described in (Koehn et al., 
2003) to obtain a many-to-many word alignment 
for each sentence pair. We used the SRI Language 
Modeling Toolkit (Stolcke, 2002) to train a five-
gram model with modified Kneser-Ney smoothing 
(Chen and Goodman, 1998). The Maximum Entro-
py training toolkit from (Zhang, 2006) was em-
ployed to train the measure word selection model. 

3.2 Measure word generation 

As mentioned in previous sections, we apply our 
measure word generation module into SMT output 
as a post-processing step. Given a translation from 
an SMT system, we first determine the position pt 
at which to generate a Chinese measure word. Cen-
tered on pt, a surrounding word window with spe-
cified size is determined. From translation align-
ments, the corresponding source position ps aligned 
to pt can be referred.  In the same way, a source 
window centered on ps is determined as well. Then, 
contextual information within the windows in the 
source and the target sentence is extracted and fed 
to the measure word selection model. Meanwhile, 
the candidate set is obtained based on words in 
both windows. Finally, each measure word in the 
candidate set is inserted to the position pt, and its 
score is calculated based on the models presented 
in Section 2.5. The measure word with the highest 
probability will be chosen.  

There are two reasons why we perform measure 
word generation for SMT systems as a post-
processing step. One is that in this way our method 
can be easily applied to any SMT system. The oth-
er is that we can leverage both source and target 
information during the measure word generation 
process. We do not integrate our measure word 
generation module into the SMT decoder since 
there is only little target contextual information 
available during SMT decoding. Moreover, as we 

will show in experiment section, a pre-processing 
method does not work well when only source in-
formation is available. 

4 Experiments 

4.1 Data 

In the experiments, the language model is a Chi-
nese 5-gram language model trained with the Chi-
nese part of the LDC parallel corpus and the Xin-
hua part of the Chinese Gigaword corpus with 
about 27 million words. We used an SMT system 
similar to Chiang (2005), in which FBIS corpus is 
used as the bilingual training data. The training 
corpus for Mo-ME model consists of the Chinese 
Peen Treebank and the Chinese part of the LDC 
parallel corpus with about 2 million sentences. The 
Bi-ME model is trained with FBIS corpus, whose 
size is smaller than that used in Mo-ME model 
training. 

We extracted both development and test data set 
from years of NIST Chinese-to-English evaluation 
data by filtering out sentence pairs not containing 
measure words. The development set is extracted 
from NIST evaluation data from 2002 to 2004, and 
the test set consists of sentence pairs from NIST 
evaluation data from 2005 to 2006. There are 759 
testing cases for measure word generation in our 
test data consisting of 2746 sentence pairs. We use 
the English sentences in the data sets as input to 
the SMT decoder, and apply our proposed method 
to generate measure words for the output from the 
decoder. Measure words in Chinese sentences of 
the development and test sets are used as refer-
ences. When there are more than one measure 
words acceptable at some places, we manually 
augment the references with multiple acceptable 
measure words. 

4.2 Baseline 

Our baseline is the SMT output where measure 
words are generated by a Hiero-like SMT decoder 
as discussed in Section 1. Due to noises in the Chi-
nese translations introduced by the SMT system, 
we cannot correctly identify all the positions to 
generate measure words. Therefore, besides preci-
sion we examine recall in our experiments. 

4.3 Evaluation over SMT output 

Table 3 and Table 4 show the precision and recall 
of our measure word generation method. From the 
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experimental results, the Mo-ME, Bi-ME and Co-
ME models all outperform the baseline. Compared 
with the baseline, the Mo-ME method takes advan-
tage of a large size monolingual training corpus 
and reduces the data sparseness problem. The ad-
vantage of the Bi-ME model is being able to make 
full use of rich knowledge from both source and 
target sentences. Also as shown in Table 3 and Ta-
ble 4, the Co-ME model always achieve the best 
results when using the same window size since it 
leverages the advantage of both the Mo-ME and 
the Bi-ME models. 

Wsize Baseline Mo-ME Bi-ME Co-ME
6  

 
54.82% 

64.29% 67.15%  67.66% 
8 64.93% 68.50%  69.00% 

10 64.72% 69.40% 69.58%
12 65.46% 69.40% 69.76%
14 65.61% 69.69%  70.03% 

Table 3. Precision over SMT output 

Wsize Baseline Mo-ME Bi-ME Co-ME
6  

 
45.61% 

51.48% 53.69%  54.09% 
8 51.98% 54.75%  55.14% 

10 51.81% 55.44% 55.58%
12 52.38% 55.44% 55.72%
14 52.50% 55.67%  55.93% 

Table 4. Recall over SMT output 

We can see that the Bi-ME model can achieve 
better results than the Mo-ME model in both recall 
and precision metrics although only a small sized 
bilingual corpus is used for Bi-ME model training. 
The reason is that the Mo-ME model cannot cor-
rectly handle the cases where head words are lo-
cated outside the target window. However, due to 
word order differences between English and Chi-
nese, when target head words are outside the target 
window, their corresponding source head words 
might be within the source window. The capacity 
of capturing head words is improved when both 
source and target windows are used, which demon-
strates that bilingual knowledge is useful for meas-
ure word generation. 

We compare the results for each model with dif-
ferent window sizes. Larger window size can lead 
to better results as shown in Table 3 and Table 4 
since more contextual knowledge is used to model 
measure word generation. However, enlarging the 
window size does not bring significant improve-
ments, The major reason is that even a small win-

dow size is already able to cover most of measure 
word collocations, as indicated by the position dis-
tribution of head words in Table 1.  

The quality of the SMT output also affects the 
quality of measure word generation since our me-
thod is performed in a post-processing step over 
the SMT output. Although translation errors de-
grade the measure word generation accuracy, we 
achieve about 15% improvement in precision and a 
10% increase in recall over baseline. We notice 
that the recall is relatively lower. Part of the reason 
is some positions to generate measure words are 
not successfully identified due to translation errors. 
In addition to precision and recall, we also evaluate 
the Bleu score (Papineni et al., 2002) changes be-
fore and after applying our measure word genera-
tion method to the SMT output. For our test data, 
we only consider sentences containing measure 
words for Bleu score evaluation. Our measure 
word generation step leads to a Bleu score im-
provement of 0.32 where the window size is set to 
10, which shows that it can improve the translation 
quality of an English-to-Chinese SMT system. 

4.4 Evaluation over reference data 

To isolate the impact of the translation errors in 
SMT output on the performance of our measure 
word generation model, we conducted another ex-
periment with reference bilingual sentences in 
which measure words in Chinese sentences are 
manually removed. This experiment can show the 
performance upper bound of our method without 
interference from an SMT system. Table 5 shows 
the results. Compared to the results in Table 3, the 
precision improvement in the Mo-ME model is 
larger than that in the Bi-ME model, which shows 
that noisy translation of the SMT system has more 
serious influence on the Mo-ME model than the 
Bi-ME model. This also indicates that source in-
formation without noises is helpful for measure 
word generation. 

Wsize Mo-ME Bi-ME Co-ME 
6 71.63% 74.92% 75.72% 
8 73.80% 75.48% 76.20% 

10 73.80% 74.76% 75.48% 
12 73.80% 75.24% 75.96% 
14 73.56% 75.48% 76.44% 

Table 5. Results over reference data 
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4.5 Impacts of features 

In this section, we examine the contribution of 
both target language based features and source 
language based features in our model. Table 6 and 
Table 7 show the precision and recall when using 
different features. The window size is set to 10. In 
the tables, Lm denotes the n-gram language model 
feature, Tmh denotes the feature of collocation be-
tween target head words and the candidate measure 
word, Smh denotes the feature of collocation be-
tween source head words and the candidate meas-
ure word, Hs denotes the feature of source head 
word selection, Punc denotes the feature of target 
punctuation position, Tlex denotes surrounding 
word features in translation, Slex denotes surround-
ing word features in source sentence, and Pos de-
notes Part-Of-Speech feature. 

Feature setting Precision Recall 
Baseline 54.82% 45.61% 

Lm 51.11% 41.24% 
+Tmh 61.43% 49.22% 
+Punc 62.54% 50.08% 
+Tlex 64.80% 51.87% 

Table 6. Feature contribution in Mo-ME model 

Feature setting Precision Recall 
Baseline 54.82% 45.61% 

Lm 51.11% 41.24% 
+Tmh+Smh 64.50% 51.64% 

+Hs 65.32% 52.26% 
+Punc 66.29% 53.10% 
+Pos 66.53% 53.25% 
+Tlex 67.50% 54.02% 
+Slex 69.52% 55.54% 

Table 7. Feature contribution in Bi-ME model 

The experimental results show that all the fea-
tures can bring incremental improvements. The 
method with only Lm feature performs worse than 
the baseline. However, with more features inte-
grated, our method outperforms the baseline, 
which indicates each kind of features we selected 
is useful for measure word generation. According 
to the results, the feature of MW-HW collocation 
has much contribution to reducing the selection 
error of measure words given head words. The 
contribution of Slex feature explains that other sur-
rounding words in source sentence are also helpful 
since head word determination in source language 

might be incorrect due to errors in English parse 
trees. Meanwhile, the contribution from Smh, Hs 
and Slex features demonstrates that bilingual 
knowledge can play an important role for measure 
word generation. Compared with lexicalized fea-
tures, we do not get much benefit from the Pos 
features. 

4.6 Error analysis 

We conducted an error analysis on 100 randomly 
selected sentences from the test data. There are 
four major kinds of errors as listed in Table 8. 
Most errors are caused by failures in finding posi-
tions to generate measure words. The main reason 
for this is some hint information used to identify 
measure word positions is missing in the noisy 
output of SMT systems. Two kinds of errors are 
introduced by incomplete head word and MW-HW 
collocation coverage, which can be solved by en-
larging the size of training corpus. There are also 
head word selection errors due to incorrect syntax 
parsing. 

Error type Ratio 
unseen head word  32.14% 

unseen MW-HW collocation 10.71% 
missing MW position 39.29% 

incorrect HW selection 10.71% 
others 7.14% 

Table 8. Error distribution 

4.7 Comparison with other methods 

In this section we compare our statistical methods 
with the pre-processing method and the rule-based 
methods for measure word generation in a transla-
tion task.  

In pre-processing method, only source language 
information is available. Given a source sentence, 
the corresponding syntax parse tree Ts is first con-
structed with an English parser. Then the pre-
processing method chooses the source head word 
hs based on Ts. The candidate measure word with 
the highest probability collocated with hs is se-
lected as the best result, where the measure word 
candidate set corresponding to each head word is 
mined over a bilingual training corpus in advance. 
We achieved precision 58.62% and recall 49.25%, 
which are worse than the results of our post-
processing based methods. The weakness of the 
pre-processing method is twofold. One problem is 
data sparseness with respect to collocations be-
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tween English head words and Chinese measure 
words. The other problem comes from the English 
head word selection error introduced by using 
source parse trees.  

We also compared our method with a well-
known rule-based machine translation system – 
SYSTRAN3. We translated our test data with SY-
STRAN’s English-to-Chinese translation engine. 
The precision and recall are 63.82% and 51.09% 
respectively, which are also lower than our method.  

5 Related Work  

Most existing rule-based English-to-Chinese MT 
systems have a dedicated module handling meas-
ure word generation. In general a rule-based me-
thod uses manually constructed rule patterns to 
predict measure words. Like most rule based ap-
proaches, this kind of system requires lots of hu-
man efforts of experienced linguists and usually 
cannot easily be adapted to a new domain. The 
most relevant work based on statistical methods to 
our research might be statistical technologies em-
ployed to model issues such as morphology gener-
ation (Minkov et al., 2007). 

6 Conclusion and Future Work 

In this paper we propose a statistical model for 
measure word generation for English-to-Chinese 
SMT systems, in which contextual knowledge 
from both source and target sentences is involved. 
Experimental results show that our method not on-
ly achieves high precision and recall for generating 
measure words, but also improves the quality of 
English-to-Chinese SMT systems. 

In the future, we plan to investigate more fea-
tures and enlarge coverage to improve the quality 
of measure word generation, especially reduce the 
errors found in our experiments. 
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Abstract

We combine the strengths of Bayesian mod-
eling and synchronous grammar in unsu-
pervised learning of basic translation phrase
pairs. The structured space of a synchronous
grammar is a natural fit for phrase pair proba-
bility estimation, though the search space can
be prohibitively large. Therefore we explore
efficient algorithms for pruning this space that
lead to empirically effective results. Incorpo-
rating a sparse prior using Variational Bayes,
biases the models toward generalizable, parsi-
monious parameter sets, leading to significant
improvements in word alignment. This pref-
erence for sparse solutions together with ef-
fective pruning methods forms a phrase align-
ment regimen that produces better end-to-end
translations than standard word alignment ap-
proaches.

1 Introduction

Most state-of-the-art statistical machine transla-
tion systems are based on large phrase tables ex-
tracted from parallel text using word-level align-
ments. These word-level alignments are most of-
ten obtained using Expectation Maximization on the
conditional generative models of Brown et al. (1993)
and Vogel et al. (1996). As these word-level align-
ment models restrict the word alignment complex-
ity by requiring each target word to align to zero
or one source words, results are improved by align-
ing both source-to-target as well as target-to-source,

then heuristically combining these alignments. Fi-
nally, the set of phrases consistent with the word
alignments are extracted from every sentence pair;
these form the basis of the decoding process. While
this approach has been very successful, poor word-
level alignments are nonetheless a common source
of error in machine translation systems.

A natural solution to several of these issues is
unite the word-level and phrase-level models into
one learning procedure. Ideally, such a procedure
would remedy the deficiencies of word-level align-
ment models, including the strong restrictions on
the form of the alignment, and the strong inde-
pendence assumption between words. Furthermore
it would obviate the need for heuristic combina-
tion of word alignments. A unified procedure may
also improve the identification of non-compositional
phrasal translations, and the attachment decisions
for unaligned words.

In this direction, Expectation Maximization at
the phrase level was proposed by Marcu and Wong
(2002), who, however, experienced two major dif-
ficulties: computational complexity and controlling
overfitting. Computational complexity arises from
the exponentially large number of decompositions
of a sentence pair into phrase pairs; overfitting is a
problem because as EM attempts to maximize the
likelihood of its training data, it prefers to directly
explain a sentence pair with a single phrase pair.

In this paper, we attempt to address these two is-
sues in order to apply EM above the word level.
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We attack computational complexity by adopting
the polynomial-time Inversion Transduction Gram-
mar framework, and by only learning smallnon-
compositional phrases. We address the tendency of
EM to overfit by using Bayesian methods, where
sparse priors assign greater mass to parameter vec-
tors with fewer non-zero values therefore favoring
shorter, more frequent phrases. We test our model
by extracting longer phrases from our model’s align-
ments using traditional phrase extraction, and find
that a phrase table based on our system improves MT
results over a phrase table extracted from traditional
word-level alignments.

2 Phrasal Inversion Transduction
Grammar

We use a phrasal extension of Inversion Transduc-
tion Grammar (Wu, 1997) as the generative frame-
work. Our ITG has two nonterminals:X and
C, whereX represents compositional phrase pairs
that can have recursive structures andC is the pre-
terminal over terminal phrase pairs. There are three
rules withX on the left-hand side:

X → [X X],

X → 〈X X〉,

X → C.

The first two rules are the straight rule and in-
verted rule respectively. They split the left-hand side
constituent which represents a phrase pair into two
smaller phrase pairs on the right-hand side and order
them according to one of the two possible permuta-
tions. The rewriting process continues until the third
rule is invoked. C is our unique pre-terminal for
generating terminal multi-word pairs:

C → e/f .

We parameterize our probabilistic model in the
manner of a PCFG: we associate a multinomial dis-
tribution with each nonterminal, where each out-
come in this distribution corresponds to an expan-
sion of that nonterminal. Specifically, we place one
multinomial distributionθX over the three expan-
sions of the nonterminalX, and another multinomial
distributionθC over the expansions ofC. Thus, the
parameters in our model can be listed as

θX = (P〈〉, P[], PC),

whereP〈〉 is for the inverted rule,P[] for the straight
rule,PC for the third rule, satisfyingP〈〉+P[]+PC =
1, and

θC = (P (e/f), P (e′/f ′), . . . ),

where
∑

e/f P (e/f) = 1 is a multinomial distribu-
tion over phrase pairs.

This is our model in a nutshell. We can train
this model using a two-dimensional extension of the
inside-outside algorithm on bilingual data, assuming
every phrase pair that can appear as a leaf in a parse
tree of the grammar a valid candidate. However, it is
easy to show that the maximum likelihood training
will lead to the saturated solution wherePC = 1 —
each sentence pair is generated by a single phrase
spanning the whole sentence. From the computa-
tional point of view, the full EM algorithm runs in
O(n6) wheren is the average length of the two in-
put sentences, which is too slow in practice.

The key is to control the number of parameters,
and therefore the size of the set of candidate phrases.
We deal with this problem in two directions. First
we change the objective function by incorporating
a prior over the phrasal parameters. This has the
effect of preferring parameter vectors inθC with
fewer non-zero values. Our second approach was
to constrain the search space using simpler align-
ment models, which has the further benefit of signif-
icantly speeding up training. First we train a lower
level word alignment model, then we place hard con-
straints on the phrasal alignment space using confi-
dent word links from this simpler model. Combining
the two approaches, we have a staged training pro-
cedure going from the simplest unconstrained word
based model to a constrained Bayesian word-level
ITG model, and finally proceeding to a constrained
Bayesian phrasal model.

3 Variational Bayes for ITG

Goldwater and Griffiths (2007) and Johnson (2007)
show that modifying an HMM to include a sparse
prior over its parameters and using Bayesian esti-
mation leads to improved accuracy for unsupervised
part-of-speech tagging. In this section, we describe
a Bayesian estimator for ITG: we select parame-
ters that optimize the probability of the data given
a prior. The traditional estimation method for word
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alignment models is the EM algorithm (Brown et
al., 1993) which iteratively updates parameters to
maximize the likelihood of the data. The drawback
of maximum likelihood is obvious for phrase-based
models. If we do not put any constraint on the dis-
tribution of phrases, EM overfits the data by mem-
orizing every sentence pair. A sparse prior over a
multinomial distribution such as the distribution of
phrase pairs may bias the estimator toward skewed
distributions that generalize better. In the context of
phrasal models, this means learning the more repre-
sentative phrases in the space of all possible phrases.

The Dirichlet distribution, which is parameter-
ized by a vector of real values often interpreted as
pseudo-counts, is a natural choice for the prior, for
two main reasons. First, the Dirichlet isconjugate
to the multinomial distribution, meaning that if we
select a Dirichlet prior and a multinomial likelihood
function, the posterior distribution will again be a
Dirichlet. This makes parameter estimation quite
simple. Second, Dirichlet distributions with small,
non-zero parameters place more probability mass on
multinomials on the edges or faces of the probabil-
ity simplex, distributions with fewer non-zero pa-
rameters. Starting from the model from Section 2,
we propose the following Bayesian extension, where
A ∼ Dir(B) means the random variableA is dis-
tributed according to a Dirichlet with parameterB:

θX | αX ∼ Dir(αX),

θC | αC ∼ Dir(αC),

[X X]
〈X X〉
C

X ∼ Multi(θX),

e/f | C ∼ Multi(θC).

The parametersαX andαC control the sparsity of
the two distributions in our model. One is the distri-
bution of the three possible branching choices. The
other is the distribution of the phrase pairs.αC is
crucial, since the multinomial it is controlling has a
high dimension. By adjustingαC to a very small
number, we hope to place more posterior mass on
parsimonious solutions with fewer but more confi-
dent and general phrase pairs.

Having defined the Bayesian model, it remains
to decide the inference procedure. We chose Vari-
ational Bayes, for its procedural similarity to EM
and ease of implementation. Another potential op-
tion would be Gibbs sampling (or some other sam-
pling technique). However, in experiments in un-
supervised POS tag learning using HMM structured
models, Johnson (2007) shows that VB is more ef-
fective than Gibbs sampling in approaching distribu-
tions that agree with the Zipf’s law, which is promi-
nent in natural languages.

Kurihara and Sato (2006) describe VB for PCFGs,
showing the only need is to change the M step of
the EM algorithm. As in the case of maximum like-
lihood estimation, Bayesian estimation for ITGs is
very similar to PCFGs, which follows due to the
strong isomorphism between the two models. Spe-
cific to our ITG case, the M step becomes:

P̃
(l+1)
[] =

exp(ψ(E(X → [X X]) + αX))

exp(ψ(E(X) + sαX))
,

P̃
(l+1)
〈〉 =

exp(ψ(E(X → 〈X X〉) + αX))

exp(ψ(E(X) + sαX))
,

P̃
(l+1)
C =

exp(ψ(E(X → C) + αX))

exp(ψ(E(X) + sαX))
,

P̃ (l+1)(e/f) =
exp(ψ(E(e/f) + αC))

exp(ψ(E(C) +mαC))
,

whereψ is thedigamma function (Beal, 2003),s =
3 is the number of right-hand-sides forX, andm is
the number of observed phrase pairs in the data. The
sole difference between EM and VB with a sparse
prior α is that the raw fractional countsc are re-
placed byexp(ψ(c + α)), an operation that resem-
bles smoothing. As pointed out by Johnson (2007),
in effect this expression adds toc a small value that
asymptotically approachesα − 0.5 asc approaches
∞, and0 as c approaches0. For small values of
α the net effect is the opposite of typical smooth-
ing, since it tends to redistribute probably mass away
from unlikely events onto more likely ones.

4 Bitext Pruning Strategy

ITG is slow mainly because it considers every pair of
spans in two sentences as a possible chart element.
In reality, the set of useful chart elements is much
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smaller than the possiblescriptO(n4), wheren is
the average sentence length. Pruning the span pairs
(bitext cells) that can participate in a tree (either as
terminals or non-terminals) serves to not only speed
up ITG parsing, but also to provide a kind of ini-
tialization hint to the training procedures, encourag-
ing it to focus on promising regions of the alignment
space.

Given a bitext cell defined by the four boundary
indices(i, j, l,m) as shown in Figure 1a, we prune
based on a figure of meritV (i, j, l,m) approximat-
ing the utility of that cell in a full ITG parse. The
figure of merit considers the Model 1 scores of not
only the words inside a given cell, but also all the
words not included in the source and target spans, as
in Moore (2003) and Vogel (2005). Like Zhang and
Gildea (2005), it is used to prune bitext cells rather
than score phrases. The total score is the product of
the Model 1 probabilities for each column; “inside”
columns in the range[l,m] are scored according to
the sum (or maximum) of Model 1 probabilities for
[i, j], and “outside” columns use the sum (or maxi-
mum) of all probabilities not in the range[i, j].

Our pruning differs from Zhang and Gildea
(2005) in two major ways. First, we perform prun-
ing using both directions of the IBM Model 1 scores;
instead of a single figure of meritV , we have two:
VF andVB. Only those spans that pass the prun-
ing threshold in both directions are kept. Second,
we allow whole spans to be pruned. The figure of
merit for a span isVF (i, j) = maxl,m VF (i, j, l,m).
Only spans that are within some threshold of the un-
restricted Model 1 scoresVF andVB are kept:

VF (i, j)

VF
≥ τs and

VB(l,m)

VB
≥ τs.

Amongst those spans retained by this first threshold,
we keep only those bitext cells satisfying both

VF (i, j, l,m)

VF (i, j)
≥ τb and

VB(i, j, l,m)

VB(l,m)
≥ τb.

4.1 Fast Tic-tac-toe Pruning

The tic-tac-toe pruning algorithm (Zhang and
Gildea, 2005) uses dynamic programming to com-
pute the product of inside and outside scores for
all cells inO(n4) time. However, even this can be
slow for large values ofn. Therefore we describe an

Figure 1: (a) shows the original tic-tac-toe score for a
bitext cell (i, j, l,m). (b) demonstrates the finite state
representation using the machine in (c), assuming a fixed
source span(i, j).

improved algorithm with best casen3 performance.
Although the worst case performance is alsoO(n4),
in practice it is significantly faster.

To begin, let us restrict our attention to the for-
ward direction for a fixed source span(i, j). Prun-
ing bitext spans and cells requiresVF (i, j), the score
of the best bitext cell within a given span, as well
as all cells within a given threshold of that best
score. For a fixedi andj, we need to search over
the starting and ending pointsl andm of the in-
side region. Note that there is an isomorphism be-
tween the set of spans and a simple finite state ma-
chine: any span(l,m) can be represented by a se-
quence ofl OUTSIDEcolumns, followed bym−l+1
INSIDE columns, followed byn − m + 1 OUT-
SIDE columns. This simple machine has the re-
stricted form described in Figure 1c: it has three
states,L, M , andR; each transition generates ei-
ther anOUTSIDE columnO or an INSIDE column
I. The cost of generating anOUTSIDE at posi-
tion a isO(a) = P (ta|NULL) +

∑
b 6∈[i,j] P (ta|sb);

likewise the cost of generating anINSIDE column
is I(a) = P (ta|NULL) +

∑
b∈[i,j] P (ta|sb), with
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O(0) = O(n+ 1) = 1 andI(0) = I(n+ 1) = 0.
Directly computingO and I would take time

O(n2) for each source span, leading to an overall
runtime ofO(n4). Luckily there are faster ways to
find the inside and outside scores. First we can pre-
compute following arrays inO(n2) time and space:

pre[0, l] := P (tl|NULL)

pre[i, l] := pre[i− 1, l] + P (tl|si)

suf[n+ 1, l] := 0

suf[i, l] := suf[i+ 1, l] + P (tl|si)

Then for any (i, j), O(a) = P (ta|NULL) +∑
b 6∈[i,j] P (ta|sb) = pre[i − 1, a] + suf[j + 1, a].

I(a) can be incrementally updated as the source
span varies: wheni = j, I(a) = P (ta|NULL) +
P (ta|si). As j is incremented, we addP (ta|sj) to
I(a). Thus we have linear time updates forO andI.

We can then find the best scoring sequence using
the familiar Viterbi algorithm. Letδ[a, σ] be the cost
of the best scoring sequence ending at in stateσ at
timea:

δ[0, σ] := 1 if σ = L; 0 otherwise

δ[a, L] := δ[a− 1, L] ·O(a)

δ[a,M ] := max
σ∈L,M

{δ[a− 1, σ]} · I(a)

δ[a,R] := max
σ∈M,R

{δ[a− 1, σ]} ·O(a)

Then VF (i, j) = δ[n + 1, R], using the isomor-
phism between state sequences and spans. This lin-
ear time algorithm allows us to compute span prun-
ing in O(n3) time. The same algorithm may be
performed using the backward figure of merit after
transposing rows and columns.

Having cast the problem in terms of finite state au-
tomata, we can use finite state algorithms for prun-
ing. For instance, fixing a source span we can enu-
merate the target spans in decreasing order by score
(Soong and Huang, 1991), stopping once we en-
counter the first span below threshold. In practice
the overhead of maintaining the priority queue out-
weighs any benefit, as seen in Figure 2.

An alternate approach that avoids this overhead is
to enumerate spans by position. Note thatδ[m,R] ·∏n

a=m+1O(a) is within threshold iff there is a
span with right boundarym′ < m within thresh-
old. Furthermore ifδ[m,M ] ·

∏n
a=m+1O(a) is
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Figure 2: Speed comparison of theO(n4) tic-tac-toe
pruning algorithm, the A* top-x algorithm, and the fast
tic-tac-toe pruning. All produce the same set of bitext
cells, those within threshold of the best bitext cell.

within threshold, thenm is the right boundary within
threshold. Using these facts, we can gradually
sweep the right boundarym from n toward1 until
the first condition fails to hold. For each value where
the second condition holds, we pause to search for
the set of left boundaries within threshold.

Likewise for the left edge,δ[l,M ] ·
∏m

a=l+1 I(a) ·∏n
a=m+1O(a) is within threshold iff there is some

l′ < l identifying a span(l′,m) within threshold.
Finally if V (i, j, l,m) = δ[l − 1, L] ·

∏m
a=l I(a) ·∏n

a=m+1O(a) is within threshold, then(i, j, l,m)
is a bitext cell within threshold. For right edges that
are known to be within threshold, we can sweep the
left edges leftward until the first condition no longer
holds, keeping only those spans for which the sec-
ond condition holds.

The filtering algorithm behaves extremely well.
Although the worst case runtime is stillO(n4), the
best case has improved ton3; empirically it seems to
significantly reduce the amount of time spent explor-
ing spans. Figure 2 compares the speed of the fast
tic-tac-toe algorithm against the algorithm in Zhang
and Gildea (2005).
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Figure 3: Example output from the ITG using non-compositional phrases. (a) is the Viterbi alignment from the word-
based ITG. The shaded regions indicate phrasal alignments that are allowed by the non-compositional constraint; all
other phrasal alignments will not be considered. (b) is the Viterbi alignment from the phrasal ITG, with the multi-word
alignments highlighted.

5 Bootstrapping Phrasal ITG from
Word-based ITG

This section introduces a technique that bootstraps
candidate phrase pairs for phrase-based ITG from
word-based ITG Viterbi alignments. The word-
based ITG uses the same expansions for the non-
terminalX, but the expansions ofC are limited to
generate only 1-1, 1-0, and 0-1 alignments:

C → e/f,

C → e/ǫ,

C → ǫ/f

where ǫ indicates that no word was generated.
Broadly speaking, the goal of this section is the same
as the previous section, namely, to limit the set of
phrase pairs that needs to be considered in the train-
ing process. The tic-tac-toe pruning relies on IBM
model 1 for scoring a given aligned area. In this
part, we use word-based ITG alignments as anchor
points in the alignment space to pin down the poten-
tial phrases. The scope of iterative phrasal ITG train-
ing, therefore, is limited to determining the bound-
aries of the phrases anchored on the given one-to-
one word alignments.

The heuristic method is based on the Non-
Compositional Constraint of Cherry and Lin (2007).
Cherry and Lin (2007) use GIZA++ intersections
which have high precision as anchor points in the

bitext space to constraint ITG phrases. We use ITG
Viterbi alignments instead. The benefit is two-fold.
First of all, we do not have to run a GIZA++ aligner.
Second, we do not need to worry about non-ITG
word alignments, such as the(2, 4, 1, 3) permutation
patterns. GIZA++ does not limit the set of permu-
tations allowed during translation, so it can produce
permutations that are not reachable using an ITG.

Formally, given a word-based ITG alignment, the
bootstrapping algorithm finds all the phrase pairs
according to the definition of Och and Ney (2004)
and Chiang (2005) with the additional constraint
that each phrase pair contains at most one word
link. Mathematically, lete(i, j) count the number of
word links that are emitted from the substringei...j ,
andf(l,m) count the number of word links emit-
ted from the substringfl...m. The non-compositional
phrase pairs satisfy

e(i, j) = f(l,m) ≤ 1.

Figure 3 (a) shows all possible non-compositional
phrases given the Viterbi word alignment of the ex-
ample sentence pair.

6 Summary of the Pipeline

We summarize the pipeline of our system, demon-
strating the interactions between the three main con-
tributions of this paper: Variational Bayes, tic-tac-
toe pruning, and word-to-phrase bootstrapping. We
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start from sentence-aligned bilingual data and run
IBM Model 1 in both directions to obtain two trans-
lation tables. Then we use the efficient bidirectional
tic-tac-toe pruning to prune the bitext space within
each of the sentence pairs; ITG parsing will be car-
ried out on only this this sparse set of bitext cells.
The first stage of training is word-based ITG, us-
ing the standard iterative training procedure, except
VB replaces EM to focus on a sparse prior. Af-
ter several training iterations, we obtain the Viterbi
alignments on the training data according to the fi-
nal model. Now we transition into the second stage
– the phrasal training. Before the training starts,
we apply the non-compositional constraints over the
pruned bitext space to further constrain the space
of phrase pairs. Finally, we run phrasal ITG itera-
tive training using VB for a certain number of itera-
tions. In the end, a Viterbi pass for the phrasal ITG is
executed to produce the non-compositional phrasal
alignments. From this alignment, phrase pairs are
extracted in the usual manner, and a phrase-based
translation system is trained.

7 Experiments

The training data was a subset of 175K sentence
pairs from the NIST Chinese-English training data,
automatically selected to maximize character-level
overlap with the source side of the test data. We put
a length limit of 35 on both sides, producing a train-
ing set of 141K sentence pairs. 500 Chinese-English
pairs from this set were manually aligned and used
as a gold standard.

7.1 Word Alignment Evaluation

First, using evaluations of alignment quality, we
demonstrate the effectiveness of VB over EM, and
explore the effect of the prior.

Figure 4 examines the difference between EM and
VB with varying sparse priors for the word-based
model of ITG on the 500 sentence pairs, both af-
ter 10 iterations of training. Using EM, because of
overfitting, AER drops first and increases again as
the number of iterations varies from 1 to 10. The
lowest AER using EM is achieved after the second
iteration, which is .40. At iteration 10, AER for EM
increases to .42. On the other hand, using VB, AER
decreases monotonically over the 10 iterations and
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Figure 4: AER drops asαC approaches zero; a more
sparse solution leads to better results.

stabilizes at iteration 10. WhenαC is 1e − 9, VB
gets AER close to .35 at iteration 10.

As we increase the bias toward sparsity, the AER
decreases, following a long slow plateau. Although
the magnitude of improvement is not large, the trend
is encouraging.

These experiments also indicate that a very sparse
prior is needed for machine translation tasks. Un-
like Johnson (2007), who found optimal perfor-
mance whenα was approximately10−4, we ob-
served monotonic increases in performance asα
dropped. The dimensionality of this MT problem is
significantly larger than that of the sequence prob-
lem, though, therefore it may take a stronger push
from the prior to achieve the desired result.

7.2 End-to-end Evaluation

Given an unlimited amount of time, we would tune
the prior to maximize end-to-end performance, us-
ing an objective function such as BLEU. Unfortu-
nately these experiments are very slow. Since we
observed monotonic increases in alignment perfor-
mance with smaller values ofαC , we simply fixed
the prior at a very small value (10−100) for all trans-
lation experiments. We do compare VB against EM
in terms of final BLEU scores in the translation ex-
periments to ensure that this sparse prior has a sig-
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nificant impact on the output.
We also trained a baseline model with GIZA++

(Och and Ney, 2003) following a regimen of 5 it-
erations of Model 1, 5 iterations of HMM, and 5
iterations of Model 4. We computed Chinese-to-
English and English-to-Chinese word translation ta-
bles using five iterations of Model 1. These val-
ues were used to perform tic-tac-toe pruning with
τb = 1× 10−3 andτs = 1× 10−6. Over the pruned
charts, we ran 10 iterations of word-based ITG using
EM or VB. The charts were then pruned further by
applying the non-compositional constraint from the
Viterbi alignment links of that model. Finally we ran
10 iterations of phrase-based ITG over the residual
charts, using EM or VB, and extracted the Viterbi
alignments.

For translation, we used the standard phrasal de-
coding approach, based on a re-implementation of
the Pharaoh system (Koehn, 2004). The output of
the word alignment systems (GIZA++ or ITG) were
fed to a standard phrase extraction procedure that
extracted all phrases of length up to 7 and esti-
mated the conditional probabilities of source given
target and target given source using relative fre-
quencies. Thus our phrasal ITG learns only the
minimal non-compositional phrases; the standard
phrase-extraction algorithm learns larger combina-
tions of these minimal units. In addition the phrases
were annotated with lexical weights using the IBM
Model 1 tables. The decoder also used a trigram lan-
guage model trained on the target side of the training
data, as well as word count, phrase count, and distor-
tion penalty features. Minimum Error Rate training
(Och, 2003) over BLEU was used to optimize the
weights for each of these models over the develop-
ment test data.

We used the NIST 2002 evaluation datasets for
tuning and evaluation; the 10-reference develop-
ment set was used for minimum error rate training,
and the 4-reference test set was used for evaluation.
We trained several phrasal translation systems, vary-
ing only the word alignment (or phrasal alignment)
method.

Table 1 compares the four systems: the GIZA++
baseline, the ITG word-based model, the ITG multi-
word model using EM training, and the ITG multi-
word model using VB training. ITG-mwm-VB is
our best model. We see an improvement of nearly

Development Test

GIZA++ 37.46 28.24
ITG-word 35.47 26.55
ITG-mwm (VB) 39.21 29.02
ITG-mwm (EM) 39.15 28.47

Table 1: Translation results on Chinese-English, using
the subset of training data (141K sentence pairs) that have
length limit 35 on both sides. (No length limit in transla-
tion. )

2 points dev set and nearly 1 point of improvement
on the test set. We also observe the consistent supe-
riority of VB over EM. The gain is especially large
on the test data set, indicating VB is less prone to
overfitting.

8 Conclusion

We have presented an improved and more efficient
method of estimating phrase pairs directly. By both
changing the objective function to include a bias
toward sparser models and improving the pruning
techniques and efficiency, we achieve significant
gains on test data with practical speed. In addition,
these gains were shown without resorting to external
models, such as GIZA++. We have shown that VB
is both practical and effective for use in MT models.

However, our best system does not apply VB to a
single probability model, as we found an apprecia-
ble benefit from bootstrapping each model from sim-
pler models, much as the IBM word alignment mod-
els are usually trained in succession. We find that
VB alone is not sufficient to counteract the tendency
of EM to prefer analyses with smaller trees using
fewer rules and longer phrases. Both the tic-tac-toe
pruning and the non-compositional constraint ad-
dress this problem by reducing the space of possible
phrase pairs. On top of these hard constraints, the
sparse prior of VB helps make the model less prone
to overfitting to infrequent phrase pairs, and thus
improves the quality of the phrase pairs the model
learns.
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Abstract

We propose a language model based on
a precise, linguistically motivated grammar
(a hand-crafted Head-driven Phrase Structure
Grammar) and a statistical model estimating
the probability of a parse tree. The language
model is applied by means of an N-best rescor-
ing step, which allows to directly measure the
performance gains relative to the baseline sys-
tem without rescoring. To demonstrate that
our approach is feasible and beneficial for
non-trivial broad-domain speech recognition
tasks, we applied it to a simplified German
broadcast-news transcription task. We report
a significant reduction in word error rate com-
pared to a state-of-the-art baseline system.

1 Introduction

It has repeatedly been pointed out that N-grams
model natural language only superficially: an Nth-
order Markov chain is a very crude model of the
complex dependencies between words in an utter-
ance. More accurate statistical models of natural
language have mainly been developed in the field
of statistical parsing, e.g. Collins (2003), Charniak
(2000) and Ratnaparkhi (1999). Other linguistically
inspired language models like Chelba and Jelinek
(2000) and Roark (2001) have been applied to con-
tinuous speech recognition.

These models have in common that they explic-
itly or implicitly use a context-free grammar induced
from a treebank, with the exception of Chelba and
Jelinek (2000). The probability of a rule expansion
or parser operation is conditioned on various con-
textual information and the derivation history. An

important reason for the success of these models is
the fact that they are lexicalized: the probability dis-
tributions are also conditioned on the actual words
occuring in the utterance, and not only on their parts
of speech. Most statistical parsers achieve a high ro-
bustness with respect to out-of-grammar sentences
by allowing for arbitrary derivations and rule expan-
sions. On the other hand, they are not suited to reli-
ably decide on the grammaticality of a given phrase,
as they do not accurately model the linguistic con-
straints inherent in natural language.

We take a completely different position. In the
first place, we want our language model to reliably
distinguish between grammatical and ungrammati-
cal phrases. To this end, we have developed a pre-
cise, linguistically motivated grammar. To distin-
guish between common and uncommon phrases, we
use a statistical model that estimates the probability
of a phrase based on the syntactic dependencies es-
tablished by the parser. We achieve some degree of
robustness by letting the grammar accept arbitrary
sequences of words and phrases. To keep the gram-
mar restrictive, such sequences are penalized by the
statistical model.

Accurate hand-crafted grammars have been ap-
plied to speech recognition before, e.g. Kiefer et
al. (2000) and van Noord et al. (1999). However,
they primarily served as a basis for a speech un-
derstanding component and were applied to narrow-
domain tasks such as appointment scheduling or
public transport information. We are mainly con-
cerned with speech recognition performance on
broad-domain recognition tasks.

Beutler et al. (2005) pursued a similar approach.
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However, their grammar-based language model did
not make use of a probabilistic component, and it
was applied to a rather simple recognition task (dic-
tation texts for pupils read and recorded under good
acoustic conditions, no out-of-vocabulary words).
Besides proposing an improved language model,
this paper presents experimental results for a much
more difficult and realistic task and compares them
to the performance of a state-of-the-art baseline sys-
tem.

In the following Section, we will first describe our
grammar-based language model. Next, we will turn
to the linguistic components of the model, namely
the grammar, the lexicon and the parser. We will
point out some of the challenges arising from the
broad-domain speech recognition application and
propose ways to deal with them. Finally, we will de-
scribe our experiments on broadcast news data and
discuss the results.

2 Language Model

2.1 The General Approach
Speech recognizers choose the word sequence
Ŵ which maximizes the posterior probability
P (W |O), where O is the acoustic observation. This
is achieved by optimizing

Ŵ = argmax
W

P (O|W ) · P (W )λ · ip|W | (1)

The language model weight λ and the word inser-
tion penalty ip lead to a better performance in prac-
tice, but they have no theoretical justification. Our
grammar-based language model is incorporated into
the above expression as an additional probability
Pgram(W ), weighted by a parameter µ:

Ŵ = argmax
W

P (O|W )·P (W )λ·Pgram(W )µ·ip|W |

(2)
Pgram(W ) is defined as the probability of the most
likely parse tree of a word sequence W :

Pgram(W ) = max
T∈parses(W )

P (T ) (3)

To determine Pgram(W ) is an expensive operation
as it involves parsing. For this reason, we pursue an
N-best rescoring approach. We first produce the N
best hypotheses according to the criterion in equa-
tion (1). From these hypotheses we then choose the
final recognition result according to equation (2).

2.2 The Probability of a Parse Tree
The parse trees produced by our parser are binary-
branching and rather deep. In order to compute the
probability of a parse tree, it is transformed to a flat
dependency tree similar to the syntax graph repre-
sentation used in the TIGER treebank Brants et al
(2002). An inner node of such a dependency tree
represents a constituent or phrase. Typically, it di-
rectly connects to a leaf node representing the most
important word of the phrase, the head child. The
other children represent phrases or words directly
depending on the head child. To give an example,
the immediate children of a sentence node are the
finite verb (the head child), the adverbials, the sub-
ject and the all other (verbal and non-verbal) com-
plements.

This flat structure has the advantage that the in-
formation which is most relevant for the head child
is represented within the locality of an inner node.
Assuming statistical independence between the in-
ternal structures of the inner nodes ni, we can factor
P (T ) much like it is done for probabilistic context-
free grammars:

P (T ) ≈
∏
ni

P ( childtags(ni) | tag(ni) ) (4)

In the above equation, tag(ni) is simply the label
assigned to the tree node ni, and childtags(ni) de-
notes the tags assigned to the child nodes of ni.

Our statistical model for German sentences distin-
guishes between eight different tags. Three tags are
used for different types of noun phrases: pronomi-
nal NPs, non-pronominal NPs and prenominal gen-
itives. Prenominal genitives were given a dedicated
tag because they are much more restricted than or-
dinary NPs. Another two tags were used to dis-
tinguish between clauses with sentence-initial finite
verbs (main clauses) and clauses with sentence-final
finite verbs (subordinate clauses). Finally, there are
specific tags for infinitive verb phrases, adjective
phrases and prepositional phrases.
P was modeled by means of a dedicated prob-

ability distribution for each conditioning tag. The
probability of the internal structure of a sentence
was modeled as the trigram probability of the cor-
responding tag sequence (the sequence of the sen-
tence node’s child tags). The probability of an ad-
jective phrase was decomposed into the probability
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of the adjective type (participle or non-participle and
attributive, adverbial or predicative) and the proba-
bility of its length in words given the adjective type.
This allows the model to directly penalize long ad-
jective phrases, which are very rare. The model for
noun phrases is based on the joint probability of the
head type (either noun, adjective or proper name),
the presence of a determiner and the presence of pre-
and postnominal modifiers. The probabilities of var-
ious other events are conditioned on those four vari-
ables, namely the number of prepositional phrases,
relative clauses and adjectives, as well as the pres-
ence of appositions and prenominal or postnominal
genitives.

The resulting probability distributions were
trained on the German TIGER treebank which con-
sists of about 50000 sentences of newspaper text.

2.3 Robustness Issues

A major problem of grammar-based approaches
to language modeling is how to deal with out-of-
grammar utterances. Obviously, the utterance to be
recognized may be ungrammatical, or it could be
grammatical but not covered by the given grammar.
But even if the utterance is both grammatical and
covered by the grammar, the correct word sequence
may not be among the N best hypotheses due to
out-of-vocabulary words or bad acoustic conditions.
In all these cases, the best hypothesis available is
likely to be out-of-grammar, but the language model
should nevertheless prefer it to competing hypothe-
ses. To make things worse, it is not unlikely that
some of the competing hypotheses are grammatical.

It is therefore important that our language model
is robust with respect to out-of-grammar sentences.
In particular this means that it should provide a rea-
sonable parse tree for any possible word sequence
W . However, our approach is to use an accurate,
linguistically motivated grammar, and it is undesir-
able to weaken the constraints encoded in the gram-
mar. Instead, we allow the parser to attach any se-
quence of words or correct phrases to the root node,
where each attachment is penalized by the proba-
bilistic model P (T ). This can be thought of as
adding two probabilistic context-free rules:

S −→ S′ S with probability q
S −→ S′ with probability 1−q

In order to guarantee that all possible word se-
quences are parseable, S′ can produce both satu-
rated phrases and arbitrary words. To include such
a productive set of rules into the grammar would
lead to serious efficiency problems. For this reason,
these rules were actually implemented as a dynamic
programming pass: after the parser has identified
all correct phrases, the most probable sequence of
phrases or words is computed.

2.4 Model Parameters

Besides the distributions required to specify P (T ),
our language model has three parameters: the lan-
guage model weight µ, the attachment probability
q and the number of hypotheses N . The parame-
ters µ and q are considered to be task-dependent.
For instance, if the utterances are well-covered by
the grammar and the acoustic conditions are good,
it can be expected that µ is relatively large and that
q is relatively small. The choice of N is restricted
by the available computing power. For our experi-
ments, we chose N = 100. The influence of N on
the word error rate is discussed in the results section.

3 Linguistic Resources

3.1 Particularities of the Recognizer Output

The linguistic resources presented in this Section
are partly influenced by the form of the recog-
nizer output. In particular, the speech recognizer
does not always transcribe numbers, compounds
and acronyms as single words. For instance, the
word “einundzwanzig” (twenty-one) is transcribed
as “ein und zwanzig”, “Kriegspläne” (war plans) as
“Kriegs Pläne” and ”BMW” as “B. M. W.” These
transcription variants are considered to be correct
by our evaluation scheme. Therefore, the grammar
should accept them as well.

3.2 Grammar and Parser

We used the Head-driven Phrase Structure Grammar
(HPSG, see Pollard and Sag (1994)) formalism to
develop a precise large-coverage grammar for Ger-
man. HPSG is an unrestricted grammar (Chomsky
type 0) which is based on a context-free skeleton
and the unification of complex feature structures.
There are several variants of HPSG which mainly
differ in the formal tools they provide for stating lin-
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guistic constraints. Our particular variant requires
that constituents (phrases) be continuous, but it pro-
vides a mechanism for dealing with discontinuities
as present e.g. in the German main clause, see
Kaufmann and Pfister (2007). HPSG typically dis-
tinguishes between immediate dominance schemata
(rough equivalents of phrase structure rules, but
making no assumptions about constituent order) and
linear precedence rules (constraints on constituent
order). We do not make this distinction but rather let
immediate dominance schemata specify constituent
order. Further, the formalism allows to express com-
plex linguistic constraints by means of predicates or
relational constraints. At parse time, predicates are
backed by program code that can perform arbitrary
computations to check or specify feature structures.

We have implemented an efficient Java parser for
our variant of the HPSG formalism. The parser sup-
ports ambiguity packing, which is a technique for
merging constituents with different derivational his-
tories but identical syntactic properties. This is es-
sential for parsing long and ambiguous sentences.

Our grammar incorporates many ideas from ex-
isting linguistic work, e.g. Müller (2007), Müller
(1999), Crysmann (2005), Crysmann (2003). In ad-
dition, we have modeled a few constructions which
occur frequently but are often neglected in formal
syntactic theories. Among them are prenominal and
postnominal genitives, expressions of quantity and
expressions of date and time. Further, we have
implemented dedicated subgrammars for analyzing
written numbers, compounds and acronyms that are
written as separate words. To reduce ambiguity, only
noun-noun compounds are covered by the grammar.
Noun-noun compounds are by far the most produc-
tive compound type.

The grammar consists of 17 rules for gen-
eral linguistic phenomena (e.g. subcategorization,
modification and extraction), 12 rules for model-
ing the German verbal complex and another 13
construction-specific rules (relative clauses, genitive
attributes, optional determiners, nominalized adjec-
tives, etc.). The various subgrammars (expressions
of date and time, written numbers, noun-noun com-
pounds and acronyms) amount to a total of 43 rules.

The grammar allows the derivation of “interme-
diate products” which cannot be regarded as com-
plete phrases. We consider complete phrases to be

sentences, subordinate clauses, relative and interrog-
ative clauses, noun phrases, prepositional phrases,
adjective phrases and expressions of date and time.

3.3 Lexicon
The lexicon was created manually based on a list of
more than 5000 words appearing in the N-best lists
of our experiment. As the domain of our recognition
task is very broad, we attempted to include any pos-
sible reading of a given word. Our main source of
dictionary information was Duden (1999).

Each word was annotated with precise morpho-
logical and syntactic information. For example, the
roughly 2700 verbs were annotated with over 7000
valency frames. We distinguish 86 basic valency
frames, for most of which the complement types can
be further specified.

A major difficulty was the acquisition of multi-
word lexemes. Slightly deviating from the common
notion, we use the following definition: A syntac-
tic unit consisting of two or more words is a multi-
word lexeme, if the grammar cannot derive it from
its parts. English examples are idioms like “by and
large” and phrasal verbs such as “to call sth off”.
Such multi-word lexemes have to be entered into the
lexicon, but they cannot directly be identified in the
word list. Therefore, they have to be extracted from
supplementary resources. For our work, we used a
newspaper text corpus of 230M words (Frankfurter
Rundschau and Neue Zürcher Zeitung). This cor-
pus included only articles which are dated before the
first broadcast news show used in the experiment. In
the next few paragraphs we will discuss some types
of multiword lexemes and our methods of extracting
them.

There is a large and very productive class of Ger-
man prefix verbs whose prefixes can appear sepa-
rated from the verb, similar to English phrasal verbs.
For example, the prefix of the verb “untergehen” (to
sink) is separated in “das Schiff geht unter” (the ship
sinks) and attached in “weil das Schiff untergeht”
(because the ship sinks). The set of possible va-
lency frames of a prefix verb has to be looked up
in a dictionary as it cannot be derived systematically
from its parts. Exploiting the fact that prefixes are at-
tached to their verb under certain circumstances, we
extracted a list of prefix verbs from the above news-
paper text corpus. As the number of prefix verbs is
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very large, a candidate prefix verb was included into
the lexicon only if there is a recognizer hypothesis
in which both parts are present. Note that this pro-
cedure does not amount to optimizing on test data:
when parsing a hypothesis, the parser chart contains
only those multiword lexemes for which all parts are
present in the hypothesis.

Other multi-word lexemes are fixed word clus-
ters of various types. For instance, some preposi-
tional phrases appearing in support verb construc-
tions lack an otherwise mandatory determiner, e.g.
“unter Beschuss” (under fire). Many multi-word
lexemes are adverbials, e.g. “nach wie vor” (still),
“auf die Dauer” (in the long run). To extract such
word clusters we used suffix arrays proposed in Ya-
mamoto and Church (2001) and the pointwise mu-
tual information measure, see Church and Hanks
(1990). Again, it is feasible to consider only those
clusters appearing in some recognizer hypothesis.
The list of candidate clusters was reduced using dif-
ferent filter heuristics and finally checked manually.

For our task, split compounds are to be consid-
ered as multi-word lexemes as well. As our gram-
mar only models noun-noun compounds, other com-
pounds such as “unionsgeführt” (led by the union)
have to be entered into the lexicon. We applied
the decompounding algorithm proposed in Adda-
Decker (2003) to our corpus to extract such com-
pounds. The resulting candidate list was again fil-
tered manually.

We observed that many proper nouns (e.g. per-
sonal names and geographic names) are identical to
some noun, adjective or verb form. For example,
about 40% of the nouns in our lexicon share in-
flected forms with personal names. Proper nouns
considerably contribute to ambiguity, as most of
them do not require a determiner. Therefore, a
proper noun which is a homograph of an open-class
word was entered only if it is “relevant” for our
task. The “relevant” proper nouns were extracted
automatically from our text corpus. We used small
databases of unambiguous given names and forms
of address to spot personal names in significant bi-
grams. Relevant geographic names were extracted
by considering capitalized words which significantly
often follow certain local prepositions.

The final lexicon contains about 2700 verbs (in-
cluding 1900 verbs with separable prefixes), 3500

nouns, 450 adjectives, 570 closed-class words and
220 multiword lexemes. All lexicon entries amount
to a total of 137500 full forms. Noun-noun com-
pounds are not included in these numbers, as they
are handled in a morphological analysis component.

4 Experiments

4.1 Experimental Setup

The experiment was designed to measure how much
a given speech recognition system can benefit from
our grammar-based language model. To this end,
we used a baseline speech recognition system which
provided the N best hypotheses of an utterance
along with their respective scores. The grammar-
based language model was then applied to the N
best hypotheses as described in Section 2.1, yielding
a new best hypothesis. For a given test set we could
then compare the word error rate of the baseline sys-
tem with that of the extended system employing the
grammar-based language model.

4.2 Data and Preprocessing

Our experiments are based on word lattice out-
put from the LIMSI German broadcast news tran-
scription system (McTait and Adda-Decker, 2003),
which employs 4-gram backoff language models.
From the experiment reported in McTait and Adda-
Decker (2003), we used the first three broadcast
news shows1 which corresponds to a signal length
of roughly 50 minutes.

Rather than applying our model to the origi-
nal broadcast-news transcription task, we used the
above data to create an artificial recognition task
with manageable complexity. Our primary aim was
to design a task which allows us to investigate the
properties of our grammar-based approach and to
compare its performance with that of a competitive
baseline system.

As a first simplification, we assumed perfect sen-
tence segmentation. We manually split the original
word lattices at the sentence boundaries and merged
them where a sentence crossed a lattice boundary.
This resulted in a set of 636 lattices (sentences). Sec-
ond, we classified the sentences with respect to con-
tent type and removed those classes with an excep-

1The 8 o’clock broadcasts of the “Tagesschau” from the
14th of April, 21st of April and 7th of Mai 2002.

110



tionally high baseline word error rate. These classes
are interviews (a word error rate of 36.1%), sports
reports (28.4%) and press conferences (25.7%). The
baseline word error rate of the remaining 447 lattices
(sentences) is 11.8%.

From each of these 447 lattices, the 100 best hy-
potheses were extracted. We next compiled a list
containing all words present in the recognizer hy-
potheses. These words were entered into the lexicon
as described in Section 3.3. Finally, all extracted
recognizer hypotheses were parsed. Only 25 of the
44000 hypotheses2 caused an early termination of
the parser due to the imposed memory limits. How-
ever, the inversion of ambiguity packing (see Sec-
tion 3.2) turned out to be a bottleneck. As P (T )
does not directly apply to parse trees, all possible
readings have to be unpacked. For 24 of the 447
lattices, some of the N best hypotheses contained
phrases with more than 1000 readings. For these lat-
tices the grammar-based language model was sim-
ply switched off in the experiment, as no parse trees
were produced for efficiency reasons.

To assess the difficulty of our task, we inspected
the reference transcriptions, the word lattices and
the N-best lists for the 447 selected utterances. We
found that for only 59% of the utterances the correct
transcription is among the 100-best hypotheses. The
first-best hypothesis is completely correct for 34%
of the utterances. The out-of-vocabulary rate (es-
timated from the number of reference transcription
words which do not appear in any of the lattices) is
1.7%. The first-best word error rate is 11.79%, and
the 100-best oracle word error rate is 4.8%.

We further attempted to judge the grammatical-
ity of the reference transcriptions. We considered
only 1% of the sentences to be clearly ungrammat-
ical. 19% of the remaining sentences were found
to contain general grammatical constructions which
are not handled by our grammar. Some of these
constructions (most notably ellipses, which are om-
nipresent in broadcast-news reports) are notoriously
difficult as they would dramatically increase ambi-
guity when implemented in a grammar. About 45%
of the reference sentences were correctly analyzed
by the grammar.

2Some of the word lattices contain less than 100 different
hypotheses.

4.3 Training and Testing

The parameter N , the maximum number of hy-
potheses to be considered, was set to 100 (the ef-
fect of choosing different values of N will be dis-
cussed in section 4.4). The remaining parameters
µ and q were trained using the leave-one-out cross-
validation method: each of the 447 utterances served
as the single test item once, whereas the remaining
446 utterances were used for training. As the er-
ror landscape is complex and discrete, we could not
use gradient-based optimization methods. Instead,
we chose µ and q from 500 equidistant points within
the intervals [0, 20] and [0, 0.25], respectively. The
word error rate was evaluated for each possible pair
of parameter values.

The evaluation scheme was taken from McTait
and Adda-Decker (2003). It ignores capitalization,
and written numbers, compounds and acronyms
need not be written as single words.

4.4 Results

As shown in Table 1, the grammar-based language
model reduced the word error rate by 9.2% rela-
tive over the baseline system. This improvement
is statistically significant on a level of < 0.1% for
both the Matched Pairs Sentence-Segment Word Er-
ror test (MAPSSWE) and McNemar’s test (Gillick
and Cox, 1989). If the parameters are optimized on
all 447 sentences (i.e. on the test data), the word
error rate is reduced by 10.7% relative.

For comparison, we redefined the probabilistic
model as P (T ) = (1− q)qk−1, where k is the num-
ber of phrases attached to the root node. This re-
duced model only considers the grammaticality of
a phrase, completely ignoring the probability of its
internal structure. It achieved a relative word error
reduction of 5.9%, which is statistically significant
on a level of < 0.1% for both tests. The improve-
ment of the full model compared to the reduced
model is weakly significant on a level of 2.6% for
the MAPSSWE test.

For both models, the optimal value of q was 0.001
for almost all training runs. The language model
weight µ of the reduced model was about 60%
smaller than the respective value for the full model,
which confirms that the full model provides more
reliable information.
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experiment word error rate
baseline 11.79%
grammar, no statistics 11.09% (-5.9% rel.)
grammar 10.70% (-9.2% rel.)
grammar, cheating 10.60% (-10.7% rel.)
100-best oracle 4.80%

Table 1: The impact of the grammar-based language
model on the word error rate. For comparison, the results
for alternative experiments are shown. In the experiment
“grammar, cheating”, the parameters were optimized on
test data.

Figure 1 shows the effect of varying N (the max-
imum number of hypotheses) on the word error rate
both for leave-one-out training and for optimizing
the parameters on test data. The similar shapes of
the two curves suggest that the observed variations
are partly due to the problem structure. In fact, if N
is increased and new hypotheses with a high value
of Pgram(W ) appear, the benefit of the grammar-
based language model can increase (if the hypothe-
ses are predominantly good with respect to word er-
ror rate) or decrease (if they are bad). This horizon
effect tends to be reduced with increasing N (with
the exception of 89 ≤ N ≤ 93) because hypothe-
ses with high ranks need a much higher Pgram(W )
in order to compensate for their lower value of
P (O|W ) ·P (W )λ. For small N , the parameter esti-
mation is more severely affected by the rather acci-
dental horizon effects and therefore is prone to over-
fitting.

5 Conclusions and Outlook

We have presented a language model based on a pre-
cise, linguistically motivated grammar, and we have
successfully applied it to a difficult broad-domain
task.

It is a well-known fact that natural language is
highly ambiguous: a correct and seemingly unam-
biguous sentence may have an enormous number of
readings. A related – and for our approach even
more relevant – phenomenon is that many weird-
looking and seemingly incorrect word sequences are
in fact grammatical. This obviously reduces the ben-
efit of pure grammaticality information. A solution
is to use additional information to asses how “natu-
ral” a reading of a word sequence is. We have done a
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Figure 1: The word error rate as a function of the maxi-
mum number of best hypotheses N .

first step in this direction by estimating the probabil-
ity of a parse tree. However, our model only looks at
the structure of a parse tree and does not take the ac-
tual words into account. As N-grams and statistical
parsers demonstrate, word information can be very
valuable. It would therefore be interesting to investi-
gate ways of introducing word information into our
grammar-based model.

Acknowledgements

This work was supported by the Swiss National Sci-
ence Foundation. We cordially thank Jean-Luc Gau-
vain of LIMSI for providing us with word lattices
from their German broadcast news transcription sys-
tem.

112



References

M. Adda-Decker. 2003. A corpus-based decompounding
algorithm for German lexical modeling in LVCSR. In
Proceedings of Eurospeech, pages 257–260, Geneva,
Switzerland.

R. Beutler, T. Kaufmann, and B. Pfister. 2005. Integrat-
ing a non-probabilistic grammar into large vocabulary
continuous speech recognition. In Proceedings of the
IEEE ASRU 2005 Workshop, pages 104–109, San Juan
(Puerto Rico).

S. Brants, S. Dipper, S. Hansen, W. Lezius, and G. Smith.
2002. The TIGER treebank. In Proceedings of the
Workshop on Treebanks and Linguistic Theories, So-
zopol, Bulgaria.

E. Charniak. 2000. A maximum-entropy-inspired parser.
In Proceedings of the NAACL, pages 132–139, San
Francisco, USA.

C. Chelba and F. Jelinek. 2000. Structured language
modeling. Computer Speech & Language, 14(4):283–
332.

K. W. Church and P. Hanks. 1990. Word association
norms, mutual information, and lexicography. Com-
putational Linguistics, 16(1):22–29.

M. Collins. 2003. Head-driven statistical models for
natural language parsing. Computational Linguistics,
29(4):589–637.

B. Crysmann. 2003. On the efficient implementation of
German verb placement in HPSG. In Proceedings of
RANLP.

B. Crysmann. 2005. Relative clause extraposition in
German: An efficient and portable implementation.
Research on Language and Computation, 3(1):61–82.

Duden. 1999. – Das große Wörterbuch der deutschen
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Nr. 17. Stauffenburg Verlag, Tübingen.
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Abstract

Written documents created through dictation
differ significantly from a true verbatim tran-
script of the recorded speech. This poses
an obstacle in automatic dictation systems as
speech recognition output needs to undergo
a fair amount of editing in order to turn it
into a document that complies with the cus-
tomary standards. We present an approach
that attempts to perform this edit from recog-
nized words to final document automatically
by learning the appropriate transformations
from example documents. This addresses a
number of problems in an integrated way,
which have so far been studied independently,
in particular automatic punctuation, text seg-
mentation, error correction and disfluency re-
pair. We study two different learning methods,
one based on rule induction and one based on
a probabilistic sequence model. Quantitative
evaluation shows that the probabilistic method
performs more accurately.

1 Introduction

Large vocabulary speech recognition today achieves
a level of accuracy that makes it useful in the produc-
tion of written documents. Especially in the medical
and legal domains large volumes of text are tradi-
tionally produced by means of dictation. Here docu-
ment creation is typically a “back-end” process. The
author dictates all necessary information into a tele-
phone handset or a portable recording device and
is not concerned with the actual production of the
document any further. A transcriptionist will then

listen to the recorded dictation and produce a well-
formed document using a word processor. The goal
of introducing speech recognition in this process is
to create a draft document automatically, so that the
transcriptionist only has to verify the accuracy of the
document and to fix occasional recognition errors.
We observe that users try to spend as little time as
possible dictating. They usually focus only on the
content and rely on the transcriptionist to compose
a readable, syntactically correct, stylistically accept-
able and formally compliant document. For this rea-
son there is a considerable discrepancy between the
final document and what the speaker has said liter-
ally. In particular in medical reports we see differ-
ences of the following kinds:

• Punctuation marks are typically not verbalized.

• No instructions on the formatting of the report
are dictated. Section headings are not identified
as such.

• Frequently section headings are only implied.
(“vitals are” → “PHYSICAL EXAMINATION:
VITAL SIGNS:”)

• Enumerated lists. Typically speakers use
phrases like “number one . . . next number . . . ”,
which need to be turned into “1. . . . 2. . . . ”

• The dictation usually begins with a preamble
(e.g. “This is doctor Xyz ...”) which does not
appear in the report. Similarly there are typ-
ical phrases at the end of the dictation which
should not be transcribed (e.g. “End of dicta-
tion. Thank you.”)
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• There are specific standards regarding the use
of medical terminology. Transcriptionists fre-
quently expand dictated abbreviations (e.g.
“CVA” → “cerebrovascular accident”) or oth-
erwise use equivalent terms (e.g. “nonicteric
sclerae”→ “no scleral icterus”).

• The dictation typically has a more narrative
style (e.g. “She has no allergies.”, “I examined
him”). In contrast, the report is normally more
impersonal and structured (e.g. “ALLERGIES:
None.”, “he was examined”).

• For the sake of brevity, speakers frequently
omit function words. (“patient” → “the pa-
tient”, “denies fever pain” → “he denies any
fever or pain”)

• As the dictation is spontaneous, disfluencies are
quite frequent, in particular false starts, correc-
tions and repetitions. (e.g. “22-year-old fe-
male, sorry, male 22-year-old male” → “22-
year-old male”)

• Instruction to the transcriptionist and so-called
normal reports, pre-defined text templates in-
voked by a short phrase like “This is a normal
chest x-ray.”

• In addition to the above, speech recognition
output has the usual share of recognition errors
some of which may occur systematically.

These phenomena pose a problem that goes beyond
the speech recognition task which has traditionally
focused on correctly identifying speech utterances.
Even with a perfectly accurate verbatim transcript of
the user’s utterances, the transcriptionist would need
to perform a significant amount of editing to obtain
a document conforming to the customary standards.
We need to look for what the user wants rather than
what he says.

Natural language processing research has ad-
dressed a number of these issues as individual prob-
lems: automatic punctuation (Liu et al., 2005),
text segmentation (Beeferman et al., 1999; Matusov
et al., 2003) disfluency repair (Heeman et al., 1996)
and error correction (Ringger and Allen, 1996;
Strzalkowski and Brandow, 1997; Peters and Drexel,

2004). The method we present in the following at-
tempts to address all this by a unified transforma-
tion model. The goal is simply stated as transform-
ing the recognition output into a text document. We
will first describe the general framework of learn-
ing transformations from example documents. In
the following two sections we will discuss a rule-
induction-based and a probabilistic transformation
method respectively. Finally we present experimen-
tal results in the context of medical transcription and
conclude with an assessment of both methods.

2 Text transformation

In dictation and transcription management systems
corresponding pairs of recognition output and edited
and corrected documents are readily available. The
idea of transformation modeling, outlined in fig-
ure 1, is to learn to emulate the transcriptionist. To
this end we first process archived dictations with the
speech recognizer to create approximate verbatim
transcriptions. For each document this yields the
spoken or source word sequence S = s1 . . . sM ,
which is supposed to be a word-by-word transcrip-
tion of the user’s utterances, but which may actu-
ally contain recognition errors. The corresponding
final reports are cleaned (removal of page headers
etc.), tagged (identification of section headings and
enumerated lists) and tokenized, yielding the text or
target token sequence T = t1...tN for each docu-
ment. Generally, the token sequence corresponds
to the spoken form. (E.g. “25mg” is tokenized as
“twenty five milligrams”.) Tokens can be ordinary
words or special symbols representing line breaks,
section headings, etc. Specifically, we represent
each section heading by a single indivisible token,
even if the section name consists of multiple words.
Enumerations are represented by special tokens, too.
Different techniques can be applied to learn and ex-
ecute the actual transformation from S to T . Two
options are discussed in the following.

With the transformation model at hand, a draft
for a new document is created in three steps. First
the speech recognizer processes the audio recording
and produces the source word sequence S. Next,
the transformation step converts S into the target se-
quence T . Finally the transformation output T is
formatted into a text document. Formatting is the
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Figure 1: Illustration of how text transformation is inte-
grated into a speech-to-text system.

inverse of tokenization and includes conversion of
number words to digits, rendition of paragraphs and
section headings, etc.

Before we turn to concrete transformation tech-
niques, we can make two general statements about
this problem. Firstly, in the absence of observa-
tions to the contrary, it is reasonable to leave words
unchanged. So, a priori the mapping should be
the identity. Secondly, the transformation is mostly
monotonous. Out-of-order sections do occur but are
the exception rather than the rule.

3 Transformation based learning

Following Strzalkowski and Brandow (1997) and
Peters and Drexel (2004) we have implemented
a transformation-based learning (TBL) algorithm
(Brill, 1995). This method iteratively improves the
match (as measured by token error rate) of a col-
lection of corresponding source and target token se-
quences by positing and applying a sequence of sub-
stitution rules. In each iteration the source and tar-
get tokens are aligned using a minimum edit dis-
tance criterion. We refer to maximal contiguous
subsequences of non-matching tokens as error re-

gions. These consist of paired sequences of source
and target tokens, where either sequence may be
empty. Each error region serves as a candidate sub-
stitution rule. Additionally we consider refinements
of these rules with varying amounts of contiguous
context tokens on either side. Deviating from Peters
and Drexel (2004), in the special case of an empty
target sequence, i.e. a deletion rule, we consider
deleting all (non-empty) contiguous subsequences
of the source sequence as well. For each candi-
date rule we accumulate two counts: the number of
exactly matching error regions and the number of
false alarms, i.e. when its left-hand-side matches
a sequence of already correct tokens. Rules are
ranked by the difference in these counts scaled by
the number of errors corrected by a single rule ap-
plication, which is the length of the corresponding
error region. This is an approximation to the to-
tal number of errors corrected by a rule, ignoring
rule interactions and non-local changes in the mini-
mum edit distance alignment. A subset of the top-
ranked non-overlapping rules satisfying frequency
and minimum impact constraints are selected and
the source sequences are updated by applying the se-
lected rules. Again deviating from Peters and Drexel
(2004), we consider two rules as overlapping if the
left-hand-side of one is a contiguous subsequence
of the other. This procedure is iterated until no ad-
ditional rules can be selected. The initial rule set
is populated by a small sequence of hand-crafted
rules (e.g. “impression colon”→ “IMPRESSION:”).
A user-independent baseline rule set is generated
by applying the algorithm to data from a collec-
tion of users. We construct speaker-dependent mod-
els by initializing the algorithm with the speaker-
independent rule set and applying it to data from the
given user.

4 Probabilistic model

The canonical approach to text transformation fol-
lowing statistical decision theory is to maximize the
text document posterior probability given the spoken
document.

T ∗ = argmax
T

p(T |S) (1)

Obviously, the global model p(T |S) must be con-
structed from smaller scale observations on the cor-

116



respondence between source and target words. We
use a 1-to-n alignment scheme. This means each
source word is assigned to a sequence of zero, one
or more target words. We denote the target words
assigned to source word si as τi. Each replacement
τi is a possibly empty sequence of target words. A
source word together with its replacement sequence
will be called a segment. We constrain the set of pos-
sible transformations by selecting a relatively small
set of allowable replacements A(s) to each source
word. This means we require τi ∈ A(si). We use
the usual m-gram approximation to model the joint
probability of a transformation:

p(S, T ) =
M∏
i=1

p(si, τi|si−m+1, τi−m+1, . . . si−1, τi−1)

(2)
The work of Ringger and Allen (1996) is similar
in spirit to this method, but uses a factored source-
channel model. Note that the decision rule (1) is
over whole documents. Therefore we processes
complete documents at a time without prior segmen-
tation into sentences.

To estimate this model we first align all training
documents. That is, for each document, the tar-
get word sequence is segmented into M segments
T = τ1^ . . .^τM . The criterion for this alignment
is to maximize the likelihood of a segment unigram
model. The alignment is performed by an expec-
tation maximization algorithm. Subsequent to the
alignment step, m-gram probabilities are estimated
by standard language modeling techniques. We cre-
ate speaker-specific models by linearly interpolating
an m-gram model based on data from the user with
a speaker-independent background m-gram model
trained on data pooled from a collection of users.

To select the allowable replacements for each
source word we count how often each particular tar-
get sequence is aligned to it in the training data. A
source target pair is selected if it occurs twice or
more times. Source words that were not observed
in training are immutable, i.e. the word itself is its
only allowable replacement A(s) = {(s)}. As an
example suppose “patient” was deleted 10 times, left
unchanged 105 times, replaced by “the patient” 113
times and once replaced by “she”. The word patient
would then have three allowables: A(patient) =
{(), (patient), (the, patient)}.)

The decision rule (1) minimizes the document er-
ror rate. A more appropriate loss function is the
number of source words that are replaced incor-
rectly. Therefore we use the following minimum
word risk (MWR) decision strategy, which mini-
mizes source word loss.

T ∗ = (argmax
τ1∈A(si)

p(τ1|S))^ . . .^( argmax
τM∈A(sM )

p(τM |S))

(3)
This means for each source sequence position we
choose the replacement that has the highest poste-
rior probability p(τi|S) given the entire source se-
quence. To compute the posterior probabilities, first
a graph is created representing alternatives “around”
the most probable transform using beam search.
Then the forward-backward algorithm is applied to
compute edge posterior probabilities. Finally edge
posterior probabilities for each source position are
accumulated.

5 Experimental evaluation

The methods presented were evaluated on a set of
real-life medical reports dictated by 51 doctors. For
each doctor we use 30 reports as a test set. Trans-
formation models are trained on a disjoint set of re-
ports that predated the evaluation reports. The typ-
ical document length is between one hundred and
one thousand words. All dictations were recorded
via telephone. The speech recognizer works with
acoustic models that are specifically adapted for
each user, not using the test data, of course. It
is hard to quote the verbatim word error rate of
the recognizer, because this would require a care-
ful and time-consuming manual transcription of the
test set. The recognition output is auto-punctuated
by a method similar in spirit to the one proposed by
Liu et al. (2005) before being passed to the transfor-
mation model. This was done because we consid-
ered the auto-punctuation output as the status quo
ante which transformation modeling was to be com-
pared to. Neither of both transformation methods
actually relies on having auto-punctuated input. The
auto-punctuation step only inserts periods and com-
mas and the document is not explicitly segmented
into sentences. (The transformation step always ap-
plies to entire documents and the interpretation of a
period as a sentence boundary is left to the human
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Table 1: Experimental evaluation of different text transformation techniques with different amounts of user-specific
data. Precision, recall, deletion, insertion and error rate values are given in percent and represent the average of 51
users, where the results for each user are the ratios of sums over 30 reports.

user sections punctuation all tokens
method docs precision recall precision recall deletions insertions errors
none (only auto-punct) 0.00 0.00 66.68 71.21 11.32 27.48 45.32
TBL SI 69.18 44.43 73.90 67.22 11.41 17.73 34.99
3-gram SI 65.19 44.41 73.79 62.26 18.15 12.27 36.09
TBL 25 75.38 53.39 75.59 69.11 10.97 15.97 32.62
3-gram 25 80.90 59.37 78.88 69.81 11.50 12.09 28.87
TBL 50 76.67 56.18 76.11 69.81 10.81 15.53 31.92
3-gram 50 81.10 62.69 79.39 70.94 11.31 11.46 27.76
TBL 100 77.92 58.03 76.41 70.52 10.67 15.19 31.29
3-gram 100 81.69 64.36 79.35 71.38 11.48 10.82 27.12
3-gram without MWR 100 81.39 64.23 79.01 71.52 11.55 10.92 27.29

reader of the document.) For each doctor a back-
ground transformation model was constructed using
100 reports from each of the other users. This is re-
ferred to as the speaker-independent (SI) model. In
the case of the probabilistic model, all models were
3-gram models. User-specific models were created
by augmenting the SI model with 25, 50 or 100 re-
ports. One report from the test set is shown as an
example in the appendix.

5.1 Evaluation metric

The output of the text transformation is aligned with
the corresponding tokenized report using a mini-
mum edit cost criterion. Alignments between sec-
tion headings and non-section headings are not per-
mitted. Likewise no alignment of punctuation and
non-punctuation tokens is allowed. Using the align-
ment we compute precision and recall for sections
headings and punctuation marks as well as the over-
all token error rate. It should be noted that the so de-
rived error rate is not comparable to word error rates
usually reported in speech recognition research. All
missing or erroneous section headings, punctuation
marks and line breaks are counted as errors. As
pointed out in the introduction the reference texts do
not represent a literal transcript of the dictation. Fur-
thermore the data were not cleaned manually. There
are, for example, instances of letter heads or page
numbers that were not correctly removed when the
text was extracted from the word processor’s file for-

mat. The example report shown in the appendix
features some of the typical differences between the
produced draft and the final report that may or may
not be judged as errors. (For example, the date of
the report was not given in the dictation, the sec-
tion names “laboratory data” and “laboratory evalu-
ation” are presumably equivalent and whether “sta-
ble” is preceded by a hyphen or a period in the last
section might not be important.) Nevertheless, the
numbers reported do permit a quantitative compari-
son between different methods.

5.2 Results

Results are stated in table 1. In the baseline setup
no transformation is applied to the auto-punctuated
recognition output. Since many parts of the source
data do not need to be altered, this constitutes the
reference point for assessing the benefit of transfor-
mation modeling. For obvious reasons precision and
recall of section headings are zero. A high rate of
insertion errors is observed which can largely be at-
tributed to preambles. Both transformation methods
reduce the discrepancy between the draft document
and the final corrected document significantly. With
100 training documents per user the mean token er-
ror rate is reduced by up to 40% relative by the prob-
abilistic model. When user specific data is used, the
probabilistic approach performs consistently better
than TBL on all accounts. In particular it always
has much lower insertion rates reflecting its supe-
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rior ability to remove utterances that are not typi-
cally part of the report. On the other hand the prob-
abilistic model suffers from a slightly higher dele-
tion rate due to being overzealous in this regard.
In speaker independent mode, however, the deletion
rate is excessively high and leads to inferior overall
performance. Interestingly the precision of the au-
tomatic punctuation is increased by the transforma-
tion step, without compromising on recall, at least
when enough user specific training data is available.
The minimum word risk criterion (3) yields slightly
better results than the simpler document risk crite-
rion (1).

6 Conclusions

Automatic text transformation brings speech recog-
nition output much closer to the end result desired
by the user of a back-end dictation system. It au-
tomatically punctuates, sections and rephrases the
document and thereby greatly enhances transcrip-
tionist productivity. The holistic approach followed
here is simpler and more comprehensive than a cas-
cade of more specialized methods. Whether or not
the holistic approach is also more accurate is not an
easy question to answer. Clearly the outcome would
depend on the specifics of the specialized methods
one would compare to, as well as the complexity
of the integrated transformation model one applies.
The simple models studied in this work admittedly
have little provisions for targeting specific transfor-
mation problems. For example the typical length of
a section is not taken into account. However, this is
not a limitation of the general approach. We have
observed that a simple probabilistic sequence model
performs consistently better than the transformation-
based learning approach. Even though neither of
both methods is novel, we deem this an important
finding since none of the previous publications we
know of in this domain allow this conclusion. While
the present experiments have used a separate auto-
punctuation step, future work will aim to eliminate
it by integrating the punctuation features into the
transformation step. In the future we plan to inte-
grate additional knowledge sources into our statis-
tical method in order to more specifically address
each of the various phenomena encountered in spon-
taneous dictation.
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Abstract 

Grounded language models represent the rela-

tionship between words and the non-linguistic 

context in which they are said.  This paper de-

scribes how they are learned from large cor-

pora of unlabeled video, and are applied to the 

task of automatic speech recognition of sports 

video.  Results show that grounded language 

models improve perplexity and word error 

rate over text based language models, and fur-

ther, support video information retrieval better 

than human generated speech transcriptions. 

1 Introduction 

Recognizing speech in broadcast video is a neces-

sary precursor to many multimodal applications 

such as video search and summarization (Snoek 

and Worring, 2005;).  Although performance is 

often reasonable in controlled environments (such 

as studio news rooms), automatic speech recogni-

tion (ASR) systems have significant difficulty in 

noisier settings (such as those found in live sports 

broadcasts) (Wactlar et al., 1996).  While many 

researches have examined how to compensate for 

such noise using acoustic techniques, few have 

attempted to leverage information in the visual 

stream to improve speech recognition performance 

(for an exception see Murkherjee and Roy, 2003).   

In many types of video, however, visual context 

can provide valuable clues as to what has been 

said.  For example, in video of Major League 

Baseball games, the likelihood of the phrase “home 

run” increases dramatically when a home run has 

actually been hit.  This paper describes a method 

for incorporating such visual information in an 

ASR system for sports video.  The method is based 

on the use of grounded language models to repre-

sent the relationship between words and the non-

linguistic context to which they refer (Fleischman 

and Roy, 2007).   

Grounded language models are based on re-

search from cognitive science on grounded models 

of meaning. (for a review see Roy, 2005, and Roy 

and Reiter, 2005).  In such models, the meaning of 

a word is defined by its relationship to representa-

tions of the language users’ environment.  Thus, 

for a robot operating in a laboratory setting, words 

for colors and shapes may be grounded in the out-

puts of its computer vision system (Roy & Pent-

land, 2002); while for a simulated agent operating 

in a virtual world, words for actions and events 

may be mapped to representations of the agent’s 

plans or goals (Fleischman & Roy, 2005).   

This paper extends previous work on grounded 

models of meaning by learning a grounded lan-

guage model from naturalistic data collected from 

broadcast video of Major League Baseball games.  

A large corpus of unlabeled sports videos is col-

lected and paired with closed captioning transcrip-

tions of the announcers’ speech.
 1

  This corpus is 

used to train the grounded language model, which 

like traditional language models encode the prior 

probability of words for an ASR system.  Unlike 

traditional language models, however, grounded 

language models represent the probability of a 

word conditioned not only on the previous word(s), 

but also on features of the non-linguistic context in 

which the word was uttered.   

Our approach to learning grounded language 

models operates in two phases.  In the first phase, 

events that occur in the video are represented using 

hierarchical temporal pattern automatically mined  

                                                           
1 Closed captioning refers to human transcriptions of speech 

embedded in the video stream primarily for the hearing im-

paired.  Closed captioning is reasonably accurate (although not 

perfect) and available on some, but not all, video broadcasts. 
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Figure 1.  Representing events in video.  a) Events are represented by first abstracting the raw video into visual con-

text, camera motion, and audio context features.  b) Temporal data mining is then used to discover hierarchical tem-

poral patterns in the parallel streams of features.  c) Temporal patterns found significant in each iteration are stored 

in a codebook that is used to represent high level events in video. 

 

from low level features.  In the second phase, a 

conditional probability distribution is estimated 

that describes the probability that a word was ut-

tered given such event representations. In the fol-

lowing sections we describe these two aspects of 

our approach and evaluate the performance of our 

grounded language model on a speech recognition 

task using video highlights from Major League 

Baseball games.  Results indicate improved per-

formance using three metrics: perplexity, word 

error rate, and precision on an information retrieval 

task. 

2 Representing Events in Sports Video 

Recent work in video surveillance has demon-

strated the benefit of representing complex events 

as temporal relations between lower level sub-

events (Hongen et al., 2004).  Thus, to represent 

events in the sports domain, we would ideally first 

represent the basic sub events that occur in sports 

video (e.g., hitting, throwing, catching, running, 

etc.) and then build up complex events (such as 

home run) as a set of temporal relations between 

these basic events.  Unfortunately, due to the limi-

tations of computer vision techniques, reliably 

identifying such basic events in video is not feasi-

ble.  However, sports video does have characteris-

tics that can be exploited to effectively represent 

complex events. 

Like much broadcast video, sports video is 

highly produced, exploiting many different camera 

angles and a human director who selects which 

camera is most appropriate given what is happen-

ing on the field.  The styles that different directors 

employ are extremely consistent within a sport and 

make up a “language of film” which the machine 

can take advantage of in order to represent the 

events taking place in the video. 

Thus, even though it is not easy to automati-

cally identify a player hitting a ball in video, it is 

easy to detect features that correlate with hitting, 

e.g., when a scene focusing on the pitching mound 

immediately jumps to one zooming in on the field 

(see Figure 1).  Although these correlations are not 

perfect, experiments have shown that baseball 

events can be classified using such features 

(Fleischman et al., 2007).   

We exploit the language of film to represent 

events in sports video in two phases.  First, low 

level features that correlate with basic events in 

sports are extracted from the video stream.  Then, 

temporal data mining is used to find patterns 

within this low level event stream.   

2.1 Feature Extraction 

We extract three types of features: visual con-

text features, camera motion features, and audio 

context features.   
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Visual Context Features 

Visual context features encode general proper-

ties of the visual scene in a video segment.  Super-

vised classifiers are trained to identify these 

features, which are relatively simple to classify in 

comparison to high level events (like home runs) 

that require more training data and achieve lower 

accuracy.  The first step in classifying visual con-

text features is to segment the video into shots (or 

scenes) based on changes in the visual scene due to 

editing (e.g. jumping from a close up to a wide 

shot of the field).  Shot detection and segmentation 

is a well studied problem; in this work we use the 

method of Tardini et al. (2005).   

After the video is segmented into shots, indi-

vidual frames (called key frames) are selected and 

represented as a vector of low level features that 

describe the key frame’s color distribution, en-

tropy, etc. (see Fleischman and Roy, 2007 for the 

full list of low level features used).  The WEKA 

machine learning package is used to train a boosted 

decision tree to classify these frames into one of 

three categories: pitching-scene, field-scene, other 

(Witten and Frank, 2005).  Those shots whose key 

frames are classified as field-scenes are then sub-

categorized (using boosted decision trees) into one 

of the following categories: infield, outfield, wall, 

base, running, and misc.  Performance of these 

classification tasks is approximately 96% and 90% 

accuracy respectively. 

Camera Motion Features 

In addition to visual context features, we also 

examine the camera motion that occurs within a 

video.  Unlike visual context features, which pro-

vide information about the global situation that is 

being observed, camera motion features represent 

more precise information about the actions occur-

ring in a video.  The intuition here is that the cam-

era is a stand in for a viewer’s focus of attention.  

As actions occur in a video, the camera moves to 

follow it; this camera motion thus mirrors the ac-

tions themselves, providing informative features 

for event representation.   

Like shot boundary detection, detecting the mo-

tion of the camera in a video (i.e., the amount it 

pans left to right, tilts up and down, and zooms in 

and out) is a well-studied problem.  We use the 

system of Bouthemy et al. (1999) which computes 

the camera motion using the parameters of a two-

dimensional affine model to fit every pair of se-

quential frames in a video.  A 15 state 1
st
 order 

Hidden Markov Model, implemented with the 

Graphical Modeling Toolkit,
2
 then converts the 

output of the Bouthemy system into a stream of 

clustered characteristic camera motions (e.g. state 

12 clusters together motions of zooming in fast 

while panning slightly left). 

Audio Context 

The audio stream of a video can also provide use-

ful information for representing non-linguistic con-

text.  We use boosted decision trees to classify 

audio into segments of speech, excited_speech, 

cheering, and music.  Classification operates on a 

sequence of overlapping 30 ms frames extracted 

from the audio stream. For each frame, a feature 

vector is computed using, MFCCs (often used in 

speaker identification and speech detection tasks), 

as well as energy, the number of zero crossings, 

spectral entropy, and relative power between dif-

ferent frequency bands.  The classifier is applied to 

each frame, producing a sequence of class labels. 

These labels are then smoothed using a dynamic 

programming cost minimization algorithm (similar 

to those used in Hidden Markov Models).  Per-

formance of this system achieves between 78% 

and 94% accuracy.   

2.2 Temporal Pattern Mining 

Given a set of low level features that correlate with 

the basic events in sports, we can now focus on 

building up representations of complex events.  

Unlike previous work (Hongen et al., 2005) in 

which representations of the temporal relations 

between low level events are built up by hand, we 

employ temporal data mining techniques to auto-

matically discover such relations from a large cor-

pus of unannotated video. 

As described above, ideal basic events (such as 

hitting and catching) cannot be identified easily in 

sports video. By finding temporal patterns between 

audio, visual and camera motion features, how-

ever, we can produce representations that are 

highly correlated with sports events.  Importantly, 

such temporal patterns are not strictly sequential, 

but rather, are composed of features that can occur 

                                                           
2 http://ssli.ee.washington.edu/~bilmes/gmtk/ 
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in complex and varied temporal relations to each 

other.   

To find such patterns automatically, we follow 

previous work in video content classification in 

which temporal data mining techniques are used to 

discover event patterns within streams of lower 

level features.  The algorithm we use is fully unsu-

pervised and proceeds by examining the relations 

that occur between features in multiple streams 

within a moving time window.  Any two features 

that occur within this window must be in one of 

seven temporal relations with each other (e.g. be-

fore, during, etc.) (Allen, 1984).  The algorithm 

keeps track of how often each of these relations is 

observed, and after the entire video corpus is ana-

lyzed, uses chi-square analyses to determine which 

relations are significant.  The algorithm iterates 

through the data, and relations between individual 

features that are found significant in one iteration 

(e.g. [OVERLAP, field-scene, cheer]), are them-

selves treated as individual features in the next.  

This allows the system to build up higher-order 

nested relations in each iteration (e.g. [BEFORE, 

[OVERLAP, field-scene, cheer], field scene]]).   

The temporal patterns found significant in this 

way make up a codebook which can then be used 

as a basis for representing a video.  The term code-

book is often used in image analysis to describe a 

set of features (stored in the codebook) that are 

used to encode raw data (images or video).  Such 

codebooks are used to represent raw video using 

features that are more easily processed by the 

computer.  

Our framework follows a similar approach in 

which raw video is encoded (using a codebook of 

temporal patterns) as follows.  First, the raw video 

is abstracted into the visual context, camera mo-

tion, and audio context feature streams (as de-

scribed in Section 2.1).  These feature streams are 

then scanned, looking for any temporal patterns 

(and nested sub-patterns) that match those found in 

the codebook.  For each pattern, the duration for 

which it occurs in the feature streams is treated as 

the value of an element in the vector representation 

for that video.   

Thus, a video is represented as an n length vec-

tor, where n is the total number of temporal pat-

terns in the codebook.  The value of each element 

of this vector is the duration for which the pattern 

associated with that element was observed in the 

video.  So, if a pattern was not observed in a video 

at all, it would have a value of 0, while if it was 

observed for the entire length of the video, it would 

have a value equal to the number of frames present 

in that video.   

Given this method for representing the non-

linguistic context of a video, we can now examine 

how to model the relationship between such con-

text and the words used to describe it.  

3 Linguistic Mapping 

Modeling the relationship between words and non-

linguistic context assumes that the speech uttered 

in a video refers consistently (although not exclu-

sively) to the events being represented by the tem-

poral pattern features.  We model this relationship, 

much like traditional language models, using con-

ditional probability distributions.  Unlike tradi-

tional language models, however, our grounded 

language models condition the probability of a 

word not only on the word(s) uttered before it, but 

also on the temporal pattern features that describe 

the non-linguistic context in which it was uttered.  

We estimate these conditional distributions using a 

framework similar that used for training acoustic 

models in ASR and translation models in Machine 

Translation (MT). 

We generate a training corpus of utterances 

paired with representations of the non-linguistic 

context in which they were uttered.  The first step 

in generating this corpus is to generate the low 

level features described in Section 2.1 for each 

video in our training set.  We then segment each 

video into a set of independent events based on the 

visual context features we have extracted.  We fol-

low previous work in sports video processing 

(Gong et al., 2004) and define an event in a base-

ball video as any sequence of shots starting with a 

pitching-scene and continuing for four subsequent 

shots.  This definition follows from the fact that the 

vast majority of events in baseball start with a 

pitch and do not last longer than four shots.  For 

each of these events in our corpus, a temporal pat-

tern feature vector is generated as described in sec-

tion 2.2.  These events are then paired with all the 

words from the closed captioning transcription that 

occur during each event (plus or minus 10 sec-

onds).  Because these transcriptions are not neces-

sarily time synched with the audio, we use the 

method described in Hauptmann and Witbrock 
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(1998) to align the closed captioning to the an-

nouncers’ speech.   

Previous work has examined applying models 

often used in MT to the paired corpus described 

above (Fleischman and Roy, 2006).  Recent work 

in automatic image annotation (Barnard et al., 

2003; Blei and Jordan, 2003) and natural language 

processing (Steyvers et al., 2004), however, have 

demonstrated the advantages of using hierarchical 

Bayesian models for related tasks.  In this work we 

follow closely the Author-Topic (AT) model (Stey-

vers et al., 2004) which is a generalization of La-

tent Dirichlet Allocation (LDA) (Blei et al., 2005).
3
   

LDA is a technique that was developed to 

model the distribution of topics discussed in a large 

corpus of documents.  The model assumes that 

every document is made up of a mixture of topics, 

and that each word in a document is generated 

from a probability distribution associated with one 

of those topics.  The AT model generalizes LDA, 

saying that the mixture of topics is not dependent 

on the document itself, but rather on the authors 

who wrote it.  According to this model, for each 

word (or phrase) in a document, an author is cho-

sen uniformly from the set of the authors of the 

document.  Then, a topic is chosen from a distribu-

tion of topics associated with that particular author.  

Finally, the word is generated from the distribution 

associated with that chosen topic.  We can express 

the probability of the words in a document (W) 

given its authors (A) as: 

∏ ∑∑
∈ ∈ ∈

=
Wm Ax Tzd

xzpzmp
A

AWp )|()|(
1

)|(  (1) 

where T is the set of latent topics that are induced 

given a large set of training data.   

We use the AT model to estimate our grounded 

language model by making an analogy between 

documents and events in video.  In our framework, 

the words in a document correspond to the words 

in the closed captioning transcript associated with 

an event.  The authors of a document correspond to 

the temporal patterns representing the non- 
 

linguistic context of that event.  We modify the AT 

model slightly, such that, instead of selecting from 

                                                           
3 In the discussion that follows, we describe a method for es-

timating unigram grounded language models.  Estimating 

bigram and trigram models can be done by processing on 

word pairs or triples, and performing normalization on the 

resulting conditional distributions. 

a uniform distribution (as is done with authors of 

documents), we select patterns from a multinomial 

distribution based upon the duration of the pattern.  

The intuition here is that patterns that occur for a 

longer duration are more salient and thus, should 

be given greater weight in the generative process.  

We can now rewrite (1) to give the probability of 

words during an event (W) given the vector of ob-

served temporal patterns (P) as: 

∏∑∑
∈ ∈ ∈

=
Wm Px Tz

xpxzpzmpPWp )()|()|()|(  (2) 

In the experiments described below we follow 

Steyver et al., (2004) and train our AT model using 

Gibbs sampling, a Markov Chain Monte Carlo 

technique for obtaining parameter estimates.  We 

run the sampler on a single chain for 200 iterations.  

We set the number of topics to 15, and normalize 

the pattern durations first by individual pattern 

across all events, and then for all patterns within an 

event.  The resulting parameter estimates are 

smoothed using a simple add N smoothing tech-

nique, where N=1 for the word by topic counts and 

N=.01 for the pattern by topic counts.   

4 Evaluation 

In order to evaluate our grounded language model-

ing approach, a parallel data set of 99 Major 

League Baseball games with corresponding closed 

captioning transcripts was recorded from live tele-

vision.  These games represent data totaling ap-

proximately 275 hours and 20,000 distinct events 

from 25 teams in 23 stadiums, broadcast on five 

different television stations.  From this set, six 

games were held out for testing (15 hours, 1200 

events, nine teams, four stations).  From this test 

set, baseball highlights (i.e., events which termi-

nate with the player either out or safe) were hand 

annotated for use in evaluation, and manually tran-

scribed in order to get clean text transcriptions for 

gold standard comparisons.  Of the 1200 events in 

the test set, 237 were highlights with a total word 

count of 12,626 (vocabulary of 1800 words). 

The remaining 93 unlabeled games are used to 

train unigram, bigram, and trigram grounded lan-

guage models.  Only unigrams, bigrams, and tri-

grams that are not proper names, appear greater 

than three times, and are not composed only of 

stop words were used.  These grounded language 

models are then combined in a backoff strategy 
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with traditional unigram, bigram, and trigram lan-

guage models generated from a combination of the 

closed captioning transcripts of all training games 

and data from the switchboard corpus (see below).  

This backoff is necessary to account for the words 

not included in the grounded language model itself 

(i.e. stop words, proper names, low frequency 

words).  The traditional text-only language models 

(which are also used below as baseline compari-

sons) are generated with the SRI language model-

ing toolkit (Stolcke, 2002) using Chen and 

Goodman's modified Kneser-Ney discounting and 

interpolation (Chen and Goodman, 1998).  The 

backoff strategy we employ here is very simple: if 

the ngram appears in the GLM then it is used, oth-

erwise the traditional LM is used.  In future work 

we will examine more complex backoff strategies 

(Hsu, in review). 

We evaluate our grounded language modeling 

approach using 3 metrics: perplexity, word error 

rate, and precision on an information retrieval task. 

4.1 Perplexity 

Perplexity is an information theoretic measure of 

how well a model predicts a held out test set.  We 

use perplexity to compare our grounded language 

model to two baseline language models: a lan-

guage model generated from the switchboard cor-

pus, a commonly used corpus of spontaneous 

speech in the telephony domain (3.65M words; 27k 

vocab); and a language model that interpolates 

(with equal weight given to both) between the 

switchboard model and a language model trained 

only on the baseball-domain closed captioning 

(1.65M words; 17k vocab).  The results of calculat-

ing perplexity on the test set highlights for these 

three models is presented in Table 1 (lower is bet-

ter). 

Not surprisingly, the switchboard language 

model performs far worse than both the interpo-

lated text baseline and the grounded language 

model.  This is due to the large discrepancy be-

tween both the style and vocabulary of language 

about sports compared to the domain of telephony 

sampled by the switchboard corpus.  Of more in-

terest is the decrease in perplexity seen when using 

the grounded language model compared to the in-

terpolated model.  Note that these two language 

models are generated using the same speech tran-

scriptions, i.e. the closed captioning from the train-

ing games and the switchboard corpus.  However, 

whereas the baseline model remains the same for 

each of the 237 test highlights, the grounded lan-

guage model generates different word distributions 

for each highlight depending on the event features 

extracted from the highlight video. 

  
 Switchboard Interpolated 

(Switch+CC) 

Grounded 

ppl 1404 145.27 83.88 
 

Table 1.  Perplexity measures for three different lan-

guage models on a held out test set of baseball high-

lights (12,626 words).  We compare the grounded 

language model to two text based language models: one 

trained on the switchboard corpus alone; and interpo-

lated with one trained on closed captioning transcrip-

tions of baseball video.  

4.2 Word Accuracy and Error Rate 

Word error rate (WER) is a normalized measure of 

the number of word insertions, substitutions, and 

deletions required to transform the output tran-

scription of an ASR system to a human generated 

gold standard transcription of the same utterance.  

Word accuracy is simply the number of words in 

the gold standard that they system correctly recog-

nized.  Unlike perplexity which only evaluates the 

performance of language models, examining word 

accuracy and error rate requires running an entire 

ASR system, i.e. both the language and acoustic 

models.   

We use the Sphinx system to train baseball specific 

acoustic models using parallel acoustic/text data 

automatically mined from our training set.  Follow-

ing Jang and Hauptman (1999), we use an off the 

shelf acoustic model (the hub4 model) to generate 

an extremely noisy speech transcript of each game 

in our training set, and use dynamic programming 

to align these noisy outputs to the closed caption-

ing stream for those same games.  Given these two 

transcriptions, we then generate a paired acous-

tic/text corpus by sampling the audio at the time 

codes where the ASR transcription matches the 

closed captioning transcription.   

For example, if the ASR output contains the 

term sequence “… and farther home run for David 

forty says…” and the closed captioning contains 

the sequence “…another home run for David 

Ortiz…,” the matched phrase “home run for 

David” is assumed a correct transcription for the 

audio at the time codes given by the ASR system.  

Only looking at sequences of three words or more,  
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Figure 3.  Word accuracy and error rates for ASR sys-

tems using a grounded language model, a text based 

language model trained on the switchboard corpus, and 

the switchboard model interpolated with a text based 

model trained on baseball closed captions. 

 

we extract approximately 18 hours of clean paired 

data from our 275 hour training corpus.  A con-

tinuous acoustic model with 8 gaussians and 6000 

ties states is trained on this data using the Sphinx 

speech recognizer.
4
 

Figure 3 shows the WERs and accuracy for 

three ASR systems run using the Sphinx decoder 

with the acoustic model described above and either 

the grounded language model or the two baseline 

models described in section 4.1.  Note that per-

formance for all of these systems is very poor due 

to limited acoustic data and the large amount of 

background crowd noise present in sports video 

(and particularly in sports highlights).  Even with 

this noise, however, results indicate that the word 

accuracy and error rates when using the grounded 

language model is significantly better than both the 

switchboard model (absolute WER reduction of 

13%; absolute accuracy increase of 15.2%) and the 

switchboard interpolated with the baseball specific 

text based language model (absolute WER reduc-

tion of 3.7%; absolute accuracy increase of 5.9%).   

                                                           
4 http://cmusphinx.sourceforge.net/html/cmusphinx.php 

Drawing conclusions about the usefulness of 

grounded language models using word accuracy or 

error rate alone is difficult.  As it is defined, these 

measures penalizes a system that mistakes “a” for 

“uh” as much as one that mistakes “run” for “rum.”  

When using ASR to support multimedia applica-

tions (such as search), though, such substitutions 

are not of equal importance.  Further, while visual 

information may be useful for distinguishing the 

latter error, it is unlikely to assist with the former.  

Thus, in the next section we examine an extrinsic 

evaluation in which grounded language models are 

judged not directly on their effect on word accu-

racy or error rate, but based on their ability to sup-

port video information retrieval.  

4.3 Precision of Information Retrieval  

One of the most commonly used applications of 

ASR for video is to support information retrieval 

(IR).  Such video IR systems often use speech tran-

scriptions to index segments of video in much the 

same way that words are used to index text docu-

ments (Wactlar et al., 1996).  For example, in the 

domain of baseball, if a video IR system were is-

sued the query “home run,” it would typically re-

turn a set of video clips by searching its database 

for events in which someone uttered the phrase 

“home run.”  Because such systems rely on ASR 

output to search video, the performance of a video 

IR system gives an indirect evaluation of the 

ASR’s quality.  Further, unlike the case with word 

accuracy or error rate, such evaluations highlight a 

systems ability to recognize the more relevant con-

tent words without being distracted by the more 

common stop words. 

Our metric for evaluation is the precision with 

which baseball highlights are returned in a video 

IR system.  We examine three systems: one that 

uses ASR with the grounded language model, a 

baseline system that uses ASR with the text only 

interpolated language model, and finally a system 

that uses human produced closed caption transcrip-

tions to index events. 

For each system, all 1200 events from the test 

set (not just the highlights) are indexed.  Queries 

are generated artificially using a method similar to 

Berger and Lafferty (1999) and used in Fleischman 

and Roy (2007).  First, each highlight is labeled 

with the event’s type (e.g. fly ball), the event’s lo-

cation (e.g. left field) and the event’s result (e.g. 

double play): 13 labels total.  Log likelihood ratios 
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are then used to find the phrases (unigram, trigram, 

and bigram) most indicative of each label (e.g. “fly 

ball” for category fly ball).  For each label, the 

three most indicative phrases are issued as queries 

to the system, which ranks its results using the lan-

guage modeling approach of Ponte and Croft 

(1998).  Precision is measured on how many of the 

top five returned events are of the correct category.   

Figure 4 shows the precision of the video IR 

systems based on ASR with the grounded language 

model, ASR with the text-only interpolated lan-

guage model, and closed captioning transcriptions.  

As with our previous evaluations, the IR results 

show that the system using ASR with the grounded 

language model performed better than the one us-

ing ASR with the text-only language model (5.1% 

absolute improvement).  More notably, though, 

Figure 4 shows that the system using the grounded 

language model performed better than the system 

using the hand generated closed captioning tran-

scriptions (4.6% absolute improvement).  Although 

this is somewhat counterintuitive given that hand 

transcriptions are typically considered gold stan-

dards, these results follow from a limitation of us-

ing text-based methods to index video.  

Unlike the case with text documents, the occur-

rence of a query term in a video is often not 

enough to assume the video’s relevance to that 

query.  For example, when searching through 

video of baseball games, returning all clips in 

which the phrase “home run” occurs, results pri-

marily in video of events where a home run does 

not actually occur.  This follows from the fact that 

in sports, as in life, people often talk not about 

what is currently happening, but rather, they talk 

about what did, might, or will happen in the future.   

By taking into account non-linguistic context 

during speech recognition, the grounded language 

model system indirectly circumvents some of these 

false positive results.  This follows from the fact 

that an effect of using the grounded language 

model is that when an announcer utters a phrase 

(e.g., “fly ball”), the system is more likely to rec-

ognize that phrase correctly if the event it refers to 

is actually occurring (e.g. if someone actually hit a 

fly ball).  Because the grounded language model 

system is biased to recognize phrases that describe 

what is currently happening, it returns fewer false 

positives and gets higher precision.  
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Figure 4. Precision of top five results of a video IR sys-

tem based on speech transcriptions.  Three different 

transcriptions are compared: ASR-LM uses ASR with a 

text-only interpolated language model (trained on base-

ball closed captioning and the switchboard corpus); 

ASR-GLM uses ASR with a grounded language model; 

CC uses human generated closed captioning transcrip-

tions (i.e., no ASR). 

5 Conclusions 

We have described a method for improving speech 

recognition in video.  The method uses grounded 

language modeling, an extension of tradition lan-

guage modeling in which the probability of a word 

is conditioned not only on the previous word(s) but 

also on the non-linguistic context in which the 

word is uttered.  Context is represented using hier-

archical temporal patterns of low level features 

which are mined automatically from a large unla-

beled video corpus.  Hierarchical Bayesian models 

are then used to map these representations to 

words.  Initial results show grounded language 

models improve performance on measures of per-

plexity, word accuracy and error rate, and preci-

sion on an information retrieval task. 

In future work, we will examine the ability of 

grounded language models to improve perform-

ance for other natural language tasks that exploit 

text based language models, such as Machine 

Translation.  Also, we are examining extending 

this approach to other sports domains such as 

American football.  In theory, however, our ap-

proach is applicable to any domain in which there 

is discussion of the here-and-now (e.g., cooking 

shows, etc.).  In future work, we will examine the 

strengths and limitations of grounded language 

modeling in these domains. 
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Abstract

This paper presents a new unsupervised algo-
rithm (WordEnds) for inferring word bound-
aries from transcribed adult conversations.
Phone ngrams before and after observed
pauses are used to bootstrap a simple dis-
criminative model of boundary marking. This
fast algorithm delivers high performance even
on morphologically complex words in English
and Arabic, and promising results on accurate
phonetic transcriptions with extensive pronun-
ciation variation. Expanding training data be-
yond the traditional miniature datasets pushes
performance numbers well above those previ-
ously reported. This suggests that WordEnds
is a viable model of child language acquisition
and might be useful in speech understanding.

1 Introduction

Words are essential to most models of language and
speech understanding. Word boundaries define the
places at which speakers can fluently pause, and
limit the application of most phonological rules.
Words are a key constituent in structural analy-
ses: the output of morphological rules and the con-
stituents in syntactic parsing. Most speech recog-
nizers are word-based. And, words are entrenched
in the writing systems of many languages.

Therefore, it is generally accepted that children
learning their first language must learn how to seg-
ment speech into a sequence of words. Similar,
but more limited, learning occurs when adults hear
speech containing unfamiliar words. These words
must be accurately delimited, so that they can be

added to the lexicon and nearby familiar words rec-
ognized correctly. Current speech recognizers typi-
cally misinterpret such speech.

This paper will consider algorithms which seg-
ment phonetically transcribed speech into words.
For example, Figure 1 shows a transcribed phrase
from the Buckeye corpus (Pitt et al., 2005; Pitt et
al., 2007) and the automatically segmented output.
Like almost all previous researchers, I use human-
transcribed input to work around the limitations of
current speech recognizers.

In most available datasets, words are transcribed
using standard dictionary pronunciations (hence-
forth “dictionary transcriptions”). These transcrip-
tions are approximately phonemic and, more impor-
tantly, assign a constant form to each word. I will
also use one dataset with accurate phonetic tran-
scriptions, including natural variation in the pronun-
ciation of words. Handling this variation is an im-
portant step towards eventually using phone lattices
or features produced by real speech recognizers.

This paper will focus on segmentation of speech
between adults. This is the primary input for speech
recognizers. Moreover, understanding such speech
is the end goal of child language acquisition. Models
tested only on simplified child-directed speech are
incomplete without an algorithm for upgrading the
understander to handle normal adult speech.

2 The task in more detail

This paper uses a simple model of the segmentation
task, which matches prior work and the available
datasets. Possible enhancements to the model are
discussed at the end.
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"all the kids in there # are people that have kids # or that are having kids"
IN REAL: ohlThikidsinner # ahrpiyp@lThA?HAvkids # ohrThADurHAviynqkids

DICT: ahlThiykidzinTher # ahrpiyp@lThAtHAvkidz # owrThAtahrHAvinqkidz
OUT REAL: ohl Thi kids inner # ahr piyp@l ThA? HAv kids # ohr ThADur HAviynq kids

DICT: ahl Thiy kidz in Ther # ahr piyp@l ThAt HAv kidz # owr ThAt ahr HAvinq kidz

Figure 1: Part of Buckeye corpus dialog 2101a, in accurate phonetic transcription (REAL) and dictionary pronuncia-
tions (DICT). Both use modified arpabet, with # marking pauses. Notice the two distinct pronunciations of “that” in
the accurate transcription. Automatically inserted word boundaries are shown at bottom.

2.1 The input data

This paper considers only languages with an estab-
lished tradition of words, e.g. not Chinese. I assume
that the authors of each corpus have given us reason-
able phonetic transcriptions and word boundaries.
The datasets are informal conversations in which de-
batable word segmentations are rare.

The transcribed data is represented as a sequence
of phones, with neither prosodic/stress information
nor feature representations for the phones. These
phone sequences are presented to segmentation al-
gorithms as strings of ASCII characters. Large
phonesets may be represented using capital letters
and punctuation or, more readably, using multi-
character phone symbols. Well-designed (e.g. easily
decodable) multi-character codes do not affect the
algorithms or evaluation metrics in this paper. Test-
ing often also uses orthographic datasets.

Finally, the transcriptions are divided into
“phrases” at pauses in the speech signal (silences,
breaths, etc). These pause phrases arenot neces-
sarily syntactic or prosodic constituents. Disfluen-
cies in conversational speech create pauses where
you might not expect them, e.g. immediately fol-
lowing the definite article (Clark and Wasow, 1998;
Fox Tree and Clark, 1997). Therefore, I have chosen
corpora in which pauses have been marked carefully.

2.2 Affixes and syllables

A theory of word segmentation must explain how af-
fixes differ from free-standing function words. For
example, we must explain why English speakers
consider “the” to be a word, but “-ing” to be an affix,
although neither occurs by itself in fluent prepared
English. We must also explain why the Arabic de-
terminer “Al-” is not a word, though its syntactic and
semantic role seems similar to English “the”.

Viewed another way, we must show how to esti-

mate the average word length. Conversational En-
glish has short words (about 3 phones), because
most grammatical morphemes are free-standing.
Languages with many affixes have longer words,
e.g. my Arabic data averages 5.6 phones per word.

Pauses are vital for deciding what is an af-
fix. Attempts to segment transcriptions without
pauses, e.g. (Christiansen et al., 1998), have worked
poorly. Claims that humans can extract words with-
out pauses seem to be based on psychological exper-
iments such as (Saffran, 2001; Jusczyk and Aslin,
1995) which conflate words and morphemes. Even
then, explicit boundaries seem to improve perfor-
mance (Seidl and Johnson, 2006).

Another significant part of this task is finding syl-
lable boundaries. For English, many phone strings
have multiple possible syllabifications. Because
words average only 1.26 syllables, segmenting pre-
syllabified input has a very high baseline: 100% pre-
cision and 80% recall of boundary positions.

2.3 Algorithm testing

Unsupervised algorithms are presented with the
transcription, divided only at phrase boundaries.
Their task is to infer the phrase-internal word bound-
aries. The primary worry in testing is that develop-
ment may have biased the algorithm towards a par-
ticular language, speaking style, and/or corpus size.
Addressing this requires showing that different cor-
pora can be handled with a common set of parame-
ter settings. Therefore a test/training split within one
corpus serves little purpose and is not standard.

Supervised algorithms are given training data
with all word boundaries marked, and must infer
word boundaries in a separate test set. Simple su-
pervised algorithms perform extremely well (Cairns
et al., 1997; Teahan et al., 2000), but don’t address
our main goal:learning how to segment.

Notice that phrase boundaries are not randomly
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selected word boundaries. Syntactic and commu-
nicative constraints make pauses more likely at cer-
tain positions than others. Therefore, the “super-
vised” algorithms for this task train on a representa-
tive set of word boundaries whereas “unsupervised”
algorithms train on a biased set of word boundaries.
Moreover, supplyingall the word boundaries for
even a small amount of data effectively tells the su-
pervised algorithms the average word length, a pa-
rameter which is otherwise not easy to estimate.

Standard evaluation metrics include the precision,
recall and F-score1 of the phrase-internal bound-
aries (BP, BR, BF), of the extracted word tokens
(WP, WR, WF), and of the resulting lexicon of word
types (LP, LR, LF). Outputs don’t look good until
BF is at least 90%.

3 Previous work

Learning to segment words is an old problem, with
extensive prior work surveyed in (Batchelder, 2002;
Brent and Cartwright, 1996; Cairns et al., 1997;
Goldwater, 2006; Hockema, 2006; Rytting, 2007).
There are two major approaches.Phonotacticmeth-
ods model which phone sequences are likely within
words and which occur primarily across or adjacent
to word boundaries.Language modellingmethods
build word ngram models, like those used in speech
recognition. Statistical criteria define the “best”
model fitting the input data. In both cases, details
are complex and variable.

3.1 Phonotactic Methods

Supervised phonotactic methods date back at least
to (Lamel and Zue, 1984), see also (Harrington
et al., 1989). Statistics of phone trigrams provide
sufficient information to segment adult conversa-
tional speech (dictionary transcriptions with sim-
ulated phonology) with about 90% precision and
93% recall (Cairns et al., 1997), see also (Hockema,
2006). Teahan et al.’s compression-based model
(2000) achieves BF over 99% on orthographic En-
glish. Segmentation by adults is sensitive to phono-
tactic constraints (McQueen, 1998; Weber, 2000).

To build unsupervised algorithms, Brent and
Cartwright suggested (1996) inferring phonotac-
tic constraints from phone sequences observed at

1F = 2PR
P+R

whereP is the precision andR is the recall.

phrase boundaries. However, experimental results
are poor. Early results using neural nets by Cairns
et al. (1997) and Christiansen et al (1998) are dis-
couraging. Rytting (2007) seems to have the best
result: 61.0% boundary recall with 60.3% preci-
sion 2 on 26K words of modern Greek data, aver-
age word length 4.4 phones. This algorithm used
mutual information plus phrase-final 2-phone se-
quences. He obtained similar results (Rytting, 2004)
using phrase-final 3-phone sequences.

Word segmentation experiments by Christiansen
and Allen (1997) and Harrington et al. (1989). sim-
ulated the effects of pronunciation variation and/or
recognizer error. Rytting (2007) uses actual speech
recognizer output. These experiments broke useful
new ground, but poor algorithm performance (BF
≤ 50% even on dictionary transcriptions) makes it
hard to draw conclusions from their results.

3.2 Language modelling methods

So far, language modelling methods have been more
effective. Brent (1999) and Venkataraman (2001)
present incremental splitting algorithms with BF
about 82%3 on the Bernstein-Ratner (BR87) corpus
of infant-directed English with disfluencies and in-
terjections removed (Bernstein Ratner, 1987; Brent,
1999). Batchelder (2002) achieved almost identical
results using a clustering algorithm. The most re-
cent algorithm (Goldwater, 2006) achieves a BF of
85.8% using a Dirichlet Process bigram model, esti-
mated using a Gibbs sampling algorithm.4

Language modelling methods incorporate a bias
towards re-using hypothesized words. This suggests
they should systematically segment morphologically
complex words, so as to exploit the structure they
share with other words. Goldwater, the only author
to address this issue explicitly, reports that her algo-
rithm breaks off common affixes (e.g. “ing”, “s”).
Batchelder reports a noticable drop in performance
on Japanese data, which might relate to its more
complex words (average 4.1 phones).

2These numbers have been adjusted so as not to include
boundaries between phrases.

3Numbers are from Goldwater’s (2006) replication.
4Goldwater numbers are from the December 2007 version

of her code, with its suggested parameter values:α0 = 3000,
α1 = 300, p# = 0.2.
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4 The new approach

Previous algorithms have modelled either whole
words or very short (e.g. 2-3) phone sequences.
The new approach proposed in this paper, “lexical-
ized phonotactics,” models extended sequences of
phones at the starts and ends of word sequences.
This allows a new algorithm, called WordEnds, to
successfully mark word boundaries with a simple lo-
cal classifier.

4.1 The idea

This method models sequences of phones that start
or end at a word boundary. When words are long,
such a sequence may cover only part of the word
e.g. a group of suffixes or a suffix plus the end of the
stem. A sequence may also include parts of multiple
short words, capturing some simple bits of syntax.

These longer sequences capture not only purely
phonotactic constraints, but also information about
the inventory of lexical items. This improves han-
dling of complex, messy inputs. (Cf. Ando and
Lee’s (2000) kanji segmenter.)

On the other hand, modelling only partial words
helps the segmenter handle long, infrequent words.
Long words are typically created by productive mor-
phology and, thus, often start and end just like other
words. Only 32% of words in Switchboard occur
both before and after pauses, but many of the other
68% have similar-looking beginnings or endings.

Given an inter-character position in a phrase, its
right and left contextsare the character sequences
to its right and left. By convention, phrases input
to WordEnds are padded with a single blank at each
end. So the middle position of the phrase “afunjoke”
has right context “joket” and left context “tafun.”
Since this is a word boundary, the right context looks
like the start of a real word sequence, and the left
context looks like the end of one. This is not true for
the immediately previous position, which has right
context “njoket” and left context “tafu.”

Boundaries will be marked where the right and
left contexts look like what we have observed at the
starts and ends of phrases.

4.2 Statistical model

To formalize this, consider a fixed inter-character
position in a phrase. It may be a word boundary (b)

or not (¬b). Let r andl be its right and left contexts.
The input data will (see Section 4.3) give usP (b|r)
andP (b|l). Deciding whether to mark a boundary at
this position requires estimatingP (b|r, l).

To expressP (b|r, l) in terms of P (b|l) and
P (b|r), I will assume thatr andl are conditionally
independent givenb. This corresponds roughly to a
unigram language model. LetP (b) be the probabil-
ity of a boundary at a random inter-character posi-
tion. I will assume that the average word length, and
thereforeP (b), is not absurdly small or large.

P (b|r, l) is P (r,l|b)P (b)
P (r,l) . Conditional indepen-

dence implies that this isP (r|b)P (l|b)P (b)
P (r,l) , which is

P (r)P (b|r)P (l)P (b|l)
P (b)P (r,l) . This is P (b|r)P (b|l)

QP (b) whereQ =
P (r,l)

P (r)P (l) . Q is typically not 1, because a right and
left context often co-occur simply because they both
tend to occur at boundaries.

To estimateQ, write P (r, l) as P (r, l, b) +
P (r, l,¬b). ThenP (r, l, b) is P (r)P (b|r)P (l)P (b|l)

P (b) . If
we assume thatr andl are also conditionally inde-
pendent given¬b, then a similar equation holds for
P (r, l,¬b). SoQ = P (b|r)P (b|l)

P (b) + P (¬b|r)P (¬b|l)
P (¬b)

Contexts that occur primarily inside words (e.g.
not at a syllable boundary) often restrict the adjacent
context, violating conditional independence given
¬b. However, in these cases,P (b|r) and/orP (b|l)
will be very low, soP (b|r, l) will be very low. So
(correctly) no boundary will be marked.

Thus, we can computeP (b|r, l) from P (b|r),
P (b|l), and P (b). A boundary is marked if
P (b|r, l) ≥ 0.5.

4.3 Estimating context probabilities

Estimation of P (b|r) and P (b|l) uses a simple
ngram backoff algorithm. The details will be shown
for P (b|l). P (b|r) is similar.

Suppose for the moment that word boundaries are
marked. The left contextl might be very long and
unusual. So we will estimate its statistics using a
shorter lefthand neighborhoodl′. P (b|l) is then es-
timated as the number of timesl′ occurs before a
boundary, divided by the total number of timesl′

occurs in the corpus.
The suffixl′ is chosen to be the longest suffix of

l which occurs at least 10 times in the corpus, i.e.
often enough for a reliable estimate in the presence
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corpus language transcription sm size med size lg size pho/wd wd/phr hapax
BR87 English dictionary 33K – – 2.9 3.4 31.7
Switchboard English dictionary 34K 409K 3086K 3.1 5.9 33.8
Switchboard English orthographic 34K 409K 3086K [3.8] 5.9 34.2
Buckeye English dictionary 32K 290K – 3.1 5.9 41.9
Buckeye English phonetic 32K 290K – 2.9 5.9 66.0
Arabic Arabic dictionary 30K 405K – 5.6 5.9 60.3
Spanish Spanish dictionary 37K 200K – 3.7 8.4 49.1

Table 1: Key parameters for each test dataset include the language, transcription method, number of words (small,
medium, large subsets), average phones per word, average words per phrase, and percent of word types that occur only
once (hapax). Phones/word is replaced by characters/word for the orthographic corpus.

of noise.5 l′ may cross word boundaries and, if our
position is near a pause, may contain the blank at the
lefthand end of the phrase. The length ofl′ is limited
toNmax characters to reduce overfitting.

Unfortunately, our input data has boundaries only
at pauses (#). So applying this method to the raw in-
put data produces estimates ofP (#|r) andP (#|l).
Because phrase boundaries are not a representative
selection of word boundaries,P (#|r) andP (#|l)
are not good estimates ofP (b|r) andP (b|l). More-
over, initially, we don’t knowP (b).

Therefore, WordEnds bootstraps the estimation
using a binary model of the relationship between
word and phrase boundaries. To a first approxima-
tion, an ngram occurs at the end of a phrase if and
only if it can occur at the end of a word. Since the
magnitude ofP (#, l) isn’t helpful, we simply check
whether it is zero and, accordingly, setP (b|l) to ei-
ther zero or a constant, very high value.

In fact, real data contains phrase endings cor-
rupted by disfluencies, foreign words, etc. So Word-
Ends actually setsP (b|l) high only if P (#|l) is
above a threshold (currently 0.003) chosen to reflect
the expected amount of corruption.

In the equations from Section 4.2, if eitherP (b|r)
or P (b|l) is zero, thenP (b|r, l) is zero. If both val-
ues are very high, thenQ is P (b|r)P (b|l)

P (b) + ε, with ε
very small. SoP (b|r, l) is close to 1. So, in the boot-
strapping phase, the test for marking a boundary is
independent ofP (b) and reduces to testing whether
P (#|r) andP (#|l) are both over threshold.

So, WordEnds estimatesP (#|r) and P (#|l)
from the input data, then uses this bootstrapping

5A single character is used if no suffix occurs 10 times.

method (Nmax = 5) 6 to infer preliminary word
boundaries. The preliminary boundaries are used to
estimateP (b) and to re-estimateP (b|r) andP (b|l),
usingNmax = 4. Final boundaries are then marked.

5 Mini-morph

In a full understanding system, output of the word
segmenter would be passed to morphological and lo-
cal syntactic processing. Because the segmenter is
myopic, certain errors in its output would be eas-
ier to fix with the wider perspective available to
this later processing. Because standard models of
morphological learning don’t address the interaction
with word segmentation, WordEnds does a simple
version of this repair process using a placeholder al-
gorithm called Mini-morph.

Mini-morph fixes two types of defects in the seg-
mentation. Short fragments are created when two
nearby boundaries represent alternative reasonable
segmentations rather than parts of a common seg-
mentation. For example, “treestake” has potential
boundaries both before and after the s. This issue
was noted by Harrington et al. (1988) who used a list
of known very short words to detect these cases. See
also (Cairns et al., 1997). Also, surrounding words
sometimes mislead WordEnds into undersegmenting
a phone sequence which has an “obvious” analysis
using well-established component words.

Mini-morph classifies each word in the segmenta-
tion as a fragment, a word that is reliable enough to
use in subdividing other words, or unknown status.

6Values forNmax were chosen empirically. They could be
adjusted for differences in entropy rate, but this is very similar
across the datasets in this paper.
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Because it has only a feeble model of morphology,
Mini-morph has been designed to be cautious: most
words are classified as unknown.

To classify a word, we compare its frequencyw as
a word in the segmentation to the frequenciesp ands
with which it occurs as a prefix and suffix of words
in the segmentation (including itself). The word’s
fragment ratiof is 2w

p+s .
Values off are typically over 0.8 for freely occur-

ring words, under 0.1 for fragments and strongly-
attached affixes, and intermediate for clitics, some
affixes, and words with restricted usage. However,
most words haven’t been seen enough times forf
to be reliable. So a word is classified as a fragment
if p + s ≥ 1000 andf ≤ 0.2. It is classified as a
reliable word ifp+ s ≥ 50 andf ≥ 0.5.

To revise the input segmentation of the corpus,
Mini-morph merges each fragment with an adjacent
word if the newly-created merged word occurred
at least 10 times in the input segmentation. When
mergers with both adjacent words are possible, the
algorithm alternates which to prefer. Each word is
then sudivided into a sequence of reliable words,
when possible. Because words are typically short
and reliable words rare, a simple recursive algorithm
is used, biased towards using shorter words.7

WordEnds calls Mini-morph twice, once to revise
the preliminary segmentation produced by the boot-
strapping phase and a second time to revise the final
segmentation.

6 Test corpora

WordEnds was tested on a diverse set of seven cor-
pora, summarized in Table 1. Notice that the Arabic
dataset has much longer words than those used by
previous authors. Subsets were extracted from the
larger corpora, to control for training set size. Gold-
water’s algorithm, the best performing of previous
methods, was also tested on the small versions.8

The first three corpora all use dictionary tran-
scriptions with 1-character phone symbols. The
Bernstein-Ratner (BR87) corpus was described
above (Section 3.2). The Arabic corpus was created
by removing punctuation and word boundaries from
the Buckwalter version of the LDC’s transcripts of

7Subdivision is done only once for each word type.
8It is too slow to run on the larger ones.

Gulf Arabic Conversational Telephone Speech (Ap-
pen, 2006). Filled pauses and foreign words were
kept as is. Word fragments were kept, but the telltale
hyphens were removed. The Spanish corpus was
produced in a similar way from the Callhome Span-
ish dataset (Wheatley, 1996), removing all accents.
Orthographic forms were used for words without
pronunciations (e.g. foreign, fragments)

The other two English dictionary transcriptions
were produced in a similar way from the Buckeye
corpus (Pitt et al., 2005; Pitt et al., 2007) and Missis-
sippi State’s corrected version of the LDC’s Switch-
board transcripts (Godfrey and Holliman, 1994;
Deshmukh et al., 1998). These use a “readable
phonetic” version of arpabet. Each phone is rep-
resented with a 1–2 character code, chosen to look
like English orthography and to ensure that character
sequences decode uniquely into phone sequences.
Buckeye does not provide dictionary pronunciations
for word fragments, so these were transcribed as
“X”. Switchboard was also transcribed using stan-
dard English orthography.

The Buckeye corpus also provides an accurate
phonetic transcription of its data, showing allo-
phonic variation (e.g. glottal stop, dental/nasal
flaps), segment deletions, quality shifts/uncertainty,
and nasalization. Some words are “massively” re-
duced (Johnson, 2003), going well beyond standard
phonological rules. We represented its 64 phones
using codes with 1–3 characters.

7 Test results

Table 2 presents test results for the small corpora.
The numbers for the four English dictionary and or-
thographic transcriptions are very similar. This con-
firms the finding of Batchelder (2002) that variations
in transcription method have only minor impacts on
segmenter performance. Performance seems to be
largely determined by structural and lexical proper-
ties (e.g. word length, pause frequency).

For the English dictionary datasets, the primary
overall evaluation numbers (BF and WF) for the
two algorithms differ less than the variation created
by tweaking parameters or re-running Goldwater’s
(randomized) algorithm. Both degrade similarly on
the phonetic version of Buckeye. The most visi-
ble overall difference is speed. WordEnds processes
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WordEnds Goldwater
corpus transcription BP BR BF WF LF BP BR BF WF LF
BR87 dictionary 94.6 73.7 82.9 70.7 36.6 89.2 82.7 85.8 72.5 56.2
Switchboard dictionary 91.3 80.5 85.5 72.0 37.4 73.9 93.5 82.6 65.8 27.8
Switchboard orthographic 90.0 75.5 82.1 66.3 33.7 73.1 92.4 81.6 63.6 28.4
Buckeye dictionary 89.7 82.2 85.8 72.3 37.4 74.6 94.8 83.5 68.1 26.7
Buckeye phonetic 71.0 64.1 67.4 44.1 28.6 49.6 95.0 65.1 35.4 12.8
Arab dictionary 88.1 68.5 77.1 56.6 40.4 47.5 97.4 63.8 32.6 9.5
Spanish dictionary 89.3 48.5 62.9 38.7 16.6 69.2 92.8 79.3 57.9 17.0

Table 2: Results for WordEnds and Goldwater on the small test corpora. See Section 2.3 for definitions of metrics.

medium w/out morph medium large
corpus transcription BF WF LF BF WF LF BF WF LF
Switchboard dictionary 90.4 78.8 39.4 93.0 84.8 44.2 94.7 88.1 44.3
Switchboard orthographic 89.6 77.4 37.3 91.6 81.8 41.1 94.1 87.0 41.1
Buckeye dictionary 91.2 80.3 41.5 93.7 86.1 47.8 – – –
Buckeye phonetic 72.1 48.4 27.1 75.0 54.2 28.2 – – –
Arab dictionary 85.7 69.1 49.5 86.4 70.6 50.0 – – –
Spanish dictionary 75.1 52.2 19.7 76.3 55.0 20.2 – – –

Table 3: Results for WordEnds on the medium and large datasets, also on the medium dataset without Mini-morph.
See Table 1 for dataset sizes.

each small dataset in around 30-40 seconds. Gold-
water requires around 2000 times as long: 14.5-32
hours, depending on the dataset.

However, WordEnds keeps affixes on words
whereas Goldwater’s algorithm removes them. This
creates a systematic difference in the balance be-
tween boundary recall and precision. It also causes
Goldwater’s LF values to drop dramatically be-
tween the child-directed BR87 corpus and the adult-
directed speech. For the same reason, WordEnds
maintains good performance on the Arabic dataset,
but Goldwater’s performance (especially LF) is
much worse. It is quite likely that Goldwater’s al-
gorithm is finding morphemes rather than words.

Datasets around 30K words are traditional for this
task. However, a child learner has access to much
more data, e.g. Weijer (1999) measured 1890 words
per hour spoken near an infant. WordEnds per-
forms much better when more data is available (Ta-
ble 3). Numbers for even the harder datasets (Buck-
eye phonetic, Spanish) are starting to look promis-
ing. The Spanish results show that data with infre-
quent pauses can be handled in two very different
ways: aggressive model-based segmentation (Gold-

water) or feeding more data to a more cautious seg-
menter (WordEnds).

The two calls to Mini-morph sometimes make al-
most no difference, e.g. on the Arabic data. But
it can make large improvements, e.g. BF +6.9%,
WF +10.5%, LF +5.8% on the BR corpus. Table 3
shows details for the medium datasets. Its contribu-
tion seems to diminish as the datasets get bigger, e.g.
improvements of BF +4.7%, WF +9.3%, LF +3.7%
on the small dictionary Switchboard corpus but only
BF +1.3%, WF +3.3%, LF +3.4% on the large one.

8 Some specifics of performance

Examining specific mistakes confirms that Word-
Ends does not systematically remove affixes on En-
glish dictionary data. On the large Switchboard cor-
pus, “-ed” is never removed from its stem and “-ing”
is removed only 16 times. The Mini-morph post-
processor misclassifies, and thus segments off, some
affixes that are homophonous with free-standing
words, such as “-en”/“in” and “-es”/“is”. A smarter
model of morphology and local syntax could proba-
bly avoid this.
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There is a visible difference between English
“the” and the Arabic determiner “Al-”. The En-
glish determiner is almost always segmented off.
From the medium-sized Switchboard corpus, only
434 lexical items are posited with “the” attached to a
following word. Arabic “Al” is sometimes attached
and sometimes segmented off. In the medium Ara-
bic dataset, the correct and computed lexicons con-
tain similar numbers of words starting with Al (4873
and 4608), but there is only partial overlap (2797
words). Some of this disagreement involves foreign
language nouns, which the markup in the original
corpus separates from the determiner.9

Mistakes on twenty specific items account for
24% of the errors on the large Switchboard corpus.
The first two items, accounting for over 11% of the
mistakes, involve splitting “uhhuh” and “umhum”.
Most of the rest involve merging common colloca-
tions (e.g. “a lot”) or splitting common compounds
that have a transparent analysis (e.g. “something”).

9 Discussion and conclusions

Performance of WordEnds is much stronger than
previous reported results, including good results on
Arabic and promising results on accurate phonetic
transcriptions. This is partly due to good algorithm
design and partly due to using more training data.
This sets a much higher standard for models of child
language acquisition and also suggests that it is not
crazy to speculate about inserting such an algorithm
into the speech recognition pipeline.

Performance would probably be improved by bet-
ter models of morphology and/or phonology. An
ngram model of morpheme sequences (e.g. like
Goldwater uses) might avoid some of the mistakes
mentioned in Section 8. Feature-based or gestural
phonology (Browman and Goldstein, 1992) might
help model segmental variation. Finite-state mod-
els (Belz, 2000) might be more compact. Prosody,
stress, and other sub-phonemic cues might disam-
biguate some problem situations (Hockema, 2006;
Rytting, 2007; Salverda et al., 2003).

However, it is not obvious which of these ap-
proaches will actually improve performance. Ad-
ditional phonetic features may not be easy to detect

9The author does not read Arabic and, thus, is not in a posi-
tion to explain why the annotaters did this.

reliably, e.g. marking lexical stress in the presence
of contrastive stress and utterance-final lengthening.
The actual phonology of fast speech may not be
quite what we expect, e.g. performance on the pho-
netic version of Buckeye was slightlyimproved by
merging nasal flap with n, and dental flap with d and
glottal stop. The sets of word initial and final seg-
ments may not form natural phonological classes,
because they are partly determined by morpholog-
ical and lexical constraints (Rytting, 2007).

Moreover, the strong performance from the basic
segmental model makes it hard to rule out the possi-
bility that high performance could be achieved, even
on data with phonetic variation, by throwing enough
training data at a simple segmental algorithm.

Finally, the role of child-directed speech needs to
be examined more carefully. Child-directed speech
displays helpful features such as shorter phrases and
fewer reductions (Bernstein Ratner, 1996; van de
Weijer, 1999). These features may make segmenta-
tion easier to learn, but the strong results presented
here for adult-directed speech make it trickier to ar-
gue that this help is necessary for learning.

Moreover, it is not clear how learning to seg-
ment child-directed speech might make it easier to
learn to segment speech directed at adults or older
children. It’s possible that learning child-directed
speech makes it easier to learn the basic principles
of phonology, semantics, or higher-level linguistic
structure. This might somehow feed back into learn-
ing segmentation. However, it’s also possible that its
only raison d’̂etre is social: enabling earlier commu-
nication between children and adults.
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Abstract

Query expansion is an effective technique to
improve the performance of information re-
trieval systems. Although hand-crafted lexi-
cal resources, such as WordNet, could provide
more reliable related terms, previous stud-
ies showed that query expansion using only
WordNet leads to very limited performance
improvement. One of the main challenges is
how to assign appropriate weights to expanded
terms. In this paper, we re-examine this prob-
lem using recently proposed axiomatic ap-
proaches and find that, with appropriate term
weighting strategy, we are able to exploit
the information from lexical resources to sig-
nificantly improve the retrieval performance.
Our empirical results on six TREC collec-
tions show that query expansion using only
hand-crafted lexical resources leads to signif-
icant performance improvement. The perfor-
mance can be further improved if the proposed
method is combined with query expansion us-
ing co-occurrence-based resources.

1 Introduction

Most information retrieval models (Salton et al.,
1975; Fuhr, 1992; Ponte and Croft, 1998; Fang
and Zhai, 2005) compute relevance scores based on
matching of terms in queries and documents. Since
various terms can be used to describe a same con-
cept, it is unlikely for a user to use a query term that
is exactly the same term as used in relevant docu-
ments. Clearly, such vocabulary gaps make the re-
trieval performance non-optimal. Query expansion
(Voorhees, 1994; Mandala et al., 1999a; Fang and

Zhai, 2006; Qiu and Frei, 1993; Bai et al., 2005;
Cao et al., 2005) is a commonly used strategy to
bridge the vocabulary gaps by expanding original
queries with related terms. Expanded terms are of-
ten selected from either co-occurrence-based the-
sauri (Qiu and Frei, 1993; Bai et al., 2005; Jing and
Croft, 1994; Peat and Willett, 1991; Smeaton and
van Rijsbergen, 1983; Fang and Zhai, 2006) or hand-
crafted thesauri (Voorhees, 1994; Liu et al., 2004) or
both (Cao et al., 2005; Mandala et al., 1999b).

Intuitively, compared with co-occurrence-based
thesauri, hand-crafted thesauri, such as WordNet,
could provide more reliable terms for query ex-
pansion. However, previous studies failed to show
any significant gain in retrieval performance when
queries are expanded with terms selected from
WordNet (Voorhees, 1994; Stairmand, 1997). Al-
though some researchers have shown that combin-
ing terms from both types of resources is effective,
the benefit of query expansion using only manually
created lexical resources remains unclear. The main
challenge is how to assign appropriate weights to the
expanded terms.

In this paper, we re-examine the problem of
query expansion using lexical resources with the
recently proposed axiomatic approaches (Fang and
Zhai, 2006). The major advantage of axiomatic ap-
proaches in query expansion is to provide guidance
on how to weight related terms based on a given
term similarity function. In our previous study, a co-
occurrence-based term similarity function was pro-
posed and studied. In this paper, we study several
term similarity functions that exploit various infor-
mation from two lexical resources, i.e., WordNet
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and dependency-thesaurus constructed by Lin (Lin,
1998), and then incorporate these similarity func-
tions into the axiomatic retrieval framework. We
conduct empirical experiments over several TREC
standard collections to systematically evaluate the
effectiveness of query expansion based on these sim-
ilarity functions. Experiment results show that all
the similarity functions improve the retrieval per-
formance, although the performance improvement
varies for different functions. We find that the most
effective way to utilize the information from Word-
Net is to compute the term similarity based on the
overlap of synset definitions. Using this similarity
function in query expansion can significantly im-
prove the retrieval performance. According to the
retrieval performance, the proposed similarity func-
tion is significantly better than simple mutual infor-
mation based similarity function, while it is compa-
rable to the function proposed in (Fang and Zhai,
2006). Furthermore, we show that the retrieval per-
formance can be further improved if the proposed
similarity function is combined with the similar-
ity function derived from co-occurrence-based re-
sources.

The main contribution of this paper is to re-
examine the problem of query expansion using lexi-
cal resources with a new approach. Unlike previous
studies, we are able to show that query expansion us-
ing only manually created lexical resources can sig-
nificantly improve the retrieval performance.

The rest of the paper is organized as follows. We
discuss the related work in Section 2, and briefly re-
view the studies of query expansion using axiomatic
approaches in Section 3. We then present our study
of using lexical resources, such as WordNet, for
query expansion in Section 4, and discuss experi-
ment results in Section 5. Finally, we conclude in
Section 6.

2 Related Work

Although the use of WordNet in query expansion
has been studied by various researchers, the im-
provement of retrieval performance is often lim-
ited. Voorhees (Voorhees, 1994) expanded queries
using a combination of synonyms, hypernyms and
hyponymsmanually selected from WordNet, and
achieved limited improvement (i.e., around−2% to

+2%) on short verbose queries. Stairmand (Stair-
mand, 1997) used WordNet for query expansion, but
they concluded that the improvement was restricted
by the coverage of the WordNet and no empirical
results were reported.

More recent studies focused on combining the in-
formation from both co-occurrence-based and hand-
crafted thesauri. Mandala et. al. (Mandala et al.,
1999a; Mandala et al., 1999b) studied the problem
in vector space model, and Cao et. al. (Cao et al.,
2005) focused on extending language models. Al-
though they were able to improve the performance,
it remains unclear whether using only information
from hand-crafted thesauri would help to improve
the retrieval performance.

Another way to improve retrieval performance
using WordNet is to disambiguate word senses.
Voorhees (Voorhees, 1993) showed that using Word-
Net for word sense disambiguation degrade the re-
trieval performance. Liu et. al. (Liu et al., 2004)
used WordNet for both sense disambiugation and
query expansion and achieved reasonable perfor-
mance improvement. However, the computational
cost is high and the benefit of query expansion using
only WordNet is unclear. Ruch et. al. (Ruch et al.,
2006) studied the problem in the domain of biology
literature and proposed an argumentative feedback
approach, where expanded terms are selected from
only sentences classified into one of four disjunct
argumentative categories.

The goal of this paper is to study whether query
expansion using only manually created lexical re-
sources could lead to the performance improve-
ment. The main contribution of our work is to
show query expansion using only hand-crafted lex-
ical resources is effective in the recently proposed
axiomatic framework, which has not been shown in
the previous studies.

3 Query Expansion in Axiomatic Retrieval
Model

Axiomatic approaches have recently been proposed
and studied to develop retrieval functions (Fang and
Zhai, 2005; Fang and Zhai, 2006). The main idea is
to search for a retrieval function that satisfies all the
desirable retrieval constraints, i.e., axioms. The un-
derlying assumption is that a retrieval function sat-
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isfying all the constraints would perform well em-
pirically. Unlike other retrieval models, axiomatic
retrieval models directly model the relevance with
term level retrieval constraints.

In (Fang and Zhai, 2005), several axiomatic re-
trieval functions have been derived based on a set of
basic formalized retrieval constraints and an induc-
tive definition of the retrieval function space. The
derived retrieval functions are shown to perform as
well as the existing retrieval functions with less pa-
rameter sensitivity. One of the components in the
inductive definition is primitive weighting function,
which assigns the retrieval score to a single term
document{d} for a single term query{q} based on

S({q}, {d}) =

{

ω(q) q = d
0 q 6= d

(1)

whereω(q) is a term weighting function ofq. A lim-
itation of the primitive weighting function described
in Equation 1 is that it can not bridge vocabulary
gaps between documents and queries.

To overcome this limitation, in (Fang and Zhai,
2006), we proposed a set of semantic term match-
ing constraints and modified the previously derived
axiomatic functions to make them satisfy these ad-
ditional constraints. In particular, the primitive
weighting function is generalized as

S({q}, {d}) = ω(q)× f(s(q, d)),

wheres(q, d) is a semantic similarity function be-
tween two termsq andd, andf is a monotonically
increasing function defined as

f(s(q, d)) =

{

1 q = d
s(q,d)
s(q,q) × β q 6= d

(2)

whereβ is a parameter that regulates the weighting
of the original query terms and the semantically sim-
ilar terms. We have shown that the proposed gen-
eralization can be implemented as a query expan-
sion method. Specifically, the expanded terms are
selected based on a term similarity functions and
the weight of an expanded termt is determined by
its term similarity with a query termq, i.e., s(q, t),
as well as the weight of the query term, i.e.,ω(q).
Note that the weight of an expanded termt is ω(t)
in traditional query expansion methods.

In our previous study (Fang and Zhai, 2006), term
similarity functions is derived based on the mutual
information of terms over collections that are con-
structed under the guidance of a set of term semantic
similarity constraints. The focus of this paper is to
study and compare several term similarity functions
exploiting the information from lexical resources,
and evaluate their effectiveness in the axiomatic re-
trieval models.

4 Term Similarity based on Lexical
Resources

In this section, we discuss a set of term similar-
ity functions that exploit the information stored in
two lexical resources: WordNet (Miller, 1990) and
dependency-based thesaurus (Lin, 1998).

The most commonly used lexical resource is
WordNet (Miller, 1990), which is a hand-crafted
lexical system developed at Princeton University.
Words are organized into four taxonomies based on
different parts of speech. Every node in the WordNet
is a synset, i.e., a set of synonyms. The definition of
a synset, which is referred to asgloss, is also pro-
vided. For a query term, all the synsets in which the
term appears can be returned, along with the defi-
nition of the synsets. We now discuss six possible
term similarity functions based on the information
provided by WordNet.

Since the definition provides valuable information
about the semantic meaning of a term, we can use
the definitions of the terms to measure their semantic
similarity. The more common words the definitions
of two terms have, the more similar these terms are
(Banerjee and Pedersen, 2005). Thus, we can com-
pute the term semantic similarity based on synset
definitions in the following way:

sdef (t1, t2) =
|D(t1) ∩D(t2)|

|D(t1) ∪D(t2)|
,

whereD(t) is the concatenation of the definitions
for all the synsets containing termt and |D| is the
number of words of the setD.

Within a taxonomy, synsets are organized by their
lexical relations. Thus, given a term, related terms
can be found in the synsets related to the synsets
containing the term. In this paper, we consider the
following five word relations.
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• Synonym(Syn): X and Y are synonyms if they
are interchangeable in some context.

• Hypernym(Hyper): Y is a hypernym of X if X
is a (kind of) Y.

• Hyponym(Hypo): X is a hyponym of Y if X is
a (kind of) Y.

• Holonym(Holo): Y is a holonym of Y if X is a
part of Y.

• Meronym(Mero): X is a meronym of Y if X is
a part of Y.

Since these relations are binary, we define the term
similarity functions based on these relations in the
following way.

sR(t1, t2) =

{

αR t1 ∈ TR(t2)
0 t1 /∈ TR(t2)

whereR ∈ {syn, hyper, hypo, holo,mero}, TR(t)
is a set of words that are related to termt based on
the relationR, andαs are non-zero parameters to
control the similarity between terms based on differ-
ent relations. However, since the similarity values
for all term pairs are same, the values of these pa-
rameters can be ignored when we use Equation 2 in
query expansion.

Another lexical resource we study in the paper is
the dependency-based thesaurus provided by Lin1

(Lin, 1998). The thesaurus provides term similar-
ities that are automatically computed based on de-
pendency relationships extracted from a parsed cor-
pus. We define a similarity function that can utilize
this thesaurus as follows:

sLin(t1, t2) =

{

L(t1, t2) (t1, t2) ∈ TPLin

0 (t1, t2) /∈ TPLin

whereL(t1, t2) is the similarity of terms stored in
the dependency-based thesaurus andTPLin is a set
of all the term pairs stored in the thesaurus. The
similarity of two terms would be assigned to zero if
we can not find the term pair in the thesaurus.

Since all the similarity functions discussed above
capture different perspectives of term relations, we

1Available at http://www.cs.ualberta.ca/l̃indek/downloads.htm

propose a simple strategy to combine these similar-
ity functions so that the similarity of a term pair is
the highest similarity value of these two terms of
all the above similarity functions, which is shown
as follows.

scombined(t1, t2) = maxR∈Rset(sR(t1, t2)),

where

Rset = {def, syn, hyper, hypo, holo, mero, Lin}.

In summary, we have discussed eight possible
similarity functions that exploit the information
from the lexical resources. We then incorporate
these similarity functions into the axiomatic retrieval
models based on Equation 2, and perform query ex-
pansion based on the procedure described in Section
3. The empirical results are reported in Section 5.

5 Experiments

In this section, we experimentally evaluate the effec-
tiveness of query expansion with the term similar-
ity functions discussed in Section 4 in the axiomatic
framework. Experiment results show that the sim-
ilarity function based on synset definitions is most
effective. By incorporating this similarity function
into the axiomatic retrieval models, we show that
query expansion using the information from only
WordNet can lead to significant improvement of re-
trieval performance, which has not been shown in
the previous studies (Voorhees, 1994; Stairmand,
1997).

5.1 Experiment Design

We conduct three sets of experiments. First, we
compare the effectiveness of term similarity func-
tions discussed in Section 4 in the context of
query expansion. Second, we compare the best
one with the term similarity functions derived from
co-occurrence-based resources. Finally, we study
whether the combination of term similarity func-
tions from different resources can further improve
the performance.

All experiments are conducted over six TREC
collections: ap88-89, doe, fr88-89, wt2g, trec7 and
trec8. Table 1 shows some statistics of the collec-
tions, including the description, the collection size,

142



Table 1: Statistics of Test Collections
Collection Description Size # Voc. # Doc. #query
ap88-89 news articles 491MB 361K 165K 150

doe technical reports 184MB 163K 226K 35
fr88-89 government documents469MB 204K 204K 42
trec7 ad hoc data 2GB 908K 528K 50
trec8 ad hoc data 2GB 908K 528K 50
wt2g web collections 2GB 1968K 247K 50

the vocabulary size, the number of documents and
the number of queries. The preprocessing only in-
volves stemming with Porter’s stemmer.

We use WordNet 3.02, Lemur Toolkit 3 and
TrecWN library 4 in experiments. The results are
evaluated with both MAP (mean average preci-
sion) and gMAP (geometric mean average preci-
sion) (Voorhees, 2005), which emphasizes the per-
formance of difficulty queries.

There is one parameterβ in the query expansion
method presented in Section 3. We tune the value of
β and report the best performance. The parameter
sensitivity is similar to the observations described in
(Fang and Zhai, 2006) and will not be discussed in
this paper. In all the result tables,‡ and† indicate
that the performance difference is statistically sig-
nificant according to Wilcoxon signed rank test at
the level of 0.05 and 0.1 respectively.

We now explain the notations of different meth-
ods. BL is the baseline method without query ex-
pansion. In this paper, we use the best performing
function derived in axiomatic retrieval models, i.e,
F2-EXP in (Fang and Zhai, 2005) with a fixed pa-
rameter value (b = 0.5). QEX is the query expan-
sion method with term similarity functionsX , where
X could beDef., Syn., Hyper., Hypo., Mero., Holo.,
Lin andCombined.

Furthermore, we examine the query expansion
method using co-occurrence-based resources. In
particular, we evaluate the retrieval performance us-
ing the following two similarity functions:sMIBL

andsMIImp. Both functions are based on the mutual
information of terms in a set of documents.sMIBL

uses the collection itself to compute the mutual in-
formation, whilesMIImp uses the working sets con-

2http://wordnet.princeton.edu/
3http://www.lemurproject.org/
4http://l2r.cs.uiuc.edu/ cogcomp/software.php

structed based on several constraints (Fang and Zhai,
2006). The mutual information of two termst1 and
t2 in collectionC is computed as follow (van Rijs-
bergen, 1979):

I(Xt1 ,Xt2) =
∑

p(Xt1 ,Xt2)log
p(Xt1 ,Xt2)

p(Xt1)p(Xt2)

Xti is a binary random variable corresponding to the
presence/absence of termti in each document of col-
lectionC.

5.2 Effectiveness of Lexical Resources

We first compare the retrieval performance of query
expansion with different similarity functions us-
ing short keyword (i.e., title-only) queries, because
query expansion techniques are often more effective
for shorter queries (Voorhees, 1994; Fang and Zhai,
2006). The results are presented in Table 2. It is
clear that query expansion with these functions can
improve the retrieval performance, although the per-
formance gains achieved by different functions vary
a lot. In particular, we make the following observa-
tions.

First, the similarity function based on synset def-
initions is the most effective one.QEdef signifi-
cantly improves the retrieval performance for all the
data sets. For example, in trec7, it improves the per-
formance from0.186 to 0.216. As far as we know,
none of the previous studies showed such significant
performance improvement by using only WordNet
as query expansion resource.

Second, the similarity functions based on term re-
lations are less effective compared with definition-
based similarity function. We think that the worse
performance is related to the following two reasons:
(1) The similarity functions based on relations are
binary, which is not a good way to model term sim-
ilarities. (2) The relations are limited by the part
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Table 2: Performance of query expansion using lexical resources (short keyword queries)
trec7 trec8 wt2g

MAP gMAP MAP gMAP MAP gMAP

BL 0.186 0.083 0.250 0.147 0.282 0.188

QEdef 0.216‡ 0.105‡ 0.266‡ 0.164‡ 0.301‡ 0.210‡
(+16%) (+27%) (+6.4%) (+12%) (+6.7%) (+12%)

QEsyn 0.194 0.085‡ 0.252† 0.150† 0.287‡ 0.194‡
(+4.3%) (+2.4%) (+0.8%) (+2.0%) (+1.8%) (+3.2%)

QEhyper 0.186 0.086 0.250 0.152 0.286† 0.192†
(0%) (+3.6%) (0%) (+3.4%) (+1.4%) (+2.1%)

QEhypo 0.186† 0.085‡ 0.250 0.147 0.282† 0.190
(0%) (+2.4%) (0%) (0%) (0%) (+1.1%)

QEmero 0.187‡ 0.084‡ 0.250 0.147 0.282 0.189
(+0.5%) (+1.2%) (0%) (0%) (0%) (+0.5%)

QEholo 0.191‡ 0.085‡ 0.250 0.147 0.282 0.188
(+2.7%) (+2.4%) (0%) (0%) (0%) (0%)

QELin 0.193‡ 0.092‡ 0.256‡ 0.156‡ 0.290‡ 0.200‡
(+3.7%) (+11%) (+2.4%) (+6.1%) (+2.8%) (+6.4%)

QECombined 0.214‡ 0.104‡ 0.267‡ 0.165‡ 0.300‡ 0.208‡
(+15%) (+25%) (+6.8%) (+12%) (+6.4%) (+10.5%)

ap88-89 doe fr88-89
MAP gMAP MAP gMAP MAP gMAP

BL 0.220 0.074 0.174 0.069 0.222 0.062

QEdef 0.254‡ 0.088‡ 0.181‡ 0.075‡ 0.225‡ 0.067‡
(+15%) (+19%) (+4%) (+10%) (+1.4%) (+8.1%)

QEsyn 0.222‡ 0.077‡ 0.174 0.074 0.222 0.065
(+0.9%) (+4.1%) (0%) (+7.3%) (0%) (+4.8%)

QEhyper 0.222‡ 0.074 0.175 0.070 0.222 0.062
(+0.9%) (0%) (+0.5%) (+1.5%) (0%) (0%)

QEhypo 0.222‡ 0.076‡ 0.176† 0.073† 0.222 0.062
(+0.9%) (+2.7%) (+1.1%) (+5.8%) (0%) (0%)

QEmero 0.221 0.074† 0.174† 0.070† 0.222 0.062
(+0.45%) (0%) (0%) (+1.5%) (0%) (0%)

QEholo 0.221 0.076 0.177† 0.073 0.222 0.062
(+0.45%) (+2.7%) (+1.7%) (+5.8%) (0%) (0%)

QELin 0.245‡ 0.082‡ 0.178 0.073 0.222 0.067†
(+11%) (+11%) (+2.3%) (+5.8%) (0%) (+8.1%)

QECombined 0.254‡ 0.085‡ 0.179† 0.074† 0.223† 0.065
(+15%) (+12%) (+2.9%) (+7.3%) (+0.5%) (+4.3%)
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Table 3: Performance comparison of hand-crafted and co-occurrence-based thesauri (short keyword queries)
Data MAP gMAP

QEdef QEMIBL QEMIImp QEdef QEMIBL QEMIImp

ap88-89 0.254 0.233‡ 0.265‡ 0.088 0.081‡ 0.089‡
doe 0.181 0.175† 0.183 0.075 0.071† 0.078

fr88-89 0.225 0.222‡ 0.227† 0.067 0.063 0.071‡
trec7 0.216 0.195‡ 0.236‡ 0.105 0.089‡ 0.097
trec8 0.266 0.250‡ 0.278 0.164 0.148‡ 0.172
wt2g 0.301 0.311 0.320‡ 0.210 0.218 0.219‡

of speech of the terms, because two terms in Word-
Net are related only when they have the same part
of speech tags. However, definition-based similarity
function does not have such a limitation.

Third, the similarity function based on Lin’s the-
saurus is more effective than those based on term
relations from the WordNet, while it is less effective
compared with the definition-based similarity func-
tion, which might be caused by its smaller coverage.

Finally, combining different WordNet-based sim-
ilarity functions does not help, which may indicate
that the expanded terms selected by different func-
tions are overlapped.

5.3 Comparison with Co-occurrence-based
Resources

As shown in Table 2, the similarity function based
on synset definitions, i.e.,sdef , is most effective. We
now compare the retrieval performance of using this
similarity function with that of using the mutual in-
formation based functions, i.e.,sMIBL andsMIImp.
The experiments are conducted over two types of
queries, i.e. short keyword (keyword title) and short
verbose (one sentence description) queries.

The results for short keyword queries are shown
in Table 3. The retrieval performance of query ex-
pansion based onsdef is significantly better than
that based onsMIBL on almost all the data sets,
while it is slightly worse than that based onsMIImp

on some data sets. We can make the similar ob-
servation from the results for short verbose queries
as shown in Table 4. One advantage ofsdef over
sMIImp is the computational cost, becausesdef can
be computed offline in advance whilesMIImp has to
be computed online from query-dependent working
sets which takes much more time. The low computa-

tional cost and high retrieval performance makesdef

more attractive in the real world applications.

5.4 Additive Effect

Since both types of similarity functions are able
to improve retrieval performance, we now study
whether combining them could lead to better per-
formance. Table 5 shows the retrieval performance
of combining both types of similarity functions for
short keyword queries. The results for short verbose
queries are similar. Clearly, combining the similar-
ity functions from different resources could further
improve the performance.

6 Conclusions

Query expansion is an effective technique in in-
formation retrieval to improve the retrieval perfor-
mance, because it often can bridge the vocabulary
gaps between queries and documents. Intuitively,
hand-crafted thesaurus could provide reliable related
terms, which would help improve the performance.
However, none of the previous studies is able to
show significant performance improvement through
query expansion using information only from man-
ually created lexical resources.

In this paper, we re-examine the problem of query
expansion using lexical resources in recently pro-
posed axiomatic framework and find that we are
able to significantly improve retrieval performance
through query expansion using only hand-crafted
lexical resources. In particular, we first study a
few term similarity functions exploiting the infor-
mation from two lexical resources: WordNet and
dependency-based thesaurus created by Lin. We
then incorporate the similarity functions with the
query expansion method in the axiomatic retrieval
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Table 4: Performance Comparison (MAP, short verbose queries)
Data BL QEdef QEMIBL QEMIImp

ap88-89 0.181 0.220‡ (21.5%) 0.205‡ (13.3%) 0.230‡ (27.1%)
doe 0.109 0.121‡ (11%) 0.119 (9.17%) 0.117 (7.34%)

fr88-89 0.146 0.164‡ (12.3%) 0.162‡ (11%) 0.164‡ (12.3%)
trec7 0.184 0.209‡ (13.6%) 0.196 (6.52%) 0.224‡(21.7%)
trec8 0.234 0.238‡(1.71%) 0.235 (0.4%) 0.243† (3.85%)
wt2g 0.266 0.276 (3.76%) 0.276† (3.76%) 0.282‡ (6.02%)

Table 5: Additive Effect (MAP, short keyword queries)
ap88-89 doe fr88-89 trec7 trec8 wt2g

QEMIBL 0.233 0.175 0.222 0.195 0.250 0.311
QEdef+MIBL 0.257‡ 0.183‡ 0.225‡ 0.217‡ 0.267‡ 0.320‡

QEMIImp 0.265 0.183 0.227 0.236 0.278 0.320
QEdef+MIImp 0.269‡ 0.187 0.232‡ 0.237‡ 0.280† 0.322†

models. Systematical experiments have been con-
ducted over six standard TREC collections and show
promising results. All the proposed similarity func-
tions improve the retrieval performance, although
the degree of improvement varies for different sim-
ilarity functions. Among all the functions, the one
based on synset definition is most effective and is
able to significantly and consistently improve re-
trieval performance for all the data sets. This simi-
larity function is also compared with some similarity
functions using mutual information. Furthermore,
experiment results show that combining similarity
functions from different resources could further im-
prove the performance.

Unlike previous studies, we are able to show that
query expansion using only manually created the-
sauri can lead to significant performance improve-
ment. The main reason is that the axiomatic ap-
proach provides guidance on how to appropriately
assign weights to expanded terms.

There are many interesting future research direc-
tions based on this work. First, we will study the
same problem in some specialized domain, such as
biology literature, to see whether the proposed ap-
proach could be generalized to the new domain.
Second, the fact that using axiomatic approaches to
incorporate linguistic information can improve re-
trieval performance is encouraging. We plan to ex-
tend the axiomatic approach to incorporate more
linguistic information, such as phrases and word

senses, into retrieval models to further improve the
performance.
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Abstract 

Query expansion by word alterations (alterna-

tive forms of a word) is often used in Web 

search to replace word stemming. This allows 

users to specify particular word forms in a 

query. However, if many alterations are 

added, query traffic will be greatly increased. 

In this paper, we propose methods to select 

only a few useful word alterations for query 

expansion. The selection is made according to 

the appropriateness of the alteration to the 

query context (using a bigram language 

model), or according to its expected impact 

on the retrieval effectiveness (using a regres-

sion model). Our experiments on two TREC 

collections will show that both methods only 

select a few expansion terms, but the retrieval 

effectiveness can be improved significantly. 

1 Introduction 

Word stemming is a basic NLP technique used in 

most of Information Retrieval (IR) systems. It 

transforms words into their root forms so as to in-

crease the chance to match similar words/terms 

that are morphological variants. For example, with 

stemming, “controlling” can match “controlled” 

because both have the same root “control”. Most 

stemmers, such as the Porter stemmer (Porter, 

1980) and Krovetz stemmer (Krovetz, 1993), deal 

with stemming by stripping word suffixes accord-

ing to a set of morphological rules. Rule-based ap-

proaches are intuitive and easy to implement. 

However, while in general, most words can be 

stemmed correctly; there is often erroneous stem-

ming that unifies unrelated words. For instance, 

“jobs” is stemmed to “job” in both “find jobs in 

Apple” and “Steve Jobs at Apple”. This is particu-

larly problematic in Web search, where users often 

use special or new words in their queries. A stan-

dard stemmer such as Porter’s will wrongly stem 

them.  

To better determine stemming rules, Xu and 

Croft (1998) propose a selective stemming method 

based on corpus analysis. They refine the Porter 

stemmer by means of word clustering: words are 

first clustered according to their co-occurrences in 

the text collection. Only word variants belonging 

to the same cluster will be conflated.  

Despite this improvement, the basic idea of 

word stemming is to transform words in both doc-

uments and queries to a standard form. Once this is 

done, there is no means for users to require a spe-

cific word form in a query – the word form will be 

automatically transformed, otherwise, it will not 

match documents. This approach does not seem to 

be appropriate for Web search, where users often 

specify particular word forms in their queries. An 

example of this is a quoted query such as “Steve 

Jobs”, or “US Policy”. If documents are stemmed, 

many pages about job offerings or US police may 

be returned (“policy” conflates with “police” in 

Porter stemmer). Another drawback of stemming is 

that it usually enhances recall, but may hurt preci-

sion (Kraaij and Pohlmann, 1996). However, gen-

eral Web search is basically a precision-oriented 

task.  

One alternative approach to word stemming is to 

do query expansion at query time.  The original 

query terms are expanded by their related forms 

having the same root. All expansions can be com-

bined by the Boolean operator “OR”.  For example, 
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the query “controlling acid rain” can be expanded 

to “(control OR controlling OR controller OR con-

trolled OR controls) (acid OR acidic OR acidify) 

(rain OR raining OR rained OR rains)”. We will 

call each such expansion term an alteration to the 

original query term. Once a set of possible altera-

tions is determined, the simplest approach to per-

form expansion is to add all possible alterations. 

We call this approach Naive Expansion. One can 

easily show that stemming at indexing time is 

equivalent to Naive Expansion at retrieval time. 

This approach has been adopted by most commer-

cial search engines (Peng et al., 2007). However, 

the expansion approaches proposed previously can 

have several serious problems: First, they usually 

do not consider expansion ambiguity – each query 

term is usually expanded independently. However, 

some expansion terms may not be appropriate. The 

case of “Steve Jobs” is one such example, for 

which the word “job” can be proposed as an ex-

pansion term. Second, as each query term may 

have several alterations, the naïve approach using 

all the alterations will create a very long query. As 

a consequence, query traffic (the time required for 

the evaluation of a query) is greatly increased. 

Query traffic is a critical problem, as each search 

engine serves millions of users at the same time. It 

is important to limit the query traffic as much as 

possible. 

In practice, we can observe that some word al-

terations are irrelevant and undesirable (as in the 

“Steve Jobs” case), and some other alterations have 

little impact on the retrieval effectiveness (for ex-

ample, if we expand a word by a rarely used word 

form). In this study, we will address these two 

problems. Our goal is to select only appropriate 

word alterations to be used in query expansion. 

This is done for two purposes: On the one hand, 

we want to limit query traffic as much as possible 

when query expansion is performed. On the other 

hand, we also want to remove irrelevant expansion 

terms so that fewer irrelevant documents will be 

retrieved, thereby improve the retrieval effective-

ness. 

To deal with the two problems we mentioned 

above, we will propose two methods to select al-

terations. In the first method, we make use of the 

query context to select only the alterations that fit 

the query. The query context is modeled by a bi-

gram language model. To reduce query traffic, we 

select only one alteration for each query term, 

which is the most coherent with the bigram model. 

We call this model Bigram Expansion. Despite the 

fact that this method adds far fewer expansion 

terms than the naïve expansion, our experiments 

will show that we can achieve comparable or even 

better retrieval effectiveness. 

Both the Naive Expansion and the Bigram Ex-

pansion determine word alterations solely accord-

ing to general knowledge about the language 

(bigram model or morphological rules), and no 

consideration about the possible effect of the ex-

pansion term is made. In practice, some alterations 

will have virtually no impact on retrieval effec-

tiveness. They can be ignored. Therefore, in our 

second method, we will try to predict whether an 

alteration will have some positive impact on re-

trieval effectiveness. Only the alterations with pos-

itive impact will be retained. In this paper, we will 

use a regression model to predict the impact on 

retrieval effectiveness. Compared to the bigram 

expansion method, the regression method results in 

even fewer alterations, but experiments show that 

the retrieval effectiveness is even better.  

Experiments will be conducted on two TREC 

collections, Gov2 data for Web Track and 

TREC6&7&8 for ad-hoc retrieval. The results 

show that the two methods we propose both out-

perform the original queries significantly with less 

than two alterations per query on average. Com-

pared to the Naive Expansion method, the two me-

thods can perform at least equally well, while 

query traffic is dramatically reduced.  

In the following section, we provide a brief re-

view of related work. Section 3 shows how to gen-

erate alteration candidates using a similar approach 

to Xu and Croft’s corpus analysis (1998). In sec-

tion 4 and 5, we describe the Bigram Expansion 

method and Regression method respectively. Sec-

tion 6 presents some experiments on TREC 

benchmarks to evaluate our methods. Section 7 

concludes this paper and suggests some avenues 

for future work.  

2 Related Work 

Many stemmers have been implemented and used 

as standard processing in IR. Among them, the 

Porter stemmer (Porter, 1980) is the most widely 

used. It strips term suffixes step-by-step according 

to a set of morphological rules. However, the Por-

ter stemmer sometimes wrongly transforms a term 

into an unrelated root. For example, it will unify 
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“news” and “new”, “execute” and “executive”. On 

the other hand, it may miss some conflations, such 

as “mice” and “mouse”, “europe” and “european”. 

Krovetz (1993) developed another stemmer, which 

uses a machine-readable dictionary, to improve the 

Porter stemmer. It avoids some of the Porter 

stemmer’s wrong stripping, but does not produce 

consistent improvement in IR experiments.  

Both stemmers use generic rules for English to 

strip each word in isolation. In practice, the re-

quired stemming may vary from one text collection 

to another. Therefore, attempts have been made to 

use corpus analysis to improve existing rule-based 

stemmers. Xu and Croft (1998) create equivalence 

clusters of words which are morphologically simi-

lar and occur in similar contexts. 

As we stated earlier, the stemming-based IR ap-

proaches are not well suited to Web search. Query 

expansion has been used as an alternative (Peng et 

al. 2007). To limit the number of expansion terms, 

and thus the query traffic, Peng et al. only use al-

terations for some of the query words: They seg-

ment each query into phrases and only the head 

word in each phrase is expanded. The assumptions 

are: 1)Queries issued in Web search often consist 

of noun phrases. 2) Only the head word in the noun 

phrase varies in form and needs to be expanded. 

However, both assumptions may be questionable. 

Their experiments did not show that the two as-

sumptions hold.  

Stemming is related to query expansion or query 

reformulation (Jones et al., 2006; Anick, 2003; Xu 

and Croft, 1996), although the latter is not limited 

to word variants. If the expansion terms used are 

those that are variant forms of a word, then query 

expansion can produce the same effect as word 

stemming. However, if we add all possible word 

alterations, query expansion/reformulation will run 

the risk of adding many unrelated terms to the 

original query, which may result in both heavy 

traffic and topic drift. Therefore, we need a way to 

select the most appropriate expansion terms. In 

(Peng et al. 2007), a bigram language model is 

used to determine the alteration of the head word 

that best fits the query. In this paper, one of the 

proposed methods will also use a bigram language 

model of the query to determine the appropriate 

alteration candidates. However, in our approach, 

alterations are not limited to head words. In addi-

tion, we will also propose a supervised learning 

method to predict if an alteration will have a posi-

tive impact on retrieval effectiveness. To our 

knowledge, no previous method uses the same ap-

proach. 

In the following sections, we will describe our 

approach, which consists of two steps: the genera-

tion of alteration candidates, and the selection of 

appropriate alterations for a query. The first step is 

query-independent using corpus analysis, while the 

second step is query-dependent. The selected word 

alterations will be OR-ed with the original query 

words. 

3  Generating Alteration Candidates 

Our method to generate alteration candidates can 

be described as follows. First, we do word cluster-

ing using a Porter stemmer. All words in the vo-

cabulary sharing the same root form are grouped 

together. Then we do corpus analysis to filter out 

the words which are clustered incorrectly, accord-

ing to word distributional similarity, following (Xu 

and Croft, 1998; Lin 1998). The rationale behind 

this is that words sharing the same meaning tend to 

occur in the same contexts.  

The context of each word in the vocabulary is 

represented by a vector containing the frequencies 

of the context words which co-occur with the word 

within a predefined window in a training corpus. 

The window size is set empirically at 3 words and 

the training corpus is about 1/10 of the GOV2 cor-

pus (see section 5 for details about the collection). 

Similarity is measured by the cosine distance be-

tween two vectors. For each word, we select at 

most 5 similar words as alteration candidates.  

In the next sections, we will further consider ways 

to select appropriate alterations according to the 

query. 

4 Bigram Expansion Model for Alteration 

Selection 

In this section, we try to select the most suitable 

alterations according to the query context. The 

query context is modeled by a bigram language 

model as in (Peng et al. 2007).  

Given a query described by a sequence of 

words, we consider each of the query word as rep-

resenting a concept ci. In addition to the given 

word form, ci can also be expressed by other alter-

native forms. However, the appropriate alterations 

do not only depend on the original word of ci, but 

also on other query words or their alterations.  
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Figure 1: Considering all Combinations to Calculate the 

Plausibility of Alterations 

 

Accordingly, a confidence weight is determined 

for each alteration candidate. For example, in the 

query “Steve Jobs at Apple”, the alteration “job” of 

“jobs” should have a low confidence; while in the 

query “finding jobs in Apple”, it should have a 

high confidence.  

One way to measure the confidence of an altera-

tion is the plausibility of its appearing in the query. 

Since each concept may be expressed by several 

alterations, we consider all the alterations of con-

text concepts when calculating the plausibility of a 

given word. Suppose we have the query “control-

ling acid rain”. The second concept has two altera-

tions - “acidify” and “acidic”. For each of the 

alterations, our method will consider all the com-

binations with other words, as illustrated in figure 

1, where each combination is shown as a path. 

More precisely, for a query of n words (or their 

corresponding concepts), let ei,j∈ci, j=1,2,…,|ci| be 

the alterations of concept ci. Then we have: 
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In equation 1, 
ni jnjijj eeee ,,,2,1 ,...,,...,,

21

is a path 

passing through ei,j. For simplicity, we abbreviate it 

as e1e2…ei…en. In this work, we used bigram lan-

guage model to calculate the probability of each 

path. Then we have: 

∏ = −=
n

k kkni eePePeeeeP
2 1121 )|()(),...,,...,,(               (2) 

P(ek|ek-1) is estimated with a back-off bigram lan-

guage model (Goodman, 2001). In the experiments 

with TREC6&7&8, we train the model with all 

text collections; while in the experiments with 

Gov2 data, we only used about 1/10 of the GOV2 

data to train the bigram model because the whole 

Gov2 collection is too large.   

Directly calculating P(eij) by summing the prob-

abilities of all paths passing through eij is an NP 

problem (Rabiner, 1989), and is intractable if the 

query is long. Therefore, we use the forward-

backward algorithm (Bishop, 2006) to calculate 

P(eij) in a more efficient way. After calculating 

P(eij) for each ci, we select one alteration which 

has the highest probability. We limit the number of 

additional alterations to 1 in order to limit query 

traffic. Our experiments will show that this is often 

sufficient. 

5 Regression Model for Alteration Selec-

tion 

None of the previous selection methods considers 

how well an alteration would perform in retrieval. 

The Bigram Expansion model assumes that the 

query replaced with better alterations should have 

a higher likelihood. This approach belongs to the 

family of unsupervised learning. In this section, we 

introduce a method belonging to supervised learn-

ing family. This method develops a regression 

model from a set of training data, and it is capable 

of predicting the expected change in performance 

when the original query is augmented by this al-

teration. The performance change is measured by 

the difference in the Mean Average Precision 

(MAP) between the augmented and the original 

query. The training instances are defined by the 

original query string, an original query term under 

consideration and one alteration to the query term. 

A set of features will be used, which will be de-

fined later in this section.  

5.1 Linear Regression Model  

The goal of the regression model is to predict the 

performance change when a query term is aug-

mented with an alteration. There are several re-

gression models, ranging from the simplest linear 

regression model to non-linear alternatives, such as 

a neural network (Duda et al., 2001), a Regression 

SVM (Bishop, 2006). For simplicity, we use linear 

regression model here. We denote an instance in 

the feature space as X, and the weights of features 

are denoted as W. Then the linear regression model 

is defined as: 

f(X)=W
T
X                                                             (3) 

where W
T
 is the transpose of W. However, we will 

have a technical problem if we set the target value 

to the performance change directly: The range of 

controlling 

control 

controlled 

controller 

acidify 

acidic 

rain 

rains 

raining 
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values of f(X) is ),( +∞−∞ , while the range of per-

formance change is [-1,1]. The two value ranges do 

not match. This inconsistency may result in severe 

problems when the scales of feature values vary 

dramatically (Duda et al., 2001). To solve this 

problem, we do a simple transformation on the per-

formance change. Let the change be ]1,1[−∈y , then 

the transformed performance change is: 

]1,1[     
1

1
log)( −∈

+−

++
= y

y

y
y

γ

γ
ϕ                            (4) 

where γ is a very small positive real number (set to 

be 1e-37 in the experiments), which acts as a 

smoothing factor. The value of )(yϕ can be an arbi-

trary real number.  )(yϕ  is a monotonic function 

defined in the range of [-1,1]. Moreover, the fixed 

point of )(yϕ is 0, i.e., yy =)(ϕ when y=0. This 

property is nice; it means that the expansion brings 

positive improvement if and only if f(X)>0, which 

makes it easy to determine which alteration is bet-

ter.  

We train the regression model by minimizing 

the mean square error. Suppose there are training 

instances X1,X2,…,Xm, and the corresponding per-

formance change is yi, i=1,2,…,m. We calculate 

the mean square error with the following equation: 
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Then the optimal weight is defined as: 
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Because err(W) is a convex function of W, it has 

a global minimum and obtains its minimum when 

the gradient is zero (Bazaraa et al., 2006). Then we 

have: 
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 is a square matrix, we denote 

it as XX
T
. Then we have: 

[ ]∑ =
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m
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1* )()( ϕ                                   (7) 

The matrix  XX
T
 is an ll × square matrix, where l 

is the number of features. In our experiments, we 

only use three features. Therefore the optimal 

weights can be calculated efficiently even we have 

a large number of training instances. 

5.2 Constructing Training Data 

As a supervised learning method, the regression 

model is trained with a set of training data. We 

illustrate here the procedure to generate training 

instances with an example.  

Given a query “controlling acid rain”, we obtain 

the MAP of the original query at first. Then we 

augment the query with an alteration to the original 

term (one term at a time) at each time. We retain 

the MAP of the augmented query and compare it 

with the original query to obtain the performance 

change. For this query, we expand “controlling” by 

“control” and get an augmented query “(control-

ling OR control) acid rain”. We can obtain the dif-

ference between the MAP of the augmented query 

and that of the original query. By doing this, we 

can generate a series of training instances consist-

ing of the original query string, the original query 

term under consideration, its alteration and the per-

formance change, for example: 

<controlling acid rain, controlling, control,  0.05> 

Note that we use MAP to measure performance, 

but we could well use other metrics such as NDCG 

(Peng et al., 2007) or P@N (precision at top-N 

documents).  

5.3 Features Used for Regression Model 

Three features are used. The first feature reflects to 

what degree an alteration is coherent with the other 

terms. For example, for the query “controlling acid 

rain”, the coherence of the alteration “acidic” is 

measured by the logarithm of its co-occurrence 

with the other query terms within a predefined 

window (90 words) in the corpus. That is: 

log(count(controlling…acidic…rain|window)+0.5) 

where “…” means there may be some words be-

tween two query terms. Word order is ignored.  

The second feature is an extension to point-wise 

mutual information (Rijsbergen, 1979), defined as 

follows: 










)()()(

)|......(
log

rainPacidicPgcontrollinP

windowrainacidicgcontrollinP
 

where P(controlling…acidic…rain|window) is the 

co-occurrence probability of the trigram containing 

acidic within a predefined window (50 words). 

P(controlling), p(acidic), P(rain) are probabilities 

of the three words in the collection. The three 

words are defined as: the term under consideration, 

the first term to the left of that term, and the first 

term to the right. If a query contains less than 3 
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terms or the term under consideration is the begin-

ning/ending term in the query, we will set the 

probability of the missed term/terms to be 1. 

Therefore, it becomes point-wise mutual informa-

tion when the query contains only two terms. In 

fact, this feature is supplemental to the first feature. 

When the query is very long and the first feature 

always obtains a value of log(0.5), so it does not 

have any discriminative ability. On the other hand, 

the second feature helps because it can capture 

some co-occurrence information no matter how 

long the query is.  

The last feature is the bias, whose value is al-

ways set to be 1.0.   

The regression model is trained in a leave-one-

out cross-validation manner on three collections; 

each of them is used in turn as a test collection 

while the two others are used for training.  For 

each incoming query, the regression model pre-

dicts the expected performance change when one 

alteration is used. For each query term, we only 

select the alteration with the largest positive per-

formance change. If none of its alterations produce 

a positive performance change, we do not expand 

the query term. This selection is therefore more 

restrictive than the Bigram Expansion Model. 

Nevertheless, our experiments show that it im-

proves retrieval effectiveness further. 

6 Experiments 

6.1 Experiment Settings 

In this section, our aim is to evaluate the two con-

text-sensitive word alteration selection methods. 

The ideal evaluation corpus should be composed of 

some Web data. Unfortunately, such data are not 

publicly available and the results also could not be 

compared with other published results. Therefore, 

we use two TREC collections. The first one is the 

ad-hoc retrieval test collections used for 

TREC6&7& 8. This collection is relative small and 

homogeneous. The second one is the Gov2 data. It 

is obtained by crawling the entire .gov domain and 

has been used for three TREC Terabyte tracks 

(TREC2004-2006). Table 1 shows some statistics 

of the two collections. For each collection, we use 

150 queries. Since the Regression model needs 

some data for training, we divided the queries into 

three parts, each containing 50 queries. We then 

use leave-one-out cross-validation. The evaluation 

metrics shown below are the average value of the  

 
Name Description Size 

(GB) 

#Doc Query 

TREC6 

&7&8 

TREC disk4&5, 

Newpapers 

1.7 500,447 301-450 

Gov2 2004 crawl of entire 

.gov domain 

427 25,205,179 701-850 

Table1: Overview of Test Collections 

 

three-fold cross-validation. Because the queries in 

Web are usually very short, we use only the title 

field of each query.  

To correspond to Web search practice, both 

documents and queries are not stemmed. We do 

not filter the stop words either.  

Two main metrics are used: the Mean Average 

Precision (MAP) for the top 1000 documents to 

measure retrieval effectiveness, and the number of 

terms in the query to reflect query traffic. In addi-

tion, we also provide precision for the top 30 doc-

uments (P@30) to show the impact on top ranked 

documents. We also conducted t-tests to determine 

whether the improvement is statistically significant. 

The Indri 2.5 search engine (Strohman et al., 

2004) is used as our basic retrieval system. It pro-

vides for a rich query language allowing disjunc-

tive combinations of words in queries.  

6.2 Experimental Results 

The first baseline method we compare with only 

uses the original query, which is named Original. 

In addition to this, we also compare with the fol-

lowing methods: 

Naïve Exp: The Naïve expansion model expands 

each query term with all terms in the vocabu-

lary sharing the same root with it. This model is 

equivalent to the traditional stemming method. 

UMASS: This is the result reported in (Metzler et al., 

2006) using Porter stemming for both document 

and query terms. This reflects a state-of-the-art 

result using Porter stemming. 

Similarity: We select the alterations (at most 5) 

with the highest similarity to the original term. 

This is the method described in section 3.  

The two methods we propose in this paper are the 

following ones: 

Bigram Exp: the alteration is chosen by a Bigram 

Expansion model. 

Regression: the alteration is chosen by a Regres-

sion model.  
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Model P@30 #term MAP Imp. 

Original 0.4701 158 0.2440 ---- 

UMASS ------- ------- 0.2666 9.26 

Naïve Exp 0.4714 1345 0.2653 8.73 

Similarity 0.4900 303 0.2689 10.20* 

Bigram Exp 0.5007 303 0.2751 12.75** 

Regression 0.5054 237 0.2773 13.65** 

Table 2: Results of Query 701-750 Over Gov2 Data 

 
Model P@30 #term MAP Imp. 

Original 0.4907 158 0.2738 ---- 

UMASS ------- ------- 0.3251 18.73 

Naive Exp 0.5213 1167 0.3224 17.75** 

Similarity 0.5140 290 0.3043 11.14** 

Bigram Exp. 0.5153 290 0.3107 13.47** 

Regression 0.5140 256 0.3144 14.82** 

Table 3: Results of Query 751-800 over Gov2 Data 

 
Model P@30 #term MAP Imp. 

Original 0.4710 154 0.2887 ---- 

UMASS ------- ------- 0.2996 3.78 

Naïve Exp 0.4633 1225 0.2999 3.87 

Similarity 0.4710 288 0.2976 3.08 

Bigram Exp 0.4730 288 0.3137 8.66** 

Regression 0.4748 237 0.3118 8.00* 

Table 4: Results of Query 801-850 over Gov2 Data 

 
Model P@30 #term MAP Imp. 

Original 0.2673 137 0.1669 ---- 

Naïve Exp 0.3053 783 0.2146 28.57** 

Similarity 0.3007 255 0.2020 21.03** 

Bigram Exp 0.3033 255 0.2091 25.28** 

Regression 0.3113 224 0.2161 29.48** 

Table 5: Results of Query 301-350 over TREC6&7&8 

 
Model P@30 #term MAP Imp. 

Original 0.2820 126 0.1639 ----- 

Naive Exp 0.2787 736 0.1665 1.59 

Similarity 0.2867 244 0.1650 0.67 

Bigram Exp. 0.2800 244 0.1641 0.12 

Regression 0.2867 214 0.1664 1.53 

Table 6: Results of Query 351-400 over TREC6&7&8 

 
Model P@30 #term MAP Imp. 

Original 0.2833 124 0.1759 ----- 

Naïve Exp 0.3167 685 0.2138 21.55** 

Similarity 0.3080 240 0.2066 17.45** 

Bigram Exp 0.3133 240 0.2080 18.25** 

Regression 0.3220 187 0.2144 21.88** 

Table7: Results of Query 401-450 over TREC6&7&8 

 

Tables 2, 3, 4 show the results of Gov2 data 

while table 5, 6, 7 show the results of the 

TREC6&7&8 collection. In the tables, the * mark 

indicates that the improvement over the original 

model is statistically significant with p-value<0.05, 

and ** means the p-values<0.01.  

From the tables, we see that both word stem-

ming (UMASS) and expansion with word altera-

tions can improve MAP for all six tasks. In most 

cases (except in table 4 and 6), it also improve the 

precision of top ranked documents. This shows the 

usefulness of word stemming or word alteration 

expansion for IR. 

We can make several additional observations: 

1). Stemming Vs Expansion. UMASS uses docu-

ment and query stemming while Naive Exp uses 

expansion by word alteration. We stated that both 

approaches are equivalent. The equivalence is 

confirmed by our experiment results: for all Gov2 

collections, these approaches perform equiva-

lently.  

2). The Similarity model performs very well. Com-

pared with the Naïve Expansion model, it pro-

duces quite similar retrieval effectiveness, while 

the query traffic is dramatically reduced. This 

approach is similar to the work of Xu and Croft 

(1998), and can be considered as another state-of-

the-art result. 

3). In comparison, the Bigram Expansion model 

performs better than the Similarity model. This 

shows that it is useful to consider query context 

in selecting word alterations. 

4). The Regression model performs the best of all 

the models. Compared with the Original query, it 

adds fewer than 2 alterations for each query on 

average (since each group has 50 queries); never-

theless we obtained improvements on all the six 

collections. Moreover, the improvements on five 

collections are statistically significant. It also per-

forms slightly better than the Similarity and Bi-

gram Expansion methods, but with fewer 

alterations. This shows that the supervised learn-

ing approach, if used in the correct way, is supe-

rior to an unsupervised approach. Another 

advantage over the two other models is that the 

Regression model can reduce the number of al-

terations further. Because the Regression model 

selects alterations according to their expected 

improvement, the improvement of the alterations 

to one query term can be compared with that of 

the alterations to other query terms. Therefore, 

we can select at most one optimal alteration for 

the whole query. However, with the Similarity or 

Bigram Expansion models, the selection value, 

either similarity or query likelihood, cannot be 
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compared across the query terms. As a conse-

quence, more alterations need to be selected, 

leading to heavier query traffic.  

7 Conclusion  

Traditional IR approaches stem terms in both doc-

uments and queries. This approach is appropriate 

for general purpose IR, but is ill-suited for the spe-

cific retrieval needs in Web search such as quoted 

queries or queries with a specific word form that 

should not be stemmed. The current practice in 

Web search is not to stem words in index, but ra-

ther to perform a form of expansion using word 

alteration. 

However, a naïve expansion will result in many 

alterations and this will increase the query traffic. 

This paper has proposed two alternative methods 

to select precise alterations by considering the 

query context. We seek to produce similar or better 

improvements in retrieval effectiveness, while lim-

iting the query traffic. 

In the first method proposed – the Bigram Ex-

pansion model, query context is modeled by a bi-

gram language model. For each query term, the 

selected alteration is the one which maximizes the 

query likelihood. In the second method - Regres-

sion model, we fit a regression model to calculate 

the expected improvement when the original query 

is expanded by an alteration. Only the alteration 

that is expected to yield the largest improvement to 

retrieval effectiveness is added. 

The proposed methods were evaluated on two 

TREC benchmarks: the ad-hoc retrieval test collec-

tion for TREC6&7&8 and the Gov2 data. Our ex-

perimental results show that both proposed 

methods perform significantly better than the orig-

inal queries. Compared with traditional word 

stemming or the naïve expansion approach, our 

methods can not only  improve retrieval effective-

ness, but also greatly reduce the query traffic. 

This work shows that query expansion with 

word alterations is a reasonable alternative to word 

stemming. It is possible to limit the query traffic by 

a query-dependent selection of word alterations. 

Our work shows that both unsupervised and super-

vised learning can be used to perform alteration 

selection. 

Our methods can be further improved in several 

aspects. For example, we could integrate other fea-

tures in the regression model, and use other non-

linear regression models, such as Bayesian regres-

sion models (e.g. Gaussian Process regression) 

(Rasmussen and Williams, 2006). The additional 

advantage of these models is that we can not only 

obtain the expected improvement in retrieval effec-

tiveness for an alteration, but also the probability 

of obtaining an improvement (i.e. the robustness of 

the alteration).  

Finally, it would be interesting to test the ap-

proaches using real Web data. 
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Abstract 

This paper is concerned with the problem of 
question search. In question search, given a 
question as query, we are to return questions 
semantically equivalent or close to the queried 
question. In this paper, we propose to conduct 
question search by identifying question topic 
and question focus. More specifically, we first 
summarize questions in a data structure con-
sisting of question topic and question focus. 
Then we model question topic and question 
focus in a language modeling framework for 
search. We also propose to use the MDL-
based tree cut model for identifying question 
topic and question focus automatically. Expe-
rimental results indicate that our approach of 
identifying question topic and question focus 
for search significantly outperforms the base-
line methods such as Vector Space Model 
(VSM) and Language Model for Information 
Retrieval (LMIR).  

1 Introduction 

Over the past few years, online services have been 
building up very large archives of questions and 
their answers, for example, traditional FAQ servic-
es and emerging community-based Q&A services 
(e.g., Yahoo! Answers1 , Live QnA2, and Baidu 
Zhidao3).   

To make use of the large archives of questions 
and their answers, it is critical to have functionality 
facilitating users to search previous answers. Typi-
cally, such functionality is achieved by first re-
trieving questions expected to have the same 
answers as a queried question and then returning 
the related answers to users. For example, given 
question Q1 in Table 1, question Q2 can be re-
                                                           
1 http://answers.yahoo.com 
2 http://qna.live.com 
3 http://zhidao.baidu.com 

turned and its answer will then be used to answer 
Q1 because the answer of Q2 is expected to par-
tially satisfy the queried question Q1. This is what 
we called question search. In question search, re-
turned questions are semantically equivalent or 
close to the queried question.  
 
Query: 
Q1: Any cool clubs in Berlin or Hamburg? 
Expected: 
Q2: What are the best/most fun clubs in Berlin? 
Not Expected: 
Q3: Any nice hotels in Berlin or Hamburg? 
Q4: How long does it take to Hamburg from Berlin? 
Q5: Cheap hotels in Berlin? 

Table 1. An Example on Question Search 

Many methods have been investigated for tack-
ling the problem of question search. For example, 
Jeon et al. have compared the uses of four different 
retrieval methods, i.e. vector space model, Okapi, 
language model, and translation-based model, 
within the setting of question search (Jeon et al., 
2005b).  However, all the existing methods treat 
questions just as plain texts (without considering 
question structure). For example, obviously, Q2 
can be considered semantically closer to Q1 than 
Q3-Q5 although all questions (Q2-Q5) are related 
to Q1. The existing methods are not able to tell the 
difference between question Q2 and questions Q3, 
Q4, and Q5 in terms of their relevance to question 
Q1. We will clarify this in the following. 

In this paper, we propose to conduct question 
search by identifying question topic and question 
focus.  

The question topic usually represents the major 
context/constraint of a question (e.g., Berlin, Ham-
burg) which characterizes users’ interests. In con-
trast, question focus (e.g., cool club, cheap hotel) 
presents certain aspect (or descriptive features) of 
the question topic. For the aim of retrieving seman-
tically equivalent (or close) questions, we need to 
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assure that returned questions are related to the 
queried question with respect to both question top-
ic and question focus. For example, in Table 1, Q2 
preserves certain useful information of Q1 in the 
aspects of both question topic (Berlin) and ques-
tion focus (fun club) although it loses some useful 
information in question topic (Hamburg). In con-
trast, questions Q3-Q5 are not related to Q1 in 
question focus (although being related in question 
topic, e.g. Hamburg, Berlin), which makes them 
unsuitable as the results of question search.  

We also propose to use the MDL-based (Mini-
mum Description Length) tree cut model for auto-
matically identifying question topic and question 
focus. Given a question as query, a structure called 
question tree is constructed over the question col-
lection including the queried question and all the 
related questions, and then the MDL principle is 
applied to find a cut of the question tree specifying 
the question topic and the question focus of each 
question. 

In a summary, we summarize questions in a data 
structure consisting of question topic and question 
focus. On the basis of this, we then propose to 
model question topic and question focus in a lan-
guage modeling framework for search. To the best 
of our knowledge, none of the existing studies ad-
dressed question search by modeling both question 
topic and question focus. 

We empirically conduct the question search with 
questions about ‘travel’ and ‘computers & internet’. 
Both kinds of questions are from Yahoo! Answers. 
Experimental results show that our approach can 
significantly improve traditional methods (e.g. 
VSM, LMIR) in retrieving relevant questions.  

The rest of the paper is organized as follow. In 
Section 2, we present our approach to question 
search which is based on identifying question topic 
and question focus. In Section 3, we empirically 
verify the effectiveness of our approach to question 
search. In Section 4, we employ a translation-based 
retrieval framework for extending our approach to 
fix the issue called ‘lexical chasm’. Section 5 sur-
veys the related work. Section 6 concludes the pa-
per by summarizing our work and discussing the 
future directions.  

2 Our Approach to Question Search 

Our approach to question search consists of two 
steps: (a) summarize questions in a data structure 
consisting of question topic and question focus; (b) 

model question topic and question focus in a lan-
guage modeling framework for search. 

In the step (a), we employ the MDL-based (Min-
imum Description Length) tree cut model for au-
tomatically identifying question topic and question 
focus. Thus, this section will begin with a brief 
review of the MDL-based tree cut model and then 
follow that by an explanation of steps (a) and (b). 

2.1 The MDL-based tree cut model 

Formally, a tree cut model ܯ (Li and Abe, 1998) 
can be represented by a pair consisting of a tree cut 
 of the same ߠ and a probability parameter vector ,߁
length, that is, 

ܯ ൌ ሺ߁,  ሻ  (1)ߠ
where ߁ and ߠ are 

߁ ൌ ሾܥଵ, ,ଶܥ . .   ,௞ሿܥ
ߠ ൌ ሾ݌ሺܥଵሻ, ,ଶሻܥሺ݌ … ,   ௞ሻሿܥሺ݌

(2) 

where ܥଵ, ,ଶܥ  ௞ are classes determined by a cutܥ…
in the tree and ∑ ௜ሻܥሺ݌ ൌ 1௞

௜ୀଵ . A ‘cut’ in a tree is 
any set of nodes in the tree that defines a partition 
of all the nodes, viewing each node as representing 
the set of child nodes as well as itself. For example, 
the cut indicated by the dash line in Figure 1 cor-
responds to three classes:ሾ݊଴, ݊ଵଵሿ,ሾ݊ଵଷ, ݊ଶସሿ, and 
ሾ݊ଵଶ, ݊ଶଵ, ݊ଶଶ, ݊ଶଷሿ. 

Figure 1. An Example on the Tree Cut Model 

A straightforward way for determining a cut of a 
tree is to collapse the nodes of less frequency into 
their parent nodes. However, the method is too 
heuristic for it relies much on manually tuned fre-
quency threshold. In our practice, we turn to use a 
theoretically well-motivated method based on the 
MDL principle. MDL is a principle of data com-
pression and statistical estimation from informa-
tion theory (Rissanen, 1978). 

Given a sample ܵ and a tree cut ߁, we employ 
MLE to estimate the parameters of the correspond-
ing tree cut model ܯ෡ ൌ ሺ߁, ෠ሻߠ , where ߠ෠  denotes 
the estimated parameters.  

According to the MDL principle, the description 
length (Li and Abe, 1998)  ܮሺܯ෡, ܵሻ of the tree cut 
model ܯ෡  and the sample  ܵ is the sum of the model 

݊଴ 

݊ଵଵ ݊ଵଶ ݊ଵଷ 

݊ଶଵ ݊ଶଶ ݊ଶଷ ݊ଶସ 
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description length ܮሺ߁ሻ, the parameter description 
length ܮሺߠ෠|߁ሻ , and the data description length 
,ሺܵ|Γܮ  .෠ሻ, i.eߠ

,෡ܯ൫ܮ ܵ൯ ൌ ሻ߁ሺܮ ൅ ൯߁෠หߠ൫ܮ ൅ ,߁|ሺܵܮ  ෠ሻ  (3)ߠ
The model description length ܮሺ߁ሻ is a subjec-

tive quantity which depends on the coding scheme 
employed. Here, we simply assume that each tree 
cut model is equally likely a priori. 

The parameter description length ܮሺߠ෠|߁ሻ is cal-
culated as  

൯߁෠หߠ൫ܮ ൌ ௞
ଶ
ൈ log |ܵ|  (4) 

where |ܵ|  denotes the sample size and ݇  denotes 
the number of free parameters in the tree cut model, 
i.e. ݇ equals the number of nodes in ߁ minus one. 

The data description length ܮሺܵ|Γ, ෠ሻߠ  is calcu-
lated as 

,߁൫ܵหܮ ෠൯ߠ ൌ െ∑ ௌאሺ݊ሻ௡̂݌݃݋݈   (5) 

where 
ሺ݊ሻ̂݌  ൌ ଵ

|஼|
ൈ ௙ሺ஼ሻ

|ௌ|
 (6) 

where ܥ  is the class that ݊  belongs to and ݂ሺܥሻ 
denotes the total frequency of instances in class ܥ 
in the sample ܵ. 

With the description length defined as (3), we 
wish to select a tree cut model with the minimum 
description length and output it as the result. Note 
that the model description length ܮሺ߁ሻ can be ig-
nored because it is the same for all tree cut models. 

The MDL-based tree cut model was originally 
introduced for handling the problem of generaliz-
ing case frames using a thesaurus (Li and Abe, 
1998). To the best of our knowledge, no existing 
work utilizes it for question search. This may be 
partially because of the unavailability of the re-
sources (e.g., thesaurus) which can be used for 
embodying the questions in a tree structure. In Sec-
tion 2.2, we will introduce a tree structure called 
question tree for representing questions. 

2.2 Identifying question topic and question 
focus 

In principle, it is possible to identify question topic 
and question focus of a question by only parsing 
the question itself (for example, utilizing a syntac-
tic parser). However, such a method requires accu-
rate parsing results which cannot be obtained from 
the noisy data from online services. 

Instead, we propose using the MDL-based tree 
cut model which identifies question topics and 

question foci for a set of questions together. More 
specifically, the method consists of two phases: 
1) Constructing a question tree: represent the 

queried question and all the related questions 
in a tree structure called question tree; 

2) Determining a tree cut: apply the MDL prin-
ciple to the question tree, which yields the cut 
specifying question topic and question focus.  

2.2.1 Constructing a question tree 

In the following, with a series of definitions, we 
will describe how a question tree is constructed 
from a collection of questions. 

Let’s begin with explaining the representation of 
a question. A straightforward method is to 
represent a question as a bag-of-words (possibly 
ignoring stop words). However, this method cannot 
discern ‘the hotels in Paris’ from ‘the Paris hotel’. 
Thus, we turn to use the linguistic units carrying on 
more semantic information. Specifically, we make 
use of two kinds of units: BaseNP (Base Noun 
Phrase) and WH-ngram. A BaseNP is defined as a 
simple and non-recursive noun phrase (Cao and Li, 
2002). A WH-ngram is an ngram beginning with 
WH-words. The WH-words that we consider in-
clude ‘when’, ‘what’, ‘where’, ‘which’, and ‘how’.  
We refer to these two kinds of units as ‘topic 
terms’. With ‘topic terms’, we represent a question 
as a topic chain and a set of questions as a question 
tree.  

Definition 1 (Topic Profile) The topic profile 
-in a categorized question col ݐ ௧ of a topic termߠ
lection is a probability distribution of categories 
ሼ݌ሺܿ|ݐሻሽ௖א஼  where ܥ is a set of categories.  

ሻݐ|ሺܿ݌ ൌ ௖௢௨௡௧ሺ௖,௧ሻ
∑ ௖௢௨௡௧ሺ௖,௧ሻ೎א಴

  (7) 

where ܿݐ݊ݑ݋ሺܿ, ሻݐ  is the frequency of the topic 
term ݐ  within category ܿ . Clearly, we 
have ∑ ஼אሻ௖ݐ|ሺܿ݌ ൌ 1.  

By ‘categorized questions’, we refer to the ques-
tions that are organized in a tree of taxonomy. For 
example, at Yahoo! Answers, the question “How 
do I install my wireless router” is categorized as 
“Computers & Internet  Computer Networking”. 
Actually, we can find categorized questions at oth-
er online services such as FAQ sites, too. 

Definition 2 (Specificity) The specificity ݏሺݐሻ of 
a topic term  ݐ is the inverse of the entropy of the 
topic profile ߠ௧. More specifically, 

ሻݐሺݏ ൌ 1
ሺെ∑ ሻݐ|ሺܿ݌ log ஼אሻ௖ݐ|ሺܿ݌ ൅ ሻൗߝ   (8) 
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where ߝ  is a smoothing parameter used to cope 
with the topic terms whose entropy is 0. In our ex-
periments, the value of ߝ was set 0.001. 

We use the term specificity to denote how spe-
cific a topic term is in characterizing information 
needs of users who post questions. A topic term of 
high specificity (e.g., Hamburg, Berlin) usually 
specifies the question topic corresponding to the 
main context of a question because it tends to oc-
cur only in a few categories. A topic term of low 
specificity is usually used to represent the question 
focus (e.g., cool club, where to see) which is rela-
tively volatile and might occur in many categories. 

Definition 3 (Topic Chain) A topic chain ݍ௖ of 
a question ݍ is a sequence of ordered topic terms 
ଵݐ ՜ ଶݐ ՜ ڮ ՜   ௠ such thatݐ

1  ,ݍ ௜ is included inݐ (1 ൑ ݅ ൑ ݉;  
௞ሻݐሺݏ (2 ൐ ௟ሻ,  1ݐሺݏ ൑ ݇ ൏ ݈ ൑ ݉.  
For example, the topic chain of “any cool clubs 

in Berlin or Hamburg?” is “Hamburg ՜ Berlin ՜
cool club” because the specificities for ‘Hamburg’, 
‘Berlin’, and ‘cool club’ are 0.99, 0.62, and 0.36. 

Definition 4 (Question Tree) A question tree of 
a question set ܳ ൌ ሼݍ௜ሽ௜ୀଵே  is a prefix tree built 
over the topic chains ܳ௖ ൌ ሼݍ௜௖ሽ௜ୀଵே  of the question 
set ܳ. Clearly, if a question set contains only one 
question, its question tree will be exactly same as 
the topic chain of the question. 

Note that the root node of a question tree is as-
sociated with empty string as the definition of pre-
fix tree requires (Fredkin, 1960). 
 

Figure 2. An Example of a Question Tree 
 

Given the topic chains with respect to the ques-
tions in Table 1 as follow, 
• Q1: Hamburg ՜ Berlin ՜ cool club 
• Q2: Berlin ՜ fun club 
• Q3: Hamburg ՜ Berlin ՜ nice hotel 

• Q4: Hamburg ՜ Berlin ՜ how long does it take 
• Q5: Berlin ՜ cheap hotel 
we can have the question tree presented in Figure 2.  

2.2.2 Determining the tree cut 

According to the definition of a topic chain, the 
topic terms in a topic chain of a question are or-
dered by their specificity values. Thus, a cut of a 
topic chain naturally separates the topic terms of 
low specificity (representing question focus) from 
the topic terms of high specificity (representing 
question topic). Given a topic chain of a question 
consisting of ݉  topic terms, there exist (݉ െ 1ሻ 
possible cuts. The question is: which cut is the best?  

We propose using the MDL-based tree cut mod-
el for the search of the best cut in a topic chain. 
Instead of dealing with each topic chain individual-
ly, the proposed method handles a set of questions 
together. Specifically, given a queried question, we 
construct a question tree consisting of both the 
queried question and the related questions, and 
then apply the MDL principle to select the best cut 
of the question tree. For example, in Figure 2, we 
hope to get the cut indicated by the dashed line. 
The topic terms on the left of the dashed line 
represent the question topic and those on the right 
of the dashed line represent the question focus. 
Note that the tree cut yields a cut for each individ-
ual topic chain (each path) within the question tree 
accordingly.  

A cut of a topic chain  ݍ௖ of a question q sepa-
rates the topic chain in two parts: HEAD and TAIL. 
HEAD (denoted as ܪሺݍ௖ሻ) is the subsequence of 
the original topic chain  ݍ௖  before the cut. TAIL 
(denoted as ܶሺݍ௖ሻ) is the subsequence of  ݍ௖ after 
the cut. Thus, ݍ௖ ൌ ௖ሻݍሺܪ ՜ ܶሺݍ௖ሻ. For instance, 
given the tree cut specified in Figure 2, for the top-
ic chain of Q1 “Hamburg ՜ Berlin ՜ cool club”, 
the HEAD and TAIL are “Hamburg ՜ Berlin” 
and “cool club” respectively. 

2.3 Modeling question topic and question fo-
cus for search 

We employ the framework of language modeling 
(for information retrieval) to develop our approach 
to question search. 

In the language modeling approach to informa-
tion retrieval, the relevance of a targeted question 
-is given by the probabili ݍ ෤ to a queried questionݍ
ty ݌ሺݍ|ݍ෤ሻ  of generating the queried question ݍ 

Q1: Any cool clubs in Berlin or Hamburg? 

Q2: What are the most/best fun clubs in Berlin? 
Q3: Any nice hotels in Berlin or Hamburg? 
Q4: How long does it take to Hamburg from Berlin? 
Q5: Cheap hotels in Berlin? 

ROOT 

Hamburg 

Berlin 

Berlin 

cheap hotel 
fun club 

cool club

nice hotel

how long does it take
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from the language model formed by the targeted 
question ݍ෤.  The targeted question ݍ෤ is from a col-
lection ܥ of questions. 

Following the framework, we propose a mixture 
model for modeling question structure (namely, 
question topic and question focus) within the 
process of searching questions: 
෤ሻݍ|ݍሺ݌ ൌ ߣ · ෤ሻሻݍሺܪ|ሻݍሺܪሺ݌

      ൅ሺ1 െ  ሻߣ ·  ෤ሻሻ (9)ݍሻ|ܶሺݍሺܶሺ݌

In the mixture model, it is assumed that the 
process of generating question topics and the 
process of generating question foci are independent 
from each other.  

In traditional language modeling, a single multi-
nomial model ݌ሺݍ|ݐ෤ሻ over terms is estimated for 
each targeted question ݍ෤ . In our case, two multi-
nomial models ݌൫ݐหܪሺݍ෤ሻ൯  and ݌൫ݐหܶሺݍ෤ሻ൯  need to 
be estimated for each targeted question ݍ෤. 

If unigram document language models are used, 
the equation (9) can then be re-written as, 
෤ሻݍ|ݍሺ݌ ൌ ߣ · ∏ ෤ሻ൯௖௢௨௡௧ݍሺܪหݐ൫݌

ሺ௤,௧ሻ
௧אுሺ௤ሻ ൅

ሺ1 െ  ሻߣ · ∏ ሻݍሺܶאݐሻݐ,ݍሺݐ݊ݑ݋෥ሻ൯ܿݍหܶሺݐ൫݌   
(10)

where ܿݐ݊ݑ݋ሺݍ,  .ݍ within ݐ ሻ is the frequency ofݐ
To avoid zero probabilities and estimate more 

accurate language models, the HEAD and TAIL of 
questions are smoothed using background collec-
tion, 

෤ሻ൯ݍሺܪหݐ൫݌ ൌ ߙ ·   ෤ሻ൯ݍሺܪหݐ൫̂݌
                       ൅ሺ1 െ ሻߙ ·   ሻܥ|ݐሺ̂݌

 
(11)

෤ሻ൯ݍหܶሺݐ൫݌ ൌ ߚ ·   ෤ሻ൯ݍหܶሺݐ൫̂݌
                        ൅ሺ1 െ ሻߚ ·   ሻܥ|ݐሺ̂݌

 
(12)

where ̂݌ሺܪ|ݐሺݍ෤ሻሻ ෤ሻሻݍሺܶ|ݐሺ̂݌ , , and ̂݌ሺܥ|ݐሻ  are the 
MLE  estimators with respect to the HEAD of ݍ෤, 
the TAIL of ݍ෤, and the collection ܥ.  

3 Experimental Results  

We have conducted experiments to verify the ef-
fectiveness of our approach to question search. 
Particularly, we have investigated the use of identi-
fying question topic and question focus for search. 

3.1 Dataset and evaluation measures 

We made use of the questions obtained from Ya-
hoo! Answers for the evaluation. More specifically, 
we utilized the resolved questions under two of the 
top-level categories at Yahoo! Answers, namely 
‘travel’ and ‘computers & internet’. The questions 
include 314,616 items from the ‘travel’ category 

and 210,785 items from the ‘computers & internet’ 
category. Each resolved question consists of three 
fields: ‘title’, ‘description’, and ‘answers’. For 
search we use only the ‘title’ field. It is assumed 
that the titles of the questions already provide 
enough semantic information for understanding 
users’ information needs. 

We developed two test sets, one for the category 
‘travel’ denoted as ‘TRL-TST’, and the other for 
‘computers & internet’ denoted as ‘CI-TST’. In 
order to create the test sets, we randomly selected 
200 questions for each category.  

To obtain the ground-truth of question search, 
we employed the Vector Space Model (VSM) (Sal-
ton et al., 1975) to retrieve the top 20 results and 
obtained manual judgments. The top 20 results 
don’t include the queried question itself. Given a 
returned result by VSM, an assessor is asked to 
label it with ‘relevant’ or ‘irrelevant’. If a returned 
result is considered semantically equivalent (or 
close) to the queried question, the assessor will 
label it as ‘relevant’; otherwise, the assessor will 
label it as ‘irrelevant’. Two assessors were in-
volved in the manual judgments. Each of them was 
asked to label 100 questions from ‘TRL-TST’ and 
100 from ‘CI-TST’. In the process of manually 
judging questions, the assessors were presented 
only the titles of the questions (for both the queried 
questions and the returned questions). Table 2 pro-
vides the statistics on the final test set. 
 

 # Queries # Returned # Relevant
TRL-TST 200 4,000 256 
CI-TST 200 4,000 510 

Table 2. Statistics on the Test Data 
 
We utilized two baseline methods for demon-

strating the effectiveness of our approach, the 
VSM and the LMIR (language modeling method 
for information retrieval) (Ponte and Croft, 1998).  

We made use of three measures for evaluating 
the results of question search methods. They are 
MAP, R-precision, and MRR.  

3.2 Searching questions about ‘travel’ 

In the experiments, we made use of the questions 
about ‘travel’ to test the performance of our ap-
proach to question search. More specifically, we 
used the 200 queries in the test set ‘TRL-TST’ to 
search for ‘relevant’ questions from the 314,616 
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questions categorized as ‘travel’. Note that only the 
questions occurring in the test set can be evaluated. 

We made use of the taxonomy of questions pro-
vided at Yahoo! Answers for the calculation of 
specificity of topic terms. The taxonomy is orga-
nized in a tree structure. In the following experi-
ments, we only utilized as the categories of 
questions the leaf nodes of the taxonomy tree (re-
garding ‘travel’), which includes 355 categories. 

We randomly divided the test queries into five 
even subsets and conducted 5-fold cross-validation 
experiments. In each trial, we tuned the parameters 
 in the equation (10)-(12) with four of ߚ and ,ߙ ,ߣ
the five subsets and then applied it to one remain-
ing subset. The experimental results reported be-
low are those averaged over the five trials. 
 

Methods MAP R-Precision  MRR 
VSM 0.198 0.138 0.228 
LMIR 0.203 0.154 0.248 

LMIR-CUT 0.236 0.192 0.279 
Table 3. Searching Questions about ‘Travel’ 

 
In Table 3, our approach denoted by LMIR-

CUT is implemented exactly as equation (10).  
Neither VSM nor LMIR uses the data structure 
composed of question topic and question focus.  

From Table 3, we see that our approach outper-
forms the baseline approaches VSM and LMIR in 
terms of all the measures. We conducted a signi-
ficance test (t-test) on the improvements of our 
approach over VSM and LMIR. The result indi-
cates that the improvements are statistically signif-
icant (p-value < 0.05) in terms of all the evaluation 
measures.  
 

 
Figure 3. Balancing between Question Topic and Ques-

tion Focus 
 
In equation (9), we use the parameter λ to bal-

ance the contribution of question topic and the con-
tribution of question focus. Figure 3 illustrates how 

influential the value of λ is on the performance of 
question search in terms of MRR. The result was 
obtained with the 200 queries directly, instead of 
5-fold cross-validation. From Figure 3, we see that 
our approach performs best when λ is around 0.7. 
That is, our approach tends to emphasize question 
topic more than question focus.  

We also examined the correctness of question 
topics and question foci of the 200 queried ques-
tions. The question topics and question foci were 
obtained with the MDL-based tree cut model au-
tomatically. In the result, 69 questions have incor-
rect question topics or question foci. Further 
analysis shows that the errors came from two cate-
gories: (a) 59 questions have only the HEAD parts 
(that is, none of the topic terms fall within the 
TAIL part), and (b) 10 have incorrect orders of 
topic terms because the specificities of topic terms 
were estimated inaccurately. For questions only 
having the HEAD parts, our approach (equation (9)) 
reduces to traditional language modeling approach.  
Thus, even when the errors of category (a) occur, 
our approach can still work not worse than the tra-
ditional language modeling approach. This also 
explains why our approach performs best when λ is 
around 0.7. The error category (a) pushes our mod-
el to emphasize more in question topic. 
 
Methods Results 

VSM 

1. How cold does it usually get in Charlotte, 
NC during winters? 

2. How long and cold are the winters in 
Rochester, NY? 

3. How cold is it in Alaska? 

LMIR 

1. How cold is it in Alaska? 
2. How cold does it get really in Toronto in 

the winter? 
3. How cold does the Mojave Desert get in 

the winter? 

LMIR-
CUT 

1. How cold is it in Alaska? 
2. How cold is Alaska in March and out-

door activities? 
3. How cold does it get in Nova Scotia in the 

winter? 

Table 4. Search Results for 
“How cold does it get in winters in Alaska?” 

 
Table 4 provides the TOP-3 search results which 

are given by VSM, LMIR, and LMIR-CUT (our 
approach) respectively. The questions in bold are 
labeled as ‘relevant’ in the evaluation set. The que-
ried question seeks for the ‘weather’ information 
about ‘Alaska’. Both VSM and LMIR rank certain 
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‘irrelevant’ questions higher than ‘relevant’ ques-
tions. The ‘irrelevant’ questions are not about 
‘Alaska’ although they are about ‘weather’. The 
reason is that neither VSM nor PVSM is aware that 
the query consists of the two aspects ‘weather’ 
(how cold, winter) and ‘Alaska’.  In contrast, our 
approach assures that both aspects are matched. 
Note that the HEAD part of the topic chain of the 
queried question given by our approach is “Alaska” 
and the TAIL part is “winter ՜ how cold”. 

3.3 Searching questions about ‘computers & 
internet’ 

In the experiments, we made use of the questions 
about ‘computers & internet’ to test the perfor-
mance of our proposed approach to question search. 
More specifically, we used the 200 queries in the 
test set ‘CI-TST’’ to search for ‘relevant’ questions 
from the 210,785 questions categorized as ‘com-
puters & internet’. For the calculation of specificity 
of topic terms, we utilized as the categories of 
questions the leaf nodes of the taxonomy tree re-
garding ‘computers & Internet’, which include 23 
categories.  

We conducted 5-fold cross-validation for the pa-
rameter tuning. The experimental results reported 
in Table 5 are averaged over the five trials. 
 

Methods MAP R-Precision  MRR 
VSM 0.236 0.175 0.289 
LMIR 0.248 0.191 0.304 

LMIR-CUT 0.279 0.230 0.341 
Table 5. Searching Questions about ‘Computers & In-

ternet’ 
 

Again, we see that our approach outperforms the 
baseline approaches VSM and LMIR in terms of 
all the measures. We conducted a significance test 
(t-test) on the improvements of our approach over 
VSM and LMIR. The result indicates that the im-
provements are statistically significant (p-value < 
0.05) in terms of all the evaluation measures.  

We also conducted the experiment similar to 
that in Figure 3. Figure 4 provides the result. The 
trend is consistent with that in Figure 3.  

We examined the correctness of (automatically 
identified) question topics and question foci of the 
200 queried questions, too. In the result, 65 ques-
tions have incorrect question topics or question 
foci. Among them, 47 fall in the error category (a) 
and 18 in the error category (b). The distribution of 

errors is also similar to that in Section 3.2, which 
also justifies the trend presented in Figure 4. 
 

 
Figure 4. Balancing between Question Topic and Ques-

tion Focus 

4 Using Translation Probability 

In the setting of question search, besides the topic 
what we address in the previous sections, another 
research topic is to fix lexical chasm between ques-
tions.  

Sometimes, two questions that have the same 
meaning use very different wording. For example, 
the questions “where to stay in Hamburg?” and 
“the best hotel in Hamburg?” have almost the same 
meaning but are lexically different in question fo-
cus (where to stay vs. best hotel). This is the so-
called ‘lexical chasm’. 

Jeon and Bruce (2007) proposed a mixture mod-
el for fixing the lexical chasm between questions. 
The model is a combination of the language mod-
eling approach (for information retrieval) and 
translation-based approach (for information re-
trieval). Our idea of modeling question structure 
for search can naturally extend to Jeon et al.’s 
model. More specifically, by using translation 
probabilities, we can rewrite equation (11) and (12) 
as follow: 
෤ሻ൯ݍሺܪหݐ൫݌ ൌ ଵߙ ·   ෤ሻ൯ݍሺܪหݐ൫̂݌

൅ߙଶ · ∑ ᇱሻݐ|ݐሺݎܶ · ுሺ௤෤ሻא෤ሻ൯௧ᇲݍሺܪᇱหݐ൫̂݌  
൅ሺ1 െ ଵߙ െ ଶሻߙ ·   ሻܥ|ݐሺ̂݌

(13)

෤ሻ൯ݍหܶሺݐ൫݌ ൌ ଵߚ ·   ෤ሻ൯ݍหܶሺݐ൫̂݌
൅ߚଶ · ∑ ᇱሻݐ|ݐሺݎܶ · ሺ௤෤ሻ்א෤ሻ൯௧ᇲݍᇱหܶሺݐ൫̂݌   
൅ሺ1 െ ଵߚ െ ଶሻߚ ·   ሻܥ|ݐሺ̂݌

 

(14)

where ܶݎሺݐ|ݐᇱሻ  denotes the probability that topic 
term ݐ is the translation of ݐᇱ. In our experiments, 
to estimate the probability ܶݎሺݐ|ݐᇱሻ, we used the 
collections of question titles and question descrip-
tions as the parallel corpus and the IBM model 1 
(Brown et al., 1993) as the alignment model. 
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Usually, users reiterate or paraphrase their ques-
tions (already described in question titles) in ques-
tion descriptions. 

We utilized the new model elaborated by equa-
tion (13) and (14) for searching questions about 
‘travel’ and ‘computers & internet’. The new mod-
el is denoted as ‘SMT-CUT’. Table 6 provides the 
evaluation results. The evaluation was conducted 
with exactly the same setting as in Section 3. From 
Table 6, we see that the performance of our ap-
proach can be further boosted by using translation 
probability.  
 
Data Methods MAP R-Precision MRR
TRL-
TST 

LMIR-CUT 0.236 0.192 0.279
SMT-CUT 0.266 0.225 0.308

CI-
TST 

LMIR-CUT 0.279 0.230 0.341
SMT-CUT 0.282 0.236 0.337
Table 6. Using Translation Probability 

5 Related Work 

The major focus of previous research efforts on 
question search is to tackle the lexical chasm prob-
lem between questions.  

The research of question search is first con-
ducted using FAQ data. FAQ Finder (Burke et al., 
1997) heuristically combines statistical similarities 
and semantic similarities between questions to rank 
FAQs. Conventional vector space models are used 
to calculate the statistical similarity and WordNet 
(Fellbaum, 1998) is used to estimate the semantic 
similarity. Sneiders (2002) proposed template 
based FAQ retrieval systems. Lai et al. (2002) pro-
posed an approach to automatically mine FAQs 
from the Web. Jijkoun and Rijke (2005) used su-
pervised learning methods to extend heuristic ex-
traction of Q/A pairs from FAQ pages, and treated 
Q/A pair retrieval as a fielded search task.  

Harabagiu et al. (2005) used a Question Answer 
Database (known as QUAB) to support interactive 
question answering. They compared seven differ-
ent similarity metrics for selecting related ques-
tions from QUAB and found that the concept-
based metric performed best. 

Recently, the research of question search has 
been further extended to the community-based 
Q&A data. For example, Jeon et al. (Jeon et al., 
2005a; Jeon et al., 2005b) compared four different 
retrieval methods, i.e. vector space model, Okapi, 
language model (LM), and translation-based model, 
for automatically fixing the lexical chasm between 

questions of question search. They found that the 
translation-based model performed best. 

However, all the existing methods treat ques-
tions just as plain texts (without considering ques-
tion structure). In this paper, we proposed to 
conduct question search by identifying question 
topic and question focus. To the best of our know-
ledge, none of the existing studies addressed ques-
tion search by modeling both question topic and 
question focus. 

Question answering (e.g., Pasca and Harabagiu, 
2001; Echihabi and Marcu, 2003; Voorhees, 2004; 
Metzler and Croft, 2005) relates to question search. 
Question answering automatically extracts short 
answers for a relatively limited class of question 
types from document collections. In contrast to that, 
question search retrieves answers for an unlimited 
range of questions by focusing on finding semanti-
cally similar questions in an archive. 

6 Conclusions and Future Work 

In this paper, we have proposed an approach to 
question search which models question topic and 
question focus in a language modeling framework. 

The contribution of this paper can be summa-
rized in 4-fold: (1) A data structure consisting of 
question topic and question focus was proposed for 
summarizing questions; (2) The MDL-based tree 
cut model was employed to identify question topic 
and question focus automatically; (3) A new form 
of language modeling using question topic and 
question focus was developed for question search; 
(4) Extensive experiments have been conducted to 
evaluate the proposed approach using a large col-
lection of real questions obtained from Yahoo! An-
swers.  

Though we only utilize data from community-
based question answering service in our experi-
ments, we could also use categorized questions 
from forum sites and FAQ sites. Thus, as future 
work, we will try to investigate the use of the pro-
posed approach for other kinds of web services.  
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Abstract
Previous work on statistical language gen-
eration has primarily focused on grammat-
icality and naturalness, scoring generation
possibilities according to a language model
or user feedback. More recent work has
investigated data-driven techniques for con-
trolling linguistic style without overgenera-
tion, by reproducing variation dimensions ex-
tracted from corpora. Another line of work
has produced handcrafted rule-based systems
to control specific stylistic dimensions, such
as politeness and personality. This paper
describes a novel approach that automati-
cally learns to produce recognisable varia-
tion along a meaningful stylistic dimension—
personality—without the computational cost
incurred by overgeneration techniques. We
present the first evaluation of a data-driven
generation method that projects multiple per-
sonality traits simultaneously and on a contin-
uous scale. We compare our performance to a
rule-based generator in the same domain.

1 Introduction
Over the last 20 years, statistical language models
(SLMs) have been used successfully in many tasks
in natural language processing, and the data avail-
able for modeling has steadily grown (Lapata and
Keller, 2005). Langkilde and Knight (1998) first
applied SLMs to statistical natural language genera-
tion (SNLG), showing that high quality paraphrases
can be generated from an underspecified representa-
tion of meaning, by first applying a very undercon-
strained, rule-based overgeneration phase, whose
outputs are then ranked by an SLM scoring phase.
Since then, research in SNLG has explored a range
of models for both dialogue and text generation.

One line of work has primarily focused on gram-
maticality and naturalness, scoring the overgener-

ation phase with a SLM, and evaluating against
a gold-standard corpus, using string or tree-match
metrics (Langkilde-Geary, 2002; Bangalore and
Rambow, 2000; Chambers and Allen, 2004; Belz,
2005; Isard et al., 2006).

Another thread investigates SNLG scoring mod-
els trained using higher-level linguistic features
to replicate human judgments of utterance quality
(Rambow et al., 2001; Nakatsu and White, 2006;
Stent and Guo, 2005). The error of these scoring
models approaches the gold-standard human rank-
ing with a relatively small training set.

A third SNLG approach eliminates the overgen-
eration phase (Paiva and Evans, 2005). It applies
factor analysis to a corpus exhibiting stylistic vari-
ation, and then learns which generation parameters
to manipulate to correlate with factor measurements.
The generator was shown to reproduce intended fac-
tor levels across several factors, thus modelling the
stylistic variation as measured in the original corpus.

Our goal is a generation technique that can tar-
get multiple stylistic effects simultaneously and
over a continuous scale, controlling stylistic di-
mensions that are commonly understood and thus
meaningful to users and application developers.
Our intended applications are output utterances
for intelligent training or intervention systems,
video game characters, or virtual environment
avatars. In previous work, we presented PERSON-
AGE, a psychologically-informed rule-based genera-
tor based on the Big Five personality model, and we
showed that PERSONAGE can project extreme per-
sonality on the extraversion scale, i.e. both intro-
verted and extraverted personality types (Mairesse
and Walker, 2007). We used the Big Five model
to develop PERSONAGE for several reasons. First,
the Big Five has been shown in psychology to ex-
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Trait High Low
Extraversion warm, assertive, sociable, excitement seeking, active,

spontaneous, optimistic, talkative
shy, quiet, reserved, passive, solitary, moody

Emotional stability calm, even-tempered, reliable, peaceful, confident neurotic, anxious, depressed, self-conscious
Agreeableness trustworthy, considerate, friendly, generous, helpful unfriendly, selfish, suspicious, uncooperative, ma-

licious
Conscientiousness competent, disciplined, dutiful, achievement striving disorganised, impulsive, unreliable, forgetful
Openness to experience creative, intellectual, curious, cultured, complex narrow-minded, conservative, ignorant, simple

Table 1: Example adjectives associated with extreme values of the Big Five trait scales.

plain much of the variation in human perceptions of
personality differences. Second, we believe that the
adjectives used to develop the Big Five model pro-
vide an intuitive, meaningful definition of linguis-
tic style. Table 1 shows some of the trait adjec-
tives associated with the extremes of each Big Five
trait. Third, there are many studies linking person-
ality to linguistic variables (Pennebaker and King,
1999; Mehl et al., 2006, inter alia). See (Mairesse
and Walker, 2007) for more detail.

In this paper, we further test the utility of basing
stylistic variation on the Big Five personality model.
The Big Five traits are represented by scalar val-
ues that range from 1 to 7, with values normally
distributed among humans. While our previous
work targeted extreme values of individual traits,
here we show that we can target multiple person-
ality traits simultaneously and over the continuous
scales of the Big Five model. Section 2 describes
a novel parameter-estimation method that automat-
ically learns to produce recognisable variation for
all Big Five traits, without overgeneration, imple-
mented in a new SNLG called PERSONAGE-PE.
We show that PERSONAGE-PE generates targets for
multiple personality dimensions, using linear and
non-linear parameter estimation models to predict
generation parameters directly from the scalar tar-
gets. Section 3.2 shows that humans accurately per-
ceive the intended variation, and Section 3.3 com-
pares PERSONAGE-PE (trained) with PERSONAGE
(rule-based; Mairesse and Walker, 2007). We delay
a detailed discussion of related work to Section 4,
where we summarize and discuss future work.

2 Parameter Estimation Models
The data-driven parameter estimation method con-
sists of a development phase and a generation phase
(Section 3). The development phase:

1. Uses a base generator to produce multiple utter-
ances by randomly varying its parameters;

2. Collects human judgments rating the personality of
each utterance;

3. Trains statistical models to predict the parameters
from the personality judgments;
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Figure 1: Distribution of average agreeableness ratings
from the 2 expert judges for 160 random utterances.

4. Selects the best model for each parameter via cross-
validation.

2.1 Base Generator
We make minimal assumptions about the input to
the generator to favor domain independence. The
input is a speech act, a potential content pool that
can be used to achieve that speech act, and five scalar
personality parameters (1. . .7), specifying values for
the continuous scalar dimensions of each trait in
the Big Five model. See Table 1. This requires a
base generator that generates multiple outputs ex-
pressing the same input content by varying linguis-
tic parameters related to the Big Five traits. We
start with the PERSONAGE generator (Mairesse and
Walker, 2007), which generates recommendations
and comparisons of restaurants. We extend PER-
SONAGE with new parameters for a total of 67 pa-
rameters in PERSONAGE-PE. See Table 2. These
parameters are derived from psychological studies
identifying linguistic markers of the Big Five traits
(Pennebaker and King, 1999; Mehl et al., 2006, in-
ter alia). As PERSONAGE’s input parameters are
domain-independent, most parameters range contin-
uously between 0 and 1, while pragmatic marker in-
sertion parameters are binary, except for the SUB-
JECT IMPLICITNESS, STUTTERING and PRONOMI-
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Parameters Description
Content parameters:
VERBOSITY Control the number of propositions in the utterance
RESTATEMENTS Paraphrase an existing proposition, e.g. ‘Chanpen Thai has great service, it has fantastic waiters’
REPETITIONS Repeat an existing proposition
CONTENT POLARITY Control the polarity of the propositions expressed, i.e. referring to negative or positive attributes
REPETITIONS POLARITY Control the polarity of the restated propositions
CONCESSIONS Emphasise one attribute over another, e.g. ‘even if Chanpen Thai has great food, it has bad service’
CONCESSIONS POLARITY Determine whether positive or negative attributes are emphasised
POLARISATION Control whether the expressed polarity is neutral or extreme
POSITIVE CONTENT FIRST Determine whether positive propositions—including the claim—are uttered first
Syntactic template selection parameters:
SELF-REFERENCES Control the number of first person pronouns
CLAIM COMPLEXITY Control the syntactic complexity (syntactic embedding)
CLAIM POLARITY Control the connotation of the claim, i.e. whether positive or negative affect is expressed
Aggregation operations:
PERIOD Leave two propositions in their own sentences, e.g. ‘Chanpen Thai has great service. It has nice decor.’
RELATIVE CLAUSE Aggregate propositions with a relative clause, e.g. ‘Chanpen Thai, which has great service, has nice decor’
WITH CUE WORD Aggregate propositions using with, e.g. ‘Chanpen Thai has great service, with nice decor’
CONJUNCTION Join two propositions using a conjunction, or a comma if more than two propositions
MERGE Merge the subject and verb of two propositions, e.g. ‘Chanpen Thai has great service and nice decor’
ALSO CUE WORD Join two propositions using also, e.g. ’Chanpen Thai has great service, also it has nice decor’
CONTRAST - CUE WORD Contrast two propositions using while, but, however, on the other hand, e.g. ’While Chanpen Thai has great

service, it has bad decor’, ’Chanpen Thai has great service, but it has bad decor’
JUSTIFY - CUE WORD Justify a proposition using because, since, so, e.g. ’Chanpen Thai is the best, because it has great service’
CONCEDE - CUE WORD Concede a proposition using although, even if, but/though, e.g. ‘Although Chanpen Thai has great service, it

has bad decor’, ‘Chanpen Thai has great service, but it has bad decor though’
MERGE WITH COMMA Restate a proposition by repeating only the object, e.g. ’Chanpen Thai has great service, nice waiters’
CONJ. WITH ELLIPSIS Restate a proposition after replacing its object by an ellipsis, e.g. ’Chanpen Thai has . . . , it has great service’
Pragmatic markers:
SUBJECT IMPLICITNESS Make the restaurant implicit by moving the attribute to the subject, e.g. ‘the service is great’
NEGATION Negate a verb by replacing its modifier by its antonym, e.g. ‘Chanpen Thai doesn’t have bad service’
SOFTENER HEDGES Insert syntactic elements (sort of, kind of, somewhat, quite, around, rather, I think that, it seems that, it seems

to me that) to mitigate the strength of a proposition, e.g. ‘Chanpen Thai has kind of great service’ or ‘It seems
to me that Chanpen Thai has rather great service’

EMPHASIZER HEDGES Insert syntactic elements (really, basically, actually, just) to strengthen a proposition, e.g. ‘Chanpen Thai has
really great service’ or ‘Basically, Chanpen Thai just has great service’

ACKNOWLEDGMENTS Insert an initial back-channel (yeah, right, ok, I see, oh, well), e.g. ‘Well, Chanpen Thai has great service’
FILLED PAUSES Insert syntactic elements expressing hesitancy (like, I mean, err, mmhm, you know), e.g. ‘I mean, Chanpen

Thai has great service, you know’ or ‘Err... Chanpen Thai has, like, great service’
EXCLAMATION Insert an exclamation mark, e.g. ‘Chanpen Thai has great service!’
EXPLETIVES Insert a swear word, e.g. ‘the service is damn great’
NEAR-EXPLETIVES Insert a near-swear word, e.g. ‘the service is darn great’
COMPETENCE MITIGATION Express the speaker’s negative appraisal of the hearer’s request, e.g. ‘everybody knows that . . . ’
TAG QUESTION Insert a tag question, e.g. ‘the service is great, isn’t it?’
STUTTERING Duplicate the first letters of a restaurant’s name, e.g. ‘Ch-ch-anpen Thai is the best’
CONFIRMATION Begin the utterance with a confirmation of the restaurant’s name, e.g. ‘did you say Chanpen Thai?’
INITIAL REJECTION Begin the utterance with a mild rejection, e.g. ‘I’m not sure’
IN-GROUP MARKER Refer to the hearer as a member of the same social group, e.g. pal, mate and buddy
PRONOMINALIZATION Replace occurrences of the restaurant’s name by pronouns
Lexical choice parameters:
LEXICAL FREQUENCY Control the average frequency of use of each content word, according to BNC frequency counts
WORD LENGTH Control the average number of letters of each content word
VERB STRENGTH Control the strength of the selected verbs, e.g. ‘I would suggest’ vs. ‘I would recommend’

Table 2: The 67 generation parameters whose target values are learned. Aggregation cue words, hedges, acknowl-
edgments and filled pauses are learned individually (as separate parameters), e.g. kind of is modeled differently than
somewhat in the SOFTENER HEDGES category. Parameters are detailed in previous work (Mairesse and Walker, 2007).

NALIZATION parameters.

2.2 Random Sample Generation and Expert
Judgments

We generate a sample of 160 random utterances by
varying the parameters in Table 2 with a uniform dis-
tribution. This sample is intended to provide enough
training material for estimating all 67 parameters
for each personality dimension. Following Mairesse

and Walker (2007), two expert judges (not the au-
thors) familiar with the Big Five adjectives (Table 1)
evaluate the personality of each utterance using the
Ten-Item Personality Inventory (TIPI; Gosling et al.,
2003), and also judge the utterance’s naturalness.
Thus 11 judgments were made for each utterance for
a total of 1760 judgments. The TIPI outputs a rating
on a scale from 1 (low) to 7 (high) for each Big Five
trait. The expert judgments are approximately nor-
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mally distributed; Figure 1 shows the distribution for
agreeableness.

2.3 Statistical Model Training
Training data is created for each generation
parameter—i.e. the output variable—to train statis-
tical models predicting the optimal parameter value
from the target personality scores. The models are
thus based on the simplifying assumption that the
generation parameters are independent. Any person-
ality trait whose correlation with a generation deci-
sion is below 0.1 is removed from the training data.
This has the effect of removing parameters that do
not correlate strongly with any trait, which are set to
a constant default value at generation time. Since
the input parameter values may not be satisfiable
depending on the input content, the actual genera-
tion decisions made for each utterance are recorded.
For example, the CONCESSIONS decision value is
the actual number of concessions produced in the
utterance. To ensure that the models’ output can
control the generator, the generation decision values
are normalized to match the input range (0. . .1) of
PERSONAGE-PE. Thus the dataset consists of 160
utterances and the corresponding generation deci-
sions, each associated with 5 personality ratings av-
eraged over both judges.

Parameter estimation models are trained to predict
either continuous (e.g. VERBOSITY) or binary (e.g.
EXCLAMATION) generation decisions. We compare
various learning algorithms using the Weka toolkit
(with default values unless specified; Witten and
Frank, 2005). Continuous parameters are modeled
with a linear regression model (LR), an M5’ model
tree (M5), and a model based on support vector ma-
chines with a linear kernel (SVM). As regression
models can extrapolate beyond the [0, 1] interval, the
output parameter values are truncated if needed—at
generation time—before being sent to the base gen-
erator. Binary parameters are modeled using clas-
sifiers that predict whether the parameter is enabled
or disabled. We test a Naive Bayes classifier (NB), a
j48 decision tree (J48), a nearest-neighbor classifier
using one neighbor (NN), a Java implementation of
the RIPPER rule-based learner (JRIP), the AdaBoost
boosting algorithm (ADA), and a support vector ma-
chines classifier with a linear kernel (SVM).

Figures 2, 3 and 4 show the models learned for
the EXCLAMATION (binary), STUTTERING (contin-
uous), and CONTENT POLARITY (continuous) pa-
rameters in Table 2. The models predict generation
parameters from input personality scores; note that

Condition Class Weight
--------- ----- ------
if extraversion > 6.42 then 1 else 0 1.81
if extraversion > 4.42 then 1 else 0 0.38
if extraversion <= 6.58 then 1 else 0 0.22
if extraversion > 4.71 then 1 else 0 0.28
if agreeableness > 5.13 then 1 else 0 0.42
if extraversion <= 6.58 then 1 else 0 0.14
if extraversion > 4.79 then 1 else 0 0.19
if extraversion <= 6.58 then 1 else 0 0.17

Figure 2: AdaBoost model predicting the EXCLAMATION
parameter. Given input trait values, the model outputs
the class yielding the largest sum of weights for the rules
returning that class. Class 0 = disabled, class 1 = enabled.

(normalized) Content polarity =
0.054

- 0.102 * (normalized) emotional stability
+ 0.970 * (normalized) agreeableness
- 0.110 * (normalized) conscientiousness
+ 0.013 * (normalized) openness to

experience

Figure 3: SVM model with a linear kernel predicting the
CONTENT POLARITY parameter.

sometimes the best performing model is non-linear.
Given input trait values, the AdaBoost model in Fig-
ure 2 outputs the class yielding the largest sum of
weights for the rules returning that class. For ex-
ample, the first rule of the EXCLAMATION model
shows that an extraversion score above 6.42 out of
7 would increase the weight of the enabled class by
1.81. The fifth rule indicates that a target agreeable-
ness above 5.13 would further increase the weight
by .42. The STUTTERING model tree in Figure 4
lets us calculate that a low emotional stability (1.0)
together with a neutral conscientiousness and open-
ness to experience (4.0) yield a parameter value of
.62 (see LM2), whereas a neutral emotional stabil-
ity decreases the value down to .17. Figure 4 also
shows how personality traits that do not affect the
parameter are removed, i.e. emotional stability, con-
scientiousness and openness to experience are the
traits that affect stuttering. The linear model in Fig-
ure 3 shows that agreeableness has a strong effect
on the CONTENT POLARITY parameter (.97 weight),
but emotional stability, conscientiousness and open-
ness to experience also have an effect.

2.4 Model Selection
The final step of the development phase identifies
the best performing model(s) for each generation
parameter via cross-validation. For continuous pa-
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≤ 3.875 > 3.875

Conscientiousness

Emotional stability

≤ 4.375 > 4.375

Stuttering =

-0.0136 * emotional stability

+ 0.0098 * conscientiousness

+ 0.0063 * openness to experience

+ 0.0126

Stuttering =

-0.1531 * emotional stability

+ 0.004 * conscientiousness

+ 0.1122 * openness to experience

+ 0.3129

Stuttering =

-0.0142 * emotional stability

+ 0.004 * conscientiousness

+ 0.0076 * openness to experience

+ 0.0576

Figure 4: M5’ model tree predicting the STUTTERING parameter.

Continuous parameters LR M5 SVM
Content parameters:
VERBOSITY 0.24 0.26 0.21
RESTATEMENTS 0.14 0.14 0.04
REPETITIONS 0.13 0.13 0.08
CONTENT POLARITY 0.46 0.46 0.47
REPETITIONS POLARITY 0.02 0.15 0.06
CONCESSIONS 0.23 0.23 0.12
CONCESSIONS POLARITY -0.01 0.16 0.07
POLARISATION 0.20 0.21 0.20
Syntactic template selection:
CLAIM COMPLEXITY 0.10 0.33 0.26
CLAIM POLARITY 0.04 0.04 0.05
Aggregation operations:
INFER - WITH CUE WORD 0.03 0.03 0.01
INFER - ALSO CUE WORD 0.10 0.10 0.06
JUSTIFY - SINCE CUE WORD 0.03 0.07 0.05
JUSTIFY - SO CUE WORD 0.07 0.07 0.04
JUSTIFY - PERIOD 0.36 0.35 0.21
CONTRAST - PERIOD 0.27 0.26 0.26
RESTATE - MERGE WITH COMMA 0.18 0.18 0.09
CONCEDE - ALTHOUGH CUE WORD 0.08 0.08 0.05
CONCEDE - EVEN IF CUE WORD 0.05 0.05 0.03
Pragmatic markers:
SUBJECT IMPLICITNESS 0.13 0.13 0.04
STUTTERING INSERTION 0.16 0.23 0.17
PRONOMINALIZATION 0.22 0.20 0.17
Lexical choice parameters:
LEXICAL FREQUENCY 0.21 0.21 0.19
WORD LENGTH 0.18 0.18 0.15

Table 3: Pearson’s correlation between parameter model
predictions and continuous parameter values, for differ-
ent regression models. Parameters that do not correlate
with any trait are omitted. Aggregation operations are as-
sociated with a rhetorical relation (e.g. INFER). Results
are averaged over a 10-fold cross-validation.

rameters, Table 3 evaluates modeling accuracy by
comparing the correlations between the model’s pre-
dictions and the actual parameter values in the test
folds. Table 4 reports results for binary parameter
classifiers, by comparing the F-measures of the en-
abled class. Best performing models are identified
in bold; parameters that do not correlate with any
trait or that produce a poor modeling accuracy are
omitted.

The CONTENT POLARITY parameter is modeled

Binary parameters NB J48 NN ADA SVM
Pragmatic markers:
SOFTENER HEDGES

kind of 0.00 0.00 0.16 0.11 0.10
rather 0.00 0.00 0.02 0.01 0.01
quite 0.14 0.08 0.09 0.07 0.06

EMPHASIZER HEDGES
basically 0.00 0.00 0.02 0.01 0.01

ACKNOWLEDGMENTS
yeah 0.00 0.00 0.04 0.03 0.03
ok 0.13 0.07 0.06 0.05 0.05

FILLED PAUSES
err 0.32 0.20 0.24 0.22 0.19

EXCLAMATION 0.23 0.34 0.36 0.38 0.34
EXPLETIVES 0.27 0.18 0.24 0.17 0.15
IN-GROUP MARKER 0.40 0.31 0.31 0.24 0.21
TAG QUESTION 0.32 0.21 0.21 0.15 0.13
CONFIRMATION 0.00 0.00 0.07 0.04 0.04

Table 4: F-measure of the enabled class for classifica-
tion models of binary parameters. Parameters that do
not correlate with any trait are omitted. Results are av-
eraged over a 10-fold cross-validation. JRIP models are
not shown as they never perform best.

the most accurately, with the SVM model in Fig-
ure 3 producing a correlation of .47 with the true pa-
rameter values. Models of the PERIOD aggregation
operation also perform well, with a linear regression
model yielding a correlation of .36 when realizing
a justification, and .27 when contrasting two propo-
sitions. CLAIM COMPLEXITY and VERBOSITY are
also modeled successfully, with correlations of .33
and .26 using a model tree. The model tree control-
ling the STUTTERING parameter illustrated in Fig-
ure 4 produces a correlation of .23. For binary pa-
rameters, Table 4 shows that the Naive Bayes classi-
fier is generally the most accurate, with F-measures
of .40 for the IN-GROUP MARKER parameter, and
.32 for both the insertion of filled pauses (err) and
tag questions. The AdaBoost algorithm best predicts
the EXCLAMATION parameter, with an F-measure of
.38 for the model in Figure 2.
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# Traits End Rating Nat Output utterance

1.a Extraversion high 4.42 4.79 Radio Perfecto’s price is 25 dollars but Les Routiers provides adequate food. I
imagine they’re alright!Agreeableness high 4.94

1.b
Emotional stability high 5.35

5.04
Let’s see, Les Routiers and Radio Perfecto... You would probably appreciate them.
Radio Perfecto is in the East Village with kind of acceptable food. Les Routiers is
located in Manhattan. Its price is 41 dollars.Conscientiousness high 5.21

2.a Extraversion low 3.65 3.21 Err... you would probably appreciate Trattoria Rustica, wouldn’t you? It’s in
Manhattan, also it’s an italian restaurant. It offers poor ambience, also it’s quite costly.Agreeableness low 4.02

2.b
Emotional stability low 4.13

4.50 Trattoria Rustica isn’t as bad as the others. Err... even if it’s costly, it offers kind of
adequate food, alright? It’s an italian place.Openness to low 3.85experience

Table 5: Example outputs controlled by the parameter estimation models for a comparison (#1) and a recommendation
(#2), with the average judges’ ratings (Rating) and naturalness (Nat). Ratings are on a scale from 1 to 7, with 1 = very
low (e.g. neurotic or introvert) and 7 = very high on the dimension (e.g. emotionally stable or extraverted).

3 Evaluation Experiment
The generation phase of our parameter estimation
SNLG method consists of the following steps:

1. Use the best performing models to predict parame-
ter values from the desired personality scores;

2. Generate the output utterance using the predicted
parameter values.

We then evaluate the output utterances using naive
human judges to rate their perceived personality and
naturalness.

3.1 Evaluation Method
Given the best performing model for each genera-
tion parameter, we generate 5 utterances for each
of 5 recommendation and 5 comparison speech acts.
Each utterance targets an extreme value for two traits
(either 1 or 7 out of 7) and neutral values for the re-
maining three traits (4 out of 7). The goal is for each
utterance to project multiple traits on a continuous
scale. To generate a range of alternatives, a Gaus-
sian noise with a standard deviation of 10% of the
full scale is added to each target value.

Subjects were 24 native English speakers (12
male and 12 female graduate students from a range
of disciplines from both the U.K. and the U.S.). Sub-
jects evaluate the naturalness and personality of each
utterance using the TIPI (Gosling et al., 2003). To
limit the experiment’s duration, only the two traits
with extreme target values are evaluated for each
utterance. Subjects thus answered 5 questions for
50 utterances, two from the TIPI for each extreme
trait and one about naturalness (250 judgments in
total per subject). Subjects were not told that the
utterances were intended to manifest extreme trait
values. Table 5 shows several sample outputs and
the mean personality ratings from the human judges.
For example, utterance 1.a projects a high extraver-
sion through the insertion of an exclamation mark

based on the model in Figure 2, whereas utterance
2.a conveys introversion by beginning with the filled
pause err. The same utterance also projects a low
agreeableness by focusing on negative propositions,
through a low CONTENT POLARITY parameter value
as per the model in Figure 3. This evaluation ad-
dresses a number of open questions discussed below.
Q1: Is the personality projected by models trained on

ratings from a few expert judges recognised by a
larger sample of naive judges? (Section 3.2)

Q2: Can a combination of multiple traits within a single
utterance be detected by naive judges? (Section 3.2)

Q3: How does PERSONAGE-PE compare to PERSON-
AGE, a psychologically-informed rule-based gen-
erator for projecting extreme personality? (Sec-
tion 3.3)

Q4: Does the parameter estimation SNLG method pro-
duce natural utterances? (Section 3.4)

3.2 Parameter Estimation Evaluation
Table 6 shows that extraversion is the dimension
modeled most accurately by the parameter estima-
tion models, producing a .45 correlation with the
subjects’ ratings (p < .01). Emotional stability,
agreeableness, and openness to experience ratings
also correlate strongly with the target scores, with
correlations of .39, .36 and .17 respectively (p <
.01). Additionally, Table 6 shows that the magni-
tude of the correlation increases when considering
the perception of a hypothetical average subject, i.e.
smoothing individual variation by averaging the rat-
ings over all 24 judges, producing a correlation ravg

up to .80 for extraversion. These correlations are
unexpectedly high; in corpus analyses, significant
correlations as low as .05 to .10 are typically ob-
served between personality and linguistic markers
(Pennebaker and King, 1999; Mehl et al., 2006).

Conscientiousness is the only dimension whose
ratings do not correlate with the target scores. The
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comparison with rule-based results in Section 3.3
suggests that this is not because conscientiousness
cannot be exhibited in our domain or manifested in
a single utterance, so perhaps this arises from dif-
fering perceptions of conscientiousness between the
expert and naive judges.

Trait r ravg e
Extraversion .45 • .80 • 1.89
Emotional stability .39 • .64 • 2.14
Agreeableness .36 • .68 • 2.38
Conscientiousness -.01 -.02 2.79
Openness to experience .17 • .41 • 2.51

• statistically significant correlation
p < .05, • p = .07 (two-tailed)

Table 6: Pearson’s correlation coefficient r and mean ab-
solute error e between the target personality scores and
the 480 judges’ ratings (20 ratings per trait for 24 judges);
ravg is the correlation between the personality scores and
the average judges’ ratings.

Table 6 shows that the mean absolute error varies
between 1.89 and 2.79 on a scale from 1 to 7. Such
large errors result from the decision to ask judges to
answer just the TIPI questions for the two traits that
were the extreme targets (See Section 3.1), because
the judges tend to use the whole scale, with approx-
imately normally distributed ratings. This means
that although the judges make distinctions leading to
high correlations, they do so on a compressed scale.
This explains the large correlations despite the mag-
nitude of the absolute error.

Table 7 shows results evaluating whether utter-
ances targeting the extremes of a trait are perceived
differently. The ratings differ significantly for all
traits but conscientiousness (p ≤ .001). Thus pa-
rameter estimation models can be used in applica-
tions that only require discrete binary variation.

Trait Low High
Extraversion 3.69 5.06 •
Emotional stability 3.75 4.75 •
Agreeableness 3.42 4.33 •
Conscientiousness 4.16 4.15
Openness to experience 3.71 4.06 •

• statistically significant difference
p ≤ .001 (two-tailed)

Table 7: Average personality ratings for the utterances
generated with the low and high target values for each
trait on a scale from 1 to 7.

It is important to emphasize that generation pa-
rameters were predicted based on 5 target person-
ality values. Thus, the results show that individ-
ual traits are perceived even when utterances project

other traits as well, confirming that the Big Five the-
ory models independent dimensions and thus pro-
vides a useful and meaningful framework for mod-
eling variation in language. Additionally, although
we do not directly evaluate the perception of mid-
range values of personality target scores, the results
suggest that mid-range personality is modeled cor-
rectly because the neutral target scores do not affect
the perception of extreme traits.

3.3 Comparison with Rule-Based Generation
PERSONAGE is a rule-based personality generator
based on handcrafted parameter settings derived
from psychological studies. Mairesse and Walker
(2007) show that this approach generates utterances
that are perceptibly different along the extraversion
dimension. Table 8 compares the mean ratings of
the utterances generated by PERSONAGE-PE with
ratings of 20 utterances generated by PERSONAGE
for each extreme of each Big Five scale (40 for ex-
traversion, resulting in 240 handcrafted utterances in
total). Table 8 shows that the handcrafted parame-
ter settings project a significantly more extreme per-
sonality for 6 traits out of 10. However, the learned
parameter models for neuroticism, disagreeableness,
unconscientiousness and openness to experience do
not perform significantly worse than the handcrafted
generator. These findings are promising as we dis-
cuss further in Section 4.

Method Rule-based Learned parameters
Trait Low High Low High
Extraversion 2.96 5.98 3.69 ◦ 5.05 ◦
Emotional stability 3.29 5.96 3.75 4.75 ◦
Agreeableness 3.41 5.66 3.42 4.33 ◦
Conscientiousness 3.71 5.53 4.16 4.15 ◦
Openness to experience 2.89 4.21 3.71 ◦ 4.06

•,◦ significant increase or decrease of the variation range
over the average rule-based ratings (p < .05, two-tailed)

Table 8: Pair-wise comparison between the ratings of
the utterances generated using PERSONAGE-PE with ex-
treme target values (Learned Parameters), and the ratings
for utterances generated with Mairesse and Walker’s rule-
based PERSONAGE generator, (Rule-based). Ratings are
averaged over all judges.

3.4 Naturalness Evaluation
The naive judges also evaluated the naturalness of
the outputs of our trained models. Table 9 shows
that the average naturalness is 3.98 out of 7, which is
significantly lower (p < .05) than the naturalness of
handcrafted and randomly generated utterances re-
ported by Mairesse and Walker (2007). It is possi-
ble that the differences arise from judgments of ut-
terances targeting multiple traits, or that the naive
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judges are more critical.

Trait Rule-based Random Learned
All 4.59 4.38 3.98

Table 9: Average naturalness ratings for utterances gen-
erated using (1) PERSONAGE, the rule-based generator,
(2) the random utterances (expert judges) and (3) the out-
puts of PERSONAGE-PE using the parameter estimation
models (Learned, naive judges). The means differ sig-
nificantly at the p < .05 level (two-tailed independent
sample t-test).

4 Conclusion
We present a new method for generating linguis-
tic variation projecting multiple personality traits
continuously, by combining and extending previous
research in statistical natural language generation
(Paiva and Evans, 2005; Rambow et al., 2001; Is-
ard et al., 2006; Mairesse and Walker, 2007). While
handcrafted rule-based approaches are limited to
variation along a small number of discrete points
(Hovy, 1988; Walker et al., 1997; Lester et al., 1997;
Power et al., 2003; Cassell and Bickmore, 2003; Pi-
wek, 2003; Mairesse and Walker, 2007; Rehm and
André, in press), we learn models that predict pa-
rameter values for any arbitrary value on the varia-
tion dimension scales. Additionally, our data-driven
approach can be applied to any dimension that is
meaningful to human judges, and it provides an ele-
gant way to project multiple dimensions simultane-
ously, by including the relevant dimensions as fea-
tures of the parameter models’ training data.

Isard et al. (2006) and Mairesse and Walker
(2007) also propose a personality generation
method, in which a data-driven personality model
selects the best utterance from a large candidate set.
Isard et al.’s technique has not been evaluated, while
Mairesse and Walker’s overgenerate and score ap-
proach is inefficient. Paiva and Evans’ technique
does not overgenerate (2005), but it requires a search
for the optimal generation decisions according to
the learned models. Our approach does not require
any search or overgeneration, as parameter estima-
tion models predict the generation decisions directly
from the target variation dimensions. This tech-
nique is therefore beneficial for real-time genera-
tion. Moreover the variation dimensions of Paiva
and Evans’ data-driven technique are extracted from
a corpus: there is thus no guarantee that they can
be easily interpreted by humans, and that they gen-
eralise to other corpora. Previous work has shown
that modeling the relation between personality and

language is far from trivial (Pennebaker and King,
1999; Argamon et al., 2005; Oberlander and Now-
son, 2006; Mairesse et al., 2007), suggesting that the
control of personality is a harder problem than the
control of data-driven variation dimensions.

We present the first human perceptual evaluation
of a data-driven stylistic variation method. In terms
of our research questions in Section 3.1, we show
that models trained on expert judges to project mul-
tiple traits in a single utterance generate utterances
whose personality is recognized by naive judges.
There is only one other similar evaluation of an
SNLG (Rambow et al., 2001). Our models perform
only slightly worse than a handcrafted rule-based
generator in the same domain. These findings are
promising as (1) parameter estimation models are
able to target any combination of traits over the full
range of the Big Five scales; (2) they do not benefit
from psychological knowledge, i.e. they are trained
on randomly generated utterances.

This work also has several limitations that should
be addressed in future work. Even though the
parameters of PERSONAGE-PE were suggested by
psychological studies (Mairesse and Walker, 2007),
some of them are not modeled successfully by our
approach, and thus omitted from Tables 3 and 4.
This could be due to the relatively small develop-
ment dataset size (160 utterances to optimize 67 pa-
rameters), or to the implementation of some param-
eters. The strong parameter-independence assump-
tion could also be responsible, but we are not aware
of any state of the art implementation for learn-
ing multiple dependent variables, and this approach
could further aggravate data sparsity issues.

In addition, it is unclear why PERSONAGE per-
forms better for projecting extreme personality
and produces more natural utterances, and why
PERSONAGE-PE fails to project conscientiousness
correctly. It might be possible to improve the pa-
rameter estimation models with a larger sample of
random utterances at development time, or with ad-
ditional extreme data generated using the rule-based
approach. Such hybrid models are likely to perform
better for extreme target scores, as they are trained
on more uniformly distributed ratings (e.g. com-
pared to the normal distribution in Figure 1). In ad-
dition, we have only shown that personality can be
expressed by information presentation speech-acts
in the restaurant domain; future work should assess
the extent to which the parameters derived from psy-
chological findings are culture, domain, and speech
act dependent.
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Abstract

This paper proposes a method to correct En-
glish verb form errors made by non-native
speakers. A basic approach is template match-
ing on parse trees. The proposed method im-
proves on this approach in two ways. To
improve recall, irregularities in parse trees
caused by verb form errors are taken into ac-
count; to improve precision,n-gram counts
are utilized to filter proposed corrections.
Evaluation on non-native corpora, represent-
ing two genres and mother tongues, shows
promising results.

1 Introduction

In order to describe the nuances of an action, a verb
may be associated with various concepts such as
tense, aspect, voice, mood, person and number. In
some languages, such as Chinese, the verb itself is
not inflected, and these concepts are expressed via
other words in the sentence. In highly inflected lan-
guages, such as Turkish, many of these concepts are
encoded in the inflection of the verb. In between
these extremes, English uses a combination of in-
flections (see Table 1) and “helping words”, or aux-
iliaries, to form complex verb phrases.

It should come as no surprise, then, that the mis-
use of verb forms is a common error category for
some non-native speakers of English. For example,
in the Japanese Learners of English corpus (Izumi et
al., 2003), errors related to verbs are among the most
frequent categories. Table 2 shows some sentences
with these errors.

Form Example
base (bare) speak
base (infinitive) to speak
third person singular speaks
past spoke
-ing participle speaking
-edparticiple spoken

Table 1: Five forms of inflections of English verbs (Quirk
et al., 1985), illustrated with the verb “speak”. The base
form is also used to construct the infinitive with “to”. An
exception is the verb “to be”, which has more forms.

A system that automatically detects and corrects
misused verb forms would be both an educational
and practical tool for students of English. It may
also potentially improve the performance of ma-
chine translation and natural language generation
systems, especially when the source and target lan-
guages employ very different verb systems.

Research on automatic grammar correction has
been conducted on a number of different parts-of-
speech, such as articles (Knight and Chander, 1994)
and prepositions (Chodorow et al., 2007). Errors in
verb forms have been covered as part of larger sys-
tems such as (Heidorn, 2000), but we believe that
their specific research challenges warrant more de-
tailed examination.

We build on the basic approach of template-
matching on parse trees in two ways. To improve re-
call, irregularities in parse trees caused by verb form
errors are considered; to improve precision,n-gram
counts are utilized to filter proposed corrections.

We start with a discussion on the scope of our
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task in the next section. We then analyze the spe-
cific research issues in§3 and survey previous work
in §4. A description of our data follows. Finally, we
present experimental results and conclude.

2 Background

An English verb can be inflected in five forms (see
Table 1). Our goal is to correct confusions among
these five forms, as well as the infinitive. These
confusions can be viewed as symptoms of one of
two main underlying categories of errors; roughly
speaking, one category is semantic in nature, and the
other, syntactic.

2.1 Semantic Errors

The first type of error is concerned with inappropri-
ate choices of tense, aspect, voice, or mood. These
may be considered errors in semantics. In the sen-
tence below, the verb “live” is expressed in the sim-
ple present tense, rather than the perfect progressive:

He *lives there since June. (1)

Either “has been living” or “ had been living” may
be the valid correction, depending on the context. If
there is no temporal expression, correction of tense
and aspect would be even more challenging.

Similarly, correcting voice and mood often re-
quires real-world knowledge. Suppose one wants
to say “I am prepared for the exam”, but writes “I
am preparing for the exam”. Semantic analysis of
the context would be required to correct this kind of
error, which will not be tackled in this paper1.

1If the input is “I am *prepare for the exam”, however, we
will attempt to choose between the two possibilities.

Example Usage
I take a bath and *reading books. FINITE

I can’t *skiing well , but ... BASEmd

Why did this *happened? BASEdo

But I haven’t *decide where to go. EDperf

I don’t want *have a baby. INFverb

I have to save my money for *ski. INGprep

My son was very *satisfy with ... EDpass

I am always *talk to my father. INGprog

Table 2: Sentences with verb form errors. The intended
usages, shown on the right column, are defined in Table 3.

2.2 Syntactic Errors

The second type of error is the misuse of verb forms.
Even if the intended tense, aspect, voice and mood
are correct, the verb phrase may still be constructed
erroneously. This type of error may be further sub-
divided as follows:

Subject-Verb Agreement The verb is not correctly
inflected in number and person with respect to
the subject. A common error is the confusion
between the base form and the third person sin-
gular form, e.g.,

He *have been living there since June.(2)

Auxiliary Agreement In addition to the modal aux-
iliaries, other auxiliaries must be used when
specifying the perfective or progressive aspect,
or the passive voice. Their use results in a com-
plex verb phrase, i.e., one that consists of two
or more verb constituents. Mistakes arise when
the main verb does not “agree” with the aux-
iliary. In the sentence below, the present per-
fect progressive tense (“has been living”) is in-
tended, but the main verb “live” is mistakenly
left in the base form:

He has been *live there since June.(3)

In general, the auxiliaries can serve as a hint to
the intended verb form, even as the auxiliaries
“has been” in the above case suggest that the
progressive aspect was intended.

Complementation A nonfinite clause can serve as
complementation to a verb or to a preposition.
In the former case, the verb form in the clause
is typically an infinitive or an -ing participle; in
the latter, it is usually an -ing participle. Here
is an example of a wrong choice of verb form
in complementation to a verb:

He wants *live there. (4)

In this sentence, “live”, in its base form, should
be modified to its infinitive form as a comple-
mentation to the verb “wants”.

This paper focuses on correcting the above three
error types: subject-verb agreement, auxiliary agree-
ment, and complementation. Table 3 gives a com-
plete list of verb form usages which will be covered.
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Form Usage Description Example

Base Form as BASEmd After modals He may call. May hecall?
Bare Infinitive BASEdo “Do”-support/-periphrasis; He did notcall. Did hecall?

emphatic positive I did call.
Base or 3rd person FINITE Simple present or past tense Hecalls.
Base Form as INFverb Verb complementation He wants herto call.
to-Infinitive
-ing INGprog Progressive aspect He was calling. Was hecalling?
participle INGverb Verb complementation He hated calling.

INGprep Prepositional complementationThe device is designedfor calling
-ed EDperf Perfect aspect He has called. Has hecalled?
participle EDpass Passive voice He was called. Was hecalled?

Table 3: Usage of various verb forms. In the examples, theitalizedverbs are the “targets” for correction. In comple-
mentations, the main verbs or prepositions arebolded; in all other cases, the auxiliaries arebolded.

3 Research Issues

One strategy for correcting verb form errors is to
identify the intended syntactic relationships between
the verb in question and its neighbors. For subject-
verb agreement, the subject of the verb is obviously
crucial (e.g., “he” in (2)); the auxiliary is relevant
for resolving auxiliary agreement (e.g., “has been”
in (3)); determining the verb that receives the com-
plementation is necessary for detecting any comple-
mentation errors (e.g., “wants” in (4)). Once these
items are identified, most verb form errors may be
corrected in a rather straightforward manner.

The success of this strategy, then, hinges on accu-
rate identification of these items, for example, from
parse trees. Ambiguities will need to be resolved,
leading to two research issues (§3.2 and§3.3).

3.1 Ambiguities

The three so-calledprimary verbs, “have”, “ do” and
“be”, can serve as either main or auxiliary verbs.
The verb “be” can be utilized as a main verb, but also
as an auxiliary in the progressive aspect (INGprog in
Table 3) or the passive voice (EDpass). The three ex-
amples below illustrate these possibilities:

This is work not play.(main verb)

My fatheris working in the lab.(INGprog)

A solutionis worked out.(EDpass)

These different roles clearly affect the forms re-
quired for the verbs (if any) that follow. Dis-

ambiguation among these roles is usually straight-
forward because of the different verb forms (e.g.,
“working” vs. “worked”). If the verb forms are in-
correct, disambiguation is made more difficult:

This is work not play.

My fatheris *work in the lab.

A solutionis *work out.

Similar ambiguities are introduced by the other pri-
mary verbs2. The verb “have” can function as an
auxiliary in the perfect aspect (EDperf ) as well as
a main verb. The versatile “do” can serve as “do”-
support or add emphasis (BASEdo), or simply act as
a main verb.

3.2 Automatic Parsing

The ambiguities discussed above may be expected
to cause degradation in automatic parsing perfor-
mance. In other words, sentences containing verb
form errors are more likely to yield an “incorrect”
parse tree, sometimes with significant differences.
For example, the sentence “My father is *work in
the laboratory” is parsed (Collins, 1997) as:

(S (NP My father)
(VP is (NP work))
(PP in the laboratory))

2The abbreviations’s (is or has) and’d (wouldor had) com-
pound the ambiguities.
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The progressive form “working” is substituted with
its bare form, which happens to be also a noun.
The parser, not unreasonably, identifies “work” as
a noun. Correcting theverb form error in this sen-
tence, then, necessitates considering thenounthat is
apparently a copular complementation.

Anecdotal observations like this suggest that one
cannot use parser output naively3. We will show that
some of the irregularities caused by verb form errors
are consistent and can be taken into account.

One goal of this paper is to recognize irregular-
ities in parse trees caused by verb form errors, in
order to increase recall.

3.3 Overgeneralization

One potential consequence of allowing for irregu-
larities in parse tree patterns is overgeneralization.
For example, to allow for the “parse error” in§3.2
and to retrieve the word “work”, every determiner-
less noun would potentially be turned into an -ing
participle. This would clearly result in many invalid
corrections. We propose usingn-gram counts as a
filter to counter this kind of overgeneralization.

A second goal is to show that n-gram counts can
effectively serve as a filter, in order to increase pre-
cision.

4 Previous Research

This section discusses previous research on process-
ing verb form errors, and contrasts verb form errors
with those of the other parts-of-speech.

4.1 Verb Forms

Detection and correction of grammatical errors, in-
cluding verb forms, have been explored in various
applications. Hand-crafted error production rules
(or “mal-rules”), augmenting a context-free gram-
mar, are designed for a writing tutor aimed at deaf
students (Michaud et al., 2000). Similar strategies
with parse trees are pursued in (Bender et al., 2004),
and error templates are utilized in (Heidorn, 2000)
for a word processor. Carefully hand-crafted rules,
when used alone, tend to yield high precision; they

3According to a study on parsing ungrammatical sen-
tences (Foster, 2007), subject-verb and determiner-noun agree-
ment errors can lower the F-score of a state-of-the-art prob-
abilistic parser by 1.4%, and context-sensitive spelling errors
(not verbs specifically), by 6%.

may, however, be less equipped to detect verb form
errors within a perfectly grammatical sentence, such
as the example given in§3.2.

An approach combining a hand-crafted context-
free grammar and stochastic probabilities is pursued
in (Lee and Seneff, 2006), but it is designed for a
restricted domain only. A maximum entropy model,
using lexical and POS features, is trained in (Izumi
et al., 2003) to recognize a variety of errors. It
achieves 55% precision and 23% recall overall, on
evaluation data that partially overlap with those of
the present paper. Unfortunately, results on verb
form errors are not reported separately, and compar-
ison with our approach is therefore impossible.

4.2 Other Parts-of-speech

Automatic error detection has been performed on
other parts-of-speech, e.g., articles (Knight and
Chander, 1994) and prepositions (Chodorow et al.,
2007). The research issues with these parts-of-
speech, however, are quite distinct. Relative to verb
forms, errors in these categories do not “disturb” the
parse tree as much. The process of feature extraction
is thus relatively simple.

5 Data

5.1 Development Data

To investigate irregularities in parse tree patterns
(see§3.2), we utilized the AQUAINT Corpus of En-
glish News Text. After parsing the corpus (Collins,
1997), we artificially introduced verb form errors
into these sentences, and observed the resulting “dis-
turbances” to the parse trees.

For disambiguation withn-grams (see§3.3), we
made use of the WEB 1T 5-GRAM corpus. Prepared
by Google Inc., it contains Englishn-grams, up to
5-grams, with their observed frequency counts from
a large number of web pages.

5.2 Evaluation Data

Two corpora were used for evaluation. They were
selected to represent two different genres, and two
different mother tongues.

JLE (Japanese Learners of English corpus) This
corpus is based on interviews for the Stan-
dard Speaking Test, an English-language pro-
ficiency test conducted in Japan (Izumi et al.,
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Input Hypothesized Correction
None Valid Invalid

w/ errors false neg true pos inv pos

w/o errors true neg false pos

Table 4: Possible outcomes of a hypothesized correction.

2003). For 167 of the transcribed interviews,
totalling 15,637 sentences4, grammatical errors
were annotated and their corrections provided.
By retaining the verb form errors5, but correct-
ing all other error types, we generated a test set
in which 477 sentences (3.1%) contain subject-
verb agreement errors, and 238 (1.5%) contain
auxiliary agreement and complementation er-
rors.

HKUST This corpus6 of short essays was col-
lected from students, all native Chinese speak-
ers, at the Hong Kong University of Science
and Technology. It contains a total of 2556 sen-
tences. They tend to be longer and have more
complex structures than their counterparts in
the JLE. Corrections are not provided; how-
ever, part-of-speech tags are given for the orig-
inal words, and for the intended (but unwrit-
ten) corrections. Implications on our evaluation
procedure are discussed in§5.4.

5.3 Evaluation Metric

For each verb in the input sentence, a change in verb
form may be hypothesized. There are five possible
outcomes for this hypothesis, as enumerated in Ta-
ble 4. To penalize “false alarms”, a strict definition
is used for false positives — even when the hypoth-
esized correction yields a good sentence, it is still
considered a false positive so long as the original
sentence is acceptable.

It can sometimes be difficult to determine which
words should be considered verbs, as they are not

4Obtained by segmenting (Reynar and Ratnaparkhi, 1997)
the interviewee turns, and discarding sentences with only one
word. The HKUST corpus was processed likewise.

5Specifically, those tagged with the “vfml”, “v fin” (cov-
ering auxiliary agreement and complementation) and “vagr”
(subject-verb agreement) types; those with semantic errors (see
§2.1), i.e. “v tns” (tense), are excluded.

6Provided by Prof. John Milton, personal communication.

clearly demarcated in our evaluation corpora. We
will thus apply the outcomes in Table 4 at the sen-
tence level; that is, the output sentence is considered
a true positive only if the original sentence contains
errors, and only if valid corrections are offered for
all errors.

The following statistics are computed:

Accuracy The proportion of sentences which, after
being treated by the system, have correct verb
forms. That is, (true neg + true pos) divided
by the total number of sentences.

Recall Out of all sentences with verb form errors,
the percentage whose errors have been success-
fully corrected by the system. That is,true pos

divided by (true pos+ false neg + inv pos).

Detection Precision This is the first of two types
of precision to be reported, and is defined as
follows: Out of all sentences for which the
system has hypothesized corrections, the per-
centage that actually contain errors, without re-
gard to the validity of the corrections. That is,
(true pos + inv pos) divided by (true pos +

inv pos + false pos).

Correction Precision This is the more stringent
type of precision. In addition to successfully
determining that a correction is needed, the sys-
tem must offer a valid correction. Formally, it is
true pos divided by (true pos + false pos +

inv pos).

5.4 Evaluation Procedure

For the JLE corpus, all figures above will be re-
ported. The HKUST corpus, however, will not be
evaluated on subject-verb agreement, since a sizable
number of these errors are induced by other changes
in the sentence7.

Furthermore, the HKUST corpus will require
manual evaluation, since the corrections are not an-
notated. Two native speakers of English were given
the edited sentences, as well as the original input.
For each pair, they were asked to select one of four
statements: one of the two is better, or both are
equally correct, or both are equally incorrect. The

7e.g., the subject of the verb needs to be changed from sin-
gular to plural.
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Expected Tree{〈usage〉,...} Tree disturbed by substitution [〈crr〉 → 〈err〉]

{INGprog,EDpass} A dog is [sleeping→sleep]. I’m [living→live] in XXX city.

VP

be VP

crr/{VBG,VBN}

VP

be NP

err/NN

VP

be ADJP

err/JJ

{INGverb,INFverb} I like [skiing→ski] very much; She likes to [go→going] around

VP

*/V SG

VP

crr/{VBG,TO} ...

VP

*/V NP

err/NN

VP

*/V PP

to/TO SG

VP

err/VBG
INGprep I lived in France for [studying→study] French language.

PP

*/IN SG

VP

crr/VBG ...

PP

*/IN NP

err/NN

Table 5: Effects of incorrect verb forms on parse trees. The left column shows trees normally expected for the indicated
usages (see Table 3). The right column shows the resulting trees when the correct verb form〈crr〉 is replaced by〈err〉.
Detailed comments are provided in§6.1.

correction precision is thus the proportion of pairs
where the edited sentence is deemed better. Accu-
racy and recall cannot be computed, since it was im-
possible to distinguish syntactic errors from seman-
tic ones (see§2).

5.5 Baselines

Since the vast majority of verbs are in their cor-
rect forms, themajority baselineis to propose no
correction. Although trivial, it is a surprisingly
strong baseline, achieving more than 98% for aux-
iliary agreement and complementation in JLE, and
just shy of 97% for subject-verb agreement.

For auxiliary agreement and complementation,
the verb-only baselineis also reported. It attempts
corrections only when the word in question is actu-

ally tagged as a verb. That is, it ignores the spurious
noun- and adjectival phrases in the parse tree dis-
cussed in§3.2, and relies only on the output of the
part-of-speech tagger.

6 Experiments

Corresponding to the issues discussed in§3.2 and
§3.3, our experiment consists of two main steps.

6.1 Derivation of Tree Patterns

Based on (Quirk et al., 1985), we observed tree pat-
terns for a set of verb form usages, as summarized
in Table 3. Using these patterns, we introduced verb
form errors into AQUAINT, then re-parsed the cor-
pus (Collins, 1997), and compiled the changes in the
“disturbed” trees into a catalog.
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N -gram Example

be {INGprog, The dogis sleeping.
EDpass} ∗ The dooris open.
verb {INGverb, I need to dothis.
INFverb} ∗ I need beeffor the curry.
verb1 *ing enjoyreadingand
and {INGverb, goingto pachinko
INFverb} goshoppingand havedinner
prep for studyingFrench language
{INGprep} ∗ a classfor sign language
have I have renteda video
{EDperf} * I have lunch in Ginza

Table 6: Then-grams used for filtering, with examples
of sentences which they are intended to differentiate. The
hypothesized usages (shown in the curly brackets) as well
as the original verb form, are considered. For example,
the first sentence is originally “The dog is *sleep.” The
three trigrams “is sleeping .”, “ is slept .” and “is sleep .”
are compared; the first trigram has the highest count, and
the correction “sleeping” is therefore applied.

A portion of this catalog8 is shown in Table 5.
Comments on{INGprog,EDpass} can be found in
§3.2. Two cases are shown for{INGverb,INFverb}.
In the first case, an-ing participle in verb comple-
mentation is reduced to its base form, resulting in
a noun phrase. In the second, an infinitive is con-
structed with the -ing participle rather than the base
form, causing “to” to be misconstrued as a preposi-
tion. Finally, in INGprep, an-ing participle in prepo-
sition complementation is reduced to its base form,
and is subsumed in a noun phrase.

6.2 Disambiguation with N-grams

The tree patterns derived from the previous step
may be considered as the “necessary” conditions for
proposing a change in verb forms. They are not “suf-
ficient”, however, since they tend to be overly gen-
eral. Indiscriminate application of these patterns on
AQUAINT would result in false positives for 46.4%
of the sentences.

For those categories with a high rate of false posi-
tives (all exceptBASEmd, BASEdo and FINITE), we
utilized n-grams as filters, allowing a correction
only when itsn-gram count in the WEB 1T 5-GRAM

8Due to space constraints, only those trees with significant
changes above the leaf level are shown.

Hyp. False Hypothesized False
Usage Pos. Usage Pos.

BASEmd 16.2% {INGverb,INFverb} 33.9%
BASEdo 0.9% {INGprog,EDpass} 21.0%
FINITE 12.8% INGprep 13.7%

EDperf 1.4%

Table 7: The distribution of false positives in AQUAINT.
The total number of false positives is 994, represents less
than 1% of the 100,000 sentences drawn from the corpus.

corpus is greater than that of the original. The filter-
ing step reduced false positives from 46.4% to less
than 1%. Table 6 shows then-grams, and Table 7
provides a breakdown of false positives in AQUAINT

aftern-gram filtering.

6.3 Results for Subject-Verb Agreement

In JLE, the accuracy of subject-verb agreement er-
ror correction is 98.93%. Compared to the majority
baseline of 96.95%, the improvement is statistically
significant9. Recall is 80.92%; detection precision is
83.93%, and correction precision is 81.61%.

Most mistakes are caused by misidentified sub-
jects. Somewh-questions prove to be especially dif-
ficult, perhaps due to their relative infrequency in
newswire texts, on which the parser is trained. One
example is the question “How much extra time does
the local train *takes?”. The word “does” is not
recognized as a “do”-support, and so the verb “take”
was mistakenly turned into a third person form to
agree with “train”.

6.4 Results for Auxiliary Agreement &
Complementation

Table 8 summarizes the results for auxiliary agree-
ment and complementation, and Table 2 shows some
examples of real sentences corrected by the system.
Our proposed method yields 98.94% accuracy. It
is a statistically significant improvement over the
majority baseline (98.47%), although not significant
over the verb-only baseline10 (98.85%), perhaps a
reflection of the small number of test sentences with
verb form errors. The Kappa statistic for the man-

9
p < 0.005 according to McNemar’s test.

10With p = 1∗10
−10 andp = 0.038, respectively, according

to McNemar’s test
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Corpus Method Accuracy Precision Precision Recall
(correction) (detection)

JLE verb-only 98.85% 71.43% 84.75% 31.51%
all 98.94% 68.00% 80.67% 42.86%

HKUST all not available 71.71% not available

Table 8: Results on the JLE and HKUST corpora for auxiliary agreement and complementation. The majority baseline
accuracy is 98.47% for JLE. The verb-only baseline accuracyis 98.85%, as indicated on the second row. “All” denotes
the complete proposed method. See§6.4 for detailed comments.

Usage JLE HKUST
Count (Prec.) Count (Prec.)

BASEmd 13 (92.3%) 25 (80.0%)
BASEdo 5 (100%) 0
FINITE 9 (55.6%) 0
EDperf 11 (90.9%) 3 (66.7%)
{INGprog,EDpass} 54 (58.6%) 30 (70.0%)
{INGverb,INFverb} 45 (60.0%) 16 (59.4%)
INGprep 10 (60.0%) 2 (100%)

Table 9: Correction precision of individual correction
patterns (see Table 5) on the JLE and HKUST corpus.

ual evaluation of HKUST is 0.76, corresponding
to “substantial agreement” between the two evalu-
ators (Landis and Koch, 1977). The correction pre-
cisions for the JLE and HKUST corpora are compa-
rable.

Our analysis will focus on{INGprog,EDpass} and
{INGverb,INFverb}, two categories with relatively
numerous correction attempts and low precisions,
as shown in Table 9. For{INGprog,EDpass}, many
invalid corrections are due to wrong predictions of
voice, which involve semantic choices (see§2.1).
For example, the sentence “... the main duty is study
well” is edited to “... the main duty is studied well”,
a grammatical sentence but semantically unlikely.

For{INGverb,INFverb}, a substantial portion of the
false positives are valid, but unnecessary, correc-
tions. For example, there is no need to turn “I like
cooking” into “ I like to cook”, as the original is per-
fectly acceptable. Some kind of confidence measure
on then-gram counts might be appropriate for re-
ducing such false alarms.

Characteristics of speech transcripts pose some
further problems. First, colloquial expressions, such
as the word “like”, can be tricky to process. In the

question “Can you like give me the money back”,
“ like” is misconstrued to be the main verb, and
“give” is turned into an infinitive, resulting in “Can
you like *to give me the money back”. Second, there
are quite a few incomplete sentences that lack sub-
jects for the verbs. No correction is attempted on
them.

Also left uncorrected are misused forms in non-
finite clauses that describe a noun. These are typ-
ically base forms that should be replaced with -ing
participles, as in “The girl *wear a purple skiwear
is a student of this ski school”. Efforts to detect this
kind of error had resulted in a large number of false
alarms.

Recall is further affected by cases where a verb is
separated from its auxiliary or main verb by many
words, often with conjunctions and other verbs in
between. One example is the sentence “I used to
climb up the orange trees and *catching insects”.
The word “catching” should be an infinitive comple-
menting “used”, but is placed within a noun phrase
together with “trees” and “insects”.

7 Conclusion

We have presented a method for correcting verb
form errors. We investigated the ways in which verb
form errors affect parse trees. When allowed for,
these unusual tree patterns can expand correction
coverage, but also tend to result in overgeneration
of hypothesized corrections.N -grams have been
shown to be an effective filter for this problem.
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Abstract

In lexicalized grammatical formalisms, it is
possible to separate lexical category assign-
ment from the combinatory processes that
make use of such categories, such as pars-
ing and realization. We adapt techniques
from supertagging — a relatively recent tech-
nique that performs complex lexical tagging
before full parsing (Bangalore and Joshi,
1999; Clark, 2002) — for chart realization
in OpenCCG, an open-source NLP toolkit for
CCG. We call this approach hypertagging, as
it operates at a level “above” the syntax, tag-
ging semantic representations with syntactic
lexical categories. Our results demonstrate
that a hypertagger-informed chart realizer can
achieve substantial improvements in realiza-
tion speed (being approximately twice as fast)
with superior realization quality.

1 Introduction

In lexicalized grammatical formalisms such as Lex-
icalized Tree Adjoining Grammar (Schabes et al.,
1988, LTAG), Combinatory Categorial Grammar
(Steedman, 2000, CCG) and Head-Driven Phrase-
Structure Grammar (Pollard and Sag, 1994, HPSG),
it is possible to separate lexical category assign-
ment — the assignment of informative syntactic cat-
egories to linguistic objects such as words or lex-
ical predicates — from the combinatory processes
that make use of such categories — such as pars-
ing and surface realization. One way of performing
lexical assignment is simply to hypothesize all pos-
sible lexical categories and then search for the best

combination thereof, as in the CCG parser in (Hock-
enmaier, 2003) or the chart realizer in (Carroll and
Oepen, 2005). A relatively recent technique for lex-
ical category assignment is supertagging (Bangalore
and Joshi, 1999), a preprocessing step to parsing that
assigns likely categories based on word and part-of-
speech (POS) contextual information. Supertagging
was dubbed “almost parsing” by these authors, be-
cause an oracle supertagger left relatively little work
for their parser, while speeding up parse times con-
siderably. Supertagging has been more recently ex-
tended to a multitagging paradigm in CCG (Clark,
2002; Curran et al., 2006), leading to extremely ef-
ficient parsing with state-of-the-art dependency re-
covery (Clark and Curran, 2007).

We have adapted this multitagging approach to
lexical category assignment for realization using the
CCG-based natural language toolkit OpenCCG.1 In-
stead of basing category assignment on linear word
and POS context, however, we predict lexical cat-
egories based on contexts within a directed graph
structure representing the logical form (LF) of a
proposition to be realized. Assigned categories are
instantiated in OpenCCG’s chart realizer where, to-
gether with a treebank-derived syntactic grammar
(Hockenmaier and Steedman, 2007) and a factored
language model (Bilmes and Kirchhoff, 2003), they
constrain the English word-strings that are chosen to
express the LF. We have dubbed this approach hy-
pertagging, as it operates at a level “above” the syn-
tax, moving from semantic representations to syn-
tactic categories.

We evaluate this hypertagger in two ways: first,
1http://openccg.sourceforge.net.
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we evaluate it as a tagger, where the hypertagger
achieves high single-best (93.6%) and multitagging
labelling accuracies (95.8–99.4% with category per
lexical predication ratios ranging from 1.1 to 3.9).2

Second, we compare a hypertagger-augmented ver-
sion of OpenCCG’s chart realizer with the pre-
existing chart realizer (White et al., 2007) that sim-
ply instantiates the chart with all possible CCG cat-
egories (subject to frequency cutoffs) for each in-
put LF predicate. The hypertagger-seeded realizer
runs approximately twice as fast as the pre-existing
OpenCCG realizer and finds a larger number of
complete realizations, resorting less to chart frag-
ment assembly in order to produce an output within
a 15 second per-sentence time limit. Moreover, the
overall BLEU (Papineni et al., 2002) and METEOR

(Lavie and Agarwal, 2007) scores, as well as num-
bers of exact string matches (as measured against to
the original sentences in the CCGbank) are higher
for the hypertagger-seeded realizer than for the pre-
existing realizer.

This paper is structured as follows: Section 2 pro-
vides background on chart realization in OpenCCG
using a corpus-derived grammar. Section 3 de-
scribes our hypertagging approach and how it is in-
tegrated into the realizer. Section 4 describes our
results, followed by related work in Section 5 and
our conclusions in Section 6.

2 Background

2.1 Surface Realization with OpenCCG

The OpenCCG surface realizer is based on Steed-
man’s (2000) version of CCG elaborated with
Baldridge and Kruijff’s multi-modal extensions for
lexically specified derivation control (Baldridge,
2002; Baldridge and Kruijff, 2003) and hybrid
logic dependency semantics (Baldridge and Kruijff,
2002). OpenCCG implements a symbolic-statistical
chart realization algorithm (Kay, 1996; Carroll et al.,
1999; White, 2006b) combining (1) a theoretically
grounded approach to syntax and semantic composi-
tion with (2) factored language models (Bilmes and
Kirchhoff, 2003) for making choices among the op-
tions left open by the grammar.

In OpenCCG, the search for complete realizations
2Note that the multitagger is “correct” if the correct tag is

anywhere in the multitag set.

he
h2

aa1

he
h3
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<Arg0>
<Arg1>

<TENSE>pres

<NUM>sg

<Arg0>

w1
want.01

m1

<Arg1>

<GenRel>

<Arg1>

<TENSE>pres

p1point

h1
have.03

make.03

Figure 1: Semantic dependency graph from the CCGbank
for He has a point he wants to make [. . . ]

makes use of n-gram language models over words
represented as vectors of factors, including surface
form, part of speech, supertag and semantic class.
The search proceeds in one of two modes, anytime
or two-stage (packing/unpacking). In the anytime
mode, a best-first search is performed with a con-
figurable time limit: the scores assigned by the n-
gram model determine the order of the edges on
the agenda, and thus have an impact on realization
speed. In the two-stage mode, a packed forest of
all possible realizations is created in the first stage;
in the second stage, the packed representation is un-
packed in bottom-up fashion, with scores assigned
to the edge for each sign as it is unpacked, much
as in (Langkilde, 2000). Edges are grouped into
equivalence classes when they have the same syn-
tactic category and cover the same parts of the in-
put logical form. Pruning takes place within equiv-
alence classes of edges. Additionally, to realize a
wide range of paraphrases, OpenCCG implements
an algorithm for efficiently generating from disjunc-
tive logical forms (White, 2006a).

To illustrate the input to OpenCCG, consider the
semantic dependency graph in Figure 1, which is
taken from section 00 of a Propbank-enhanced ver-
sion of the CCGbank (Boxwell and White, 2008).
In the graph, each node has a lexical predica-
tion (e.g. make.03) and a set of semantic features
(e.g. 〈NUM〉sg); nodes are connected via depen-
dency relations (e.g. 〈ARG0〉). Internally, such
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graphs are represented using Hybrid Logic Depen-
dency Semantics (HLDS), a dependency-based ap-
proach to representing linguistic meaning developed
by Baldridge and Kruijff (2002). In HLDS, hy-
brid logic (Blackburn, 2000) terms are used to de-
scribe dependency graphs. These graphs have been
suggested as representations for discourse structure,
and have their own underlying semantics (White,
2006b).

To more robustly support broad coverage surface
realization, OpenCCG has recently been enhanced
to greedily assemble fragments in the event that the
realizer fails to find a complete realization. The frag-
ment assembly algorithm begins with the edge for
the best partial realization, i.e. the one that covers
the most elementary predications in the input logi-
cal form, with ties broken according to the n-gram
score. (Larger fragments are preferred under the
assumption that they are more likely to be gram-
matical.) Next, the chart and agenda are greedily
searched for the best edge whose semantic coverage
is disjoint from those selected so far; this process re-
peats until no further edges can be added to the set
of selected fragments. In the final step, these frag-
ments are concatenated, again in a greedy fashion,
this time according to the n-gram score of the con-
catenated edges: starting with the original best edge,
the fragment whose concatenation on the left or right
side yields the highest score is chosen as the one to
concatenate next, until all the fragments have been
concatenated into a single output.

2.2 Realization from an Enhanced CCGbank

White et al. (2007) describe an ongoing effort to en-
gineer a grammar from the CCGbank (Hockenmaier
and Steedman, 2007) — a corpus of CCG deriva-
tions derived from the Penn Treebank — suitable for
realization with OpenCCG. This process involves
converting the corpus to reflect more precise anal-
yses, where feasible, and adding semantic represen-
tations to the lexical categories. In the first step, the
derivations in the CCGbank are revised to reflect the
desired syntactic derivations. Changes to the deriva-
tions are necessary to reflect the lexicalized treat-
ment of coordination and punctuation assumed by
the multi-modal version of CCG that is implemented
in OpenCCG. Further changes are necessary to sup-
port semantic dependencies rather than surface syn-

tactic ones; in particular, the features and unifica-
tion constraints in the categories related to semanti-
cally empty function words such complementizers,
infinitival-to, expletive subjects, and case-marking
prepositions are adjusted to reflect their purely syn-
tactic status.

In the second step, a grammar is extracted from
the converted CCGbank and augmented with logi-
cal forms. Categories and unary type changing rules
(corresponding to zero morphemes) are sorted by
frequency and extracted if they meet the specified
frequency thresholds.

A separate transformation then uses around two
dozen generalized templates to add logical forms
to the categories, in a fashion reminiscent of (Bos,
2005). The effect of this transformation is illustrated
below. Example (1) shows how numbered seman-
tic roles, taken from PropBank (Palmer et al., 2005)
when available, are added to the category of an ac-
tive voice, past tense transitive verb, where *pred*
is a placeholder for the lexical predicate; examples
(2) and (3) show how more specific relations are in-
troduced in the category for determiners and the cat-
egory for the possessive ’s, respectively.

(1) s1 :dcl\np2/np3 =⇒
s1 :dcl,x1\np2 :x2/np3 :x3 : @x1(*pred* ∧
〈TENSE〉pres ∧ 〈ARG0〉x2 ∧ 〈ARG1〉x3)

(2) np1/n1 =⇒
np1 :x1/n1 :x1 : @x1(〈DET〉(d ∧ *pred*))

(3) np1/n1\np2 =⇒
np1 :x1/n1 :x1\np2 :x2 : @x1(〈GENOWN〉x2)

After logical form insertion, the extracted and
augmented grammar is loaded and used to parse the
sentences in the CCGbank according to the gold-
standard derivation. If the derivation can be success-
fully followed, the parse yields a logical form which
is saved along with the corpus sentence in order to
later test the realizer. The algorithm for following
corpus derivations attempts to continue processing if
it encounters a blocked derivation due to sentence-
internal punctuation. While punctuation has been
partially reanalyzed to use lexical categories, many
problem cases remain due to the CCGbank’s re-
liance on punctuation-specific binary rules that are
not supported in OpenCCG.
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Currently, the algorithm succeeds in creating log-
ical forms for 97.7% of the sentences in the devel-
opment section (Sect. 00) of the converted CCG-
bank, and 96.1% of the sentences in the test section
(Sect. 23). Of these, 76.6% of the development log-
ical forms are semantic dependency graphs with a
single root, while 76.7% of the test logical forms
have a single root. The remaining cases, with multi-
ple roots, are missing one or more dependencies re-
quired to form a fully connected graph. These miss-
ing dependencies usually reflect inadequacies in the
current logical form templates.

2.3 Factored Language Models

Following White et al. (2007), we use factored tri-
gram models over words, part-of-speech tags and
supertags to score partial and complete realiza-
tions. The language models were created using the
SRILM toolkit (Stolcke, 2002) on the standard train-
ing sections (2–21) of the CCGbank, with sentence-
initial words (other than proper names) uncapital-
ized. While these models are considerably smaller
than the ones used in (Langkilde-Geary, 2002; Vell-
dal and Oepen, 2005), the training data does have
the advantage of being in the same domain and
genre (using larger n-gram models remains for fu-
ture investigation). The models employ interpolated
Kneser-Ney smoothing with the default frequency
cutoffs. The best performing model interpolates a
word trigram model with a trigram model that chains
a POS model with a supertag model, where the POS
model conditions on the previous two POS tags, and
the supertag model conditions on the previous two
POS tags as well as the current one.

Note that the use of supertags in the factored lan-
guage model to score possible realizations is distinct
from the prediction of supertags for lexical category
assignment: the former takes the words in the local
context into account (as in supertagging for parsing),
while the latter takes features of the logical form into
account. It is this latter process which we call hyper-
tagging, and to which we now turn.

3 The Approach

3.1 Lexical Smoothing and Search Errors

In White et al.’s (2007) initial investigation of scal-
ing up OpenCCG for broad coverage realization,

test set grammar complete
oracle / best

dev (00) dev 49.1% / 47.8%
train 37.5% / 22.6%

Table 1: Percentage of complete realizations using an or-
acle n-gram model versus the best performing factored
language model.

all categories observed more often than a thresh-
old frequency were instantiated for lexical predi-
cates; for unseen words, a simple smoothing strategy
based on the part of speech was employed, assign-
ing the most frequent categories for the POS. This
approach turned out to suffer from a large number
of search errors, where the realizer failed to find a
complete realization before timing out even in cases
where the grammar supported one. To confirm that
search errors had become a significant issue, White
et al. compared the percentage of complete realiza-
tions (versus fragmentary ones) with their top scor-
ing model against an oracle model that uses a simpli-
fied BLEU score based on the target string, which is
useful for regression testing as it guides the best-first
search to the reference sentence. The comparison
involved both a medium-sized (non-blind) grammar
derived from the development section and a large
grammar derived from the training sections (the lat-
ter with slightly higher thresholds). As shown in
Table 1, with the large grammar derived from the
training sections, many fewer complete realizations
are found (before timing out) using the factored lan-
guage model than are possible, as indicated by the
results of using the oracle model. By contrast, the
difference is small with the medium-sized grammar
derived from the development section. This result is
not surprising when one considers that a large num-
ber of common words are observed to have many
possible categories.

In the next section, we show that a supertag-
ger for CCG realization, or hypertagger, can reduce
the problem of search errors by focusing the search
space on the most likely lexical categories.

3.2 Maximum Entropy Hypertagging

As supertagging for parsing involves studying a
given input word and its local context, the concep-

186



tual equivalent for a lexical predicate in the LF is to
study a given node and its local graph structure. Our
implementation makes use of three general types of
features: lexicalized features, which are simply the
names of the parent and child elementary predica-
tion nodes, graph structural features, such as the
total number of edges emanating from a node, the
number of argument and non-argument dependents,
and the names of the relations of the dependent
nodes to the parent node, and syntactico-semantic
attributes of nodes, such as the tense and number.
For example, in the HLDS graph shown in Figure 1,
the node representing want has two dependents, and
the relational type of make with respect to want is
ARG1.

Clark (2002) notes in his parsing experiments that
the POS tags of the surrounding words are highly in-
formative. As discussed below, a significant gain in
hypertagging accuracy resulted from including fea-
tures sensitive to the POS tags of a node’s parent, the
node itself, and all of its arguments and modifiers.
Predicting these tags requires the use of a separate
POS tagger, which operates in a manner similar to
the hypertagger itself, though exploiting a slightly
different set of features (e.g., including features cor-
responding to the four-character prefixes and suf-
fixes of rare logical predication names). Follow-
ing the (word) supertagging experiments of (Cur-
ran et al., 2006) we assigned potentially multiple
POS tags to each elementary predication. The POS
tags assigned are all those that are some factor β
of the highest ranked tag,3 giving an average of 1.1
POS tags per elementary predication. The values of
the corresponding feature functions are the POS tag
probabilities according to the POS tagger. At this
ambiguity level, the POS tagger is correct ≈ 92% of
the time.

Features for the hypertagger were extracted from
semantic dependency graphs extracted from sections
2 through 21 of the CCGbank. In total, 37,168
dependency graphs were derived from the corpus,
yielding 468,628 feature parameters.

The resulting contextual features and gold-
standard supertag for each predication were then
used to train a maximum entropy classifier model.

3I.e., all tags t whose probabilities p(t) ≥ β · p∗, where p∗
is the highest ranked tag’s probability.

Maximum entropy models describe a set of proba-
bility distributions of the form:

p(o | x) =
1

Z(x)
· exp

( n∑
i=1

λifi(o, x)
)

where o is an outcome, x is a context, the fi are
feature functions, the λi are the respective weights
of the feature functions, and Z(x) is a normalizing
sum over all competing outcomes. More concretely,
given an elementary predication labeled want (as in
Figure 1), a feature function over this node could be:

f(o, x) =

{ 1, if o is (s[dcl]\np)/(s[adj]\np) and
number of LF dependents(x) = 2

0, otherwise.

We used Zhang Le’s maximum entropy toolkit4

for training the hypertagging model, which uses an
implementation of Limited-memory BFGS, an ap-
proximate quasi-Newton optimization method from
the numerical optimization literature (Liu and No-
cedal, 1989). Using L-BFGS allowed us to include
continuous feature function values where appropri-
ate (e.g., the probabilities of automatically-assigned
POS tags). We trained each hypertagging model to
275 iterations and our POS tagging model to 400 it-
erations. We used no feature frequency cut-offs, but
rather employed Gaussian priors with global vari-
ances of 100 and 75, respectively, for the hypertag-
ging and POS tagging models.

3.3 Iterative β-Best Realization

During realization, the hypertagger serves to prob-
abilistically filter the categories assigned to an ele-
mentary predication, as well as to propose categories
for rare or unseen predicates. Given a predication,
the tagger returns a β-best list of supertags in order
of decreasing probability. Increasing the number of
categories returned clearly increases the likelihood
that the most-correct supertag is among them, but at
a corresponding cost in chart size. Accordingly, the
hypertagger begins with a highly restrictive value for
β, and backs off to progressively less-restrictive val-
ues if no complete realization could be found using
the set of supertags returned. The search is restarted

4http://homepages.inf.ed.ac.uk/s0450736/
maxent toolkit.html.
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Table 2: Hypertagger accuracy on Sections 00 and 23.
Results (in percentages) are for per-logical-predication
(PR) and per-whole-graph (GRPH) tagging accurcies.
Difference between best-only and baselines (b.l.) is sig-
nificant (p < 2 · 10−16) by McNemar’s χ2 test.

Sect00 Sect23
β Tags

Pred PR GRPH PR GRPH

b.l. 1 1 68.7 1.8 68.7 2.3
b.l. 2 2 84.3 9.9 84.4 10.9
1.0 1 93.6 40.4 93.6 38.2
0.16 1.1 95.8 55.7 96.2 56.8
0.05 1.2 96.6 63.8 97.3 66.0
0.0058 1.5 97.9 74.8 98.3 76.9
1.75e-3 1.8 98.4 78.9 98.7 81.8
6.25e-4 2.2 98.7 82.5 99.0 84.3
1.25e-4 3.2 99.0 85.7 99.3 88.5
5.8e-5 3.9 99.1 87.2 99.4 89.9

from scratch with the next β value, though in prin-
ciple the same chart could be expanded. The iter-
ative, β-best search for a complete realization uses
the realizer’s packing mode, which can more quickly
determine whether a complete realization is possi-
ble. If the halfway point of the overall time limit
is reached with no complete realization, the search
switches to best-first mode, ultimately assembling
fragments if no complete realization can be found
during the remaining time.

4 Results and Discussion

Several experiments were performed in training and
applying the hypertagger. Three different models
were created using 1) non-lexicalized features only,
2) all features excluding POS tags, 3) all, 3) all
features except syntactico-semantic attributes such
as tense and number and 4) all features available.
Models trained on these feature subsets were tested
against one another on Section 00, and then the best
performing model was run on both Section 00 and
23.

4.1 Feature Ablation Testing

The the whole feature set was found in feature abla-
tion testing on the development set to outperform all
other feature subsets significantly (p < 2.2 · 10−16).
These results listed in Table 3. As we can see, taking

Table 3: Hypertagger feature ablation testing results on
Section 00. The full feature set outperforms all others sig-
nificantly (p < 2.2 · 10−16). Results for per-predication
(PR) and per-whole-graph (GRPH) tagging percentage
accuracies are listed. (Key: no-POS=no POS features;
no-attr=no syntactico-semantic attributes such as tense
and number; non-lex=non-lexicalized features only (no
predication names).

FEATURESET PR GRPH

full 93.6 40.37
no-POS 91.3 29.5
no-attr 91.8 31.2
non-lex 91.5 28.7

away any one class of features leads to drop in per-
predication tagging accuracy of at least 1.8% and a
drop per-whole-graph accuracy of at least 9.2%. As
expected from previous work in supertagging (for
parsing), POS features resulted in a large improve-
ment in overall accuracy (1.8%). Although the POS
tagger by itself is only 92% accurate (as a multi-
tagger of 1.1 POS

word average ambiguity) — well be-
low the state-of-the-art for the tagging of words —
its predictions are still quite valuable to the hyper-
tagger.

4.2 Best Model Hypertagger Accuracy
The results for the full feature set on Sections 00
and 23 are outlined in Table 2. Included in this
table are accuracy data for a baseline dummy tag-
ger which simply assigns the most-frequently-seen
tag(s) for a given predication and backs off to the
overall most frequent tag(s) when confronted with
an unseen predication. The development set (00)
was used to tune the β parameter to obtain reason-
able hypertag ambiguity levels; the model was not
otherwise tuned to it. The hypertagger achieves high
per-predication and whole-graph accuracies even at
small ambiguity levels.

4.3 Realizer Performance
Tables 4 and 5 show how the hypertagger improves
realization performance on the development and test
sections of the CCGbank. As Table 4 indicates, us-
ing the hypertagger in an iterative beta-best fash-
ion more than doubles the number of grammati-
cally complete realizations found within the time
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Table 5: Realization quality metrics exact match, BLEU and METEOR, on complete realizations only and overall,
with and without hypertagger, on Sections 00 and 23.

Sec- Hyper- Complete Overall
tion tagger BLEU METEOR Exact BLEU METEOR
00 with 0.8137 0.9153 15.3% 0.6567 0.8494

w/o 0.6864 0.8585 11.3% 0.5902 0.8209
23 with 0.8149 0.9162 16.0% 0.6701 0.8557

w/o 0.6910 0.8606 12.3% 0.6022 0.8273

Table 4: Percentage of grammatically complete realiza-
tions, runtimes for complete realizations and overall run-
times, with and without hypertagger, on Sections 00 and
23.

Sec- Hyper- Percent Complete Overall
tion tagger Complete Time Time
00 with 47.4% 1.2s 4.5s

w/o 22.6% 8.7s 9.5s
23 with 48.5% 1.2s 4.4s

w/o 23.5% 8.9s 9.6s

limit; on the development set, this improvement eli-
mates more than the number of known search errors
(cf. Table 1). Additionally, by reducing the search
space, the hypertagger cuts overall realization times
by more than half, and in the cases where complete
realizations are found, realization times are reduced
by a factor of four, down to 1.2 seconds per sentence
on a desktop Linux PC.

Table 5 shows that increasing the number of com-
plete realizations also yields improved BLEU and
METEOR scores, as well as more exact matches. In
particular, the hypertagger makes possible a more
than 6-point improvement in the overall BLEU score
on both the development and test sections, and a
more than 12-point improvement on the sentences
with complete realizations.

As the effort to engineer a grammar suitable for
realization from the CCGbank proceeds in paral-
lel to our work on hypertagging, we expect the
hypertagger-seeded realizer to continue to improve,
since a more complete and precise extracted gram-
mar should enable more complete realizations to be
found, and richer semantic representations should

simplify the hypertagging task. Even with the cur-
rent incomplete set of semantic templates, the hy-
pertagger brings realizer performance roughly up to
state-of-the-art levels, as our overall test set BLEU

score (0.6701) slightly exceeds that of Cahill and
van Genabith (2006), though at a coverage of 96%
instead of 98%. We caution, however, that it remains
unclear how meaningful it is to directly compare
these scores when the realizer inputs vary consider-
ably in their specificity, as Langkilde-Geary’s (2002)
experiments dramatically illustrate.

5 Related Work

Our approach follows Langkilde-Geary (2002) and
Callaway (2003) in aiming to leverage the Penn
Treebank to develop a broad-coverage surface re-
alizer for English. However, while these earlier,
generation-only approaches made use of converters
for transforming the outputs of Treebank parsers to
inputs for realization, our approach instead employs
a shared bidirectional grammar, so that the input to
realization is guaranteed to be the same logical form
constructed by the parser. In this regard, our ap-
proach is more similar to the ones pursued more re-
cently by Carroll, Oepen and Velldal (2005; 2005;
2006), Nakanishi et al. (2005) and Cahill and van
Genabith (2006) with HPSG and LFG grammars.

While we consider our approach to be the first to
employ a supertagger for realization, or hypertagger,
the approach is clearly reminiscent of the LTAG tree
models of Srinivas and Rambow (2000). The main
difference between the approaches is that ours con-
sists of a multitagging step followed by the bottom-
up construction of a realization chart, while theirs
involves the top-down selection of the single most
likely supertag for each node that is grammatically

189



compatible with the parent node, with the proba-
bility conditioned only on the child nodes. Note
that although their approach does involve a subse-
quent lattice construction step, it requires making
non-standard assumptions about the TAG; in con-
trast, ours follows the chart realization tradition of
working with the same operations of grammatical
combination as in parsing, including a well-defined
notion of semantic composition. Additionally, as
our tagger employs maximum entropy modeling, it
is able to take into account a greater variety of con-
textual features, including those derived from parent
nodes.

In comparison to other recent chart realization ap-
proaches, Nakanishi et al.’s is similar to ours in that
it employs an iterative beam search, dynamically
changing the beam size in order to cope with the
large search space. However, their log-linear selec-
tion models have been adapted from ones used in
parsing, and do not condition choices based on fea-
tures of the input semantics to the same extent. In
particular, while they employ a baseline maximum
likelihood model that conditions the probability of
a lexical entry upon its predicate argument struc-
ture (PAS) — that is, the set of elementary predi-
cations introduced by the lexical item — this prob-
ability does not take into account other elements of
the local context, including parents and modifiers,
and their lexical predicates. Similarly, Cahill and
van Genabith condition the probability of their lex-
ical rules on the set of feature-value pairs linked to
the RHS of the rule, but do not take into account any
additional context. Since their probabilistic mod-
els involve independence assumptions like those in
a PCFG, and since they do not employ n-grams for
scoring alternative realizations, their approach only
keeps the single most likely edge in an equivalence
class, rather than packing them into a forest. Car-
roll, Oepen and Velldal’s approach is like Nakanishi
et al.’s in that they adapt log-linear parsing models
to the realization task; however, they employ manu-
ally written grammars on much smaller corpora, and
perhaps for this reason they have not faced the need
to employ an iterative beam search.

6 Conclusion

We have introduced a novel type of supertagger,
which we have dubbed a hypertagger, that assigns
CCG category labels to elementary predications in
a structured semantic representation with high accu-
racy at several levels of tagging ambiguity in a fash-
ion reminiscent of (Bangalore and Rambow, 2000).
To our knowledge, we are the first to report tag-
ging results in the semantic-to-syntactic direction.
We have also shown that, by integrating this hy-
pertagger with a broad-coverage CCG chart real-
izer, considerably faster realization times are possi-
ble (approximately twice as fast as compared with
a realizer that performs simple lexical look-ups)
with higher BLEU, METEOR and exact string match
scores. Moreover, the hypertagger-augmented real-
izer finds more than twice the number of complete
realizations, and further analysis revealed that the
realization quality (as per modified BLEU and ME-
TEOR) is higher in the cases when the realizer finds
a complete realization. This suggests that further
improvements to the hypertagger will lead to more
complete realizations, hence more high-quality re-
alizations. Finally, further efforts to engineer a
grammar suitable for realization from the CCGbank
should provide richer feature sets, which, as our fea-
ture ablation study suggests, are useful for boosting
hypertagging performance, hence for finding better
and more complete realizations.
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Abstract

Among syntax-based translation models, the
tree-basedapproach, which takes as input a
parse tree of the source sentence, is a promis-
ing direction being faster and simpler than
its string-based counterpart. However, current
tree-based systems suffer from a major draw-
back: they only use the 1-best parse to direct
the translation, which potentially introduces
translation mistakes due to parsing errors. We
propose aforest-basedapproach that trans-
lates a packed forest of exponentially many
parses, which encodes many more alternatives
than standardn-best lists. Large-scale exper-
iments show an absolute improvement of 1.7
BLEU points over the 1-best baseline. This
result is also 0.8 points higher than decoding
with 30-best parses, and takes even less time.

1 Introduction

Syntax-based machine translation has witnessed
promising improvements in recent years. Depend-
ing on the type of input, these efforts can be di-
vided into two broad categories: thestring-based
systems whose input is a string to be simultane-
ously parsed and translated by a synchronous gram-
mar (Wu, 1997; Chiang, 2005; Galley et al., 2006),
and thetree-basedsystems whose input is already a
parse tree to be directly converted into a target tree
or string (Lin, 2004; Ding and Palmer, 2005; Quirk
et al., 2005; Liu et al., 2006; Huang et al., 2006).
Compared with their string-based counterparts, tree-
based systems offer some attractive features: they
are much faster in decoding (linear time vs. cubic

time, see (Huang et al., 2006)), do not require a
binary-branching grammar as in string-based mod-
els (Zhang et al., 2006), and can have separate gram-
mars for parsing and translation, say, a context-free
grammar for the former and a tree substitution gram-
mar for the latter (Huang et al., 2006). However, de-
spite these advantages, current tree-based systems
suffer from a major drawback: they only use the 1-
best parse tree to direct the translation, which po-
tentially introduces translation mistakes due to pars-
ing errors (Quirk and Corston-Oliver, 2006). This
situation becomes worse with resource-poor source
languages without enough Treebank data to train a
high-accuracy parser.

One obvious solution to this problem is to take as
input k-best parses, instead of a single tree. Thisk-
best list postpones some disambiguation to the de-
coder, which may recover from parsing errors by
getting a better translation from a non 1-best parse.
However, ak-best list, with its limited scope, of-
ten has too few variations and too many redundan-
cies; for example, a 50-best list typically encodes
a combination of 5 or 6 binary ambiguities (since
25 < 50 < 26), and many subtrees are repeated
across different parses (Huang, 2008). It is thus inef-
ficient either to decode separately with each of these
very similar trees. Longer sentences will also aggra-
vate this situation as the number of parses grows ex-
ponentially with the sentence length.

We instead propose a new approach,forest-based
translation (Section 3), where the decoder trans-
lates apacked forestof exponentially many parses,1

1There has been some confusion in the MT literature regard-
ing the termforest: the word “forest” in “forest-to-string rules”
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VP

PP

P

yǔ

x1:NPB

VPB

VV

jǔx́ıng

AS

le

x2:NPB
→ heldx2 with x1

Figure 1: An example translation rule (r3 in Fig. 2).

which compactly encodes many more alternatives
than k-best parses. This scheme can be seen as
a compromise between the string-based and tree-
based methods, while combining the advantages of
both: decoding is still fast, yet does not commit to
a single parse. Large-scale experiments (Section 4)
show an improvement of 1.7 BLEU points over the
1-best baseline, which is also 0.8 points higher than
decoding with30-best trees, and takes even less time
thanks to the sharing of common subtrees.

2 Tree-based systems

Current tree-basedsystems perform translation in
two separate steps: parsing and decoding. A parser
first parses the source language input into a 1-best
treeT , and the decoder then searches for the best
derivation (a sequence of translation steps)d∗ that
converts source treeT into a target-language string
among all possible derivationsD:

d∗ = arg max
d∈D

P(d|T ). (1)

We will now proceed with a running example
translating from Chinese to English:

(2) �À
Bùsh́ı
Bush

Æ

yǔ
with/and

��

Sh̄alóng
Sharon1

>L

jǔx́ıng
hold

�

le
pass.

��

hùıtán
talk2

“Bush held a talk2 with Sharon1”

Figure 2 shows how this process works. The Chi-
nese sentence (a) is first parsed into tree (b), which
will be converted into an English string in 5 steps.
First, at the root node, we apply ruler1 preserving
top-level word-order between English and Chinese,

(r1) IP(x1:NPBx2:VP)→ x1 x2

(Liu et al., 2007) was a misnomer which actually refers to a set
of several unrelated subtrees over disjoint spans, and should not
be confused with the standard concept ofpacked forest.

(a) Bùsh́ı [yǔ Sh̄alóng]1 [jǔx́ıng le hùıtán ]2

⇓ 1-best parser
(b) IP

NPB

NR

Bùsh́ı

VP

PP

P

yǔ

NPB

NR

Sh̄alóng

VPB

VV

jǔx́ıng

AS

le

NPB

NN

hùıtán

r1 ⇓

(c) NPB

NR

Bùsh́ı

VP

PP

P

yǔ

NPB

NR

Sh̄alóng

VPB

VV

jǔx́ıng

AS

le

NPB

NN

hùıtán

r2 ⇓ r3 ⇓

(d) Bush held NPB

NN

hùıtán

with NPB

NR

Sh̄alóng

r4 ⇓ r5 ⇓

(e) Bush [held a talk]2 [with Sharon]1

Figure 2: An example derivation of tree-to-string trans-
lation. Shaded regions denote parts of the tree that is
pattern-matched with the rule being applied.

which results in two unfinished subtrees in (c). Then
rule r2 grabs theBùsh́ı subtree and transliterate it

(r2) NPB(NR(Bùsh́ı))→ Bush.

Similarly, ruler3 shown in Figure 1 is applied to
the VP subtree, which swaps the two NPBs, yielding
the situation in (d). This rule is particularly interest-
ing since it has multiple levels on the source side,
which has more expressive power than synchronous
context-free grammars where rules are flat.

193



More formally, a (tree-to-string)translation rule
(Huang et al., 2006) is a tuple〈t, s, φ〉, wheret is the
source-side tree, whose internal nodes are labeled by
nonterminal symbols inN , and whose frontier nodes
are labeled by source-side terminals inΣ or vari-
ables from a setX = {x1, x2, . . .}; s ∈ (X ∪∆)∗ is
the target-side string where∆ is the target language
terminal set; andφ is a mapping fromX to nonter-
minals inN . Each variablexi ∈ X occursexactly
oncein t andexactly oncein s. We denoteR to be
the translation rule set. A similar formalism appears
in another form in (Liu et al., 2006). These rules are
in the reverse direction of the original string-to-tree
transducer rules defined by Galley et al. (2004).

Finally, from step (d) we apply rulesr4 andr5

(r4) NPB(NN(hùıtán))→ a talk

(r5) NPB(NR(Sh̄alóng))→ Sharon

which perform phrasal translations for the two re-
maining subtrees, respectively, and get the Chinese
translation in (e).

3 Forest-based translation

We now extend the tree-based idea from the previ-
ous section to the case of forest-based translation.
Again, there are two steps, parsing and decoding.
In the former, a (modified) parser will parse the in-
put sentence and output a packed forest (Section 3.1)
rather than just the 1-best tree. Such a forest is usu-
ally huge in size, so we use theforest pruning algo-
rithm (Section 3.4) to reduce it to a reasonable size.
The pruned parse forest will then be used to direct
the translation.

In the decoding step, we first convert the parse for-
est into atranslation forestusing the translation rule
set, by similar techniques of pattern-matching from
tree-based decoding (Section 3.2). Then the decoder
searches for the best derivation on the translation
forest and outputs the target string (Section 3.3).

3.1 Parse Forest

Informally, a packed parse forest, orforest in short,
is a compact representation of all the derivations
(i.e., parse trees) for a given sentence under a
context-free grammar (Billot and Lang, 1989). For

example, consider the Chinese sentence in Exam-
ple (2) above, which has (at least) two readings de-
pending on the part-of-speech of the wordyǔ, which
can be either a preposition (P “with”) or a conjunc-
tion (CC “and”). The parse tree for the preposition
case is shown in Figure 2(b) as the 1-best parse,
while for the conjunction case, the two proper nouns
(Bùsh́ı andSh̄alóng) are combined to form a coordi-
nated NP

NPB0,1 CC1,2 NPB2,3

NP0,3 (*)

which functions as the subject of the sentence. In
this case the Chinese sentence is translated into

(3) “ [Bush and Sharon] held a talk”.

Shown in Figure 3(a), these two parse trees can
be represented as a single forest by sharing common
subtrees such as NPB0,1 and VPB3,6. Such a forest
has a structure of ahypergraph(Klein and Manning,
2001; Huang and Chiang, 2005), where items like
NP0,3 are callednodes, and deductive steps like (*)
correspond tohyperedges.

More formally, aforest is a pair〈V, E〉, whereV

is the set ofnodes, andE the set ofhyperedges. For
a given sentencew1:l = w1 . . . wl, each nodev ∈ V

is in the form ofX i,j , which denotes the recogni-
tion of nonterminalX spanning the substring from
positionsi throughj (that is,wi+1 . . . wj). Each hy-
peredgee ∈ E is a pair〈tails(e), head(e)〉, where
head(e) ∈ V is theconsequent nodein the deduc-
tive step, andtails(e) ∈ V ∗ is the list ofantecedent
nodes. For example, the hyperedge for deduction (*)
is notated:

〈(NPB0,1, CC1,2, NPB2,3), NP0,3〉.

There is also a distinguishedroot node TOP in
each forest, denoting the goal item in parsing, which
is simply S0,l where S is the start symbol andl is the
sentence length.

3.2 Translation Forest

Given a parse forest and a translation rule setR, we
can generate atranslation forestwhich has a simi-
lar hypergraph structure. Basically, just as the depth-
first traversal procedure in tree-based decoding (Fig-
ure 2), we visit in top-down order each nodev in the
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(a)

IP0,6

NP0,3

NPB0,1

NR0,1

Bùsh́ı

CC1,2

yǔ

VP1,6

PP1,3

P1,2 NPB2,3

NR2,3

Sh̄alóng

VPB3,6

VV3,4

jǔx́ıng

AS4,5

le

NPB5,6

NN5,6

hùıtán

⇓ translation rule setR

(b)

IP0,6

NP0,3

NPB0,1 CC1,2

VP1,6

PP1,3

P1,2 NPB2,3

VPB3,6

VV3,4 AS4,5 NPB5,6

e5

e2

e6

e4 e3

e1

(c)

translation hyperedge translation rule
e1 r1 IP(x1:NPBx2:VP)→ x1 x2

e2 r6 IP(x1:NPx2:VPB)→ x1 x2

e3 r3 VP(PP(P(yǔ) x1:NPB) VPB(VV(jǔx́ıng) AS(le) x2:NPB))→ heldx2 with x1

e4 r7 VP(PP(P(yǔ) x1:NPB)x2:VPB)→ x2 with x1

e5 r8 NP(x1:NPB CC(yǔ) x2:NPB)→ x1 andx2

e6 r9 VPB(VV(jǔx́ıng) AS(le) x1:NPB)→ heldx1

Figure 3: (a) the parse forest of the example sentence; solidhyperedges denote the 1-best parse in Figure 2(b) while
dashed hyperedges denote the alternative parse due to Deduction (*). (b) the corresponding translation forest after
applying the translation rules (lexical rules not shown); the derivation shown in bold solid lines (e1 ande3) corresponds
to the derivation in Figure 2; the one shown in dashed lines (e2, e5, ande6) uses the alternative parse and corresponds
to the translation in Example (3). (c) the correspondence between translation hyperedges and translation rules.

parse forest, and try to pattern-match each transla-
tion ruler against the local sub-forest under nodev.
For example, in Figure 3(a), at node VP1,6, two rules
r3 andr7 both matches the local subforest, and will
thus generate twotranslation hyperedgese3 ande4

(see Figure 3(b-c)).

More formally, we define a functionmatch(r, v)
which attempts to pattern-match ruler at nodev in
the parse forest, and in case of success, returns a
list of descendent nodes ofv that are matched to the
variables inr, or returns an empty list if the match
fails. Note that this procedure is recursive and may
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Pseudocode 1 The conversion algorithm.
1: Input: parse forestHp and rule setR
2: Output: translation forestHt

3: for each nodev ∈ Vp in top-down orderdo
4: for each translation ruler ∈ R do
5: vars ← match(r, v) ⊲ variables
6: if vars is not emptythen
7: e← 〈vars, v, s(r)〉
8: add translation hyperedgee to Ht

involve multiple parse hyperedges. For example,

match(r3, VP1,6) = (NPB2,3, NPB5,6),

which covers three parse hyperedges, while nodes
in gray do not pattern-match any rule (although they
are involved in the matching of other nodes, where
they matchinterior nodesof the source-side tree
fragments in a rule). We can thus construct a transla-
tion hyperedge frommatch(r, v) to v for each node
v and ruler. In addition, we also need to keep track
of thetarget strings(r) specified by ruler, which in-
cludes target-language terminals and variables. For
example,s(r3) = “held x2 with x1”. The subtrans-
lations of the matched variable nodes will be sub-
stituted for the variables ins(r) to get a complete
translation for nodev. So a translation hyperedgee
is a triple〈tails(e), head(e), s〉 wheres is the target
string from the rule, for example,

e3 = 〈(NPB2,3, NPB5,6), VP1,6, “held x2 with x1”〉.

This procedure is summarized in Pseudocode 1.

3.3 Decoding Algorithms

The decoder performs two tasks on the translation
forest: 1-best search with integrated language model
(LM), andk-best search with LM to be used in min-
imum error rate training. Both tasks can be done ef-
ficiently by forest-based algorithms based onk-best
parsing (Huang and Chiang, 2005).

For 1-best search, we use thecube pruningtech-
nique (Chiang, 2007; Huang and Chiang, 2007)
which approximately intersects the translation forest
with the LM. Basically, cube pruning works bottom
up in a forest, keeping at mostk +LM items at each
node, and uses the best-first expansion idea from the
Algorithm 2 of Huang and Chiang (2005) to speed

up the computation. An +LM item of nodev has the
form (va⋆b), wherea andb are the target-language
boundary words. For example,(VP held⋆ Sharon

1,6 ) is an
+LM item with its translation starting with “held”
and ending with “Sharon”. This scheme can be eas-
ily extended to work with a generaln-gram by stor-
ing n− 1 words at both ends (Chiang, 2007).

For k-best search after getting 1-best derivation,
we use the lazy Algorithm 3 of Huang and Chiang
(2005) that works backwards from the root node,
incrementally computing the second, third, through
thekth best alternatives. However, this time we work
on a finer-grained forest, calledtranslation+LM for-
est, resulting from the intersection of the translation
forest and the LM, with its nodes being the +LM
items during cube pruning. Although this new forest
is prohibitively large, Algorithm 3 is very efficient
with minimal overhead on top of 1-best.

3.4 Forest Pruning Algorithm

We use the pruning algorithm of (Jonathan Graehl,
p.c.; Huang, 2008) that is very similar to the method
based on marginal probability (Charniak and John-
son, 2005), except that it prunes hyperedges as well
as nodes. Basically, we use an Inside-Outside algo-
rithm to compute the Viterbi inside costβ(v) and the
Viterbi outside costα(v) for each nodev, and then
compute themerit αβ(e) for each hyperedge:

αβ(e) = α(head(e)) +
∑

ui∈tails(e)

β(ui) (4)

Intuitively, this merit is the cost of the best derivation
that traversese, and the differenceδ(e) = αβ(e) −
β(TOP) can be seen as the distance away from the
globally best derivation. We prune away a hyper-
edgee if δ(e) > p for a thresholdp. Nodes with
all incoming hyperedges pruned are also pruned.

4 Experiments

We can extend the simple model in Equation 1 to a
log-linear one (Liu et al., 2006; Huang et al., 2006):

d∗ = arg max
d∈D

P(d | T )λ0 · eλ1|d| · Plm(s)λ2 · eλ3|s|

(5)
whereT is the 1-best parse,eλ1|d| is the penalty term
on the number of rules in a derivation,Plm(s) is the
language model andeλ3|s| is the length penalty term
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on target translation. The derivation probability con-
ditioned on 1-best tree,P(d | T ), should now be
replaced byP(d | Hp) whereHp is the parse forest,
which decomposes into the product of probabilities
of translation rulesr ∈ d:

P(d | Hp) =
∏

r∈d

P(r) (6)

where eachP(r) is the product of five probabilities:

P(r) = P(t | s)λ4 · Plex(t | s)
λ5 ·

P(s | t)λ6 · Plex(s | t)
λ7 · P(t | Hp)

λ8

.
(7)

Here t and s are the source-side tree and target-
side string of ruler, respectively,P(t | s) and
P(s | t) are the two translation probabilities, and
Plex(·) are the lexical probabilities. The only extra
term in forest-based decoding isP(t | Hp) denot-
ing the source side parsing probability of the current
translation ruler in the parse forest, which is the
product of probabilities of each parse hyperedgeep

covered in the pattern-match oft againstHp (which
can be recorded at conversion time):

P(t | Hp) =
∏

ep∈Hp, ep covered byt

P(ep). (8)

4.1 Data preparation

Our experiments are on Chinese-to-English transla-
tion, and we use the Chinese parser of Xiong et al.
(2005) to parse the source side of the bitext. Follow-
ing Huang (2008), we modify the parser to output a
packed forest for each sentence.

Our training corpus consists of 31,011 sentence
pairs with 0.8M Chinese words and 0.9M English
words. We first word-align them by GIZA++ refined
by “diagand” from Koehn et al. (2003), and apply
the tree-to-string rule extraction algorithm (Galley et
al., 2006; Liu et al., 2006), which resulted in 346K
translation rules. Note that our rule extraction is still
done on 1-best parses, while decoding is onk-best
parses or packed forests. We also use the SRI Lan-
guage Modeling Toolkit (Stolcke, 2002) to train a
trigram language model with Kneser-Ney smooth-
ing on the English side of the bitext.

We use the 2002 NIST MT Evaluation test set as
our development set (878 sentences) and the 2005
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Figure 4: Comparison of decoding on forests with decod-
ing onk-best trees.

NIST MT Evaluation test set as our test set (1082
sentences), with on average 28.28 and 26.31 words
per sentence, respectively. We evaluate the transla-
tion quality using thecase-sensitiveBLEU-4 met-
ric (Papineni et al., 2002). We use the standard min-
imum error-rate training (Och, 2003) to tune the fea-
ture weights to maximize the system’s BLEU score
on the dev set. On dev and test sets, we prune the
Chinese parse forests by the forest pruning algo-
rithm in Section 3.4 with a threshold ofp = 12, and
then convert them into translation forests using the
algorithm in Section 3.2. To increase the coverage
of the rule set, we also introduce adefault transla-
tion hyperedgefor each parse hyperedge by mono-
tonically translating each tail node, so that we can
always at least get a complete translation in the end.

4.2 Results

The BLEU score of the baseline 1-best decoding is
0.2325, which is consistent with the result of 0.2302
in (Liu et al., 2007) on the same training, develop-
ment and test sets, and with the same rule extrac-
tion procedure. The corresponding BLEU score of
Pharaoh (Koehn, 2004) is 0.2182 on this dataset.

Figure 4 compares forest decoding with decoding
on k-best trees in terms of speed and quality. Us-
ing more than one parse tree apparently improves the
BLEU score, but at the cost of much slower decod-
ing, since each of the top-k trees has to be decoded
individually although they share many common sub-
trees. Forest decoding, by contrast, is much faster
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Figure 5: Percentage of thei-th best parse tree being
picked in decoding. 32% of the distribution for forest de-
coding is beyond top-100 and is not shown on this plot.

and produces consistently better BLEU scores. With
pruning thresholdp = 12, it achieved a BLEU
score of 0.2485, which is an absolute improvement
of 1.6% points over the 1-best baseline, and is statis-
tically significant using thesign-testof Collins et al.
(2005) (p < 0.01).

We also investigate the question of how often the
ith-best parse tree is picked to direct the translation
(i = 1, 2, . . .), in both k-best and forest decoding
schemes. A packed forest can be roughly viewed as
a (virtual)∞-best list, and we can thus ask how of-
ten is a parse beyond top-k used by a forest, which
relates to the fundamental limitation ofk-best lists.
Figure 5 shows that, the 1-best parse is still preferred
25% of the time among 30-best trees, and 23% of
the time by the forest decoder. These ratios decrease
dramatically asi increases, but the forest curve has a
much longer tail in largei. Indeed, 40% of the trees
preferred by a forest is beyond top-30, 32% is be-
yond top-100, and even 20% beyond top-1000. This
confirms the fact that we need exponentially largek-
best lists with the explosion of alternatives, whereas
a forest can encode these information compactly.

4.3 Scaling to large data

We also conduct experiments on a larger dataset,
which contains 2.2M training sentence pairs. Be-
sides the trigram language model trained on the En-
glish side of these bitext, we also use another tri-
gram model trained on the first 1/3 of the Xinhua
portion of Gigaword corpus. The two LMs have dis-

approach\ ruleset TR TR+BP
1-best tree 0.2666 0.2939

30-best trees 0.2755 0.3084
forest (p = 12) 0.2839 0.3149

Table 1: BLEU score results from training on large data.

tinct weights tuned by minimum error rate training.
The dev and test sets remain the same as above.

Furthermore, we also make use of bilingual
phrases to improve the coverage of the ruleset. Fol-
lowing Liu et al. (2006), we prepare a phrase-table
from a phrase-extractor, e.g. Pharaoh, and at decod-
ing time, for each node, we construct on-the-fly flat
translation rules from phrases that match the source-
side span of the node. These phrases are calledsyn-
tactic phraseswhich are consistent with syntactic
constituents (Chiang, 2005), and have been shown to
be helpful in tree-based systems (Galley et al., 2006;
Liu et al., 2006).

The final results are shown in Table 1, where TR
denotes translation rule only, and TR+BP denotes
the inclusion of bilingual phrases. The BLEU score
of forest decoder with TR is 0.2839, which is a 1.7%
points improvement over the 1-best baseline, and
this difference is statistically significant (p < 0.01).
Using bilingual phrases further improves the BLEU
score by 3.1% points, which is 2.1% points higher
than the respective 1-best baseline. We suspect this
larger improvement is due to the alternative con-
stituents in the forest, which activates many syntac-
tic phrases suppressed by the 1-best parse.

5 Conclusion and future work

We have presented a novel forest-based translation
approach which uses a packed forest rather than the
1-best parse tree (ork-best parse trees) to direct the
translation. Forest provides a compact data-structure
for efficient handling of exponentially many tree
structures, and is shown to be a promising direc-
tion with state-of-the-art translation results and rea-
sonable decoding speed. This work can thus be
viewed as a compromise between string-based and
tree-based paradigms, with a good trade-off between
speed and accuarcy. For future work, we would like
to use packed forests not only in decoding, but also
for translation rule extraction during training.
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Abstract

Large-scale discriminative machine transla-
tion promises to further the state-of-the-art,
but has failed to deliver convincing gains over
current heuristic frequency count systems. We
argue that a principle reason for this failure is
not dealing with multiple, equivalent transla-
tions. We present a translation model which
models derivations as a latent variable, in both
training and decoding, and is fully discrimina-
tive and globally optimised. Results show that
accounting for multiple derivations does in-
deed improve performance. Additionally, we
show that regularisation is essential for max-
imum conditional likelihood models in order
to avoid degenerate solutions.

1 Introduction

Statistical machine translation (SMT) has seen
a resurgence in popularity in recent years, with
progress being driven by a move to phrase-based and
syntax-inspired approaches. Progress within these
approaches however has been less dramatic. We be-
lieve this is because these frequency count based1

models cannot easily incorporate non-independent
and overlapping features, which are extremely use-
ful in describing the translation process. Discrimi-
native models of translation can include such fea-
tures without making assumptions of independence
or explicitly modelling their interdependence. How-
ever, while discriminative models promise much,
they have not been shown to deliver significant gains

1We class approaches using minimum error rate training
(Och, 2003) frequency count based as these systems re-scale a
handful of generative features estimated from frequency counts
and do not support large sets of non-independent features.

over their simpler cousins. We argue that this is due
to a number of inherent problems that discrimina-
tive models for SMT must address, in particular the
problems of spurious ambiguity and degenerate so-
lutions. These occur when there are many ways to
translate a source sentence to the same target sen-
tence by applying a sequence of steps (a derivation)
of either phrase translations or synchronous gram-
mar rules, depending on the type of system. Exist-
ing discriminative models require a reference deriva-
tion to optimise against, however no parallel cor-
pora annotated for derivations exist. Ideally, a model
would account for this ambiguity by marginalising
out the derivations, thus predicting the best transla-
tion rather than the best derivation. However, doing
so exactly is NP-complete. For this reason, to our
knowledge, all discriminative models proposed to
date either side-step the problem by choosing simple
model and feature structures, such that spurious am-
biguity is lessened or removed entirely (Ittycheriah
and Roukos, 2007; Watanabe et al., 2007), or else ig-
nore the problem and treat derivations as translations
(Liang et al., 2006; Tillmann and Zhang, 2007).

In this paper we directly address the problem of
spurious ambiguity in discriminative models. We
use a synchronous context free grammar (SCFG)
translation system (Chiang, 2007), a model which
has yielded state-of-the-art results on many transla-
tion tasks. We present two main contributions. First,
we develop a log-linear model of translation which
is globally trained on a significant number of paral-
lel sentences. This model maximises the conditional
likelihood of the data, p(e|f), where e and f are the
English and foreign sentences, respectively. Our es-
timation method is theoretically sound, avoiding the
biases of the heuristic relative frequency estimates
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Figure 1. Exponential relationship between sentence
length and the average number of derivations (on a log
scale) for each reference sentence in our training corpus.

(Koehn et al., 2003). Second, within this frame-
work, we model the derivation, d, as a latent vari-
able, p(e,d|f), which is marginalised out in train-
ing and decoding. We show empirically that this
treatment results in significant improvements over a
maximum-derivation model.

The paper is structured as follows. In Section 2
we list the challenges that discriminative SMT must
face above and beyond the current systems. We sit-
uate our work, and previous work, on discrimina-
tive systems in this context. We present our model
in Section 3, including our means of training and de-
coding. Section 4 reports our experimental setup and
results, and finally we conclude in Section 5.

2 Challenges for Discriminative SMT

Discriminative models allow for the use of expres-
sive features, in the order of thousands or millions,
which can reference arbitrary aspects of the source
sentence. Given most successful SMT models have
a highly lexicalised grammar (or grammar equiva-
lent), these features can be used to smuggle in lin-
guistic information, such as syntax and document
context. With this undoubted advantage come four
major challenges when compared to standard fre-
quency count SMT models:

1. There is no one reference derivation. Often
there are thousands of ways of translating a
source sentence into the reference translation.
Figure 1 illustrates the exponential relationship

between sentence length and the number of
derivations. Training is difficult without a clear
target, and predicting only one derivation at test
time is fraught with danger.

2. Parallel translation data is often very noisy,
with such problems as non-literal translations,
poor sentence- and word-alignments. A model
which exactly translates the training data will
inevitably perform poorly on held-out data.
This problem of over-fitting is exacerbated
in discriminative models with large, expres-
sive, feature sets. Regularisation is essential for
models with more than a handful of features.

3. Learning with a large feature set requires many
training examples and typically many iterations
of a solver during training. While current mod-
els focus solely on efficient decoding, discrim-
inative models must also allow for efficient
training.

Past work on discriminative SMT only address
some of these problems. To our knowledge no sys-
tems directly address Problem 1, instead choosing to
ignore the problem by using one or a small handful
of reference derivations in an n-best list (Liang et al.,
2006; Watanabe et al., 2007), or else making local
independence assumptions which side-step the issue
(Ittycheriah and Roukos, 2007; Tillmann and Zhang,
2007; Wellington et al., 2006). These systems all in-
clude regularisation, thereby addressing Problem 2.
An interesting counterpoint is the work of DeNero et
al. (2006), who show that their unregularised model
finds degenerate solutions. Some of these discrim-
inative systems have been trained on large training
sets (Problem 3); these systems are the local models,
for which training is much simpler. Both the global
models (Liang et al., 2006; Watanabe et al., 2007)
use fairly small training sets, and there is no evi-
dence that their techniques will scale to larger data
sets.

Our model addresses all three of the above prob-
lems within a global model, without resorting to n-
best lists or local independence assumptions. Fur-
thermore, our model explicitly accounts for spurious
ambiguity without altering the model structure or ar-
bitrarily selecting one derivation. Instead we model
the translation distribution with a latent variable for
the derivation, which we marginalise out in training
and decoding.
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the hat

le chapeau

red the hat

le chapeau

red

Figure 2. The dropping of an adjective in this example
means that there is no one segmentation that we could
choose that would allow a system to learn le → the and
chapeau→ hat.

〈S〉 → 〈S 1 X 2 , S 1 X 2 〉
〈S〉 → 〈X 1 , X 1 〉
〈X〉 → 〈ne X 1 pas, does not X 1 〉
〈X〉 → 〈va, go〉
〈X〉 → 〈il, he〉

Figure 3. A simple SCFG, with non-terminal symbols S
and X, which performs the transduction: il ne vas pas ⇒
he does not go

This itself provides robustness to noisy data, in
addition to the explicit regularisation from a prior
over the model parameters. For example, in many
cases there is no one perfect derivation, but rather
many imperfect ones which each include some good
translation fragments. The model can learn from
many of these derivations and thereby learn from
all these translation fragments. This situation is il-
lustrated in Figure 2 where the non-translated ad-
jective red means neither segmentation is ‘correct’,
although both together present positive evidence for
the two lexical translations.

We present efficient methods for training and pre-
diction, demonstrating their scaling properties by
training on more than a hundred thousand train-
ing sentences. Finally, we stress that our main find-
ings are general ones. These results could – and
should – be applied to other models, discriminative
and generative, phrase- and syntax-based, to further
progress the state-of-the-art in machine translation.

3 Discriminative Synchronous
Transduction

A synchronous context free grammar (SCFG) con-
sists of paired CFG rules with co-indexed non-
terminals (Lewis II and Stearns, 1968). By assign-
ing the source and target languages to the respective
sides of a SCFG it is possible to describe translation
as the process of parsing the source sentence using
a CFG, while generating the target translation from

the other (Chiang, 2007). All the models we present
use the grammar extraction technique described in
Chiang (2007), and are bench-marked against our
own implementation of this hierarchical model (Hi-
ero). Figure 3 shows a simple instance of a hierar-
chical grammar with two non-terminals. Note that
our approach is general and could be used with other
synchronous grammar transducers (e.g., Galley et al.
(2006)).

3.1 A global log-linear model
Our log-linear translation model defines a condi-
tional probability distribution over the target trans-
lations of a given source sentence. A particular se-
quence of SCFG rule applications which produces a
translation from a source sentence is referred to as a
derivation, and each translation may be produced by
many different derivations. As the training data only
provides source and target sentences, the derivations
are modelled as a latent variable.

The conditional probability of a derivation, d, for
a target translation, e, conditioned on the source, f ,
is given by:

pΛ(d, e|f) =
exp

∑
k λkHk(d, e, f)
ZΛ(f)

(1)

where Hk(d, e, f) =
∑
r∈d

hk(f , r) (2)

Here k ranges over the model’s features, and
Λ = {λk} are the model parameters (weights for
their corresponding features). The feature functions
Hk are predefined real-valued functions over the
source and target sentences, and can include over-
lapping and non-independent features of the data.
The features must decompose with the derivation,
as shown in (2). The features can reference the en-
tire source sentence coupled with each rule, r, in a
derivation. The distribution is globally normalised
by the partition function, ZΛ(f), which sums out the
numerator in (1) for every derivation (and therefore
every translation) of f :

ZΛ(f) =
∑
e

∑
d∈∆(e,f)

exp
∑

k

λkHk(d, e, f)

Given (1), the conditional probability of a target
translation given the source is the sum over all of
its derivations:

pΛ(e|f) =
∑

d∈∆(e,f)

pΛ(d, e|f) (3)
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where ∆(e, f) is the set of all derivations of the tar-
get sentence e from the source f.

Most prior work in SMT, both generative and dis-
criminative, has approximated the sum over deriva-
tions by choosing a single ‘best’ derivation using a
Viterbi or beam search algorithm. In this work we
show that it is both tractable and desirable to directly
account for derivational ambiguity. Our findings
echo those observed for latent variable log-linear
models successfully used in monolingual parsing
(Clark and Curran, 2007; Petrov et al., 2007). These
models marginalise over derivations leading to a de-
pendency structure and splits of non-terminal cate-
gories in a PCFG, respectively.

3.2 Training
The parameters of our model are estimated
from our training sample using a maximum a
posteriori (MAP) estimator. This maximises
the likelihood of the parallel training sen-
tences, D = {(e, f)}, penalised using a prior,
i.e., ΛMAP = arg maxΛ pΛ(D)p(Λ). We use a
zero-mean Gaussian prior with the probability
density function p0(λk) ∝ exp

(
−λ2

k/2σ
2
)
.2 This

results in the following log-likelihood objective and
corresponding gradient:

L =
∑

(e,f)∈D

log pΛ(e|f) +
∑

k

log p0(λk) (4)

∂L
∂λk

= EpΛ(d|e,f)[hk]− EpΛ(e|f)[hk]− λk

σ2
(5)

In order to train the model, we maximise equation
(4) using L-BFGS (Malouf, 2002; Sha and Pereira,
2003). This method has been demonstrated to be ef-
fective for (non-convex) log-linear models with la-
tent variables (Clark and Curran, 2004; Petrov et al.,
2007). Each L-BFGS iteration requires the objective
value and its gradient with respect to the model pa-
rameters. These are calculated using inside-outside
inference over the feature forest defined by the
SCFG parse chart of f yielding the partition func-
tion, ZΛ(f), required for the log-likelihood, and the
marginals, required for its derivatives.

Efficiently calculating the objective and its gradi-
ent requires two separate packed charts, each rep-
resenting a derivation forest. The first one is the full
chart over the space of possible derivations given the

2In general, any conjugate prior could be used instead of a
simple Gaussian.

source sentence. The inside-outside algorithm over
this chart gives the marginal probabilities for each
chart cell, from which we can find the feature ex-
pectations. The second chart contains the space of
derivations which produce the reference translation
from the source. The derivations in this chart are a
subset of those in the full derivation chart. Again,
we use the inside-outside algorithm to find the ‘ref-
erence’ feature expectations from this chart. These
expectations are analogous to the empirical observa-
tion of maximum entropy classifiers.

Given these two charts we can calculate the log-
likelihood of the reference translation as the inside-
score from the sentence spanning cell of the ref-
erence chart, normalised by the inside-score of the
spanning cell from the full chart. The gradient is cal-
culated as the difference of the feature expectations
of the two charts. Clark and Curran (2004) provides
a more complete discussion of parsing with a log-
linear model and latent variables.

The full derivation chart is produced using a CYK
parser in the same manner as Chiang (2005), and has
complexity O(|e|3). We produce the reference chart
by synchronously parsing the source and reference
sentences using a variant of CYK algorithm over two
dimensions, with a time complexity of O(|e|3|f |3).
This is an instance of the ITG alignment algorithm
(Wu, 1997). This step requires the reference transla-
tion for each training instance to be contained in the
model’s hypothesis space. Achieving full coverage
implies inducing a grammar which generates all ob-
served source-target pairs, which is difficult in prac-
tise. Instead we discard the unreachable portion of
the training sample (24% in our experiments). The
proportion of discarded sentences is a function of
the grammar used. Extraction heuristics other than
the method used herein (Chiang, 2007) could allow
complete coverage (e.g., Galley et al. (2004)).

3.3 Decoding
Accounting for all derivations of a given transla-
tion should benefit not only training, but also decod-
ing. Unfortunately marginalising over derivations in
decoding is NP-complete. The standard solution is
to approximate the maximum probability translation
using a single derivation (Koehn et al., 2003).

Here we approximate the sum over derivations di-
rectly using a beam search in which we produce a
beam of high probability translation sub-strings for
each cell in the parse chart. This algorithm is sim-
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Figure 4. Hypergraph representation of max translation
decoding. Each chart cell must store the entire target
string generated.

ilar to the methods for decoding with a SCFG in-
tersected with an n-gram language model, which re-
quire language model contexts to be stored in each
chart cell. However, while Chiang (2005) stores an
abbreviated context composed of the n − 1 target
words on the left and right edge of the target sub-
string, here we store the entire target string. Addi-
tionally, instead of maximising scores in each beam
cell, we sum the inside scores for each derivation
that produces a given string for that cell. When the
beam search is complete we have a list of trans-
lations in the top beam cell spanning the entire
source sentence along with their approximated in-
side derivation scores. Thus we can assign each
translation string a probability by normalising its in-
side score by the sum of the inside scores of all the
translations spanning the entire sentence.

Figure 4 illustrates the search process for the sim-
ple grammar from Table 2. Each graph node repre-
sents a hypothesis translation substring covering a
sub-span of the source string. The space of trans-
lation sub-strings is exponential in each cell’s span,
and our algorithm can only sum over a small fraction
of the possible strings. Therefore the resulting prob-
abilities are only estimates. However, as demon-
strated in Section 4, this algorithm is considerably
more effective than maximum derivation (Viterbi)
decoding.

4 Evaluation

Our model evaluation was motivated by the follow-
ing questions: (1) the effect of maximising transla-
tions rather than derivations in training and decod-
ing; (2) whether a regularised model performs better
than a maximum likelihood model; (3) how the per-
formance of our model compares with a frequency
count based hierarchical system; and (4) how trans-
lation performance scales with the number of train-
ing examples.

We performed all of our experiments on the
Europarl V2 French-English parallel corpus.3 The
training data was created by filtering the full cor-
pus for all the French sentences between five and
fifteen words in length, resulting in 170K sentence
pairs. These limits were chosen as a compromise
between experiment turnaround time and leaving
a large enough corpus to obtain indicative results.
The development and test data was taken from the
2006 NAACL and 2007 ACL workshops on ma-
chine translation, also filtered for sentence length.4

Tuning of the regularisation parameter and MERT
training of the benchmark models was performed on
dev2006, while the test set was the concatenation
of devtest2006, test2006 and test2007, amounting to
315 development and 1164 test sentences.

Here we focus on evaluating our model’s basic
ability to learn a conditional distribution from sim-
ple binary features, directly comparable to those
currently employed in frequency count models. As
such, our base model includes a single binary iden-
tity feature per-rule, equivalent to the p(e|f) param-
eters defined on each rule in standard models.

As previously noted, our model must be able to
derive the reference sentence from the source for it
to be included in training. For both our discrimina-
tive and benchmark (Hiero) we extracted our gram-
mar on the 170K sentence corpus using the approach
described in Chiang (2007), resulting in 7.8 million
rules. The discriminative model was then trained on
the training partition, however only 130K of the sen-
tences were used as the model could not produce
a derivation of the reference for the remaining sen-
tences. There were many grammar rules that the dis-
criminative model did not observe in a reference
derivation, and thus could not assign their feature a
positive weight. While the benchmark model has a

3http://www.statmt.org/europarl/
4http://www.statmt.org/wmt0{6,7}
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Decoding
Training derivation translation
All Derivations 28.71 31.23
Single Derivation 26.70 27.32
ML (σ2 =∞) 25.57 25.97

Table 1. A comparison on the impact of accounting for all
derivations in training and decoding (development set).

positive count for every rule (7.8M), the discrimina-
tive model only observes 1.7M rules in actual refer-
ence derivations. Figure 1 illustrates the massive am-
biguity present in the training data, with fifteen word
sentences averaging over 70M reference derivations.

Performance is evaluated using cased BLEU4
score on the test set. Although there is no direct rela-
tionship between BLEU and likelihood, it provides
a rough measure for comparing performance.

Derivational ambiguity Table 1 shows the im-
pact of accounting for derivational ambiguity in
training and decoding.5 There are two options for
training, we could use our latent variable model and
optimise the probability of all derivations of the
reference translation, or choose a single derivation
that yields the reference and optimise its probability
alone. The second option raises the difficult question
of which one, of the thousands available, we should
choose? We use the derivation which contains the
most rules. The intuition is that small rules are likely
to appear more frequently, and thus generalise bet-
ter to a test set. In decoding we can search for the
maximum probability derivation, which is the stan-
dard practice in SMT, or for the maximum probabil-
ity translation which is what we actually want from
our model, i.e. the best translation.

The results clearly indicate the value in opti-
mising translations, rather than derivations. Max-
translation decoding for the model trained on single
derivations has only a small positive effect, while for
the latent variable model the impact is much larger.6

For example, our max-derivation model trained
on the Europarl data translates carte sur la table as
on the table card. This error in the reordering of card
(which is an acceptable translation of carte) is due
to the rule 〈X〉 → 〈carte X 1 , X 1 card〉 being the
highest scoring rule for carte. This is reasonable, as

5When not explicitly stated, both here and in subsequent re-
sults, the regularisation parameter was set to one, σ2 = 1.

6We also experimented with using max-translation decoding
for standard MER trained translation models, finding that it had
a small negative impact on BLEU score.
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Figure 5. The effect of the beam width (log-scale) on max-
translation decoding (development set).

carte is a noun, which in the training data, is often
observed with a trailing adjective which needs to be
reordered when translating into English. In the ex-
ample there is no adjective, but the simple hierarchi-
cal grammar cannot detect this. The max-translation
model finds a good translation card on the table.
This is due to the many rules that enforce monotone
ordering around sur la, 〈X〉 → 〈X 1 sur, X 1 in〉
〈X〉 → 〈X 1 sur la X 2 , X 1 in the X 2 〉 etc.
The scores of these many monotone rules sum to be
greater than the reordering rule, thus allowing the
model to use the weight of evidence to settle on the
correct ordering.

Having established that the search for the best
translation is effective, the question remains as to
how the beam width over partial translations affects
performance. Figure 5 shows the relationship be-
tween beam width and development BLEU. Even
with a very tight beam of 100, max-translation de-
coding outperforms maximum-derivation decoding,
and performance is increasing even at a width of
10k. In subsequent experiments we use a beam of
5k which provides a good trade-off between perfor-
mance and speed.

Regularisation Table 1 shows that the per-
formance of an unregularised maximum likeli-
hood model lags well behind the regularised max-
translation model. From this we can conclude that
the maximum likelihood model is overfitting the
training set. We suggest that is a result of the degen-
erate solutions of the conditional maximum likeli-
hood estimate, as described in DeNero et al. (2006).
Here we assert that our regularised maximum a pos-
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Grammar Rules ML MAP
(σ2 =∞) (σ2 = 1)

〈X〉→〈carte, map〉 1.0 0.5
〈X〉→〈carte, notice〉 0.0 0.5
〈X〉→〈sur, on〉 1.0 1.0
〈X〉→〈la, the〉 1.0 1.0
〈X〉→〈table, table〉 1.0 0.5
〈X〉→〈table, chart〉 0.0 0.5
〈X〉→〈carte sur, notice on〉 1.0 0.5
〈X〉→〈carte sur, map on〉 0.0 0.5
〈X〉→〈sur la, on the〉 1.0 1.0
〈X〉→〈la table, the table〉 0.0 0.5
〈X〉→〈la table, the chart〉 1.0 0.5
Training data:

carte sur la table↔ map on the table
carte sur la table↔ notice on the chart

Table 2. Comparison of the susceptibility to degenerate
solutions for a ML and MAP optimised model, using a sim-
ple grammar with one parameter per rule and a monotone
glue rule: 〈X〉 → 〈X 1 X 2 , X 1X 2 〉

teriori model avoids such solutions.
This is illustrated in Table 2, which shows the

conditional probabilities for rules, obtained by lo-
cally normalising the rule feature weights for a sim-
ple grammar extracted from the ambiguous pair of
sentences presented in DeNero et al. (2006). The
first column of conditional probabilities corresponds
to a maximum likelihood estimate, i.e., without reg-
ularisation. As expected, the model finds a degener-
ate solution in which overlapping rules are exploited
in order to minimise the entropy of the rule trans-
lation distributions. The second column shows the
solution found by our model when regularised by a
Gaussian prior with unit variance. Here we see that
the model finds the desired solution in which the true
ambiguity of the translation rules is preserved. The
intuition is that in order to find a degenerate solu-
tion, dispreferred rules must be given large negative
weights. However the prior penalises large weights,
and therefore the best strategy for the regularised
model is to evenly distribute probability mass.

Translation comparison Having demonstrated
that accounting for derivational ambiguity leads to
improvements for our discriminative model, we now
place the performance of our system in the context
of the standard approach to hierarchical translation.
To do this we use our own implementation of Hiero
(Chiang, 2007), with the same grammar but with the
traditional generative feature set trained in a linear
model with minimum BLEU training. The feature
set includes: a trigram language model (lm) trained

System Test (BLEU)
Discriminative max-derivation 25.78
Hiero (pd, gr, rc, wc) 26.48
Discriminative max-translation 27.72
Hiero (pd, pr, p

lex
d , plex

r , gr, rc, wc) 28.14
Hiero (pd, pr, p

lex
d , plex

r , gr, rc, wc, lm) 32.00

Table 3. Test set performance compared with a standard
Hiero system

on the English side of the unfiltered Europarl corpus;
direct and reverse translation scores estimated as rel-
ative frequencies (pd, pr); lexical translation scores
(plex

d , plex
r ), a binary flag for the glue rule which al-

lows the model to (dis)favour monotone translation
(gr); and rule and target word counts (rc, wc).

Table 3 shows the results of our system on the
test set. Firstly we show the relative scores of our
model against Hiero without using reverse transla-
tion or lexical features.7 This allows us to directly
study the differences between the two translation
models without the added complication of the other
features. As well as both modelling the same dis-
tribution, when our model is trained with a single
parameter per-rule these systems have the same pa-
rameter space, differing only in the manner of esti-
mation.

Additionally we show the scores achieved by
MERT training the full set of features for Hiero, with
and without a language model.8 We provide these
results for reference. To compare our model directly
with these systems we would need to incorporate ad-
ditional features and a language model, work which
we have left for a later date.

The relative scores confirm that our model, with
its minimalist feature set, achieves comparable per-
formance to the standard feature set without the lan-
guage model. This is encouraging as our model was
trained to optimise likelihood rather than BLEU, yet
it is still competitive on that metric. As expected,
the language model makes a significant difference to
BLEU, however we believe that this effect is orthog-
onal to the choice of base translation model, thus we
would expect a similar gain when integrating a lan-
guage model into the discriminative system.

An informal comparison of the outputs on the de-
velopment set, presented in Table 4, suggests that the

7Although the most direct comparison for the discriminative
model would be with pd model alone, omitting the gr, rc and
wc features and MERT training produces poor translations.

8Hiero (pd, pr, p
lex
d , plex

r , gr, rc, wc, lm) represents state-
of-the-art performance on this training/testing set.
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S: C’est pourquoi nous souhaitons que l’affaire nous soit ren-
voyée.

R: We therefore want the matter re-referred to ourselves.
D: That is why we want the that matters we to be referred

back.
T: That is why we would like the matter to be referred back.
H: That is why we wish that the matter we be referred back.
S: Par contre, la transposition dans les États membres reste

trop lente.
R: But implementation by the Member States has still been

too slow.
D: However, it is implemented in the Member States is still

too slow.
T: However, the implementation measures in Member States

remains too slow.
H: In against, transposition in the Member States remains too

slow.
S: Aussi, je considère qu’il reste énormément à faire dans ce

domaine.
R: I therefore consider that there is an incredible amount still

to do in this area.
D: So I think remains a lot to be done in this field.
T: So I think there is still much to be done in this area.
H: Therefore, I think it remains a vast amount to do in this

area.

Table 4. Example output produced by the max-
derivation (D), max-translation (T) decoding algorithms
and Hiero(pd, pr, p

lex
d , plex

r , gr, rc, wc) (H) models, relative
to the source (S) and reference (R).

translation optimising discriminative model more
often produces quite fluent translations, yet not in
ways that would lead to an increase in BLEU score.9

This could be considered a side-effect of optimising
likelihood rather than BLEU.
Scaling In Figure 6 we plot the scaling charac-
teristics of our models. The systems shown in the
graph use the full grammar extracted on the 170k
sentence corpus. The number of sentences upon
which the iterative training algorithm is used to esti-
mate the parameters is varied from 10k to the max-
imum 130K for which our model can reproduce the
reference translation. As expected, the more data
used to train the system, the better the performance.
However, as the performance is still increasing sig-
nificantly when all the parseable sentences are used,
it is clear that the system’s performance is suffering
from the large number (40k) of sentences that are
discarded before training.

5 Discussion and Further Work

We have shown that explicitly accounting for com-
peting derivations yields translation improvements.

9Hiero was MERT trained on this set and has a 2% higher
BLEU score compared to the discriminative model.
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Figure 6. Learning curve showing that the model contin-
ues to improve as we increase the number of training sen-
tences (development set)

Our model avoids the estimation biases associated
with heuristic frequency count approaches and uses
standard regularisation techniques to avoid degener-
ate maximum likelihood solutions.

Having demonstrated the efficacy of our model
with very simple features, the logical next step is
to investigate more expressive features. Promising
features might include those over source side re-
ordering rules (Wang et al., 2007) or source con-
text features (Carpuat and Wu, 2007). Rule fre-
quency features extracted from large training cor-
pora would help the model to overcome the issue of
unreachable reference sentences. Such approaches
have been shown to be effective in log-linear word-
alignment models where only a small supervised
corpus is available (Blunsom and Cohn, 2006).

Finally, while in this paper we have focussed on
the science of discriminative machine translation,
we believe that with suitable engineering this model
will advance the state-of-the-art. To do so would
require integrating a language model feature into
the max-translation decoding algorithm. The use of
richer, more linguistic grammars (e.g., Galley et al.
(2004)) may also improve the system.
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Abstract

We take a multi-pass approach to ma-
chine translation decoding when using syn-
chronous context-free grammars as the trans-
lation model andn-gram language models:
the first pass uses a bigram language model,
and the resulting parse forest is used in the
second pass to guide search with a trigram lan-
guage model. The trigram pass closes most
of the performance gap between a bigram de-
coder and a much slower trigram decoder, but
takes time that is insignificant in comparison
to the bigram pass. An additional fast de-
coding pass maximizing the expected count
of correct translation hypotheses increases the
BLEU score significantly.

1 Introduction

Statistical machine translation systems based
on synchronous grammars have recently shown
great promise, but one stumbling block to their
widespread adoption is that the decoding, or search,
problem during translation is more computationally
demanding than in phrase-based systems. This com-
plexity arises from the interaction of the tree-based
translation model with ann-gram language model.
Use of longern-grams improves translation results,
but exacerbates this interaction. In this paper, we
present three techniques for attacking this problem
in order to obtain fast, high-quality decoders.

First, we present a two-pass decoding algorithm,
in which the first pass explores states resulting from
an integrated bigram language model, and the sec-
ond pass expands these states into trigram-based

states. The general bigram-to-trigram technique
is common in speech recognition (Murveit et al.,
1993), where lattices from a bigram-based decoder
are re-scored with a trigram language model. We ex-
amine the question of whether, given the reordering
inherent in the machine translation problem, lower
order n-grams will provide as valuable a search
heuristic as they do for speech recognition.

Second, we explore heuristics for agenda-based
search, and present a heuristic for our second pass
that combines precomputed language model infor-
mation with information derived from the first pass.
With this heuristic, we achieve the same BLEU
scores and model cost as a trigram decoder with es-
sentially the same speed as a bigram decoder.

Third, given the significant speedup in the
agenda-based trigram decoding pass, we can rescore
the trigram forest to maximize the expected count of
correct synchronous constituents of the model, us-
ing the product of inside and outside probabilities.
Maximizing the expected count of synchronous con-
stituents approximately maximizes BLEU. We find
a significant increase in BLEU in the experiments,
with minimal additional time.

2 Language Model Integrated Decoding
for SCFG

We begin by introducing Synchronous Context Free
Grammars and their decoding algorithms when an
n-gram language model is integrated into the gram-
matical search space.

A synchronous CFG(SCFG) is a set of context-
free rewriting rules for recursively generating string
pairs. Each synchronous rule is a pair of CFG rules
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with the nonterminals on the right hand side of one
CFG rule being one-to-one mapped to the other CFG
rule via a permutationπ. We adopt the SCFG nota-
tion of Satta and Peserico (2005). Superscriptin-
dicesin the right-hand side of grammar rules:

X → X
(1)
1 ...X(n)

n , X
(π(1))
π(1) ...X

(π(n))
π(n)

indicate that the nonterminals with the same index
are linked across the two languages, and will eventu-
ally be rewritten by the same rule application. Each
Xi is a variable which can take the value of any non-
terminal in the grammar.

In this paper, we focus on binary SCFGs and
without loss of generality assume that only the pre-
terminal unary rules can generate terminal string
pairs. Thus, we are focusing on Inversion Transduc-
tion Grammars (Wu, 1997) which are an important
subclass of SCFG. Formally, the rules in our gram-
mar include preterminal unary rules:

X → e/f

for pairing up words or phrases in the two languages
and binary production rules with straight or inverted
orders that are responsible for building up upper-
level synchronous structures. They are straight rules
written:

X → [Y Z]

and inverted rules written:

X → 〈Y Z〉.

Most practical non-binary SCFGs can be bina-
rized using the synchronous binarization technique
by Zhang et al. (2006). The Hiero-style rules of
(Chiang, 2005), which are not strictly binary but bi-
nary only on nonterminals:

X → yu X(1) youX(2); haveX(2) with X(1)

can be handled similarly through either offline bi-
narization or allowing a fixed maximum number of
gap words between the right hand side nonterminals
in the decoder.

For these reasons, the parsing problems for more
realistic synchronous CFGs such as in Chiang
(2005) and Galley et al. (2006) are formally equiva-
lent to ITG. Therefore, we believe our focus on ITG

for the search efficiency issue is likely to generalize
to other SCFG-based methods.

Without ann-gram language model, decoding us-
ing SCFG is not much different from CFG pars-
ing. At each time a CFG rule is applied on the in-
put string, we apply the synchronized CFG rule for
the output language. From a dynamic programming
point of view, the DP states areX[i, j], whereX
ranges over all possible nonterminals andi and j
range over0 to the input string length|w|. Each
state stores the best translations obtainable. When
we reach the top stateS[0, |w|], we can get the best
translation for the entire sentence. The algorithm is
O(|w|3).

However, when we want to integrate ann-gram
language model into the search, our goal is search-
ing for the derivation whose total sum of weights
of productions andn-gram log probabilities is
maximized. Now the adjacent span-parameterized
statesX[i, k] and X[k, j] can interact with each
other by “peeping into” the leading and trailing
n − 1 words on the output side for each state.
Different boundary words differentiate the span-
parameterized states. Thus, to preserve the dynamic
programming property, we need to refine the states
by adding the boundary words into the parameter-
ization. TheLM -integrated states are represented
as X[i, j, u1,..,n−1, v1,..,n−1]. Since the number of
variables involved at each DP step has increased to
3 + 4(n − 1), the decoding algorithm is asymptoti-
cally O(|w|3+4(n−1)). Although it is possible to use
the “hook” trick of Huang et al. (2005) to factor-
ize the DP operations to reduce the complexity to
O(|w|3+3(n−1)), whenn is greater than2, the com-
plexity is still prohibitive.

3 Multi-pass LM-Integrated Decoding

In this section, we describe a multi-pass progres-
sive decoding technique that gradually augments the
LM -integrated states from lower orders to higher
orders. For instance, a bigram-integrated state
[X, i, j, u, v] is said to be a coarse-level state of a
trigram-integrate state[X, i, j, u, u′, v′, v], because
the latter state refines the previous by specifying
more inner words.

Progressive search has been used for HMM’s in
speech recognition (Murveit et al., 1993). The gen-
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eral idea is to use a simple and fast decoding algo-
rithm to constrain the search space of a following
more complex and slower technique. More specif-
ically, a bigram decoding pass is executed forward
and backward to figure out the probability of each
state. Then the states can be pruned based on their
global score using the product of inside and outside
probabilities. The advanced decoding algorithm will
use the constrained space (a lattice in the case of
speech recognition) as a grammatical constraint to
help it focus on a smaller search space on which
more discriminative features are brought in.

The same idea has been applied to forests for pars-
ing. Charniak and Johnson (2005) use a PCFG to do
a pass of inside-outside parsing to reduce the state
space of a subsequent lexicalizedn-best parsing al-
gorithm to produce parses that are further re-ranked
by a MaxEnt model.

We take the same view as in speech recognition
that a trigram integrated model is a finer-grained
model than bigram model and in general we can do
an n − 1-gram decoding as a predicative pass for
the following n-gram pass. We need to do inside-
outside parsing as coarse-to-fine parsers do. How-
ever, we use the outside probability or cost informa-
tion differently. We do not combine the inside and
outside costs of a simpler model to prune the space
for a more complex model. Instead, for a given finer-
gained state, we combine its true inside cost with
the outside cost of its coarse-level counter-part to
estimate its worthiness of being explored. The use
of the outside cost from a coarser-level as the out-
side estimate makes our method naturally fall in the
framework of A* parsing.

Klein and Manning (2003) describe an A* pars-
ing framework for monolingual parsing and admis-
sible outside estimates that are computed using in-
side/outside parsing algorithm on simplified PCFGs
compared to the original PCFG. Zhang and Gildea
(2006) describe A* for ITG and develop admissible
heuristics for both alignment and decoding. Both
have shown the effectiveness of A* in situations
where the outside estimate approximates the true
cost closely such as when the sentences are short.
For decoding long sentences, it is difficult to come
up with good admissible (or inadmissible) heuris-
tics. If we can afford a bigram decoding pass, the
outside cost from a bigram model is conceivably a

very good estimate of the outside cost using a tri-
gram model since a bigram language model and a
trigram language model must be strongly correlated.
Although we lose the guarantee that the bigram-pass
outside estimate is admissible, we expect that it ap-
proximates the outside cost very closely, thus very
likely to effectively guide the heuristic search.

3.1 Inside-outside Coarse Level Decoding

We describe the coarse level decoding pass in this
section. The decoding algorithms for the coarse
level and the fine level do not necessarily have to
be the same. The fine level decoding algorithm is an
A* algorithm. The coarse level decoding algorithm
can be CKY or A* or other alternatives.

Conceptually, the algorithm is finding the short-
est hyperpath in the hypergraph in which the nodes
are states likeX[i, j, u1,..,n−1, v1,..,n−1], and the hy-
peredges are the applications of the synchronous
rules to go from right-hand side states to left-hand
side states. The root of the hypergraph is a special
nodeS′[0, |w|, 〈s〉, 〈/s〉] which means the entire in-
put sentence has been translated to a string starting
with the beginning-of-sentence symbol and ending
at the end-of-sentence symbol. If we imagine a start-
ing node that goes to all possible basic translation
pairs, i.e., the instances of the terminal translation
rules for the input, we are searching the shortest hy-
per path from the imaginary bottom node to the root.
To help our outside parsing pass, we store the back-
pointers at each step of exploration.

The outside parsing pass, however, starts from the
root S′[|w|, 〈s〉, 〈/s〉] and follows the back-pointers
downward to the bottom nodes. The nodes need to
be visited in a topological order so that whenever
a node is visited, its parents have been visited and
its outside cost is over all possible outside parses.
The algorithm is described in pseudocode in Algo-
rithm 1. The number of hyperedges to traverse is
much fewer than in the inside pass because not ev-
ery state explored in the bottom up inside pass can
finally reach the goal. As for normal outside parsing,
the operations are the reverse of inside parsing. We
propagate the outside cost of the parent to its chil-
dren by combining with the inside cost of the other
children and the interaction cost, i.e., the language
model cost between the focused child and the other
children. Since we want to approximate the Viterbi
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outside cost, it makes sense to maximize over all
possible outside costs for a given node, to be con-
sistent with the maximization of the inside pass. For
the nodes that have been explored in the bottom up
pass but not in the top-down pass, we set their out-
side cost to be infinity so that their exploration is
preferred only when the viable nodes from the first
pass have all been explored in the fine pass.

3.2 Heuristics for Fine-grained Decoding

In this section, we summarize the heuristics for finer
level decoding.

The motivation for combining the true inside
cost of the fine-grained model and the outside es-
timate given by the coarse-level parsing is to ap-
proximate the true global cost of a fine-grained state
as closely as possible. We can make the approx-
imation even closer by incorporating local higher-
order outsiden-gram information for a state of
X[i, j, u1,..,n−1, v1,..,n−1] into account. We call this
the best-borderestimate. For example, the best-
border estimate for trigram states is:

hBB(X, i, j, u1, u2, v1, v2)

=

[

max
s∈S(i,j)

Plm(u2 | s, u1)

]

·

[

max
s∈S(i,j)

Plm(s | v1, v2)

]

whereS(i, j) is the set of candidate target language
words outside the span of(i, j). hBB is the prod-
uct of the upper bounds for the two on-the-border
n-grams.

This heuristic function was one of the admissible
heuristics used by Zhang and Gildea (2006). The
benefit of including the best-border estimate is to re-
fine the outside estimate with respect to the inner
words which refine the bigram states into the trigram
states. If we do not take the inner words into consid-
eration when computing the outside cost, all states
that map to the same coarse level state would have
the same outside cost. When the simple best-border
estimate is combined with the coarse-level outside
estimate, it can further boost the search as will be
shown in the experiments. To summarize, our recipe

for faster decoding is that using

β(X[i, j, u1,..,n−1, v1,..,n−1])

+ α(X[i, j, u1, vn−1])

+ hBB(X, i, j, u1,...,n, v1,...,n) (1)

whereβ is the Viterbi inside cost andα is the Viterbi
outside cost, to globally prioritize then-gram inte-
grated states on the agenda for exploration.

3.3 Alternative Efficient Decoding Algorithms

The complexity ofn-gram integrated decoding for
SCFG has been tackled using other methods.

The hook trick of Huang et al. (2005) factor-
izes the dynamic programming steps and lowers the
asymptotic complexity of then-gram integrated de-
coding, but has not been implemented in large-scale
systems where massive pruning is present.

The cube-pruning by Chiang (2007) and the lazy
cube-pruning of Huang and Chiang (2007) turn the
computation of beam pruning of CYK decoders into
a top-k selection problem given two columns of
translation hypotheses that need to be combined.
The insight for doing the expansion top-down lazily
is that there is no need to uniformly explore every
cell. The algorithm starts with requesting the first
best hypothesis from the root. The request translates
into requests for thek-bests of some of its children
and grandchildren and so on, because re-ranking at
each node is needed to get the top ones.

Venugopal et al. (2007) also take a two-pass de-
coding approach, with the first pass leaving the lan-
guage model boundary words out of the dynamic
programming state, such that only one hypothesis is
retained for each span and grammar symbol.

4 Decoding to Maximize BLEU

The ultimate goal of efficient decoding to find the
translation that has a highest evaluation score using
the least time possible. Section 3 talks about utiliz-
ing the outside cost of a lower-order model to esti-
mate the outside cost of a higher-order model, boost-
ing the search for the higher-order model. By doing
so, we hope the intrinsic metric of our model agrees
with the extrinsic metric of evaluation so that fast
search for the model is equivalent to efficient decod-
ing. But the mismatch between the two is evident,
as we will see in the experiments. In this section,
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Algorithm 1 OutsideCoarseParsing()
for all X[i, j, u, v] in topological orderdo

for all children pairs pointed to by the back-pointersdo
if X → [Y Z] then

� the two children areY [i, k, u, u′] andZ[k, j, v′, v]
α(Y [i, k, u, u′]) = max {α(Y [i, k, u, u′]),

α(X[i, j, u, v]) + β(Z[k, j, v′, v]) + rule(X → [Y Z]) + bigram(u′, v′)}
α(Z[k, j, v′, v]) = max {α(Z[k, j, v′, v]),

α(X[i, j, u, v]) + β(Y [i, k, u, u′]) + rule(X → [Y Z]) + bigram(u′, v′)}
end if
if X → 〈Y Z〉 then

� the two children areY [i, k, v′, v] andZ[k, j, u, u′]
α(Y [i, k, v′, v]) = max {α(Y [i, k, v′, v]),

α(X[i, j, u, v]) + β(Z[k, j, u, u′]) + rule(X → 〈Y Z〉) + bigram(u′, v′)}
α(Z[k, j, u, u′]) = max {α(Z[k, j, u, u′]),

α(X[i, j, u, v]) + β(Y [i, k, v′, v]) + rule(X → 〈Y Z〉) + bigram(u′, v′)}
end if

end for
end for

we deal with the mismatch by introducing another
decoding pass that maximizes the expected count
of synchronous constituents in the tree correspond-
ing to the translation returned. BLEU is based on
n-gram precision, and since each synchronous con-
stituent in the tree adds a new 4-gram to the trans-
lation at the point where its children are concate-
nated, the additional pass approximately maximizes
BLEU.

Kumar and Byrne (2004) proposed the framework
of Minimum Bayesian Risk (MBR) decoding that
minimizes the expected loss given a loss function.
Their MBR decoding is a reranking pass over ann-
best list of translations returned by the decoder. Our
algorithm is another dynamic programming decod-
ing pass on the trigram forest, and is similar to the
parsing algorithm for maximizing expected labelled
recall presented by Goodman (1996).

4.1 Maximizing the expected count of correct
synchronous constituents

We introduce an algorithm that maximizes the ex-
pected count of correct synchronous constituents.
Given a synchronous constituent specified by the
state[X, i, j, u, u′, v′, v], its probability of being cor-
rect in the model is

EC([X, i, j, u, u′, v′, v])

= α([X, i, j, u, u′, v′, v]) · β([X, i, j, u, u′, v′, v]),

whereα is the outside probability andβ is the in-
side probability. We approximateβ andα using the
Viterbi probabilities. Since decoding from bottom
up in the trigram pass already gives us the inside
Viterbi scores, we only have to visit the nodes in
the reverse order once we reach the root to compute
the Viterbi outside scores. The outside-pass Algo-
rithm 1 for bigram decoding can be generalized to
the trigram case. We want to maximize over all
translations (synchronous trees)T in the forest af-
ter the trigram decoding pass according to

max
T

∑

[X,i,j,u,u′,v′,v]∈T

EC([X, i, j, u, u′, v′, v]).

The expression can be factorized and computed us-
ing dynamic programming on the forest.

5 Experiments

We did our decoding experiments on the LDC 2002
MT evaluation data set for translation of Chinese
newswire sentences into English. The evaluation
data set has 10 human translation references for each
sentence. There are a total of 371 Chinese sentences
of no more than 20 words in the data set. These
sentences are the test set for our different versions
of language-model-integrated ITG decoders. We
evaluate the translation results by comparing them
against the reference translations using the BLEU
metric.
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The word-to-word translation probabilities are
from the translation model of IBM Model 4 trained
on a 160-million-word English-Chinese parallel cor-
pus using GIZA++. The phrase-to-phrase transla-
tion probabilities are trained on 833K parallel sen-
tences. 758K of this was data made available by
ISI, and another 75K was FBIS data. The language
model is trained on a 30-million-word English cor-
pus. The rule probabilities for ITG are trained using
EM on a corpus of 18,773 sentence pairs with a to-
tal of 276,113 Chinese words and 315,415 English
words.

5.1 Bigram-pass Outside Cost as Trigram-pass
Outside Estimate

We first fix the beam for the bigram pass, and change
the outside heuristics for the trigram pass to show
the difference before and after using the first-pass
outside cost estimate and the border estimate. We
choose the beam size for the CYK bigram pass to be
10 on the log scale. The first row of Table 1 shows
the number of explored hyperedges for the bigram
pass and its BLEU score. In the rows below, we
compare the additional numbers of hyperedges that
need to be explored in the trigram pass using differ-
ent outside heuristics. It takes too long to finish us-
ing uniform outside estimate; we have to use a tight
beam to control the agenda-based exploration. Us-
ing the bigram outside cost estimate makes a huge
difference. Furthermore, using Equation 1, adding
the additional heuristics on the best trigrams that can
appear on the borders of the current hypothesis, on
average we only need to explore 2700 additional hy-
peredges per sentence to boost the BLEU score from
21.77 to 23.46. The boost is so significant that over-
all the dominant part of search time is no longer the
second pass but the first bigram pass (inside pass ac-
tually) which provides a constrained space and out-
side heuristics for the second pass.

5.2 Two-pass decoding versus One-pass
decoding

By varying the beam size for the first pass, we can
plot graphs of model scores versus search time and
BLEU scores versus search time as shown in Fig-
ure 1. We use a very large beam for the second pass
due to the reason that the outside estimate for the
second pass is discriminative enough to guide the

Decoding Method Avg. Hyperedges BLEU
Bigram Pass 167K 21.77
Trigram Pass

UNI – –
BO + 629.7K=796.7K 23.56

BO+BB +2.7K =169.7K 23.46

Trigram One-pass,
with Beam 6401K 23.47

Table 1: Speed and BLEU scores for two-pass decoding.
UNI stands for the uniform (zero) outside estimate. BO
stands for the bigram outside cost estimate. BB stands for
the best border estimate, which is added to BO.

Decoder Time BLEU Model Score
One-pass agenda 4317s 22.25 -208.849

One-pass CYK 3793s 22.89 -207.309
Multi-pass, CYK first
agenda second pass 3689s 23.56 -205.344

MEC third pass 3749s 24.07 -203.878
Lazy-cube-pruning 3746s 22.16 -208.575

Table 2: Summary of different trigram decoding strate-
gies, using about the same time (10 seconds per sen-
tence).

search. We sum up the total number of seconds for
both passes to compare with the baseline systems.
On average, less than 5% of time is spent in the sec-
ond pass.

In Figure 1, we have four competing decoders.
bitri cyk is our two-pass decoder, using CYK as
the first pass decoding algorithm and using agenda-
based decoding in the second pass which is guided
by the first pass.agendais our trigram-integrated
agenda-based decoder. The other two systems are
also one-pass.cyk is our trigram-integrated CYK
decoder.lazy kbestis our top-down k-best-style de-
coder.1

Figure 1(left) compares the search efficiencies of
the four systems.bitri cykat the top ranks first.cyk
follows it. The curves oflazy kbestandagendacross

1In our implementation of the lazy-cube-pruning based ITG
decoder, we vary the re-ranking buffer size and the the top-k

list size which are the two controlling parameters for the search
space. But we did not use anyLM estimate to achieve early
stopping as suggested by Huang and Chiang (2007). Also, we
did not have a translation-model-only pruning pass. So the re-
sults shown in this paper for the lazy cube pruning method is
not of its best performance.
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and are both below the curves ofbitri cyk andcyk.
This figure indicates the advantage of the two-pass
decoding strategy in producing translations with a
high model score in less time.

However, model scores do not directly translate
into BLEU scores. In Figure 1(right),bitri cyk is
better thanCYKonly in a certain time window when
the beam is neither too small nor too large. But
the window is actually where we are interested – it
ranges from 5 seconds per sentence to 20 seconds
per sentence. Table 2 summarizes the performance
of the four decoders when the decoding speed is at
10 seconds per sentence.

5.3 Does the hook trick help?

We have many choices in implementing the bigram
decoding pass. We can do either CYK or agenda-
based decoding. We can also use the dynamic pro-
gramming hook trick. We are particularly interested
in the effect of the hook trick in a large-scale system
with aggressive pruning.

Figure 2 compares the four possible combinations
of the decoding choices for the first pass:bitri cyk,
bitri agenda, bitri cyk hookandbitri agendahook.
bitri cyk which simply uses CYK as the first pass
decoding algorithm is the best in terms of perfor-
mance and time trade-off. The hook-based de-
coders do not show an advantage in our experiments.
Only bitri agendahookgets slightly better thanbi-
tri agendawhen the beam size increases. So, it is
very likely the overhead of building hooks offsets its
benefit when we massively prune the hypotheses.

5.4 Maximizing BLEU

The bitri cyk decoder spends little time in the
agenda-based trigram pass, quickly reaching the
goal item starting from the bottom of the chart. In
order to maximize BLEU score using the algorithm
described in Section 4, we need a sizable trigram
forest as a starting point. Therefore, we keep pop-
ping off more items from the agenda after the goal
is reached. Simply by exploring more (200 times
the log beam) after-goal items, we can optimize the
Viterbi synchronous parse significantly, shown in
Figure 3(left) in terms of model score versus search
time.

However, the mismatch between model score and
BLEU score persists. So, we try our algorithm

of maximizing expected count of synchronous con-
stituents on the trigram forest. We find signifi-
cant improvement in BLEU, as shown in Figure 3
(right) by the curve ofbitri cyk epassmecons. bi-
tri cyk epassmeconsbeats bothbitri cyk and cyk
in terms of BLEU versus time if using more than
1.5 seconds on average to decode each sentence. At
each time point, the difference in BLEU between
bitri cyk epassmeconsand the highest ofbitri cyk
andcyk is around .5 points consistently as we vary
the beam size for the first pass. We achieve the
record-high BLEU score 24.34 using on average 21
seconds per sentence, compared to the next-highest
score of 23.92 achieved bycykusing on average 78
seconds per sentence.

6 Conclusion

We present a multi-pass method to speed upn-
gram integrated decoding for SCFG. We use an in-
side/outside parsing algorithm to get the Viterbi out-
side cost of bigram integrated states which is used as
an outside estimate for trigram integrated states. The
coarse-level outside cost plus the simple estimate for
border trigrams speeds up the trigram decoding pass
hundreds of times compared to using no outside es-
timate.

Maximizing the probability of the synchronous
derivation is not equivalent to maximizing BLEU.
We use a rescoring decoding pass that maximizes the
expected count of synchronous constituents. This
technique, together with the progressive search at
previous stages, gives a decoder that produces the
highest BLEU score we have obtained on the data in
a very reasonable amount of time.

As future work, new metrics for the final pass may
be able to better approximate BLEU. As the bigram
decoding pass currently takes the bulk of the decod-
ing time, better heuristics for this phase may speed
up the system further.
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Abstract

We propose the use of regular tree grammars
(RTGs) as a formalism for the underspecified
processing of scope ambiguities. By applying
standard results on RTGs, we obtain a novel
algorithm for eliminating equivalent readings
and the first efficient algorithm for computing
the best reading of a scope ambiguity. We also
show how to derive RTGs from more tradi-
tional underspecified descriptions.

1 Introduction

Underspecification (Reyle, 1993; Copestake et al.,
2005; Bos, 1996; Egg et al., 2001) has become the
standard approach to dealing with scope ambiguity
in large-scale hand-written grammars (see e.g. Cope-
stake and Flickinger (2000)). The key idea behind
underspecification is that the parser avoids comput-
ing all scope readings. Instead, it computes a single
compact underspecified description for each parse.
One can then strengthen the underspecified descrip-
tion to efficiently eliminate subsets of readings that
were not intended in the given context (Koller and
Niehren, 2000; Koller and Thater, 2006); so when
the individual readings are eventually computed, the
number of remaining readings is much smaller and
much closer to the actual perceived ambiguity of the
sentence.

In the past few years, a “standard model” of scope
underspecification has emerged: A range of for-
malisms from Underspecified DRT (Reyle, 1993)
to dominance graphs (Althaus et al., 2003) have
offered mechanisms to specify the “semantic mate-
rial” of which the semantic representations are built
up, plus dominance or outscoping relations between
these building blocks. This has been a very suc-
cessful approach, but recent algorithms for elimi-
nating subsets of readings have pushed the expres-

sive power of these formalisms to their limits; for
instance, Koller and Thater (2006) speculate that
further improvements over their (incomplete) redun-
dancy elimination algorithm require a more expres-
sive formalism than dominance graphs. On the theo-
retical side, Ebert (2005) has shown that none of
the major underspecification formalisms are expres-
sively complete, i.e. supports the description of an
arbitrary subset of readings. Furthermore, the some-
what implicit nature of dominance-based descrip-
tions makes it difficult to systematically associate
readings with probabilities or costs and then com-
pute a best reading.

In this paper, we address both of these shortcom-
ings by proposing regular tree grammars (RTGs)
as a novel underspecification formalism. Regular
tree grammars (Comon et al., 2007) are a standard
approach for specifying sets of trees in theoretical
computer science, and are closely related to regu-
lar tree transducers as used e.g. in recent work on
statistical MT (Knight and Graehl, 2005) and gram-
mar formalisms (Shieber, 2006). We show that the
“dominance charts” proposed by Koller and Thater
(2005b) can be naturally seen as regular tree gram-
mars; using their algorithm, classical underspecified
descriptions (dominance graphs) can be translated
into RTGs that describe the same sets of readings.
However, RTGs are trivially expressively complete
because every finite tree language is also regular. We
exploit this increase in expressive power in present-
ing a novel redundancy elimination algorithm that is
simpler and more powerful than the one by Koller
and Thater (2006); in our algorithm, redundancy
elimination amounts to intersection of regular tree
languages. Furthermore, we show how to define a
PCFG-style cost model on RTGs and compute best
readings of deterministic RTGs efficiently, and illus-
trate this model on a machine learning based model
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of scope preferences (Higgins and Sadock, 2003).
To our knowledge, this is the first efficient algorithm
for computing best readings of a scope ambiguity in
the literature.

The paper is structured as follows. In Section 2,
we will first sketch the existing standard approach
to underspecification. We will then define regular
tree grammars and show how to see them as an un-
derspecification formalism in Section 3. We will
present the new redundancy elimination algorithm,
based on language intersection, in Section 4, and
show how to equip RTGs with weights and compute
best readings in Section 5. We conclude in Section 6.

2 Underspecification

The key idea behind scope underspecification is to
describe all readings of an ambiguous expression
with a single, compact underspecified representation
(USR). This simplifies semantics construction, and
current algorithms (Koller and Thater, 2005a) sup-
port the efficient enumeration of readings from an
USR when it is necessary. Furthermore, it is possible
to perform certain semantic processing tasks such
as eliminating redundant readings (see Section 4) di-
rectly on the level of underspecified representations
without explicitly enumerating individual readings.

Under the “standard model” of scope underspeci-
fication, readings are considered as formulas or trees.
USRs specify the “semantic material” common to
all readings, plus dominance or outscopes relations
between these building blocks. In this paper, we con-
sider dominance graphs (Egg et al., 2001; Althaus
et al., 2003) as one representative of this class. An
example dominance graph is shown on the left of
Fig. 1. It represents the five readings of the sentence
“a representative of a company saw every sample.”
The (directed, labelled) graph consists of seven sub-
trees, or fragments, plus dominance edges relating
nodes of these fragments. Each reading is encoded
as one configuration of the dominance graph, which
can be obtained by “plugging” the tree fragments
into each other, in a way that respects the dominance
edges: The source node of each dominance edge
must dominate (i.e., be an ancestor of) the target
node in each configuration. The trees in Fig. 1a–e
are the five configurations of the example graph.

An important class of dominance graphs are hy-

pernormally connected dominance graphs, or dom-
inance nets (Niehren and Thater, 2003). The pre-
cise definition of dominance nets is not important
here, but note that virtually all underspecified de-
scriptions that are produced by current grammars are
nets (Flickinger et al., 2005). For the rest of the pa-
per, we restrict ourselves to dominance graphs that
are hypernormally connected.

3 Regular tree grammars

We will now recall the definition of regular tree
grammars and show how they can be used as an un-
derspecification formalism.

3.1 Definition

Let Σ be an alphabet, or signature, of tree construc-
tors { f ,g,a, . . .}, each of which is equipped with an
arity ar( f )≥ 0. A finite constructor tree t is a finite
tree in which each node is labelled with a symbol of
Σ, and the number of children of the node is exactly
the arity of this symbol. For instance, the configura-
tions in Fig. 1a-e are finite constructor trees over the
signature {ax|2,ay|2,compz|0, . . .}. Finite construc-
tor trees can be seen as ground terms over Σ that
respect the arities. We write T (Σ) for the finite con-
structor trees over Σ.

A regular tree grammar (RTG) is a 4-tuple G =
(S,N,Σ,R) consisting of a nonterminal alphabet N,
a terminal alphabet Σ, a start symbol S ∈ N, and a
finite set of production rules R of the form A→ β ,
where A ∈ N and β ∈ T (Σ∪N); the nonterminals
count as zero-place constructors. Two finite con-
structor trees t, t ′ ∈ T (Σ ∪ N) stand in the deriva-
tion relation, t →G t ′, if t ′ can be built from t by
replacing an occurrence of some nonterminal A by
the tree on the right-hand side of some production
for A. The language generated by G, L(G), is the set
{t ∈ T (Σ) | S→∗G t}, i.e. all terms of terminal sym-
bols that can be derived from the start symbol by a
sequence of rule applications. Note that L(G) is a
possibly infinite language of finite trees. As usual,
we write A→ t1 | . . . | tn as shorthand for the n pro-
duction rules A→ ti (1 ≤ i ≤ n). See Comon et al.
(2007) for more details.

The languages that can be accepted by regular tree
grammars are called regular tree languages (RTLs),
and regular tree grammars are equivalent to regular
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Figure 1: A dominance graph (left) and its five configurations.

tree automata, which are defined essentially like the
well-known regular string automata, except that they
assign states to the nodes in a tree rather than the po-
sitions in a string. Tree automata are related to tree
transducers as used e.g. in statistical machine trans-
lation (Knight and Graehl, 2005) exactly like finite-
state string automata are related to finite-state string
transducers, i.e. they use identical mechanisms to ac-
cept rather than transduce languages. Many theoreti-
cal results carry over from regular string languages
to regular tree languages; for instance, membership
of a tree in a RTL can be decided in linear time,
RTLs are closed under intersection, union, and com-
plement, and so forth.

3.2 Regular tree grammars in
underspecification

We can now use regular tree grammars in underspeci-
fication by representing the semantic representations
as trees and taking an RTG G as an underspecified
description of the trees in L(G). For example, the
five configurations in Fig. 1 can be represented as
the tree language accepted by the following gram-
mar with start symbol S.

S → ax(A1,A2) | az(B1,A3) | everyy(B3,A4)
A1 → az(B1,B2)
A2 → everyy(B3,B4)
A3 → ax(B2,A2) | everyy(B3,A5)
A4 → ax(A1,B4) | az(B1,A5)
A5 → ax(B2,B4)
B1 → compz B2 → repr-ofx,z
B3 → sampley B4 → seex,y

More generally, every finite set of trees can be
written as the tree language accepted by a non-
recursive regular tree grammar such as this. This
grammar can be much smaller than the set of trees,
because nonterminal symbols (which stand for sets
of possibly many subtrees) can be used on the right-
hand sides of multiple rules. Thus an RTG is a com-
pact representation of a set of trees in the same way
that a parse chart is a compact representation of the

set of parse trees of a context-free string grammar.
Note that each tree can be enumerated from the RTG
in linear time.

3.3 From dominance graphs to tree grammars
Furthermore, regular tree grammars can be system-
atically computed from more traditional underspeci-
fied descriptions. Koller and Thater (2005b) demon-
strate how to compute a dominance chart from a
dominance graph D by tabulating how a subgraph
can be decomposed into smaller subgraphs by re-
moving what they call a “free fragment”. If D is
hypernormally connected, this chart can be read as
a regular tree grammar whose nonterminal symbols
are subgraphs of the dominance graph, and whose
terminal symbols are names of fragments. For the
example graph in Fig. 1, it looks as follows.

{1,2,3,4,5,6,7} → 1({2,4,5},{3,6,7})
{1,2,3,4,5,6,7} → 2({4},{1,3,5,6,7})
{1,2,3,4,5,6,7} → 3({6},{1,2,4,5,7})
{1,3,5,6,7} → 1({5},{3,6,7}) | 3({6},{1,5,7})
{1,2,4,5,7} → 1({2,4,5},{7}) | 2({4},{1,5,7})
{1,5,7} → 1({5},{7})

{2,4,5} → 2({4},{5}) {4} → 4 {6}→ 6
{3,6,7} → 3({6},{7}) {5} → 5 {7}→ 7

This grammar accepts, again, five different trees,
whose labels are the node names of the dominance
graph, for instance 1(2(4,5),3(6,7)). If f : Σ→ Σ′

is a relabelling function from one terminal alpha-
bet to another, we can write f (G) for the grammar
(S,N,Σ′,R′), where R′ = {A → f (a)(B1, . . . ,Bn) |
A→ a(B1, . . . ,Bn) ∈ R}. Now if we choose f to be
the labelling function of D (which maps node names
to node labels) and G is the chart of D, then L( f (G))
will be the set of configurations of D. The grammar
in Section 3.2 is simply f (G) for the chart above (up
to consistent renaming of nonterminals).

In the worst case, the dominance chart of a dom-
inance graph with n fragments has O(2n) produc-
tion rules (Koller and Thater, 2005b), i.e. charts may
be exponential in size; but note that this is still an
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Figure 2: Chart sizes in the Rondane corpus.

improvement over the n! configurations that these
worst-case examples have. In practice, RTGs that
are computed by converting the USR computed by a
grammar remain compact: Fig. 2 compares the aver-
age number of configurations and the average num-
ber of RTG production rules for USRs of increasing
sizes in the Rondane treebank (see Sect. 4.3); the
bars represent the number of sentences for USRs of a
certain size. Even for the most ambiguous sentence,
which has about 4.5×1012 scope readings, the domi-
nance chart has only about 75 000 rules, and it takes
only 15 seconds on a modern consumer PC (Intel
Core 2 Duo at 2 GHz) to compute the grammar from
the graph. Computing the charts for all 999 MRS-
nets in the treebank takes about 45 seconds.

4 Expressive completeness and
redundancy elimination

Because every finite tree language is regular, RTGs
constitute an expressively complete underspecifica-
tion formalism in the sense of Ebert (2005): They
can represent arbitrary subsets of the original set of
readings. Ebert shows that the classical dominance-
based underspecification formalisms, such as MRS,
Hole Semantics, and dominance graphs, are all
expressively incomplete, which Koller and Thater
(2006) speculate might be a practical problem for al-
gorithms that strengthen USRs to remove unwanted
readings. We will now show how both the expres-
sive completeness and the availability of standard
constructions for RTGs can be exploited to get an
improved redundancy elimination algorithm.

4.1 Redundancy elimination

Redundancy elimination (Vestre, 1991; Chaves,
2003; Koller and Thater, 2006) is the problem of de-
riving from an USR U another USR U ′, such that
the readings of U ′ are a proper subset of the read-

ings of U , but every reading in U is semantically
equivalent to some reading in U ′. For instance, the
following sentence from the Rondane treebank is an-
alyzed as having six quantifiers and 480 readings by
the ERG grammar; these readings fall into just two
semantic equivalence classes, characterized by the
relative scope of “the lee of” and “a small hillside”.
A redundancy elimination would therefore ideally re-
duce the underspecified description to one that has
only two readings (one for each class).

(1) We quickly put up the tents in the lee of a
small hillside and cook for the first time in the
open. (Rondane 892)

Koller and Thater (2006) define semantic equiva-
lence in terms of a rewrite system that specifies un-
der what conditions two quantifiers may exchange
their positions without changing the meaning of the
semantic representation. For example, if we assume
the following rewrite system (with just a single rule),
the five configurations in Fig. 1a-e fall into three
equivalence classes – indicated by the dotted boxes
around the names a-e – because two pairs of read-
ings can be rewritten into each other.

(2) ax(az(P,Q),R)→ az(P,ax(Q,R))

Based on this definition, Koller and Thater (2006)
present an algorithm (henceforth, KT06) that deletes
rules from a dominance chart and thus removes sub-
sets of readings from the USR. The KT06 algorithm
is fast and quite effective in practice. However, it es-
sentially predicts for each production rule of a dom-
inance chart whether each configuration that can be
built with this rule is equivalent to a configuration
that can be built with some other production for the
same subgraph, and is therefore rather complex.

4.2 Redundancy elimination as language
intersection

We now define a new algorithm for redundancy elim-
ination. It is based on the intersection of regular tree
languages, and will be much simpler and more pow-
erful than KT06.

Let G = (S,N,Σ,R) be an RTG with a linear or-
der on the terminals Σ; for ease of presentation, we
assume Σ ⊆ N. Furthermore, let f : Σ→ Σ′ be a re-
labelling function into the signature Σ′ of the rewrite
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system. For example, G could be the dominance
chart of some dominance graph D, and f could be
the labelling function of D.

We can then define a tree language LF as follows:
LF contains all trees over Σ that do not contain a sub-
tree of the form q1(x1, . . . ,xi−1,q2(. . .),xi+1, . . . ,xk)
where q1 > q2 and the rewrite system contains a rule
that has f (q1)(X1, . . . ,Xi−1, f (q2)(. . .),Xi+1, . . . ,Xk)
on the left or right hand side. LF is a regular tree lan-
guage, and can be accepted by a regular tree gram-
mar GF with O(n) nonterminals and O(n2) rules,
where n = |Σ′|. A filter grammar for Fig. 1 looks
as follows:

S → 1(S,S) | 2(S,Q1) | 3(S,S) | 4 | . . . | 7
Q1 → 2(S,Q1) | 3(S,S) | 4 | . . . | 7

This grammar accepts all trees over Σ except ones
in which a node with label 2 is the parent of a node
with label 1, because such trees correspond to config-
urations in which a node with label az is the parent of
a node with label ax, az and ax are permutable, and
2 > 1. In particular, it will accept the configurations
(b), (c), and (e) in Fig. 1, but not (a) or (d).

Since regular tree languages are closed under in-
tersection, we can compute a grammar G′ such that
L(G′) = L(G)∩LF . This grammar has O(nk) nonter-
minals and O(n2k) productions, where k is the num-
ber of production rules in G, and can be computed
in time O(n2k). The relabelled grammar f (G′) ac-
cepts all trees in which adjacent occurrences of per-
mutable quantifiers are in a canonical order (sorted
from lowest to highest node name). For example, the
grammar G′ for the example looks as follows; note
that the nonterminal alphabet of G′ is the product of
the nonterminal alphabets of G and GF .

{1,2,3,4,5,6,7}S → 1({2,4,5}S,{3,6,7}S)
{1,2,3,4,5,6,7}S → 2({4}S,{1,3,5,6,7}Q1)
{1,2,3,4,5,6,7}S → 3({6}S,{1,2,4,5,7}S)
{1,3,5,6,7}Q1 → 3({6}S,{1,5,7}S)
{1,2,4,5,7}S → 1({2,4,5}S,{7}S)
{1,2,4,5,7}S → 2({4}S,{1,5,7}Q1)

{2,4,5}S → 2({4}S,{5}Q1) {4}S → 4
{3,6,7}S → 3({6}S,{7}S) {5}S → 5
{1,5,7}S → 1({5}S,{7}S) {5}Q1 → 5
{6}S → 6 {7}S → 7

Significantly, the grammar contains no produc-
tions for {1,3,5,6,7}Q1 with terminal symbol 1, and
no production for {1,5,7}Q1 . This reduces the tree
language accepted by f (G′) to just the configura-
tions (b), (c), and (e) in Fig. 1, i.e. exactly one

representative of every equivalence class. Notice
that there are two different nonterminals, {5}Q1 and
{5}S, corresponding to the subgraph {5}, so the in-
tersected RTG is not a dominance chart any more.
As we will see below, this increased expressivity in-
creases the power of the redundancy elimination al-
gorithm.

4.3 Evaluation
The algorithm presented here is not only more trans-
parent than KT06, but also more powerful; for exam-
ple, it will reduce the graph in Fig. 4 of Koller and
Thater (2006) completely, whereas KT06 won’t.

To measure the extent to which the new algo-
rithm improves upon KT06, we compare both algo-
rithms on the USRs in the Rondane treebank (ver-
sion of January 2006). The Rondane treebank is a
“Redwoods style” treebank (Oepen et al., 2002) con-
taining MRS-based underspecified representations
for sentences from the tourism domain, and is dis-
tributed together with the English Resource Gram-
mar (ERG) (Copestake and Flickinger, 2000).

The treebank contains 999 MRS-nets, which we
translate automatically into dominance graphs and
further into RTGs; the median number of scope read-
ings per sentence is 56. For our experiment, we con-
sider all 950 MRS-nets with less than 650 000 con-
figurations. We use a slightly weaker version of the
rewrite system that Koller and Thater (2006) used in
their evaluation.

It turns out that the median number of equivalence
classes, computed by pairwise comparison of all con-
figurations, is 8. The median number of configu-
rations that remain after running our algorithm is
also 8. By contrast, the median number after run-
ning KT06 is 11. For a more fine-grained compari-
son, Fig. 3 shows the percentage of USRs for which
the two algorithms achieve complete reduction, i.e.
retain only one reading per equivalence class. In the
diagram, we have grouped USRs according to the
natural logarithm of their numbers of configurations,
and report the percentage of USRs in this group on
which the algorithms were complete. The new algo-
rithm dramatically outperforms KT06: In total, it re-
duces 96% of all USRs completely, whereas KT06
was complete only for 40%. This increase in com-
pleteness is partially due to the new algorithm’s abil-
ity to use non-chart RTGs: For 28% of the sentences,
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Figure 3: Percentage of USRs in Rondane for which the
algorithms achieve complete reduction.

it computes RTGs that are not dominance charts.
KT06 was only able to reduce 5 of these 263 graphs
completely.

The algorithm needs 25 seconds to run for the
entire corpus (old algorithm: 17 seconds), and it
would take 50 (38) more seconds to run on the 49
large USRs that we exclude from the experiment.
By contrast, it takes about 7 hours to compute the
equivalence classes by pairwise comparison, and it
would take an estimated several billion years to com-
pute the equivalence classes of the excluded USRs.
In short, the redundancy elimination algorithm pre-
sented here achieves nearly complete reduction at a
tiny fraction of the runtime, and makes a useful task
that was completely infeasible before possible.

4.4 Compactness
Finally, let us briefly consider the ramifications of
expressive completeness on efficiency. Ebert (2005)
proves that no expressively complete underspecifi-
cation formalism can be compact, i.e. in the worst
case, the USR of a set of readings become exponen-
tially large in the number of scope-bearing operators.
In the case of RTGs, this worst case is achieved by
grammars of the form S→ t1 | . . . | tn, where t1, . . . , tn
are the trees we want to describe. This grammar is as
big as the number of readings, i.e. worst-case expo-
nential in the number n of scope-bearing operators,
and essentially amounts to a meta-level disjunction
over the readings.

Ebert takes the incompatibility between compact-
ness and expressive completeness as a fundamental
problem for underspecification. We don’t see things
quite as bleakly. Expressions of natural language it-
self are (extremely underspecified) descriptions of
sets of semantic representations, and so Ebert’s ar-
gument applies to NL expressions as well. This

means that describing a given set of readings may
require an exponentially long discourse. Ebert’s def-
inition of compactness may be too harsh: An USR,
although exponential-size in the number of quanti-
fiers, may still be polynomial-size in the length of
the discourse in the worst case.

Nevertheless, the tradeoff between compactness
and expressive power is important for the design
of underspecification formalisms, and RTGs offer a
unique answer. They are expressively complete; but
as we have seen in Fig. 2, the RTGs that are derived
by semantic construction are compact, and even in-
tersecting them with filter grammars for redundancy
elimination only blows up their sizes by a factor of
O(n2). As we add more and more information to
an RTG to reduce the set of readings, ultimately to
those readings that were meant in the actual context
of the utterance, the grammar will become less and
less compact; but this trend is counterbalanced by
the overall reduction in the number of readings. For
the USRs in Rondane, the intersected RTGs are, on
average, 6% smaller than the original charts. Only
30% are larger than the charts, by a maximal factor
of 3.66. Therefore we believe that the theoretical
non-compactness should not be a major problem in
a well-designed practical system.

5 Computing best configurations

A second advantage of using RTGs as an under-
specification formalism is that we can apply exist-
ing algorithms for computing the best derivations
of weighted regular tree grammars to compute best
(that is, cheapest or most probable) configurations.
This gives us the first efficient algorithm for comput-
ing the preferred reading of a scope ambiguity.

We define weighted dominance graphs and
weighted tree grammars, show how to translate the
former into the latter and discuss an example.

5.1 Weighted dominance graphs

A weighted dominance graph D = (V,ET ] ED ]
WD]WI) is a dominance graph with two new types
of edges – soft dominance edges, WD, and soft dis-
jointness edges, WI –, each of which is equipped
with a numeric weight. Soft dominance and dis-
jointness edges provide a mechanism for assigning
weights to configurations; a soft dominance edge ex-
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Figure 4: The graph of Fig. 1 with soft constraints

presses a preference that two nodes dominate each
other in a configuration, whereas a soft disjointness
edge expresses a preference that two nodes are dis-
joint, i.e. neither dominates the other.

We take the hard backbone of D to be the ordinary
dominance graph B(D) = (V,ET ]ED) obtained by
removing all soft edges. The set of configurations
of a weighted graph D is the set of configurations
of its hard backbone. For each configuration t of
D, we define the weight c(t) to be the product of
the weights of all soft dominance and disjointness
edges that are satisfied in t. We can then ask for
configurations of maximal weight.

Weighted dominance graphs can be used to en-
code the standard models of scope preferences
(Pafel, 1997; Higgins and Sadock, 2003). For exam-
ple, Higgins and Sadock (2003) present a machine
learning approach for determining pairwise prefer-
ences as to whether a quantifier Q1 dominates an-
other quantifier Q2, Q2 dominates Q1, or neither (i.e.
they are disjoint). We can represent these numbers
as the weights of soft dominance and disjointness
edges. An example (with artificial weights) is shown
in Fig. 4; we draw the soft dominance edges as
curved dotted arrows and the soft disjointness edges
as as angled double-headed arrows. Each soft edge
is annotated with its weight. The hard backbone
of this dominance graph is our example graph from
Fig. 1, so it has the same five configurations. The
weighted graph assigns a weight of 8 to configura-
tion (a), a weight of 1 to (d), and a weight of 9 to (e);
this is also the configuration of maximum weight.

5.2 Weighted tree grammars
In order to compute the maximal-weight configura-
tion of a weighted dominance graph, we will first
translate it into a weighted regular tree grammar. A
weighted regular tree grammar (wRTG) (Graehl and
Knight, 2004) is a 5-tuple G = (S,N,Σ,R,c) such

that G′ = (S,N,Σ,R) is a regular tree grammar and
c : R→ R is a function that assigns each production
rule a weight. G accepts the same language of trees
as G′. It assigns each derivation a cost equal to the
product of the costs of the production rules used in
this derivation, and it assigns each tree in the lan-
guage a cost equal to the sum of the costs of its
derivations. Thus wRTGs define weights in a way
that is extremely similar to PCFGs, except that we
don’t require any weights to sum to one.

Given a weighted, hypernormally connected dom-
inance graph D, we can extend the chart of B(D) to
a wRTG by assigning rule weights as follows: The
weight of a rule D0 → i(D1, . . . ,Dn) is the product
over the weights of all soft dominance and disjoint-
ness edges that are established by this rule. We say
that a rule establishes a soft dominance edge from
u to v if u = i and v is in one of the subgraphs
D1, . . . ,Dn; we say that it establishes a soft disjoint-
ness edge between u and v if u and v are in different
subgraphs D j and Dk ( j 6= k). It can be shown that
the weight this grammar assigns to each derivation
is equal to the weight that the original dominance
graph assigns to the corresponding configuration.

If we apply this construction to the example graph
in Fig. 4, we obtain the following wRTG:

{1, ...,7} → ax({2,4,5},{3,6,7}) [9]
{1, ...,7} → az({4},{1,3,5,6,7}) [1]
{1, ...,7} → everyy({6},{1,2,4,5,7}) [8]
{2,4,5} → az({4},{5}) [1]
{3,6,7} → everyy({6},{7}) [1]

{1,3,5,6,7} → ax({5},{3,6,7}) [1]
{1,3,5,6,7} → everyy({6},{1,5,7}) [8]
{1,2,4,5,7} → ax({2,4,5},{7}) [1]
{1,2,4,5,7} → az({4},{1,5,7}) [1]
{1,5,7} → ax({5},{7}) [1]

{4} → compz [1] {5} → repr−o f x,z [1]
{6} → sampley [1] {7} → seex,y [1]

For example, picking “az” as the root of a con-
figuration (Fig. 1 (c), (d)) of the entire graph has
a weight of 1, because this rule establishes no soft
edges. On the other hand, choosing “ax” as the root
has a weight of 9, because this establishes the soft
disjointness edge (and in fact, leads to the derivation
of the maximum-weight configuration in Fig. 1 (e)).

5.3 Computing the best configuration

The problem of computing the best configuration of
a weighted dominance graph – or equivalently, the
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best derivation of a weighted tree grammar – can
now be solved by standard algorithms for wRTGs.
For example, Knight and Graehl (2005) present an
algorithm to extract the best derivation of a wRTG in
time O(t + n logn) where n is the number of nonter-
minals and t is the number of rules. In practice, we
can extract the best reading of the most ambiguous
sentence in the Rondane treebank (4.5× 1012 read-
ings, 75 000 grammar rules) with random soft edges
in about a second.

However, notice that this is not the same problem
as computing the best tree in the language accepted
by a wRTG, as trees may have multiple deriva-
tions. The problem of computing the best tree is NP-
complete (Sima’an, 1996). However, if the weighted
regular tree automaton corresponding to the wRTG
is deterministic, every tree has only one derivation,
and thus computing best trees becomes easy again.
The tree automata for dominance charts are always
deterministic, and the automata for RTGs as in Sec-
tion 3.2 (whose terminals correspond to the graph’s
node labels) are also typically deterministic if the
variable names are part of the quantifier node labels.
Furthermore, there are algorithms for determinizing
weighted tree automata (Borchardt and Vogler, 2003;
May and Knight, 2006), which could be applied as
preprocessing steps for wRTGs.

6 Conclusion

In this paper, we have shown how regular tree gram-
mars can be used as a formalism for scope under-
specification, and have exploited the power of this
view in a novel, simpler, and more complete algo-
rithm for redundancy elimination and the first effi-
cient algorithm for computing the best reading of a
scope ambiguity. In both cases, we have adapted
standard algorithms for RTGs, which illustrates the
usefulness of using such a well-understood formal-
ism. In the worst case, the RTG for a scope ambigu-
ity is exponential in the number of scope bearers in
the sentence; this is a necessary consequence of their
expressive completeness. However, those RTGs that
are computed by semantic construction and redun-
dancy elimination remain compact.

Rather than showing how to do semantic construc-
tion for RTGs, we have presented an algorithm that
computes RTGs from more standard underspecifica-

tion formalisms. We see RTGs as an “underspecifi-
cation assembly language” – they support efficient
and useful algorithms, but direct semantic construc-
tion may be inconvenient, and RTGs will rather be
obtained by “compiling” higher-level underspecified
representations such as dominance graphs or MRS.

This perspective also allows us to establish a
connection to approaches to semantic construc-
tion which use chart-based packing methods rather
than dominance-based underspecification to manage
scope ambiguities. For instance, both Combinatory
Categorial Grammars (Steedman, 2000) and syn-
chronous grammars (Nesson and Shieber, 2006) rep-
resent syntactic and semantic ambiguity as part of
the same parse chart. These parse charts can be
seen as regular tree grammars that accept the lan-
guage of parse trees, and conceivably an RTG that
describes only the semantic and not the syntactic
ambiguity could be automatically extracted. We
could thus reconcile these completely separate ap-
proaches to semantic construction within the same
formal framework, and RTG-based algorithms (e.g.,
for redundancy elimination) would apply equally to
dominance-based and chart-based approaches. In-
deed, for one particular grammar formalism it has
even been shown that the parse chart contains an
isomorphic image of a dominance chart (Koller and
Rambow, 2007).

Finally, we have only scratched the surface of
what can be be done with the computation of best
configurations in Section 5. The algorithms gen-
eralize easily to weights that are taken from an ar-
bitrary ordered semiring (Golan, 1999; Borchardt
and Vogler, 2003) and to computing minimal-weight
rather than maximal-weight configurations. It is also
useful in applications beyond semantic construction,
e.g. in discourse parsing (Regneri et al., 2008).
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Abstract

There are many possible different semantic re-
lationships between nominals. Classification
of such relationships is an important and dif-
ficult task (for example, the well known noun
compound classification task is a special case
of this problem). We propose a novelpat-
tern clustersmethod for nominal relationship
(NR) classification. Pattern clusters are dis-
covered in a large corpus independently of
any particular training set, in an unsupervised
manner. Each of the extracted clusters cor-
responds to some unspecified semantic rela-
tionship. The pattern clusters are then used
to construct features for training and classifi-
cation of specific inter-nominal relationships.
Our NR classification evaluation strictly fol-
lows the ACL SemEval-07 Task 4 datasets and
protocol, obtaining an f-score of 70.6, as op-
posed to 64.8 of the best previous work that
did not use the manually provided WordNet
sense disambiguation tags.

1 Introduction

Automatic extraction and classification of seman-
tic relationships is a major field of activity, of both
practical and theoretical interest. A prominent type
of semantic relationships is that holding between
nominals1. For example, in noun compounds many
different semantic relationships are encoded by the
same simple form (Girju et al., 2005): ‘dog food’ de-
notes food consumed by dogs, while ‘summer morn-

1Our use of the term ‘nominal’ follows (Girju et al., 2007),
and includes simple nouns, noun compounds and multiword ex-
pressions serving as nouns.

ing’ denotes a morning that happens in the summer.
These two relationships are completely different se-
mantically but are similar syntactically, and distin-
guishing between them could be essential for NLP
applications such as question answering and ma-
chine translation.

Relation classification usually relies on a train-
ing set in the form of tagged data. To improve re-
sults, some systems utilize additional manually con-
structed semantic resources such as WordNet (WN)
(Beamer et al., 2007). However, in many domains
and languages such resources are not available. Fur-
thermore, usage of such resources frequently re-
quires disambiguation and connection of the data to
the resource (word sense disambiguation in the case
of WordNet). Manual disambiguation is unfeasible
in many practical tasks, and an automatic one may
introduce errors and greatly degrade performance. It
thus makes sense to try to minimize the usage of
such resources, and utilize only corpus contexts in
which the relevant words appear.

A leading method for utilizing context informa-
tion for classification and extraction of relationships
is that of patterns (Hearst, 1992; Pantel and Pen-
nacchiotti, 2006). The standard classification pro-
cess is to find in an auxiliary corpus a set of patterns
in which a given training word pair co-appears, and
use pattern-word pair co-appearance statistics as fea-
tures for machine learning algorithms.

In this paper we introduce a novel approach,
based on utilizing pattern clusters that are prepared
separately and independently of the training set. We
do not utilize any manually constructed resource or
any manual tagging of training data beyond the cor-
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rect classification, thus making our method applica-
ble to fully automated tasks and less domain and lan-
guage dependent. Moreover, our pattern clustering
algorithm is fully unsupervised.

Our method is based on the observation that while
each lexical pattern can be highly ambiguous, sev-
eral patterns in conjunction can reliably define and
represent a lexical relationship. Accordingly, we
construct pattern clusters from a large generic cor-
pus, each such cluster potentially representing some
important generic relationship. This step is done
without accessing any training data, anticipating that
most meaningful relationships, including those in a
given classification problem, will be represented by
some of the discovered clusters. We then use the
training set to label some of the clusters, and the la-
beled clusters to assign classes to tested items. One
of the advantages of our method is that it can be used
not only for classification, but also for further anal-
ysis and retrieval of the observed relationships2.

The semantic relationships between the compo-
nents of noun compounds and between nominals in
general are not easy to categorize rigorously. Sev-
eral different relationship hierarchies have been pro-
posed (Nastase and Szpakowicz, 2003; Moldovan et
al., 2004). Some classes, like Container-Contained,
Time-Event and Product-Producer, appear in sev-
eral classification schemes, while classes like Tool-
Object are more vaguely defined and are subdivided
differently. Recently, SemEval-07 Task 4 (Girju et
al., 2007) proposed a benchmark dataset that in-
cludes a subset of 7 widely accepted nominal rela-
tionship (NR) classes, allowing consistent evalua-
tion of different NR classification algorithms. In the
SemEval event, 14 research teams evaluated their al-
gorithms using this benchmark. Some of the teams
have used the manually annotated WN labels pro-
vided with the dataset, and some have not.

We evaluated our algorithm on SemEval-07 Task
4 data, showing superior results over participating
algorithms that did not utilize WordNet disambigua-
tion tags. We also show how pattern clusters can be
used for a completely unsupervised classification of

2In (Davidov and Rappoport, 2008) we focus on the pat-
tern cluster resource type itself, presenting an evaluation of its
intrinsic quality based on SAT tests. In the present paper we
focus on showing how the resource can be used to improve a
known NLP task.

the test set. Since in this case no training data is
used, this allows the automated discovery of a po-
tentially unbiased classification scheme.

Section 2 discusses related work, Section 3 out-
lines the pattern clustering algorithm, Section 4 de-
tails three classification methods, and Sections 5 and
6 describe the evaluation protocol and results.

2 Related Work

Numerous methods have been devised for classifica-
tion of semantic relationships, among which those
holding between nominals constitute a prominent
category. Major differences between these methods
include available resources, degree of preprocessing,
features used, classification algorithm and the nature
of training/test data.

2.1 Available Resources

Many relation classification algorithms utilize
WordNet. Among the 15 systems presented by
the 14 SemEval teams, some utilized the manually
provided WordNet tags for the dataset pairs (e.g.,
(Beamer et al., 2007)). In all cases, usage of WN
tags improves the results significantly. Some other
systems that avoided using the labels used WN as
a supporting resource for their algorithms (Costello,
2007; Nakov and Hearst, 2007; Kim and Baldwin,
2007). Only three avoided WN altogether (Hen-
drickx et al., 2007; Bedmar et al., 2007; Aramaki
et al., 2006).

Other resources used for relationship discovery
include Wikipedia (Strube and Ponzetto, 2006), the-
sauri or synonym sets (Turney, 2005) and domain-
specific semantic hierarchies like MeSH (Rosario
and Hearst, 2001).

While usage of these resources is beneficial in
many cases, high quality word sense annotation is
not easily available. Besides, lexical resources are
not available for many languages, and their coverage
is limited even for English when applied to some re-
stricted domains. In this paper we do not use any
manually annotated resources apart from the classi-
fication training set.

2.2 Degree of Preprocessing

Many relationship classification methods utilize
some language-dependent preprocessing, like deep
or shallow parsing, part of speech tagging and
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named entity annotation (Pantel et al., 2004). While
the obtained features were shown to improve classi-
fication performance, they tend to be language de-
pendent and error-prone when working on unusual
text domains and are also highly computationally in-
tensive when processing large corpora. To make our
approach as language independent and efficient as
possible, we avoided using any such preprocessing
techniques.

2.3 Classification Features

A wide variety of features are used by different
algorithms, ranging from simple bag-of-words fre-
quencies to WordNet-based features (Moldovan et
al., 2004). Several studies utilize syntactic features.
Many other works manually develop a set of heuris-
tic features devised with some specific relationship
in mind, like a WordNet-based meronymy feature
(Bedmar et al., 2007) or size-of feature (Aramaki
et al., 2006). However, the most prominent feature
type is based on lexico-syntactic patterns in which
the related words co-appear.

Since (Hearst, 1992), numerous works have used
patterns for discovery and identification of instances
of semantic relationships (e.g., (Girju et al., 2006;
Snow et al., 2006; Banko et al, 2007)). Rosenfeld
and Feldman (2007) discover relationship instances
by clustering entities appearing in similar contexts.
Strategies were developed for discovery of multi-
ple patterns for some specified lexical relationship
(Pantel and Pennacchiotti, 2006) and for unsuper-
vised pattern ranking (Turney, 2006). Davidov et
al. (2007) use pattern clusters to define general rela-
tionships, but these are specific to a given concept.
No study so far has proposed a method to define, dis-
cover and represent general relationships present in
an arbitrary corpus.

In (Davidov and Rappoport, 2008) we present
an approach to extract pattern clusters from an un-
tagged corpus. Each such cluster represents some
unspecified lexical relationship. In this paper, we
use these pattern clusters as the (only) source of ma-
chine learning features for a nominal relationship
classification problem. Unlike the majority of cur-
rent studies, we avoid using any other features that
require some language-specific information or are
devised for specific relationship types.

2.4 Classification Algorithm

Various learning algorithms have been used for re-
lation classification. Common choices include vari-
ations of SVM (Girju et al., 2004; Nastase et al.,
2006), decision trees and memory-based learners.
Freely available tools like Weka (Witten and Frank,
1999) allow easy experimentation with common
learning algorithms (Hendrickx et al., 2007). In this
paper we did not focus on a single ML algorithm,
letting algorithm selection be automatically based
on cross-validation results on the training set, as in
(Hendrickx et al., 2007) but using more algorithms
and allowing a more flexible parameter choice.

2.5 Training Data

As stated above, several categorization schemes for
nominals have been proposed. Nastase and Sz-
pakowicz (2003) proposed a two-level hierarchy
with 5 (30) classes at the top (bottom) levels3. This
hierarchy and a corresponding dataset were used in
(Turney, 2005; Turney, 2006) and (Nastase et al.,
2006) for evaluation of their algorithms. Moldovan
et al. (2004) proposed a different scheme with 35
classes. The most recent dataset has been developed
for SemEval 07 Task 4 (Girju et al., 2007). This
manually annotated dataset includes a representative
rather than exhaustive list of 7 important nominal
relationships. We have used this dataset, strictly fol-
lowing the evaluation protocol. This made it possi-
ble to meaningfully compare our method to state-of-
the-art methods for relation classification.

3 Pattern Clustering Algorithm

Our pattern clustering algorithm is designed for the
unsupervised definition and discovery of generic se-
mantic relationships. The algorithm first discovers
and clusters patterns in which a single (‘hook’) word
participates, and then merges the resulting clusters
to form the final structure. In (Davidov and Rap-
poport, 2008) we describe the algorithm at length,
discuss its behavior and parameters in detail, and
evaluate its intrinsic quality. To assist readers of
the present paper, in this section we provide an
overview. Examples of some resulting pattern clus-
ters are given in Section 6. We refer to a pattern

3Actually, there were 50 relationships at the bottom level,
but valid nominal instances were found only for 30.
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contained in our clusters (a pattern type) as a ‘pat-
tern’ and to an occurrence of a pattern in the corpus
(a pattern token) as a ‘pattern instance’.

The algorithm does not rely on any data from the
classification training set, hence we do not need to
repeat its execution for different classification prob-
lems. To calibrate its parameters, we ran it a few
times with varied parameters settings, producing
several different configurations of pattern clusters
with different degrees of noise, coverage and granu-
larity. We then chose the best configuration for our
task automatically without re-running pattern clus-
tering for each specific problem (see Section 5.3).

3.1 Hook Words and Hook Corpora

As a first step, we randomly sample a set of hook
words, which will be used in order to discover re-
lationships that generally occur in the corpus. To
avoid selection of ambiguous words or typos, we do
not select words with frequency higher than a pa-
rameterFC and lower than a thresholdFB. We also
limit the total numberN of hook words. For each
hook word, we now create ahook corpus, the set of
the contexts in which the word appears. Each con-
text is a window containingW words or punctuation
characters before and after the hook word.

3.2 Pattern Specification

To specify patterns, following (Davidov and Rap-
poport, 2006) we classify words into high-
frequency words (HFWs) and content words (CWs).
A word whose frequency is more (less) thanFH

(FC) is considered to be a HFW (CW). Our patterns
have the general form

[Prefix] CW1 [Infix] CW2 [Postfix]

where Prefix, Infix and Postfix contain only HFWs.
We require Prefix and Postfix to be a single HFW,
while Infix can contain any number of HFWs (limit-
ing pattern length by window size). This form may
include patterns like‘such X as Y and’. At this stage,
the pattern slots can contain only single words; how-
ever, when using the final pattern clusters for nomi-
nal relationship classification, slots can contain mul-
tiword nominals.

3.3 Discovery of Target Words

For each of the hook corpora, we now extract all
pattern instances where one CW slot contains the

hook word and the other CW slot contains some
other (‘target’) word. To avoid the selection of com-
mon words as target words, and to avoid targets ap-
pearing in pattern instances that are relatively fixed
multiword expressions, we sort all target words in
a given hook corpus by pointwise mutual informa-
tion between hook and target, and drop patterns ob-
tained from pattern instances containing the lowest
and highestL percent of target words.

3.4 Pattern Clustering

We now have for each hook corpus a set of patterns,
together with the target words used for their extrac-
tion, and we want to cluster pattern types. First,
we group in clusters all patterns extracted using the
same target word. Second, we merge clusters that
share more thanS percent of their patterns. Some
patterns can appear in more than a single cluster.
Finally, we merge pattern clusters from different
hook corpora, to avoid clusters specific to a single
hook word. During merging, we define and utilize
core patternsandunconfirmed patterns, which are
weighed differently during cluster labeling (see Sec-
tion 4.2). We merge clusters from different hook
corpora using the following algorithm:

1. Remove all patterns originating from a single hook
corpus only.

2. Mark all patterns of all present clusters as uncon-
firmed.

3. While there exists some clusterC1 from corpusDX

containing only unconfirmed patterns:
(a) Select a cluster with a minimal number of pat-

terns.
(b) For each corpusD different fromDX :

i. ScanD for clustersC2 that share at least
S percent of their patterns, and all of their
core patterns, withC1.

ii. Add all patterns ofC2 to C1, setting all
shared patterns as core and all others as
unconfirmed.

iii. Remove clusterC2.
(c) If all of C1’s patterns remain unconfirmed re-

moveC1.
4. If several clusters have the same set of core patterns

merge them according to rules (i,ii).

At the end of this stage, we have a set of pattern
clusters where for each cluster there are two subsets,
core patterns and unconfirmed patterns.
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4 Relationship Classification

Up to this stage we did not access the training set in
any way and we did not use the fact that the target re-
lations are those holding between nominals. Hence,
only a small part of the acquired pattern clusters may
be relevant for a given NR classification task, while
other clusters can represent completely different re-
lationships (e.g., between verbs). We now use the
acquired clusters to learn a model for the given la-
beled training set and to use this model for classifi-
cation of the test set. First we describe how we deal
with data sparseness. Then we propose aHITS mea-
sure used for cluster labeling, and finally we present
three different classification methods that utilize pat-
tern clusters.

4.1 Enrichment of Provided Data

Our classification algorithm is based on contexts
of given nominal pairs. Co-appearance of nomi-
nal pairs can be very rare (in fact, some word pairs
in the Task 4 set co-appear only once in Yahoo
web search). Hence we need more contexts where
the given nominals or nominals similar to them co-
appear. This step does not require the training la-
bels (the correct classifications), so we do it for both
training and test pairs. We do it in two stages: ex-
tracting similar nominals, and obtaining more con-
texts.

4.1.1 Extracting more words

For each nominal pair(w1, w2) in a given sentence
S, we use a method similar to (Davidov and Rap-
poport, 2006) to extract words that have a shared
meaning withw1 or w2. We discover such words
by scanning our corpora and querying the web for
symmetric patterns (obtained automatically from the
corpus as in (Davidov and Rappoport, 2006)) that
contain w1 or w2. To avoid getting instances of
w1,2 with a different meaning, we also require that
the second word will appear in the same text para-
graph or the same web page. For example, if we are
given a pair<loans, students> and we see a sen-
tence‘... loans and scholarships for students and
professionals ...’, we use the symmetric pattern ‘X
and Y’ to add the wordscholarshipsto the group of
loansand to add the wordprofessionalsto the group
of students. We do not take words from the sen-
tence‘In European soccer there are transfers and

loans...’ since its context does not contain the word
students. In cases where there are only several or
zero instances where the two nominals co-appear,
we dismiss the latter rule and scan for each nominal
separately. Note that ‘loans’ can also be a verb, so
usage of a part-of-speech tagger might reduce noise.

If the number of instances for a desired nom-
inal is very low, our algorithm trims the first
words in these nominal and repeats the search (e.g.,
<simulation study, voluminous results> becomes
<study, results>). This step is the only one specific
to English, using the nature of English noun com-
pounds. Our desire in this case is to keep the head
words.

4.1.2 Extracting more contexts using the new
words

To find more instances where nominals similar to
w1 andw2 co-appear in HFW patterns, we construct
web queries using combinations of each nominal’s
group and extract patterns from the search result
snapshots (the two line summary provided by search
engines for each search result).

4.2 TheHITS Measure

To use clusters for classification we define aHITS

measure similar to that of (Davidov et al., 2007), re-
flecting the affinity of a given nominal pair to a given
cluster. We use the pattern clusters from Section 3
and the additional data collected during the enrich-
ment phase to estimate aHITS value for each cluster
and each pair in the training and test sets. For a given
nominal pair(w1, w2) and clusterC with n core pat-
ternsPcore andm unconfirmed patternsPunconf ,

HITS(C, (w1, w2)) =

|{p; (w1, w2) appears inp ∈ Pcore}| /n+

α× |{p; (w1, w2) appears inp ∈ Punconf}| /m.

In this formula, ‘appears in’ means that the nomi-
nal pair appears in instances of this pattern extracted
from the original corpus or retrieved from the web
at the previous stage. Thus if some pair appears in
most of the patterns of some cluster it receives a high
HITS value for this cluster.α (0..1) is a parameter
that lets us modify the relative weight of core and
unconfirmed patterns.
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4.3 Classification Using Pattern Clusters

We present three ways to use pattern clusters for re-
lationship classification.

4.3.1 Classification by cluster labeling

One way to train a classifier in our case is to attach
a single relationship label to each cluster during the
training phase, and to assign each unlabeled pair to
some labeled cluster during the test phase. We use
the following normalizedHITS measure to label the
involved pattern clusters. Denote byki the number
of training pairs in classi in training setT . Then

Label(C) = argmaxi

∑

p∈T,Label(p)=i

hits(C, p)/ki

Clusters where the above sum is zero remain un-
labeled. In the test phase we assign to each test pair
p the label of the labeled clusterC that received the
highestHITS(C, p) value. If there are several clus-
ters with a highestHITS value, then the algorithm se-
lects a ‘clarifying’ set of patterns – patterns that are
different in these best clusters. Then it constructs
clarifying web queries that contain the test nomi-
nal pair inside the clarifying patterns. The effect is
to increment theHITS value of the cluster contain-
ing a clarifying pattern if an appropriate pattern in-
stance (including the target nominals) was found on
the web. We start with the most frequent clarifying
pattern and perform additional queries until no clar-
ifying patterns are left or until some labeled cluster
obtains a highestHITS value. If no patterns are left
but there are still several winning clusters, we assign
to the pair the label of the cluster with the largest
number of pattern instances in the corpus.

One advantage of this method is that we get as
a by-product a set of labeled pattern clusters. Ex-
amination of this set can help to distinguish and an-
alyze (by means of patterns) which different rela-
tionships actually exist for each class in the train-
ing set. Furthermore, labeled pattern clusters can be
used for web queries to obtain additional examples
of the same relationship.

4.3.2 Classification by clusterHITS values as
features

In this method we treat theHITS measure for a clus-
ter as a feature for a machine learning classification

algorithm. To do this, we construct feature vectors
from each training pair, where each feature is the
HITS measure corresponding to a single pattern clus-
ter. We prepare test vectors similarly. Once we have
feature vectors, we can use a variety of classifiers
(we used those in Weka) to construct a model and to
evaluate it on the test set.

4.3.3 Unsupervised clustering

If we are not given any training set, it is still possi-
ble to separate between different relationship types
by grouping the feature vectors of Section 4.3.2 into
clusters. This can be done by applying k-means or
another clustering algorithm to the feature vectors
described above. This makes the whole approach
completely unsupervised. However, it does not pro-
vide any inherent labeling, making an evaluation dif-
ficult.

5 Experimental Setup

The main problem in a fair evaluation of NR classifi-
cation is that there is no widely accepted list of pos-
sible relationships between nominals. In our eval-
uation we have selected the setup and data from
SemEval-07 Task 4 (Girju et al., 2007). Selecting
this type of dataset allowed us to compare to 6 sub-
mitted state-of-art systems that evaluated on exactly
the same data and to 9 other systems that utilize
additional information (WN labels). We have ap-
plied our three different classification methods on
the given data set.

5.1 SemEval-07 Task 4 Overview

Task 4 (Girju et al., 2007) involves classification of
relationships between simple nominals other than
named entities. Seven distinct relationships were
chosen: Cause-Effect, Instrument-Agency, Product-
Producer, Origin-Entity, Theme-Tool, Part-Whole,
and Content-Container. For each relationship, the
provided dataset consists of 140 training and 70 test
examples. Examples were binary tagged as belong-
ing/not belonging to the tested relationship. The vast
majority of negative examples were near-misses, ac-
quired from the web using the same lexico-syntactic
patterns as the positives. Examples appear as sen-
tences with the nominal pair tagged. Nouns in this
pair were manually labeled with their correspond-
ing WordNet 3 labels and the web queries used to
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obtain the sentences. The 15 submitted systems
were assigned into 4 categories according to whether
they use the WordNet and Query tags (some systems
were assigned to more than a single category, since
they reported experiments in several settings). In our
evaluation we do not utilize WordNet or Query tags,
hence we compare ourselves with the corresponding
group (A), containing 6 systems.

5.2 Corpus and Web Access

Our algorithm uses two corpora. We estimate fre-
quencies and perform primary search on a local web
corpus containing about 68GB untagged plain text.
This corpus was extracted from the web starting
from open directory links, comprising English web
pages with varied topics and styles (Gabrilovich and
Markovitch, 2005). To enrich the set of given word
pairs and patterns as described in Section 4.1 and
to perform clarifying queries, we utilize the Yahoo
API for web queries. For each query, if the desired
words/patterns were found in a page link’s snapshot,
we do not use the link, otherwise we download the
page from the retrieved link and then extract the re-
quired data. If only several links were found for a
given word pair we perform local crawling to depth
3 in an attempt to discover more instances.

5.3 Parameters and Learning Algorithm

Our algorithm utilizes several parameters. Instead
of calibrating them manually, we only provided
a desired range for each, and the final parameter
values were obtained during selection of the best-
performing setup using 10-fold cross-validation on
the training set. For each parameter we have esti-
mated its desired range using the (Nastase and Sz-
pakowicz, 2003) set as a development set. Note that
this set uses an entirely different relationship classi-
fication scheme. We ran the pattern clustering phase
on 128 different sets of parameters, obtaining 128
different clustering schemes with varied granularity,
noise and coverage.

The parameter ranges obtained are:FC (meta-
pattern content word frequency and upper bound for
hook word selection):100−5000 words per million
(wpm); FH (meta-pattern HFW):10 − 100 wpm;
FB (low word count for hook word filtering):1−50
wpm; N (number of hook words):100 − 1000; W
(window size): 5 or window = sentence;L (tar-

get word mutual information filter):1/3 − 1/5; S
(cluster overlap filter for cluster merging):2/3; α
(core vs. unconfirmed weight forHITS estimation):
0.1 − 0.01; S (commonality for cluster merging):
2/3. As designed, each parameter indeed influences
a certain effect. Naturally, the parameters are not
mutually independent. Selecting the best configu-
ration in the cross-validation phase makes the algo-
rithm flexible and less dependent on hard-coded pa-
rameter values.

Selection of learning algorithm and its algorithm-
specific parameters were done as follows. For each
of the 7 classification tasks (one per relationship
type), for each of the 128 pattern clustering schemes,
we prepared a list of most of the compatible al-
gorithms available in Weka, and we automatically
selected the model (a parameter set and an algo-
rithm) which gave the best 10-fold cross-validation
results. The winning algorithms were LWL (Atke-
son et al., 1997), SMO (Platt, 1999), and K* (Cleary
and Trigg, 1995) (there were 7 tasks, and different
algorithms could be selected for each task). We then
used the obtained model to classify the testing set.
This allowed us to avoid fixing parameters that are
best for a specific dataset but not for others. Since
each dataset has only 140 examples, the computa-
tion time of each learning algorithm is negligible.

6 Results

The pattern clustering phase results in90 to 3000
distinct pattern clusters, depending on the parameter
setup. Manual sampling of these clusters indeed re-
veals that many clusters contain patterns specific to
some apparent lexical relationship. For example, we
have discovered such clusters as:{‘buy Y accessory
for X!’, ‘shipping Y for X’, ‘Y is available for X’, ‘Y
are available for X’, ‘Y are available for X systems’,
‘Y for X’ } and{‘best X for Y’, ‘X types for Y’, ‘Y
with X’, ‘X is required for Y’, ‘X as required for Y’,
‘X for Y’}. Note that some patterns (‘Y for X’) can
appear in many clusters.

We applied the three classification methods de-
scribed in Section 4.3 to Task 4 data. For super-
vised classification we strictly followed the SemEval
datasets and rules. For unsupervised classification
we did not use any training data. Using the k-means
algorithm, we obtained two nearly equal unlabeled
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Method P R F Acc
Unsupervised clustering (4.3.3) 64.5 61.3 62.0 64.5
Cluster Labeling (4.3.1) 65.1 69.0 67.2 68.5
HITS Features (4.3.2) 69.1 70.6 70.6 70.1
Best Task 4 (no WordNet) 66.1 66.7 64.8 66.0
Best Task 4 (with WordNet) 79.7 69.8 72.4 76.3

Table 1: Our SemEval-07 Task 4 results.

Relation Type F Acc C
Cause-Effect 69.7 71.4 2
Instrument-Agency 76.5 74.2 1
Product-Producer 76.4 83.8 1
Origin-Entity 65.4 62.6 4
Theme-Tool 59.4 58.7 6
Part-Whole 74.3 70.9 1
Content-Container 72.6 69.2 2

Table 2: By-relation Task 4HITS-based results.C is the
number of clusters with positive labels.

clusters containing test samples. For evaluation we
assigned a negative/positive label to these two clus-
ters according to the best alignment with true labels.

Table 1 shows our results, along with the best Task
4 result not using WordNet labels (Costello, 2007).
For reference, the best results overall (Beamer et al.,
2007) are also shown. The table shows precision (P)
recall (R), F-score (F), and Accuracy (Acc) (percent-
age of correctly classified examples).

We can see that while our algorithm is not as good
as the best method that utilizes WordNet tags, results
are superior to all participants who did not use these
tags. We can also see that the unsupervised method
results are above the random baseline (50%). In fact,
our results (f-score 62.0, accuracy 64.5) are better
than the averaged results (58.0, 61.1) of the group
that did not utilize WN tags.

Table 2 shows theHITS-based classification re-
sults (F-score and Accuracy) and the number of pos-
itively labeled clusters (C) for each relation. As ob-
served by participants of Task 4, we can see that dif-
ferent sets vary greatly in difficulty. However, we
also obtain a nice insight as to why this happens –
relations like Theme-Tool seem very ambiguous and
are mapped to several clusters, while relations like
Product-Producer seem to be well-defined by the ob-
tained pattern clusters.

The SemEval dataset does not explicitly mark
items whose correct classification requires analysis
of the context of the whole sentence in which they
appear. Since our algorithm does not utilize test sen-

tence contextual information, we do not expect it to
show exceptional performance on such items. This
is a good topic for future research.

Since the SemEval dataset is of a very spe-
cific nature, we have also applied our classification
framework to the (Nastase and Szpakowicz, 2003)
dataset, which contains 600 pairs labeled with 5
main relationship types. We have used the exact
evaluation procedure described in (Turney, 2006),
achieving a class f-score average of 60.1, as opposed
to 54.6 in (Turney, 2005) and 51.2 in (Nastase et al.,
2006). This shows that our method produces supe-
rior results for rather differing datasets.

7 Conclusion

Relationship classification is known to improve
many practical tasks, e.g., textual entailment (Tatu
and Moldovan, 2005). We have presented a novel
framework for relationship classification, based on
pattern clusters prepared as a standalone resource in-
dependently of the training set.

Our method outperforms current state-of-the-art
algorithms that do not utilize WordNet tags on Task
4 of SemEval-07. In practical situations, it would
not be feasible to provide a large amount of such
sense disambiguation tags manually. Our method
also shows competitive performance compared to
the majority of task participants that do utilize WN
tags. Our method can produce labeled pattern clus-
ters, which can be potentially useful for automatic
discovery of additional instances for a given rela-
tionship. We intend to pursue this promising direc-
tion in future work.
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Abstract

This paper proposes a framework for repre-
senting the meaning of phrases and sentences
in vector space. Central to our approach is
vector composition which we operationalize
in terms of additive and multiplicative func-
tions. Under this framework, we introduce a
wide range of composition models which we
evaluate empirically on a sentence similarity
task. Experimental results demonstrate that
the multiplicative models are superior to the
additive alternatives when compared against
human judgments.

1 Introduction

Vector-based models of word meaning (Lund and
Burgess, 1996; Landauer and Dumais, 1997) have
become increasingly popular in natural language
processing (NLP) and cognitive science. The ap-
peal of these models lies in their ability to rep-
resent meaning simply by using distributional in-
formation under the assumption that words occur-
ring within similar contexts are semantically similar
(Harris, 1968).

A variety of NLP tasks have made good use
of vector-based models. Examples include au-
tomatic thesaurus extraction (Grefenstette, 1994),
word sense discrimination (Schütze, 1998) and dis-
ambiguation (McCarthy et al., 2004), collocation ex-
traction (Schone and Jurafsky, 2001), text segmen-
tation (Choi et al., 2001) , and notably information
retrieval (Salton et al., 1975). In cognitive science
vector-based models have been successful in simu-
lating semantic priming (Lund and Burgess, 1996;
Landauer and Dumais, 1997) and text comprehen-
sion (Landauer and Dumais, 1997; Foltz et al.,

1998). Moreover, the vector similarities within such
semantic spaces have been shown to substantially
correlate with human similarity judgments (McDon-
ald, 2000) and word association norms (Denhire and
Lemaire, 2004).

Despite their widespread use, vector-based mod-
els are typically directed at representing words in
isolation and methods for constructing representa-
tions for phrases or sentences have received little
attention in the literature. In fact, the common-
est method for combining the vectors is to average
them. Vector averaging is unfortunately insensitive
to word order, and more generally syntactic struc-
ture, giving the same representation to any construc-
tions that happen to share the same vocabulary. This
is illustrated in the example below taken from Lan-
dauer et al. (1997). Sentences (1-a) and (1-b) con-
tain exactly the same set of words but their meaning
is entirely different.

(1) a. It was not the sales manager who hit the
bottle that day, but the office worker with
the serious drinking problem.

b. That day the office manager, who was
drinking, hit the problem sales worker with
a bottle, but it was not serious.

While vector addition has been effective in some
applications such as essay grading (Landauer and
Dumais, 1997) and coherence assessment (Foltz
et al., 1998), there is ample empirical evidence
that syntactic relations across and within sentences
are crucial for sentence and discourse processing
(Neville et al., 1991; West and Stanovich, 1986)
and modulate cognitive behavior in sentence prim-
ing (Till et al., 1988) and inference tasks (Heit and
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Rubinstein, 1994).
Computational models of semantics which use

symbolic logic representations (Montague, 1974)
can account naturally for the meaning of phrases or
sentences. Central in these models is the notion of
compositionality — the meaning of complex expres-
sions is determined by the meanings of their con-
stituent expressions and the rules used to combine
them. Here, semantic analysis is guided by syntactic
structure, and therefore sentences (1-a) and (1-b) re-
ceive distinct representations. The downside of this
approach is that differences in meaning are qualita-
tive rather than quantitative, and degrees of similar-
ity cannot be expressed easily.

In this paper we examine models of semantic
composition that are empirically grounded and can
represent similarity relations. We present a gen-
eral framework for vector-based composition which
allows us to consider different classes of models.
Specifically, we present both additive and multi-
plicative models of vector combination and assess
their performance on a sentence similarity rating ex-
periment. Our results show that the multiplicative
models are superior and correlate significantly with
behavioral data.

2 Related Work

The problem of vector composition has received
some attention in the connectionist literature, partic-
ularly in response to criticisms of the ability of con-
nectionist representations to handle complex struc-
tures (Fodor and Pylyshyn, 1988). While neural net-
works can readily represent single distinct objects,
in the case of multiple objects there are fundamen-
tal difficulties in keeping track of which features are
bound to which objects. For the hierarchical struc-
ture of natural language this binding problem be-
comes particularly acute. For example, simplistic
approaches to handling sentences such asJohn loves
Mary and Mary loves Johntypically fail to make
valid representations in one of two ways. Either
there is a failure to distinguish between these two
structures, because the network fails to keep track
of the fact thatJohn is subject in one and object
in the other, or there is a failure to recognize that
both structures involve the same participants, be-
causeJohnas a subject has a distinct representation
from Johnas an object. In contrast, symbolic repre-
sentations can naturally handle the binding of con-
stituents to their roles, in a systematic manner that

avoids both these problems.
Smolensky (1990) proposed the use of tensor

products as a means of binding one vector to an-
other. The tensor productu⊗ v is a matrix whose
components are all the possible productsuiv j of the
components of vectorsu andv. A major difficulty
with tensor products is their dimensionality which is
higher than the dimensionality of the original vec-
tors (precisely, the tensor product has dimensional-
ity m× n). To overcome this problem, other tech-
niques have been proposed in which the binding of
two vectors results in a vector which has the same
dimensionality as its components. Holographic re-
duced representations (Plate, 1991) are one imple-
mentation of this idea where the tensor product is
projected back onto the space of its components.

The projection is defined in terms ofcircular con-
volution a mathematical function that compresses
the tensor product of two vectors. The compression
is achieved by summing along the transdiagonal el-
ements of the tensor product. Noisy versions of the
original vectors can be recovered by means ofcir-
cular correlationwhich is the approximate inverse
of circular convolution. The success of circular cor-
relation crucially depends on the components of the
n-dimensional vectorsu andv being randomly dis-
tributed with mean 0 and variance1n. This poses
problems for modeling linguistic data which is typi-
cally represented by vectors with non-random struc-
ture.

Vector addition is by far the most common
method for representing the meaning of linguistic
sequences. For example, assuming that individual
words are represented by vectors, we can compute
the meaning of a sentence by taking their mean
(Foltz et al., 1998; Landauer and Dumais, 1997).
Vector addition does not increase the dimensional-
ity of the resulting vector. However, since it is order
independent, it cannot capture meaning differences
that are modulated by differences in syntactic struc-
ture. Kintsch (2001) proposes a variation on the vec-
tor addition theme in an attempt to model how the
meaning of a predicate (e.g.,run) varies depending
on the arguments it operates upon (e.g,the horse ran
vs. the color ran). The idea is to add not only the
vectors representing the predicate and its argument
but also the neighbors associated with both of them.
The neighbors, Kintsch argues, can ‘strengthen fea-
tures of the predicate that are appropriate for the ar-
gument of the predication’.
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animal stable village gallop jokey
horse 0 6 2 10 4
run 1 8 4 4 0

Figure 1: A hypothetical semantic space forhorseand
run

Unfortunately, comparisons across vector compo-
sition models have been few and far between in the
literature. The merits of different approaches are il-
lustrated with a few hand picked examples and pa-
rameter values and large scale evaluations are uni-
formly absent (see Frank et al. (2007) for a criticism
of Kintsch’s (2001) evaluation standards). Our work
proposes a framework for vector composition which
allows the derivation of different types of models
and licenses two fundamental composition opera-
tions, multiplication and addition (and their combi-
nation). Under this framework, we introduce novel
composition models which we compare empirically
against previous work using a rigorous evaluation
methodology.

3 Composition Models

We formulate semantic composition as a function
of two vectors, u and v. We assume that indi-
vidual words are represented by vectors acquired
from a corpus following any of the parametrisa-
tions that have been suggested in the literature.1 We
briefly note here that a word’s vector typically rep-
resents its co-occurrence with neighboring words.
The construction of the semantic space depends on
the definition of linguistic context (e.g., neighbour-
ing words can be documents or collocations), the
number of components used (e.g., thek most fre-
quent words in a corpus), and their values (e.g., as
raw co-occurrence frequencies or ratios of probabil-
ities). A hypothetical semantic space is illustrated in
Figure 1. Here, the space has only five dimensions,
and the matrix cells denote the co-occurrence of the
target words (horseandrun) with the context words
animal, stable, and so on.

Let p denote the composition of two vectorsu
and v, representing a pair of constituents which
stand in some syntactic relationR. Let K stand for
any additional knowledge or information which is
needed to construct the semantics of their composi-

1A detailed treatment of existing semantic space models is
outside the scope of the present paper. We refer the interested
reader to Pad́o and Lapata (2007) for a comprehensive overview.

tion. We define a general class of models for this
process of composition as:

p = f (u,v,R,K) (1)

The expression above allows us to derive models for
which p is constructed in a distinct space fromu
and v, as is the case for tensor products. It also
allows us to derive models in which composition
makes use of background knowledgeK and mod-
els in which composition has a dependence, via the
argumentR, on syntax.

To derive specific models from this general frame-
work requires the identification of appropriate con-
straints to narrow the space of functions being con-
sidered. One particularly useful constraint is to
hold R fixed by focusing on a single well defined
linguistic structure, for example the verb-subject re-
lation. Another simplification concernsK which can
be ignored so as to explore what can be achieved in
the absence of additional knowledge. This reduces
the class of models to:

p = f (u,v) (2)

However, this still leaves the particular form of the
function f unspecified. Now, if we assume thatp
lies in the same space asu andv, avoiding the issues
of dimensionality associated with tensor products,
and thatf is a linear function, for simplicity, of the
cartesian product ofu andv, then we generate a class
of additivemodels:

p = Au+Bv (3)

where A and B are matrices which determine the
contributions made byu andv to the productp. In
contrast, if we assume thatf is a linear function of
the tensor product ofu andv, then we obtainmulti-
plicativemodels:

p = Cuv (4)

whereC is a tensor of rank 3, which projects the
tensor product ofu andv onto the space ofp.

Further constraints can be introduced to reduce
the free parameters in these models. So, if we as-
sume that only theith components ofu andv con-
tribute to theith component ofp, that these com-
ponents are not dependent oni, and that the func-
tion is symmetric with regard to the interchange ofu
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andv, we obtain a simpler instantiation of an addi-
tive model:

pi = ui +vi (5)

Analogously, under the same assumptions, we ob-
tain the following simpler multiplicative model:

pi = ui ·vi (6)

For example, according to (5), the addition of the
two vectors representinghorse and run in Fig-
ure 1 would yieldhorse+ run = [1 14 6 14 4].
Whereas their product, as given by (6), is
horse · run = [0 48 8 40 0].

Although the composition model in (5) is com-
monly used in the literature, from a linguistic per-
spective, the model in (6) is more appealing. Sim-
ply adding the vectorsu andv lumps their contents
together rather than allowing the content of one vec-
tor to pick out the relevant content of the other. In-
stead, it could be argued that the contribution of the
ith component ofu should be scaled according to its
relevance tov, and vice versa. In effect, this is what
model (6) achieves.

As a result of the assumption of symmetry, both
these models are ‘bag of words’ models and word
order insensitive. Relaxing the assumption of sym-
metry in the case of the simple additive model pro-
duces a model which weighs the contribution of the
two components differently:

pi = αui +βvi (7)

This allows additive models to become more
syntax aware, since semantically important con-
stituents can participate more actively in the com-
position. As an example if we setα to 0.4
and β to 0.6, then horse = [0 2.4 0.8 4 1.6]
and run = [0.6 4.8 2.4 2.4 0], and their sum
horse+ run = [0.6 5.6 3.2 6.4 1.6].

An extreme form of this differential in the contri-
bution of constituents is where one of the vectors,
sayu, contributes nothing at all to the combination:

pi = v j (8)

Admittedly the model in (8) is impoverished and
rather simplistic, however it can serve as a simple
baseline against which to compare more sophisti-
cated models.

The models considered so far assume that com-
ponents do not ‘interfere’ with each other, i.e., that

only theith components ofu andv contribute to the
ith component ofp. Another class of models can be
derived by relaxing this constraint. To give a con-
crete example, circular convolution is an instance of
the general multiplicative model which breaks this
constraint by allowingu j to contribute topi :

pi = ∑
j

u j ·vi− j (9)

It is also possible to re-introduce the dependence
on K into the model of vector composition. For ad-
ditive models, a natural way to achieve this is to in-
clude further vectors into the summation. These vec-
tors are not arbitrary and ideally they must exhibit
some relation to the words of the construction under
consideration. When modeling predicate-argument
structures, Kintsch (2001) proposes including one or
more distributional neighbors,n, of the predicate:

p = u+v+∑n (10)

Note that considerable latitude is allowed in select-
ing the appropriate neighbors. Kintsch (2001) con-
siders only themmost similar neighbors to the pred-
icate, from which he subsequently selectsk, those
most similar to its argument. So, if in the composi-
tion of horsewith run, the chosen neighbor isride,
ride = [2 15 7 9 1], then this produces the repre-
sentationhorse+ run+ ride = [3 29 13 23 5]. In
contrast to the simple additive model, this extended
model is sensitive to syntactic structure, sincen is
chosen from among the neighbors of the predicate,
distinguishing it from the argument.

Although we have presented multiplicative and
additive models separately, there is nothing inherent
in our formulation that disallows their combination.
The proposal is not merely notational. One poten-
tial drawback of multiplicative models is the effect
of components with value zero. Since the product
of zero with any number is itself zero, the presence
of zeroes in either of the vectors leads to informa-
tion being essentially thrown away. Combining the
multiplicative model with an additive model, which
does not suffer from this problem, could mitigate
this problem:

pi = αui +βvi + γuivi (11)

whereα, β, andγ are weighting constants.
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4 Evaluation Set-up

We evaluated the models presented in Section 3
on a sentence similarity task initially proposed by
Kintsch (2001). In his study, Kintsch builds a model
of how a verb’s meaning is modified in the context of
its subject. He argues that the subjects ofran in The
color ran andThe horse ranselect different senses
of ran. This change in the verb’s sense is equated to
a shift in its position in semantic space. To quantify
this shift, Kintsch proposes measuring similarity rel-
ative to other verbs acting as landmarks, for example
gallop anddissolve. The idea here is that an appro-
priate composition model when applied tohorseand
ran will yield a vector closer to the landmarkgallop
thandissolve. Conversely, whencolor is combined
with ran, the resulting vector will be closer todis-
solve thangallop.

Focusing on a single compositional structure,
namely intransitive verbs and their subjects, is a
good point of departure for studying vector combi-
nation. Any adequate model of composition must be
able to represent argument-verb meaning. Moreover
by using a minimal structure we factor out inessen-
tial degrees of freedom and are able to assess the
merits of different models on an equal footing. Un-
fortunately, Kintsch (2001) demonstrates how his
own composition algorithm works intuitively on a
few hand selected examples but does not provide a
comprehensive test set. In order to establish an inde-
pendent measure of sentence similarity, we assem-
bled a set of experimental materials and elicited sim-
ilarity ratings from human subjects. In the following
we describe our data collection procedure and give
details on how our composition models were con-
structed and evaluated.

Materials and Design Our materials consisted
of sentences with an an intransitive verb and its sub-
ject. We first compiled a list of intransitive verbs
from CELEX2. All occurrences of these verbs with
a subject noun were next extracted from a RASP
parsed (Briscoe and Carroll, 2002) version of the
British National Corpus (BNC). Verbs and nouns
that were attested less than fifty times in the BNC
were removed as they would result in unreliable vec-
tors. Each reference subject-verb tuple (e.g.,horse
ran) was paired with two landmarks, each a syn-
onym of the verb. The landmarks were chosen so
as to represent distinct verb senses, one compatible

2http://www.ru.nl/celex/

with the reference (e.g.,horse galloped) and one in-
compatible (e.g.,horse dissolved). Landmarks were
taken from WordNet (Fellbaum, 1998). Specifically,
they belonged to different synsets and were maxi-
mally dissimilar as measured by the Jiang and Con-
rath (1997) measure.3

Our initial set of candidate materials consisted
of 20 verbs, each paired with 10 nouns, and 2 land-
marks (400 pairs of sentences in total). These were
further pretested to allow the selection of a subset
of items showing clear variations in sense as we
wanted to have a balanced set of similar and dis-
similar sentences. In the pretest, subjects saw a
reference sentence containing a subject-verb tuple
and its landmarks and were asked to choose which
landmark was most similar to the reference or nei-
ther. Our items were converted into simple sentences
(all in past tense) by adding articles where appropri-
ate. The stimuli were administered to four separate
groups; each group saw one set of 100 sentences.
The pretest was completed by 53 participants.

For each reference verb, the subjects’ responses
were entered into a contingency table, whose rows
corresponded to nouns and columns to each possi-
ble answer (i.e., one of the two landmarks). Each
cell recorded the number of times our subjects se-
lected the landmark as compatible with the noun or
not. We used Fisher’s exact test to determine which
verbs and nouns showed the greatest variation in
landmark preference and items withp-values greater
than 0.001 were discarded. This yielded a reduced
set of experimental items (120 in total) consisting of
15 reference verbs, each with 4 nouns, and 2 land-
marks.

Procedure and Subjects Participants first saw
a set of instructions that explained the sentence sim-
ilarity task and provided several examples. Then
the experimental items were presented; each con-
tained two sentences, one with the reference verb
and one with its landmark. Examples of our items
are given in Table 1. Here,burn is a high similarity
landmark (High) for the referenceThe fire glowed,
whereasbeam is a low similarity landmark (Low).
The opposite is the case for the referenceThe face

3We assessed a wide range of semantic similarity measures
using the WordNet similarity package (Pedersen et al., 2004).
Most of them yielded similar results. We selected Jiang and
Conrath’s measure since it has been shown to perform consis-
tently well across several cognitive and NLP tasks (Budanitsky
and Hirst, 2001).
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Noun Reference High Low

The fire glowed burned beamed
The face glowed beamed burned

The child strayed roamed digressed
The discussion strayed digressed roamed

The sales slumped declined slouched
The shoulders slumped slouched declined

Table 1: Example Stimuli with High and Low similarity
landmarks

glowed. Sentence pairs were presented serially in
random order. Participants were asked to rate how
similar the two sentences were on a scale of one
to seven. The study was conducted remotely over
the Internet using Webexp4, a software package de-
signed for conducting psycholinguistic studies over
the web. 49 unpaid volunteers completed the exper-
iment, all native speakers of English.

Analysis of Similarity Ratings The reliability
of the collected judgments is important for our eval-
uation experiments; we therefore performed several
tests to validate the quality of the ratings. First, we
examined whether participants gave high ratings to
high similarity sentence pairs and low ratings to low
similarity ones. Figure 2 presents a box-and-whisker
plot of the distribution of the ratings. As we can see
sentences with high similarity landmarks are per-
ceived as more similar to the reference sentence. A
Wilcoxon rank sum test confirmed that the differ-
ence is statistically significant (p < 0.01). We also
measured how well humans agree in their ratings.
We employed leave-one-out resampling (Weiss and
Kulikowski, 1991), by correlating the data obtained
from each participant with the ratings obtained from
all other participants. We used Spearman’sρ, a non
parametric correlation coefficient, to avoid making
any assumptions about the distribution of the simi-
larity ratings. The average inter-subject agreement5

wasρ = 0.40. We believe that this level of agree-
ment is satisfactory given that naive subjects are
asked to provide judgments on fine-grained seman-
tic distinctions (see Table 1). More evidence that
this is not an easy task comes from Figure 2 where
we observe some overlap in the ratings for High and
Low similarity items.

4http://www.webexp.info/
5Note that Spearman’s rho tends to yield lower coefficients

compared to parametric alternatives such as Pearson’sr.
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Figure 2: Distribution of elicited ratings for High and
Low similarity items

Model Parameters Irrespectively of their form,
all composition models discussed here are based on
a semantic space for representing the meanings of
individual words. The semantic space we used in
our experiments was built on a lemmatised version
of the BNC. Following previous work (Bullinaria
and Levy, 2007), we optimized its parameters on a
word-based semantic similarity task. The task in-
volves examining the degree of linear relationship
between the human judgments for two individual
words and vector-based similarity values. We ex-
perimented with a variety of dimensions (ranging
from 50 to 500,000), vector component definitions
(e.g., pointwise mutual information or log likelihood
ratio) and similarity measures (e.g., cosine or confu-
sion probability). We used WordSim353, a bench-
mark dataset (Finkelstein et al., 2002), consisting of
relatedness judgments (on a scale of 0 to 10) for 353
word pairs.

We obtained best results with a model using a
context window of five words on either side of the
target word, the cosine measure, and 2,000 vector
components. The latter were the most common con-
text words (excluding a stop list of function words).
These components were set to the ratio of the proba-
bility of the context word given the target word to
the probability of the context word overall. This
configuration gave high correlations with the Word-
Sim353 similarity judgments using the cosine mea-
sure. In addition, Bullinaria and Levy (2007) found
that these parameters perform well on a number of
other tasks such as the synonymy task from theTest
of English as a Foreign Language(TOEFL).

Our composition models have no additional pa-
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rameters beyond the semantic space just described,
with three exceptions. First, the additive model
in (7) weighs differentially the contribution of the
two constituents. In our case, these are the sub-
ject noun and the intransitive verb. To this end,
we optimized the weights on a small held-out set.
Specifically, we considered eleven models, varying
in their weightings, in steps of 10%, from 100%
noun through 50% of both verb and noun to 100%
verb. For the best performing model the weight
for the verb was 80% and for the noun 20%. Sec-
ondly, we optimized the weightings in the combined
model (11) with a similar grid search over its three
parameters. This yielded a weighted sum consisting
of 95% verb, 0% noun and 5% of their multiplica-
tive combination. Finally, Kintsch’s (2001) additive
model has two extra parameters. Them neighbors
most similar to the predicate, and thek of m neigh-
bors closest to its argument. In our experiments we
selected parameters that Kintsch reports as optimal.
Specifically,mwas set to 20 andm to 1.

Evaluation Methodology We evaluated the
proposed composition models in two ways. First,
we used the models to estimate the cosine simi-
larity between the reference sentence and its land-
marks. We expect better models to yield a pattern of
similarity scores like those observed in the human
ratings (see Figure 2). A more scrupulous evalua-
tion requires directly correlating all the individual
participants’ similarity judgments with those of the
models.6 We used Spearman’sρ for our correlation
analyses. Again, better models should correlate bet-
ter with the experimental data. We assume that the
inter-subject agreement can serve as an upper bound
for comparing the fit of our models against the hu-
man judgments.

5 Results

Our experiments assessed the performance of seven
composition models. These included three additive
models, i.e., simple addition (equation (5), Add),
weighted addition (equation (7), WeightAdd), and
Kintsch’s (2001) model (equation (10), Kintsch), a
multiplicative model (equation (6), Multiply), and
also a model which combines multiplication with

6We avoided correlating the model predictions with aver-
aged participant judgments as this is inappropriate given the or-
dinal nature of the scale of these judgments and also leads to a
dependence between the number of participants and the magni-
tude of the correlation coefficient.

Model High Low ρ
NonComp 0.27 0.26 0.08**

Add 0.59 0.59 0.04*
WeightAdd 0.35 0.34 0.09**
Kintsch 0.47 0.45 0.09**
Multiply 0.42 0.28 0.17**
Combined 0.38 0.28 0.19**
UpperBound 4.94 3.25 0.40**

Table 2: Model means for High and Low similarity
items and correlation coefficients with human judgments
(*: p < 0.05, **: p < 0.01)

addition (equation (11), Combined). As a baseline
we simply estimated the similarity between the ref-
erence verb and its landmarks without taking the
subject noun into account (equation (8), NonComp).
Table 2 shows the average model ratings for High
and Low similarity items. For comparison, we also
show the human ratings for these items (Upper-
Bound). Here, we are interested in relative dif-
ferences, since the two types of ratings correspond
to different scales. Model similarities have been
estimated using cosine which ranges from 0 to 1,
whereas our subjects rated the sentences on a scale
from 1 to 7.

The simple additive model fails to distinguish be-
tween High and Low Similarity items. We observe
a similar pattern for the non compositional base-
line model, the weighted additive model and Kintsch
(2001). The multiplicative and combined models
yield means closer to the human ratings. The dif-
ference between High and Low similarity values es-
timated by these models are statistically significant
(p < 0.01 using the Wilcoxon rank sum test). Fig-
ure 3 shows the distribution of estimated similarities
under the multiplicative model.

The results of our correlation analysis are also
given in Table 2. As can be seen, all models are sig-
nificantly correlated with the human ratings. In or-
der to establish which ones fit our data better, we ex-
amined whether the correlation coefficients achieved
differ significantly using at-test (Cohen and Cohen,
1983). The lowest correlation (ρ = 0.04) is observed
for the simple additive model which is not signif-
icantly different from the non-compositional base-
line model. The weighted additive model (ρ = 0.09)
is not significantly different from the baseline either
or Kintsch (2001) (ρ = 0.09). Given that the basis
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Figure 3: Distribution of predicted similarities for the
vector multiplication model on High and Low similarity
items

of Kintsch’s model is the summation of the verb, a
neighbor close to the verb and the noun, it is not
surprising that it produces results similar to a sum-
mation which weights the verb more heavily than
the noun. The multiplicative model yields a better
fit with the experimental data,ρ = 0.17. The com-
bined model is best overall withρ = 0.19. However,
the difference between the two models is not statis-
tically significant. Also note that in contrast to the
combined model, the multiplicative model does not
have any free parameters and hence does not require
optimization for this particular task.

6 Discussion

In this paper we presented a general framework for
vector-based semantic composition. We formulated
composition as a function of two vectors and intro-
duced several models based on addition and multi-
plication. Despite the popularity of additive mod-
els, our experimental results showed the superior-
ity of models utilizing multiplicative combinations,
at least for the sentence similarity task attempted
here. We conjecture that the additive models are
not sensitive to the fine-grained meaning distinc-
tions involved in our materials. Previous applica-
tions of vector addition to document indexing (Deer-
wester et al., 1990) or essay grading (Landauer et al.,
1997) were more concerned with modeling the gist
of a document rather than the meaning of its sen-
tences. Importantly, additive models capture com-
position by consideringall vector components rep-
resenting the meaning of the verb and its subject,

whereas multiplicative models consider a subset,
namely non-zero components. The resulting vector
is sparser but expresses more succinctly the meaning
of the predicate-argument structure, and thus allows
semantic similarity to be modelled more accurately.

Further research is needed to gain a deeper un-
derstanding of vector composition, both in terms of
modeling a wider range of structures (e.g., adjective-
noun, noun-noun) and also in terms of exploring the
space of models more fully. We anticipate that more
substantial correlations can be achieved by imple-
menting more sophisticated models from within the
framework outlined here. In particular, the general
class of multiplicative models (see equation (4)) ap-
pears to be a fruitful area to explore. Future direc-
tions include constraining the number of free param-
eters in linguistically plausible ways and scaling to
larger datasets.

The applications of the framework discussed here
are many and varied both for cognitive science and
NLP. We intend to assess the potential of our com-
position models on context sensitive semantic prim-
ing (Till et al., 1988) and inductive inference (Heit
and Rubinstein, 1994). NLP tasks that could benefit
from composition models include paraphrase iden-
tification and context-dependent language modeling
(Coccaro and Jurafsky, 1998).
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Abstract

We present a novel hierarchical prior struc-
ture for supervised transfer learning in named
entity recognition, motivated by the common
structure of feature spaces for this task across
natural language data sets. The problem of
transfer learning, where information gained in
one learning task is used to improve perfor-
mance in another related task, is an important
new area of research. In the subproblem of do-
main adaptation, a model trained over a source
domain is generalized to perform well on a re-
lated target domain, where the two domains’
data are distributed similarly, but not identi-
cally. We introduce the concept of groups
of closely-related domains, calledgenres, and
show how inter-genre adaptation is related to
domain adaptation. We also examine multi-
task learning, where two domains may be re-
lated, but where the concept to be learned in
each case is distinct. We show that our prior
conveys useful information across domains,
genres and tasks, while remaining robust to
spurious signals not related to the target do-
main and concept. We further show that our
model generalizes a class of similar hierarchi-
cal priors, smoothed to varying degrees, and
lay the groundwork for future exploration in
this area.

1 Introduction

1.1 Problem definition

Consider the task ofnamed entity recognition
(NER). Specifically, you are given a corpus of news
articles in which all tokens have been labeled as ei-
ther belonging to personal name mentions or not.
The standard supervised machine learning problem
is to learn a classifier over this training data that will
successfully label unseen test data drawn from the
same distribution as the training data, where “same
distribution” could mean anything from having the
train and test articles written by the same author to

having them written in the same language. Having
successfully trained a named entity classifier on this
news data, now consider the problem of learning to
classify tokens as names in e-mail data. An intuitive
solution might be to simply retrain the classifier,de
novo, on the e-mail data. Practically, however, large,
labeled datasets are often expensive to build and this
solution would not scale across a large number of
different datasets.

Clearly the problems of identifying names in
news articles and e-mails are closely related, and
learning to do well on one should help your per-
formance on the other. At the same time, however,
there are serious differences between the two prob-
lems that need to be addressed. For instance, cap-
italization, which will certainly be a useful feature
in the news problem, may prove less informative in
the e-mail data since the rules of capitalization are
followed less strictly in that domain.

These are the problems we address in this paper.
In particular, we develop a novel prior for named
entity recognition that exploits the hierarchical fea-
ture space often found in natural language domains
(§1.2) and allows for the transfer of information
from labeled datasets in other domains (§1.3). §2
introduces themaximum entropy(maxent) andcon-
ditional random field(CRF) learning techniques em-
ployed, along with specifications for the design and
training of our hierarchical prior. Finally, in§3 we
present an empirical investigation of our prior’s per-
formance against a number of baselines, demonstrat-
ing both its effectiveness and robustness.

1.2 Hierarchical feature trees

In many NER problems, features are often con-
structed as a series of transformations of the input
training data, performed in sequence. Thus, if our
task is to identify tokens as either being(O)utsideor
(I)nsideperson names, and we are given the labeled
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sample training sentence:

O O O O O I
Give the book to Professor Caldwell

(1)
one such useful feature might be:Is the token one
slot to the left of the current tokenProfessor?
We can represent this symbolically asL.1.Professor
where we describe the whole space of useful features
of this form as:{direction = (L)eft, (C)urrent,
(R)ight}.{distance = 1, 2, 3, ...}.{value = Pro-
fessor, book, ...}. We can conceptualize this struc-
ture as a tree, where each slot in the symbolic name
of a feature is a branch and each period between slots
represents another level, going from root to leaf as
read left to right. Thus a subsection of the entire fea-
ture tree for the tokenCaldwell could be drawn
as in Figure 1 (zoomed in on the section of the tree
where theL.1.Professorfeature resides).

direction
L

C
R

distance
1

2
...

... ...

value
Professor

book
...

... ...

true false ...

Figure 1: Graphical representation of a hierarchical fea-
ture tree for tokenCaldwell in example Sentence 1.

Representing feature spaces with this kind of tree,
besides often coinciding with the explicit language
used by common natural language toolkits (Cohen,
2004), has the added benefit of allowing a model to
easily back-off, or smooth, to decreasing levels of
specificity. For example, the leaf level of the fea-
ture tree for our sample Sentence 1 tells us that the
word Professor is important, with respect to la-
beling person names, when located one slot to the
left of the current word being classified. This may
be useful in the context of an academic corpus, but
might be less useful in a medical domain where the
word Professor occurs less often. Instead, we
might want to learn the related featureL.1.Dr. In
fact, it might be useful to generalize across multiple
domains the fact that the word immediately preced-
ing the current word is often important with respect

LeftToken.*
LeftToken.IsWord.*
LeftToken.IsWord.IsTitle.*
LeftToken.IsWord.IsTitle.equals.*
LeftToken.IsWord.IsTitle.equals.mr

Table 1: A few examples of the feature hierarchy

to the named entity status of the current word. This
is easily accomplished by backing up one level from
a leaf in the tree structure to its parent, to represent
a class of features such asL.1.*. It has been shown
empirically that, while the significance ofparticular
features might vary between domains and tasks, cer-
tain generalizedclassesof features retain their im-
portance across domains (Minkov et al., 2005). By
backing-off in this way, we can use the feature hier-
archy as a prior for transferring beliefs about the sig-
nificance of entireclassesof features across domains
and tasks. Some examples illustrating this idea are
shown in table 1.

1.3 Transfer learning

When only the type of data being examined is al-
lowed to vary (from news articles to e-mails, for
example), the problem is calleddomain adapta-
tion (Dauḿe III and Marcu, 2006). When the task
being learned varies (say, from identifying person
names to identifying protein names), the problem
is calledmulti-task learning(Caruana, 1997). Both
of these are considered specific types of the over-
arching transfer learningproblem, and both seem
to require a way of altering the classifier learned
on the first problem (called thesource domain, or
source task) to fit the specifics of the second prob-
lem (called thetarget domain, or target task).

More formally, given an examplex and a class
label y, the standard statistical classification task
is to assign a probability,p(y|x), to x of belong-
ing to classy. In the binary classification case the
labels areY ∈ {0, 1}. In the case we examine,
each examplexi is represented as a vector of bi-
nary features(f1(xi), · · · , fF (xi)) whereF is the
number of features. The data consists of two dis-
joint subsets: the training set(Xtrain, Ytrain) =
{(x1, y1) · · · , (xN , yN )}, available to the model for
its training and the test setXtest = (x1, · · · , xM ),
upon which we want to use our trained classifier to
make predictions.
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In the paradigm of inductive learning,
(Xtrain, Ytrain) are known, while bothXtest and
Ytest are completely hidden during training time. In
this casesXtest andXtrain are both assumed to have
been drawn from the same distribution,D. In the
setting oftransfer learning, however, we would like
to apply our trained classifier to examples drawn
from a distribution different from the one upon
which it was trained. We therefore assume there
are two different distributions,Dsource andDtarget,
from which data may be drawn. Given this notation
we can then precisely state the transfer learning
problem as trying to assign labelsY target

test to test
data Xtarget

test drawn from Dtarget, given training
data(Xsource

train , Y source
train ) drawn fromDsource.

In this paper we focus on two subproblems of
transfer learning:
• domain adaptation, where we assumeY (the set

of possible labels) is the same for bothDsource

and Dtarget, while Dsource and Dtarget them-
selves are allowed to vary between domains.
• multi-task learning (Ando and Zhang, 2005;

Caruana, 1997; Sutton and McCallum, 2005;
Zhang et al., 2005) in which the task (and label
set) is allowed to vary from source to target.

Domain adaptation can be further distinguished by
the degree of relatedness between the source and tar-
get domains. For example, in this work we group
data collected in the same medium (e.g., all anno-
tated e-mails or all annotated news articles) as be-
longing to the samegenre. Although the specific
boundary between domain and genre for a particu-
lar set of data is often subjective, it is nevertheless a
useful distinction to draw.

One common way of addressing the transfer
learning problem is to use aprior which, in conjunc-
tion with a probabilistic model, allows one to spec-
ify a priori beliefs about a distribution, thus bias-
ing the results a learning algorithm would have pro-
duced had it only been allowed to see the training
data (Raina et al., 2006). In the example from§1.1,
our belief that capitalization is less strict in e-mails
than in news articles could be encoded in a prior that
biased the importance of thecapitalization
feature to be lower for e-mails than news articles.
In the next section we address the problem of how
to come up with a suitable prior for transfer learning
across named entity recognition problems.

2 Models considered

2.1 Basic Conditional Random Fields

In this work, we will base our work on Condi-
tional Random Fields (CRF’s) (Lafferty et al., 2001),
which are now one of the most preferred sequential
models for many natural language processing tasks.

The parametric form of the CRF for a sentence of
lengthn is given as follows:

pΛ(Y = y|x) =
1

Z(x)
exp(

n
∑

i=1

F
∑

j=1

fj(x, yi)λj)

(2)
whereZ(x) is the normalization term. CRF learns a
model consisting of a set of weightsΛ = {λ1...λF }
over the features so as to maximize the conditional
likelihood of the training data, p(Ytrain|Xtrain),
given the modelpΛ.

2.2 CRF with Gaussian priors

To avoid overfitting the training data, theseλ’s are
often further constrained by the use of a Gaussian
prior (Chen and Rosenfeld, 1999) with diagonal co-
variance,N (µ, σ2), which tries to maximize:

argmax
Λ

N
∑

k=1

(

log pΛ(yk|xk)

)

− β

F
∑

j

(λj − µj)
2

2σ2
j

whereβ > 0 is a parameter controlling the amount
of regularization, andN is the number of sentences
in the training set.

2.3 Source trained priors

One recently proposed method (Chelba and Acero,
2004) for transfer learning in Maximum Entropy
models1 involves modifying theµ’s of this Gaussian
prior. First a model of the source domain,Λsource,
is learned by training on{Xsource

train , Y source
train }. Then a

model of the target domain is trained over a limited

set of labeled target data
{

Xtarget
train , Y target

train

}

, but in-

stead of regularizing thisΛtarget to be near zero (i.e.
settingµ = 0), Λtarget is instead regularized to-
wards the previously learned source valuesΛsource

(by settingµ = Λsource, while σ2 remains 1) and
thus minimizing(Λtarget − Λsource)2.

1Maximum Entropy models are special cases of CRFs that
use the I.I.D. assumption. The method under discussion can
also be extended to CRF directly.

247



Note that, since this model requiresY target
train in or-

der to learnΛtarget, it, in effect, requires two distinct
labeled training datasets: one on which totrain the
prior, and another on which to learn the model’s fi-
nal weights (which we calltuning), using the previ-
ously trained prior for regularization. If we are un-
able to find a match between features in the training
and tuning datasets (for instance, if a word appears
in the tuning corpus but not the training), we back-
off to a standardN (0, 1) prior for that feature.
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Figure 2: Graphical representation of the hierarchical
transfer model.

2.4 New model: Hierarchical prior model

In this section, we will present a new model that
learns simultaneously from multiple domains, by
taking advantage of our feature hierarchy.

We will assume that there areD domains on
which we are learning simultaneously. Let there be
Md training data in each domaind. For our experi-
ments with non-identically distributed, independent
data, we use conditional random fields (cf.§2.1).
However, this model can be extended to any dis-
criminative probabilistic model such as the MaxEnt
model. LetΛ(d) = (λ

(d)
1 , · · · , λ

(d)
Fd

) be the param-
eters of the discriminative model in the domaind
whereFd represents the number of features in the
domaind.

Further, we will also assume that the features of
different domains share a common hierarchy repre-
sented by a treeT , whose leaf nodes are the features
themselves (cf. Figure 1). The model parameters
Λ(d), then, form the parameters of the leaves of this
hierarchy. Each non-leaf noden ∈ non-leaf(T ) of

the tree is also associated with a hyper-parameterzn.
Note that since the hierarchy is a tree, each noden
has only one parent, represented by pa(n). Simi-
larly, we represent the set of children nodes of a node
n as ch(n).

The entire graphical model for an example con-
sisting of three domains is shown in Figure 2.
The conditional likelihood of the entire training
data(y,x) = {(y

(d)
1 ,x

(d)
1 ), · · · , (y

(d)
Md

,x
(d)
Md

)}Dd=1 is
given by:

P (y|x,w, z) =

{

D
∏

d=1

Md
∏

k=1

P (y
(d)
k |x

(d)
k , Λ(d))

}

×







D
∏

d=1

Fd
∏

f=1

N (λ
(d)
f |zpa(f (d)), 1)







×







∏

n∈Tnonleaf

N (zn|zpa(n), 1)







(3)

where the terms in the first line of eq. (3) represent
the likelihood of data in each domain given their cor-
responding model parameters, the second line repre-
sents the likelihood of each model parameter in each
domain given the hyper-parameter of its parent in the
tree hierarchy of features and the last term goes over
the entire treeT except the leaf nodes. Note that in
the last term, the hyper-parameters are shared across
the domains, so there is no product overd.

We perform a MAP estimation for each model pa-
rameter as well as the hyper-parameters. Accord-
ingly, the estimates are given as follows:

λ
(d)
f =

Md
∑

i=1

∂

∂λ
(d)
f

(

log P (yd
i |x

(d)
i , Λ(d))

)

+ zpa(f (d))

zn =
zpa(n) +

∑

i∈ch(n)(λ|z)i

1 + |ch(n)|
(4)

where we used the notation(λ|z)i because nodei,
the child node ofn, could be a parameter node or
a hyper-parameter node depending on the position
of the noden in the hierarchy. Essentially, in this
model, the weights of the leaf nodes (model param-
eters) depend on the log-likelihood as well as the
prior weight of its parent. Additionally, the weight
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of each hyper-parameter node in the tree is com-
puted as the average of all its children nodes and its
parent, resulting in asmoothingeffect, both up and
down the tree.

2.5 An approximate Hierarchical prior model

The Hierarchical prior model is a theoretically well
founded model for transfer learning through feature
heirarchy. However, our preliminary experiments
indicated that its performance on real-life data sets is
not as good as expected. Although a more thorough
investigation needs to be carried out, our analysis in-
dicates that the main reason for this phenomenon is
over-smoothing. In other words, by letting the infor-
mation propagate from the leaf nodes in the hierar-
chy all the way to the root node, the model loses its
ability to discriminate between its features.

As a solution to this problem, we propose an
approximate version of this model that weds ideas
from the exact heirarchical prior model and the
Chelba model.

As with the Chelba prior method in§2.3, this ap-
proximate hierarchical method also requires two dis-
tinct data sets, one for training the prior and another
for tuning the final weights. Unlike Chelba, we
smooth the weights of the priors using the feature-
tree hierarchy presented in§1.1, like the hierarchical
prior model.

For smoothing of each feature weight, we chose to
back-off in the tree as little as possible until we had a
large enough sample of prior data (measured asM ,
the number of subtrees below the current node) on
which to form a reliable estimate of the mean and
variance of each feature or class of features. For
example, if the tuning data set is as in Sentence
1, but the prior contains no instances of the word
Professor, then we would back-off and compute
the prior mean and variance on the next higher level
in the tree. Thus the prior forL.1.Professorwould
beN (mean(L.1.*), variance(L.1.*)), where mean()
and variance() ofL.1.* are the sample mean and
variance of all the features in the prior dataset that
match the patternL.1.* – or, put another way, all the
siblings ofL.1.Professorin the feature tree. If fewer
thanM such siblings exist, we continue backing-off,
up the tree, until an ancestor with sufficient descen-
dants is found. A detailed description of the approx-
imate hierarchical algorithm is shown in table 2.

Input : Dsource = (Xsource
train , Y source

train )

Dtarget = (Xtarget
train , Y target

train );
Feature setsFsource, F target;
Feature HierarchiesHsource,Htarget

Minimum membership sizeM
Train CRF usingDsource to obtain
feature weightsΛsource

For each featuref ∈ F target

Initialize: noden = f
While (n /∈ Hsource

or |Leaves(Hsource(n))| ≤M)
andn 6= root(Htarget)

n← Pa(Htarget(n))
Computeµf andσf using the sample
{λsource

i | i ∈ Leaves(Hsource(n))}
Train Gaussian prior CRF usingDtarget as data
and{µf} and{σf} as Gaussian prior parameters.
Output :Parameters of the new CRFΛtarget.

Table 2: Algorithm for approximate hierarchical prior:
Pa(Hsource(n)) is the parent of noden in feature hierar-
chyHsource; |Leaves(Hsource(n))| indicates the num-
ber of leaf nodes (basic features) under a noden in the
hierarchyHsource.

It is important to note that this smoothed tree is
an approximation of the exact model presented in
§2.4 and thus an important parameter of this method
in practice is the degree to which one chooses to
smooth up or down the tree. One of the benefits
of this model is that the semantics of the hierarchy
(how to define a feature, a parent, how and when
to back-off and up the tree, etc.) can be specified
by the user, in reference to the specific datasets and
tasks under consideration. For our experiments, the
semantics of the tree are as presented in§1.1.

The Chelba method can be thought of as a hier-
archical prior in which no smoothing is performed
on the tree at all. Only the leaf nodes of the
prior’s feature tree are considered, and, if no match
can be found between the tuning and prior’s train-
ing datasets’ features, aN (0, 1) prior is used in-
stead. However, in the new approximate hierarchical
model, even if a certain feature in the tuning dataset
does not have an analog in the training dataset, we
can always back-off until an appropriate match is
found, even to the level of the root.

Henceforth, we will use only the approximate hi-
erarchical model in our experiments and discussion.
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Table 3: Summary of data used in experiments
Corpus Genre Task

UTexas Bio Protein
Yapex Bio Protein
MUC6 News Person
MUC7 News Person

CSPACE E-mail Person

3 Investigation

3.1 Data, domains and tasks

For our experiments, we have chosen five differ-
ent corpora (summarized in Table 3). Although
each corpus can be considered its owndomain(due
to variations in annotation standards, specific task,
date of collection, etc), they can also be roughly
grouped into three differentgenres. These are:ab-
stracts from biological journals[UT (Bunescu et al.,
2004), Yapex (Franźen et al., 2002)];news articles
[MUC6 (Fisher et al., 1995), MUC7 (Borthwick et
al., 1998)]; andpersonal e-mails[CSPACE (Kraut
et al., 2004)]. Each corpus, depending on itsgenre,
is labeled with one of two name-findingtasks:
• protein names in biological abstracts
• person names in news articles and e-mails

We chose this array of corpora so that we could
evaluate our hierarchical prior’s ability to generalize
across and incorporate information from a variety of
domains, genres and tasks.

In each case, each item (abstract, article or e-mail)
was tokenized and each token was hand-labeled as
either being part of a name (protein or person) or
not, respectively. We used a standard natural lan-
guage toolkit (Cohen, 2004) to compute tens of
thousands of binary features on each of these to-
kens, encoding such information as capitalization
patterns and contextual information from surround-
ing words. This toolkit produces features of the type
described in§1.2 and thus was amenable to our hi-
erarchical prior model. In particular, we chose to
use the simplest default, out-of-the-box feature gen-
erator and purposefully did not use specifically en-
gineered features, dictionaries, or other techniques
commonly employed to boost performance on such
tasks. The goal of our experiments was to see to
what degree named entity recognition problems nat-
urally conformed to hierarchical methods, and not
just to achieve the highest performance possible.
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Percent of target-domain data used for tuning

Intra-genre transfer performance evaluated on MUC6

(a) GAUSS: tuned on MUC6
(b) CAT: tuned on MUC6+7

(c) HIER: MUC6+7 prior, tuned on MUC6
(d) CHELBA: MUC6+7 prior, tuned on MUC6

Figure 3: Adding a relevant HIER prior helps compared
to the GAUSS baseline ((c)> (a)), while simply CAT’ing
or using CHELBA can hurt ((d) ≈ (b) < (a), except with
very little data), and never beats HIER ((c) > (b) ≈ (d)).

3.2 Experiments & results

We evaluated the performance of various transfer
learning methods on the data and tasks described
in §3.1. Specifically, we compared our approximate
hierarchical prior model (HIER), implemented as a
CRF, against three baselines:
• GAUSS: CRF model tuned on a single domain’s

data, using a standardN (0, 1) prior
• CAT: CRF model tuned on a concatenation of

multiple domains’ data, using aN (0, 1) prior
• CHELBA: CRF model tuned on one domain’s

data, using a prior trained on a different, related
domain’s data (cf.§2.3)

We use token-levelF1 as our main evaluation mea-
sure, combining precision and recall into one metric.

3.2.1 Intra-genre, same-task transfer learning

Figure 3 shows the results of an experiment in
learning to recognize person names in MUC6 news
articles. In this experiment we examined the effect
of adding extra data from a different, but related do-
main from the same genre, namely, MUC7. Line
a shows the F1 performance of a CRF model tuned
only on the target MUC6 domain (GAUSS) across a
range of tuning data sizes. Lineb shows the same
experiment, but this time the CRF model has been
tuned on a dataset comprised of a simple concate-
nation of the training MUC6 data from (a), along
with a different training set from MUC7 (CAT). We
can see that adding extra data in this way, though
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(e) HIER: MUC6+7 prior, tuned on MUC6
(f) CAT: tuned on all domains
(g) HIER: all domains prior, tuned on MUC6
(h) CHELBA: all domains prior, tuned on MUC6

Figure 4: Transfer aware priors CHELBA and HIER ef-
fectively filter irrelevant data. Adding more irrelevant
data to the priors doesn’t hurt ((e) ≈ (g) ≈ (h)), while
simply CAT’ing it, in this case, is disastrous ((f) << (e).

the data is closely related both in domain and task,
has actually hurt the performance of our recognizer
for training sizes of moderate to large size. This is
most likely because, although the MUC6 and MUC7
datasets are closely related, they are still drawn from
different distributions and thus cannot be intermin-
gled indiscriminately. Linec shows the same com-
bination of MUC6 and MUC7, only this time the
datasets have been combined using the HIER prior.
In this case, the performance actually does improve,
both with respect to the single-dataset trained base-
line (a) and the naively trained double-dataset (b).
Finally, line d shows the results of the CHELBA
prior. Curiously, though the domains are closely re-
lated, it does more poorly than even the non-transfer
GAUSS. One possible explanation is that, although
much of the vocabulary is shared across domains,
the interpretation of the features of these words may
differ. Since CHELBA doesn’t model the hierarchy
among features like HIER, it is unable to smooth
away these discrepancies. In contrast, we see that
our HIER prior is able to successfully combine the
relevant parts of data across domains while filtering
the irrelevant, and possibly detrimental, ones. This
experiment was repeated for other sets of intra-genre
tasks, and the results are summarized in§3.2.3.

3.2.2 Inter-genre, multi-task transfer learning

In Figure 4 we see that the properties of the hi-
erarchical prior hold even when transferring across

tasks. Here again we are trying to learn to recognize
person names in MUC6 e-mails, but this time, in-
stead of adding only other datasets similarly labeled
with person names, we are additionally adding bi-
ological corpora (UT & YAPEX), labeled not with
person names but with protein names instead, along
with the CSPACE e-mail and MUC7 news article
corpora. The robustness of our prior prevents a
model trained on all five domains (g) from degrading
away from the intra-genre, same-task baseline (e),
unlike the model trained on concatenated data (f ).
CHELBA (h) performs similarly well in this case,
perhaps because the domains are so different that al-
most none of the features match between prior and
tuning data, and thus CHELBA backs-off to a stan-
dardN (0, 1) prior.

This robustness in the face of less similarly related
data is very important since these types of transfer
methods are most useful when one possesses only
very little target domain data. In this situation, it
is often difficult to accurately estimate performance
and so one would like assurance than any transfer
method being applied will not have negative effects.

3.2.3 Comparison of HIER prior to baselines

Each scatter plot in Figure 5 shows the relative
performance of a baseline method against HIER.
Each point represents the results of two experi-
ments: the y-coordinate is the F1 score of the base-
line method (shown on the y-axis), while the x-
coordinate represents the score of the HIER method
in the same experiment. Thus, points lying be-
low the y = x line represent experiments for which
HIER received a higher F1 value than did the base-
line. While all three plots show HIER outperform-
ing each of the three baselines, not surprisingly,
the non-transfer GAUSS method suffers the worst,
followed by the naive concatenation (CAT) base-
line. Both methods fail to make any explicit dis-
tinction between the source and target domains and
thus suffer when the domains differ even slightly
from each other. Although the differences are
more subtle, the right-most plot of Figure 5 sug-
gests HIER is likewise able to outperform the non-
hierarchical CHELBA prior in certain transfer sce-
narios. CHELBA is able to avoid suffering as much
as the other baselines when faced with large differ-
ence between domains, but is still unable to capture
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Figure 5: Comparative performance of baseline methods (GAUSS, CAT, CHELBA) vs. HIER prior, as trained on nine
prior datasets (both pure and concatenated) of various sample sizes, evaluated on MUC6 and CSPACE datasets. Points
below the y = x line indicate HIER outperforming baselines.

as many dependencies between domains as HIER.

4 Conclusions, related & future work

In this work we have introduced hierarchical feature
tree priors for use in transfer learning on named en-
tity extraction tasks. We have provided evidence that
motivates these models on intuitive, theoretical and
empirical grounds, and have gone on to demonstrate
their effectiveness in relation to other, competitive
transfer methods. Specifically, we have shown that
hierarchical priors allow the user enough flexibil-
ity to customize their semantics to a specific prob-
lem, while providing enough structure to resist un-
intended negative effects when used inappropriately.
Thus hierarchical priors seem a natural, effective
and robust choice for transferring learning across
NER datasets and tasks.

Some of the first formulations of the transfer
learning problem were presented over 10 years
ago (Thrun, 1996; Baxter, 1997). Other techniques
have tried to quantify the generalizability of cer-
tain features across domains (Daumé III and Marcu,
2006; Jiang and Zhai, 2006), or tried to exploit the
common structure of related problems (Ben-David
et al., 2007; Scḧolkopf et al., 2005). Most of
this prior work deals with supervised transfer learn-
ing, and thus requires labeled source domain data,
though there are examples of unsupervised (Arnold

et al., 2007), semi-supervised (Grandvalet and Ben-
gio, 2005; Blitzer et al., 2006), and transductive ap-
proaches (Taskar et al., 2003).

Recent work using so-called meta-level priors to
transfer information across tasks (Lee et al., 2007),
while related, does not take into explicit account the
hierarchical structure of these meta-level features of-
ten found in NLP tasks. Dauḿe allows an extra de-
gree of freedom among the features of his domains,
implicitly creating a two-level feature hierarchy with
one branch forgeneralfeatures, and another fordo-
main specificones, but does not extend his hierar-
chy further (Dauḿe III, 2007)). Similarly, work on
hierarchical penalization (Szafranski et al., 2007) in
two-level trees tries to produce models that rely only
on a relatively small number of groups of variable,
as structured by the tree, as opposed to transferring
knowledge between branches themselves.

Our future work is focused on designing an al-
gorithm to optimally choose a smoothing regime
for the learned feature trees so as to better exploit
the similarities between domains while neutralizing
their differences. Along these lines, we are working
on methods to reduce the amount of labeled target
domain data needed to tune the prior-based mod-
els, looking forward to semi-supervised and unsu-
pervised transfer methods.
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Abstract 

We apply the hypothesis of “One Sense Per 
Discourse” (Yarowsky, 1995) to information 
extraction (IE), and extend the scope of “dis-
course” from one single document to a cluster 
of topically-related documents. We employ a 
similar approach to propagate consistent event 
arguments across sentences and documents. 
Combining global evidence from related doc-
uments with local decisions, we design a sim-
ple scheme to conduct cross-document 
inference for improving the ACE event ex-
traction task1. Without using any additional 
labeled data this new approach obtained 7.6% 
higher F-Measure in trigger labeling and 6% 
higher F-Measure in argument labeling over a 
state-of-the-art IE system which extracts 
events independently for each sentence. 

1 Introduction 

Identifying events of a particular type within indi-
vidual documents – ‘classical’ information extrac-
tion – remains a difficult task. Recognizing the 
different forms in which an event may be ex-
pressed, distinguishing events of different types, 
and finding the arguments of an event are all chal-
lenging tasks. 

Fortunately, many of these events will be re-
ported multiple times, in different forms, both 
within the same document and within topically- 
related documents (i.e. a collection of documents 
sharing participants in potential events). We can 
                                                           
1 http://www.nist.gov/speech/tests/ace/ 

take advantage of these alternate descriptions to 
improve event extraction in the original document, 
by favoring consistency of interpretation across 
sentences and documents. Several recent studies 
involving specific event types have stressed the 
benefits of going beyond traditional single-
document extraction; in particular, Yangarber 
(2006) has emphasized this potential in his work 
on medical information extraction. In this paper we 
demonstrate that appreciable improvements are 
possible over the variety of event types in the ACE 
(Automatic Content Extraction) evaluation through 
the use of cross-sentence and cross-document evi-
dence. 

As we shall describe below, we can make use of 
consistency at several levels: consistency of word 
sense across different instances of the same word 
in related documents, and consistency of argu-
ments and roles across different mentions of the 
same or related events. Such methods allow us to 
build dynamic background knowledge as required 
to interpret a document and can compensate for the 
limited annotated training data which can be pro-
vided for each event type. 

2 Task and Baseline System 

2.1 ACE Event Extraction Task 

The event extraction task we are addressing is that 
of the Automatic Content Extraction (ACE) evalu-
ations2. ACE defines the following terminology: 

                                                           
2 In this paper we don’t consider event mention coreference 
resolution and so don’t distinguish event mentions and events. 
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entity: an object or a set of objects in one of the 
semantic categories of interest 
mention: a reference to an entity (typically, a 
noun phrase) 
event trigger: the main word which most clearly 
expresses an event occurrence 
event arguments: the mentions that are in-
volved in an event (participants) 
event mention: a phrase or sentence within 
which an event is described, including trigger 
and arguments 
 
The 2005 ACE evaluation had 8 types of events, 

with 33 subtypes; for the purpose of this paper, we 
will treat these simply as 33 distinct event types. 
For example, for a sentence: 
 

Barry Diller on Wednesday quit as chief of Vivendi 
Universal Entertainment. 

 
the event extractor should detect a “Person-

nel_End-Position” event mention, with the trigger 
word, the position, the person who quit the posi-
tion, the organization, and the time during which 
the event happened: 

 
Trigger Quit 

 
 

Arguments 

Role = Person Barry Diller 
Role =  

Organization 
Vivendi Universal 

Entertainment 
Role = Position Chief 

Role =  
Time-within Wednesday 

 
Table 1. Event Extraction Example 

 
We define the following standards to determine 

the correctness of an event mention: 
• A trigger is correctly labeled if its event type 

and offsets match a reference trigger. 
• An argument is correctly identified if its event 

type and offsets match any of the reference ar-
gument mentions. 

• An argument is correctly identified and classi-
fied if its event type, offsets, and role match 
any of the reference argument mentions. 

2.2 A Baseline Within-Sentence Event Tagger 

We use a state-of-the-art English IE system as our 
baseline (Grishman et al., 2005). This system ex-
tracts events independently for each sentence. Its 
training and test procedures are as follows.  

The system combines pattern matching with sta-
tistical models. For every event mention in the 
ACE training corpus, patterns are constructed 
based on the sequences of constituent heads sepa-
rating the trigger and arguments. In addition, a set 
of Maximum Entropy based classifiers are trained: 
• Trigger Labeling: to distinguish event men-

tions from non-event-mentions, to classify 
event mentions by type;  

• Argument Classifier: to distinguish arguments 
from non-arguments; 

• Role Classifier: to classify arguments by ar-
gument role.  

• Reportable-Event Classifier: Given a trigger, 
an event type, and a set of arguments, to de-
termine whether there is a reportable event 
mention. 

In the test procedure, each document is scanned 
for instances of triggers from the training corpus. 
When an instance is found, the system tries to 
match the environment of the trigger against the set 
of patterns associated with that trigger. This pat-
tern-matching process, if successful, will assign 
some of the mentions in the sentence as arguments 
of a potential event mention. The argument clas-
sifier is applied to the remaining mentions in the 
sentence; for any argument passing that classifier, 
the role classifier is used to assign a role to it. Fi-
nally, once all arguments have been assigned, the 
reportable-event classifier is applied to the poten-
tial event mention; if the result is successful, this 
event mention is reported. 

3 Motivations 

In this section we shall present our motivations 
based on error analysis for the baseline event tag-
ger. 

3.1 One Trigger Sense Per Cluster 

Across a heterogeneous document corpus, a partic-
ular verb can sometimes be trigger and sometimes 
not, and can represent different event types. How-
ever, for a collection of topically-related docu-
ments, the distribution may be much more 
convergent. We investigate this hypothesis by au-
tomatically obtaining 25 related documents for 
each test text. The statistics of some trigger exam-
ples are presented in table 2. 
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Candidate Triggers 

 
Event Type 

Perc./Freq. as 
trigger in ACE 
training corpora 

Perc./Freq. as 
trigger in test  

document 

Perc./Freq. as 
trigger in test + 

related  
documents 

 
Correct 
Event 

Triggers 

advance Movement_Transport 31% of 16 50% of 2 88.9% of 27 
fire Personnel_End-Position 7% of 81 100% of 2 100% of 10 
fire Conflict_Attack 54% of 81 100% of 3 100% of 19 

replace Personnel_End-Position 5% of 20 100% of 1 83.3% of 6 
form Business_Start-Org 12% of 8 100% of 2 100% of 23 
talk Contact_Meet 59% of 74 100% of 4 100% of 26 

Incorrect 
Event 

Triggers 

hurt Life_Injure 24% of 33 0% of 2 0% of 7 

execution Life_Die 12% of 8 0% of 4 4% of 24 

 
Table 2. Examples: Percentage of a Word as Event Trigger in Different Data Collections 

 
As we can see from the table, the likelihood of a 

candidate word being an event trigger in the test 
document is closer to its distribution in the collec-
tion of related documents than the uniform training 
corpora. So if we can determine the sense (event 
type) of a word in the related documents, this will 
allow us to infer its sense in the test document. In 
this way related documents can help recover event 
mentions missed by within-sentence extraction.  

For example, in a document about “the advance 
into Baghdad”: 
 
Example 1:  
[Test Sentence]  

Most US army commanders believe it is critical to 
pause the breakneck advance towards Baghdad to se-
cure the supply lines and make sure weapons are oper-
able and troops resupplied…. 
[Sentences from Related Documents]  

British and US forces report gains in the advance on 
Baghdad and take control of Umm Qasr, despite a 
fierce sandstorm which slows another flank. 

… 
 
The baseline event tagger is not able to detect 

“advance” as a “Movement_Transport” event trig-
ger because there is no pattern “advance towards 
[Place]” in the ACE training corpora (“advance” 
by itself is too ambiguous). The training data, 
however, does include the pattern “advance on 
[Place]”, which allows the instance of “advance” in 
the related documents to be successfully identified 
with high confidence by pattern matching as an 
event. This provides us much stronger “feedback” 
confidence in tagging ‘advance’ in the test sen-
tence as a correct trigger. 

On the other hand, if a word is not tagged as an 
event trigger in most related documents, then it’s 
less likely to be correct in the test sentence despite 
its high local confidence. For example, in a docu-
ment about “assessment of Russian president Pu-
tin”: 
 
Example 2:  
[Test Sentence]  

But few at the Kremlin forum suggested that Putin's 
own standing among voters will be hurt by Russia's 
apparent diplomacy failures. 
[Sentences from Related Documents]  

Putin boosted ties with the United States by throwing 
his support behind its war on terrorism after the Sept. 
11 attacks, but the Iraq war has hurt the relationship. 

… 
 
The word “hurt” in the test sentence is mistaken-

ly identified as a “Life_Injure” trigger with high 
local confidence (because the within-sentence ex-
tractor misanalyzes “voters” as the object of “hurt” 
and so matches the pattern “[Person] be hurt”). 
Based on the fact that many other instances of 
“hurt” are not “Life_Injure” triggers in the related 
documents, we can successfully remove this wrong 
event mention in the test document. 

3.2 One Argument Role Per Cluster 

Inspired by the observation about trigger distribu-
tion, we propose a similar hypothesis – one argu-
ment role per cluster for event arguments. In other 
words, each entity plays the same argument role, or 
no role, for events with the same type in a collec-
tion of related documents. For example, 
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Example 3:  
[Test Sentence]  

Vivendi earlier this week confirmed months of press 
speculation that it planned to shed its entertainment 
assets by the end of the year. 
[Sentences from Related Documents]  

Vivendi has been trying to sell assets to pay off huge 
debt, estimated at the end of last month at more than 
$13 billion. 

Under the reported plans, Blackstone Group would 
buy Vivendi's theme park division, including Universal 
Studios Hollywood, Universal Orlando in Florida... 

… 
   

The above test sentence doesn’t include an ex-
plicit trigger word to indicate “Vivendi” as a “sel-
ler” of a “Transaction_Transfer-Ownership” event 
mention, but “Vivendi” is correctly identified as 
“seller” in many other related sentences (by match-
ing patterns “[Seller] sell” and “buy [Seller]’s”). 
So we can incorporate such additional information 
to enhance the confidence of “Vivendi” as a “sel-
ler” in the test sentence. 
  On the other hand, we can remove spurious ar-
guments with low cross-document frequency and 
confidence. In the following example,  

 
Example 4:  
[Test Sentence]  

The Davao Medical Center, a regional government 
hospital, recorded 19 deaths with 50 wounded. 

 
“the Davao Medical Center” is mistakenly 

tagged as “Place” for a “Life_Die” event mention. 
But the same annotation for this mention doesn’t 
appear again in the related documents, so we can 
determine it’s a spurious argument. 

4 System Approach Overview 

Based on the above motivations we propose to in-
corporate global evidence from a cluster of related 
documents to refine local decisions. This section 
gives more details about the baseline within-
sentence event tagger, and the information retrieval 
system we use to obtain related documents. In the 
next section we shall focus on describing the infe-
rence procedure. 

4.1 System Pipeline 

Figure 1 depicts the general procedure of our ap-
proach. EMSet represents a set of event mentions 
which is gradually updated. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Cross-doc Inference for Event Extraction 

4.2 Within-Sentence Event Extraction 

For each event mention in a test document t , the 
baseline Maximum Entropy based classifiers pro-
duce three types of confidence values: 

 
• LConf(trigger,etype): The probability of a 

string trigger indicating an event mention with 
type etype; if the event mention is produced by 
pattern matching then assign confidence 1. 

• LConf(arg, etype): The probability that a men-
tion arg is an argument of some particular 
event type etype. 

• LConf(arg, etype, role): If arg is an argument 
with event type etype, the probability of arg 
having some particular role. 

 
We apply within-sentence event extraction to get 

an initial set of event mentions 0
tEMSet , and con-

duct cross-sentence inference (details will be pre-
sented in section 5) to get an updated set of event 
mentions 1

tEMSet . 

4.3 Information Retrieval 

We then use the INDRI retrieval system (Strohman 
et al., 2005) to obtain the top N (N=25 in this pa-

Test doc

Within-sent 
Event Extraction

Query 
Construction 

Cross-sent 
Inference

Query 

Unlabeled 
Corpora 

Information 
Retrieval 

Related 
docs

Within-sent 
Event Extraction

Cross-sent 
Inference

1
rEMSetCross-doc 

Inference

0
tEMSet

0
rEMSet1

tEMSet

2
tEMSet
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per3) related documents. We construct an INDRI 
query from the triggers and arguments, each 
weighted by local confidence and frequency in the 
test document. For each argument we also add oth-
er names coreferential with or bearing some ACE 
relation to the argument. 

For each related document r returned by INDRI, 
we repeat the within-sentence event extraction and 
cross-sentence inference procedure, and get an ex-
panded event mention set 1

t rEMSet + . Then we apply 
cross-document inference to 1

t rEMSet +  and get the 
final event mention output 2

tEMSet . 

5 Global Inference 

The central idea of inference is to obtain docu-
ment-wide and cluster-wide statistics about the 
frequency with which triggers and arguments are 
associated with particular types of events, and then 
use this information to correct event and argument 
identification and classification.  

For a set of event mentions we tabulate the fol-
lowing document-wide and cluster-wide confi-
dence-weighted frequencies: 
• for each trigger string, the frequency with 

which it appears as the trigger of an event of a 
particular type; 

• for each event argument string and the names 
coreferential with or related to the argument, 
the frequency of the event type; 

• for each event argument string and the names 
coreferential with or related to the argument, 
the frequency of the event type and role. 

Besides these frequencies, we also define the 
following margin metric to compute the confi-
dence of the best (most frequent) event type or role: 
 

Margin = 
   (WeightedFrequency (most frequent value) 

    – WeightedFrequency (second most freq value))/ 
   WeightedFrequency (second most freq value) 

A large margin indicates greater confidence in 
the most frequent value. We summarize the fre-
quency and confidence metrics in Table 3. 

Based on these confidence metrics, we designed 
the inference rules in Table 4. These rules are ap-
plied in the order (1) to (9) based on the principle 
of improving ‘local’ information before global 
                                                           
3 We tested different N ∈ [10, 75] on dev set; and N=25 
achieved best gains. 

propagation. Although the rules may seem com-
plex, they basically serve two functions:    
• to remove triggers and arguments with low 

(local or cluster-wide) confidence; 
• to adjust trigger and argument identification 

and classification to achieve (document-wide 
or cluster-wide) consistency. 

6 Experimental Results and Analysis 

In this section we present the results of applying 
this inference method to improve ACE event ex-
traction. 

6.1 Data 

We used 10 newswire texts from ACE 2005 train-
ing corpora (from March to May of 2003) as our 
development set, and then conduct blind test on a 
separate set of 40 ACE 2005 newswire texts. For 
each test text we retrieved 25 related texts from 
English TDT5 corpus which in total consists of 
278,108 texts (from April to September of 2003). 

6.2 Confidence Metric Thresholding 

We select the thresholds (δk with k=1~13) for vari-
ous confidence metrics by optimizing the F-
measure score of each rule on the development set, 
as shown in Figure 2 and 3 as follows. 

Each curve in Figure 2 and 3 shows the effect on 
precision and recall of varying the threshold for an 
individual rule.  
 

 
Figure 2. Trigger Labeling Performance with  

Confidence Thresholding on Dev Set 
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Figure 3. Argument Labeling Performance with 
Confidence Thresholding on Dev Set 

 
The labeled point on each curve shows the best 

F-measure that can be obtained on the develop-
ment set by adjusting the threshold for that rule. 
The gain obtained by applying successive rules can 
be seen in the progression of successive points to-
wards higher recall and, for argument labeling, 
precision4. 

6.3 Overall Performance 

Table 5 shows the overall Precision (P), Recall (R) 
and F-Measure (F) scores for the blind test set. In 
addition, we also measured the performance of two 
human annotators who prepared the ACE 2005 
training data on 28 newswire texts (a subset of the 
blind test set). The final key was produced by re-
view and adjudication of the two annotations. 

Both cross-sentence and cross-document infe-
rences provided significant improvement over the 
baseline with local confidence thresholds con-
trolled. 

We conducted the Wilcoxon Matched-Pairs 
Signed-Ranks Test on a document basis. The re-
sults show that the improvement using cross-
sentence inference is significant at a 99.9% confi-
dence level for both trigger and argument labeling; 
adding cross-document inference is significant at a 
99.9% confidence level for trigger labeling and 
93.4% confidence level for argument labeling. 

                                                           
4 We didn’t show the classification adjusting rules (2), (6) and 
(8) here because of their relatively small impact on dev set. 

6.4 Discussion 

From table 5 we can see that for trigger labeling 
our approach dramatically enhanced recall (22.9% 
improvement) with some loss (7.4%) in precision. 
This precision loss was much larger than that for 
the development set (0.3%). This indicates that the 
trigger propagation thresholds optimized on the 
development set were too low for the blind test set 
and thus more spurious triggers got propagated. 
The improved trigger labeling is better than one 
human annotator and only 4.7% worse than anoth-
er. 

For argument labeling we can see that cross-
sentence inference improved both identification 
(3.7% higher F-Measure) and classification (6.1% 
higher accuracy); and cross-document inference 
mainly provided further gains (1.9%) in classifica-
tion. This shows that identification consistency 
may be achieved within a narrower context while 
the classification task favors more global back-
ground knowledge in order to solve some difficult 
cases. This matches the situation of human annota-
tion as well: we may decide whether a mention is 
involved in some particular event or not by reading 
and analyzing the target sentence itself; but in or-
der to decide the argument’s role we may need to 
frequently refer to wider discourse in order to infer 
and confirm our decision. In fact sometimes it re-
quires us to check more similar web pages or even 
wikipedia databases. This was exactly the intuition 
of our approach. We should also note that human 
annotators label arguments based on perfect entity 
mentions, but our system used the output from the 
IE system. So the gap was also partially due to 
worse entity detection. 

Error analysis on the inference procedure shows 
that the propagation rules (3), (4), (7) and (9) pro-
duced a few extra false alarms. For trigger labe-
ling, most of these errors appear for support verbs 
such as “take” and “get” which can only represent 
an event mention together with other verbs or 
nouns. Some other errors happen on nouns and 
adjectives. These are difficult tasks even for human 
annotators. As shown in table 5 the inter-annotator 
agreement on trigger identification is only about 
40%. Besides some obvious overlooked cases (it’s 
probably difficult for a human to remember 33 dif-
ferent event types during annotation), most diffi-
culties were caused by judging generic verbs, 
nouns and adjectives.
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             Performance 
 

System/Human 

Trigger  
Identification 

+Classification

Argument  
Identification 

Argument 
Classification 

Accuracy 

Argument  
Identification 

+Classification
P R F P R F P R F 

Within-Sentence IE with  
Rule (1) (Baseline) 67.6 53.5 59.7 47.8 38.3 42.5 86.0 41.2 32.9 36.6 

Cross-sentence Inference 64.3 59.4 61.8 54.6 38.5 45.1 90.2 49.2 34.7 40.7 
Cross-sentence+ 

Cross-doc Inference 60.2 76.4 67.3 55.7 39.5 46.2 92.1 51.3 36.4 42.6 

Human Annotator1 59.2 59.4 59.3 60.0 69.4 64.4 85.8 51.6 59.5 55.3 
Human Annotator2 69.2 75.0 72.0 62.7 85.4 72.3 86.3 54.1 73.7 62.4 

Inter-Annotator Agreement 41.9 38.8 40.3 55.2 46.7 50.6 91.7 50.6 42.9 46.4 
 

Table 5. Overall Performance on Blind Test Set (%) 
 

In fact, compared to a statistical tagger trained on 
the corpus after expert adjudication, a human an-
notator tends to make more mistakes in trigger 
classification. For example it’s hard to decide 
whether “named” represents a “Person-
nel_Nominate” or “Personnel_Start-Position” 
event mention; “hacked to death” represents a 
“Life_Die” or “Conflict_Attack” event mention 
without following more specific annotation guide-
lines. 

7 Related Work 

The trigger labeling task described in this paper is 
in part a task of word sense disambiguation 
(WSD), so we have used the idea of sense consis-
tency introduced in (Yarowsky, 1995), extending 
it to operate across related documents.  

Almost all the current event extraction systems 
focus on processing single documents and, except 
for coreference resolution, operate a sentence at a 
time (Grishman et al., 2005; Ahn, 2006; Hardy et 
al., 2006).  

We share the view of using global inference to 
improve event extraction with some recent re-
search. Yangarber et al. (Yangarber and Jokipii, 
2005; Yangarber, 2006; Yangarber et al., 2007) 
applied cross-document inference to correct local 
extraction results for disease name, location and 
start/end time. Mann (2007) encoded specific infe-
rence rules to improve extraction of CEO (name, 
start year, end year) in the MUC management 
succession task. In addition, Patwardhan and Ri-
loff (2007) also demonstrated that selectively ap-
plying event patterns to relevant regions can 
improve MUC event extraction. We expand the 
idea to more general event types and use informa-

tion retrieval techniques to obtain wider back-
ground knowledge from related documents. 

8 Conclusion and Future Work 

One of the initial goals for IE was to create a da-
tabase of relations and events from the entire input 
corpus, and allow further logical reasoning on the 
database. The artificial constraint that extraction 
should be done independently for each document 
was introduced in part to simplify the task and its 
evaluation. In this paper we propose a new ap-
proach to break down the document boundaries 
for event extraction. We gather together event ex-
traction results from a set of related documents, 
and then apply inference and constraints to en-
hance IE performance. 

In the short term, the approach provides a plat-
form for many byproducts. For example, we can 
naturally get an event-driven summary for the col-
lection of related documents; the sentences includ-
ing high-confidence events can be used as 
additional training data to bootstrap the event tag-
ger; from related events in different timeframes 
we can derive entailment rules; the refined consis-
tent events can serve better for other NLP tasks 
such as template based question-answering. The 
aggregation approach described here can be easily 
extended to improve relation detection and corefe-
rence resolution (two argument mentions referring 
to the same role of related events are likely to 
corefer). Ultimately we would like to extend the 
system to perform essential, although probably 
lightweight, event prediction. 
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XSent-Trigger-Freq(trigger, etype) The weighted frequency of string trigger appearing as the trigger of an event 
of type etype across all sentences within a document 

XDoc-Trigger-Freq (trigger, etype) The weighted frequency of string trigger appearing as the trigger of an event 
of type etype across all documents in a cluster  

XDoc-Trigger-BestFreq (trigger) Maximum over all etypes of XDoc-Trigger-Freq (trigger, etype) 

XDoc-Arg-Freq(arg, etype) The weighted frequency of arg appearing as an argument of an event of type 
etype across all documents in a cluster 

XDoc-Role-Freq(arg, etype, role)  The weighted frequency of arg appearing as an argument of an event of type 
etype with role role across all documents in a cluster 

XDoc-Role-BestFreq(arg)  Maximum over all etypes and roles of XDoc-Role-Freq(arg, etype, role) 
XSent-Trigger-Margin(trigger) The margin value of trigger in XSent-Trigger-Freq 
XDoc-Trigger-Margin(trigger) The margin value of trigger in XDoc-Trigger-Freq 
XDoc-Role-Margin(arg) The margin value of arg in XDoc-Role-Freq 

 
Table 3. Global Frequency and Confidence Metrics 

 
Rule (1): Remove Triggers and Arguments with Low Local Confidence 
If LConf(trigger, etype) < δ1, then delete the whole event mention EM; 
If LConf(arg, etype) < δ2 or LConf(arg, etype, role) < δ3, then delete arg. 
Rule (2): Adjust Trigger Classification to Achieve Document-wide Consistency 
If XSent-Trigger-Margin(trigger) >δ4, then propagate the most frequent etype to all event mentions with  trigger in 
the document; and correct roles for corresponding arguments. 
Rule (3): Adjust Trigger Identification to Achieve Document-wide Consistency 
If LConf(trigger, etype) > δ5, then propagate etype to all unlabeled strings trigger in the document. 
Rule (4): Adjust Argument Identification to Achieve Document-wide Consistency 
If LConf(arg, etype) > δ6, then in the document, for each sentence containing an event mention EM with etype, add 
any unlabeled mention in that sentence with the same head as arg as an argument of EM with role. 
Rule (5): Remove Triggers and Arguments with Low Cluster-wide Confidence 
If XDoc-Trigger-Freq (trigger, etype) < δ7, then delete EM;  
If XDoc-Arg-Freq(arg, etype) < δ8 or XDoc-Role-Freq(arg, etype, role) < δ9, then delete arg. 
Rule (6): Adjust Trigger Classification to Achieve Cluster-wide Consistency 
If XDoc-Trigger-Margin(trigger) >δ10, then propagate most frequent etype to all event mentions with trigger in the 
cluster; and correct roles for corresponding arguments. 
Rule (7): Adjust Trigger Identification to Achieve Cluster-wide Consistency 
If XDoc-Trigger-BestFreq (trigger) >δ11, then propagate etype to all unlabeled strings trigger in the cluster, override 
the results of Rule (3) if conflict. 
Rule (8): Adjust Argument Classification to Achieve Cluster-wide Consistency 
If XDoc-Role-Margin(arg) >δ12, then propagate the most frequent etype and role to all arguments with the same 
head as arg in the entire cluster. 
Rule (9): Adjust Argument Identification to Achieve Cluster-wide Consistency 
If XDoc-Role-BestFreq(arg) > δ13, then in the cluster, for each sentence containing an event mention EM with etype, 
add any unlabeled mention in that sentence with the same head as arg as an argument of EM with role. 

 
Table 4. Probabilistic Inference Rule 
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Abstract

This paper demonstrates a new method for
leveraging free-text annotations to infer se-
mantic properties of documents. Free-text an-
notations are becoming increasingly abundant,
due to the recent dramatic growth in semi-
structured, user-generated online content. An
example of such content is product reviews,
which are often annotated by their authors
with pros/cons keyphrases such as “a real bar-
gain” or “good value.” To exploit such noisy
annotations, we simultaneously find a hid-
den paraphrase structure of the keyphrases, a
model of the document texts, and the underly-
ing semantic properties that link the two. This
allows us to predict properties of unannotated
documents. Our approach is implemented as
a hierarchical Bayesian model with joint in-
ference, which increases the robustness of the
keyphrase clustering and encourages the doc-
ument model to correlate with semantically
meaningful properties. We perform several
evaluations of our model, and find that it sub-
stantially outperforms alternative approaches.

1 Introduction

A central problem in language understanding is
transforming raw text into structured representa-
tions. Learning-based approaches have dramatically
increased the scope and robustness of this type of
automatic language processing, but they are typi-
cally dependent on large expert-annotated datasets,
which are costly to produce. In this paper, we show
how novice-generated free-text annotations avail-
able online can be leveraged to automatically infer
document-level semantic properties.

With the rapid increase of online content cre-
ated by end users, noisy free-text annotations have

pros/cons:great nutritional value
... combines it all: an amazing product, quick and
friendly service, cleanliness, great nutrition ...

pros/cons:a bit pricey, healthy
... is an awesome place to go if you are health con-
scious. They have some really great low calorie dishes
and they publish the calories and fat grams per serving.

Figure 1: Excerpts from online restaurant reviews with
pros/cons phrase lists. Both reviews discuss healthiness,
but use different keyphrases.

become widely available (Vickery and Wunsch-
Vincent, 2007; Sterling, 2005). For example, con-
sider reviews of consumer products and services.
Often, such reviews are annotated withkeyphrase
lists of pros and cons. We would like to use these
keyphrase lists as training labels, so that the proper-
ties of unannotated reviews can be predicted. Hav-
ing such a system would facilitate structured access
and summarization of this data. However, novice-
generated keyphrase annotations are incomplete de-
scriptions of their corresponding review texts. Fur-
thermore, they lack consistency: the same under-
lying property may be expressed in many ways,
e.g., “healthy” and “great nutritional value” (see Fig-
ure 1). To take advantage of such noisy labels, a sys-
tem must both uncover their hidden clustering into
properties, and learn to predict these properties from
review text.

This paper presents a model that addresses both
problems simultaneously. We assume that both the
document text and the selection of keyphrases are
governed by the underlying hidden properties of the
document. Each property indexes a language model,
thus allowing documents that incorporate the same
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property to share similar features. In addition, each
keyphrase is associated with a property; keyphrases
that are associated with the same property should
have similar distributional and surface features.

We link these two ideas in a joint hierarchical
Bayesian model. Keyphrases are clustered based
on their distributional and lexical properties, and a
hidden topic model is applied to the document text.
Crucially, the keyphrase clusters and document top-
ics are linked, and inference is performed jointly.
This increases the robustness of the keyphrase clus-
tering, and ensures that the inferred hidden topics
are indicative of salient semantic properties.

Our model is broadly applicable to many scenar-
ios where documents are annotated in a noisy man-
ner. In this work, we apply our method to a col-
lection of reviews in two categories: restaurants and
cell phones. The training data consists of review text
and the associated pros/cons lists. We then evaluate
the ability of our model to predict review properties
when the pros/cons list is hidden. Across a variety
of evaluation scenarios, our algorithm consistently
outperforms alternative strategies by a wide margin.

2 Related Work

Review Analysis Our approach relates to previous
work on property extraction from reviews (Popescu
et al., 2005; Hu and Liu, 2004; Kim and Hovy,
2006). These methods extract lists of phrases, which
are analogous to the keyphrases we use as input
to our algorithm. However, our approach is dis-
tinguished in two ways: first, we are able to pre-
dict keyphrases beyond those that appear verbatim
in the text. Second, our approach learns the rela-
tionships between keyphrases, allowing us to draw
direct comparisons between reviews.

Bayesian Topic Modeling One aspect of our
model views properties as distributions over words
in the document. This approach is inspired by meth-
ods in the topic modeling literature, such as Latent
Dirichlet Allocation (LDA) (Blei et al., 2003), where
topics are treated as hidden variables that govern the
distribution of words in a text. Our algorithm ex-
tends this notion by biasing the induced hidden top-
ics toward a clustering of known keyphrases. Tying
these two information sources together enhances the
robustness of the hidden topics, thereby increasing

the chance that the induced structure corresponds to
semantically meaningful properties.

Recent work has examined coupling topic mod-
els with explicit supervision (Blei and McAuliffe,
2007; Titov and McDonald, 2008). However, such
approaches assume that the documents are labeled
within a predefined annotation structure,e.g., the
properties of food, ambiance, and service for restau-
rants. In contrast, we address free-text annotations
created by end users, without known semantic prop-
erties. Rather than requiring a predefined annotation
structure, our model infers one from the data.

3 Problem Formulation

We formulate our problem as follows. We assume
a dataset composed of documents with associated
keyphrases. Each document may be marked with
multiple keyphrases that express unseen semantic
properties. Across the entire collection, several
keyphrases may express the same property. The
keyphrases are also incomplete — review texts of-
ten express properties that are not mentioned in their
keyphrases. At training time, our model has access
to both text and keyphrases; at test time, the goal is
to predict the properties supported by a previously
unseen document. We can then use this property list
to generate an appropriate set of keyphrases.

4 Model Description

Our approach leverages both keyphrase clustering
and distributional analysis of the text in a joint, hi-
erarchical Bayesian model. Keyphrases are drawn
from a set of clusters; words in the documents are
drawn from language models indexed by a set of
topics, where the topics correspond to the keyphrase
clusters. Crucially, we bias the assignment of hid-
den topics in the text to be similar to the topics rep-
resented by the keyphrases of the document, but we
permit some words to be drawn from other topics
not represented by the keyphrases. This flexibility in
the coupling allows the model to learn effectively in
the presence of incomplete keyphrase annotations,
while still encouraging the keyphrase clustering to
cohere with the topics supported by the text.

We train the model on documents annotated with
keyphrases. During training, we learn a hidden
topic model from the text; each topic is also asso-
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ψ – keyphrase cluster model
x – keyphrase cluster assignment
s – keyphrase similarity values
h – document keyphrases
η – document keyphrase topics
λ – probability of selectingη instead ofφ
c – selects betweenη andφ for word topics
φ – document topic model
z – word topic assignment
θ – language models of each topic
w – document words

ψ ∼ Dirichlet(ψ0)

xℓ ∼ Multinomial(ψ)

sℓ,ℓ′ ∼

{

Beta(α=) if xℓ = xℓ′

Beta(α6=) otherwise

ηd = [ηd,1 . . . ηd,K ]
T

where

ηd,k ∝

{

1 if xℓ = k for anyl ∈ hd

0 otherwise

λ ∼ Beta(λ0)

cd,n ∼ Bernoulli(λ)

φd ∼ Dirichlet(φ0)

zd,n ∼

{

Multinomial(ηd) if cd,n = 1

Multinomial(φd) otherwise

θk ∼ Dirichlet(θ0)

wd,n ∼ Multinomial(θzd,n
)

Figure 2: The plate diagram for our model. Shaded circles denote observed variables, and squares denote hyper
parameters. The dotted arrows indicate thatη is constructed deterministically fromx andh.

ciated with a cluster of keyphrases. At test time,
we are presented with documents that do not con-
tain keyphrase annotations. The hidden topic model
of the review text is used to determine the proper-
ties that a document as a whole supports. For each
property, we compute the proportion of the docu-
ment’s words assigned to it. Properties with propor-
tions above a set threshold (tuned on a development
set) are predicted as being supported.

4.1 Keyphrase Clustering

One of our goals is to cluster the keyphrases, such
that each cluster corresponds to a well-defined prop-
erty. We represent each distinct keyphrase as a vec-
tor of similarity scores computed over the set of
observed keyphrases; these scores are represented
by s in Figure 2, the plate diagram of our model.1

Modeling the similarity matrix rather than the sur-

1We assume that similarity scores are conditionally inde-
pendent given the keyphrase clustering, though the scores are
in fact related. Such simplifying assumptions have been previ-
ously used with success in NLP (e.g., Toutanova and Johnson,
2007), though a more theoretically sound treatment of the sim-
ilarity matrix is an area for future research.

face forms allows arbitrary comparisons between
keyphrases,e.g., permitting the use of both lexical
and distributional information. The lexical com-
parison is based on the cosine similarity between
the keyphrase words. The distributional similar-
ity is quantified in terms of the co-occurrence of
keyphrases across review texts. Our model is inher-
ently capable of using any arbitrary source of simi-
larity information; for a discussion of similarity met-
rics, see Lin (1998).

4.2 Document-level Distributional Analysis

Our analysis of the document text is based on proba-
bilistic topic models such as LDA (Blei et al., 2003).
In the LDA framework, each word is generated from
a language model that is indexed by the word’s topic
assignment. Thus, rather than identifying a single
topic for a document, LDA identifies a distribution
over topics.

Our word model operates similarly, identifying a
topic for each word, written asz in Figure 2. To
tie these topics to the keyphrases, we deterministi-
cally construct a document-specific topic distribu-
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tion from the clusters represented by the document’s
keyphrases — this isη in the figure.η assigns equal
probability to all topics that are represented in the
keyphrases, and a small smoothing probability to
other topics.

As noted above, properties may be expressed in
the text even when no related keyphrase appears. For
this reason, we also construct a document-specific
topic distributionφ. The auxiliary variablec indi-
cates whether a given word’s topic is drawn from
the set of keyphrase clusters, or from this topic dis-
tribution.

4.3 Generative Process

In this section, we describe the underlying genera-
tive process more formally.

First we consider the set of all keyphrases ob-
served across the entire corpus, of which there are
L. We draw a multinomial distributionψ over theK
keyphrase clusters from a symmetric Dirichlet prior
ψ0. Then for theℓth keyphrase, a cluster assign-
mentxℓ is drawn from the multinomialψ. Finally,
the similarity matrixs ∈ [0, 1]L×L is constructed.
Each entrysℓ,ℓ′ is drawn independently, depending
on the cluster assignmentsxℓ andxℓ′ . Specifically,
sℓ,ℓ′ is drawn from a Beta distribution with parame-
tersα= if xℓ = xℓ′ andα6= otherwise. The parame-
tersα= linearly biassℓ,ℓ′ towards one (Beta(α=) ≡
Beta(2, 1)), and the parametersα6= linearly biassℓ,ℓ′

towards zero (Beta(α6=) ≡ Beta(1, 2)).
Next, the words in each of theD documents

are generated. Documentd hasNd words; zd,n is
the topic for wordwd,n. These latent topics are
drawn either from the set of clusters represented by
the document’s keyphrases, or from the document’s
topic modelφd. We deterministically construct a
document-specific keyphrase topic modelηd, based
on the keyphrase cluster assignmentsx and the ob-
served keyphraseshd. The multinomialηd assigns
equal probability to each topic that is represented by
a phrase inhd, and a small probability to other top-
ics.

As noted earlier, a document’s text may support
properties that are not mentioned in its observed
keyphrases. For that reason, we draw a document
topic multinomial φd from a symmetric Dirichlet
prior φ0. The binary auxiliary variablecd,n deter-
mines whether the word’s topic is drawn from the

keyphrase modelηd or the document topic model
φd. cd,n is drawn from a weighted coin flip, with
probability λ; λ is drawn from a Beta distribution
with prior λ0. We havezd,n ∼ ηd if cd,n = 1,
and zd,n ∼ φd otherwise. Finally, the wordwd,n

is drawn from the multinomialθzd,n
, wherezd,n in-

dexes a topic-specific language model. Each of the
K language modelsθk is drawn from a symmetric
Dirichlet prior θ0.

5 Posterior Sampling

Ultimately, we need to compute the model’s poste-
rior distribution given the training data. Doing so
analytically is intractable due to the complexity of
the model, but sampling-based techniques can be
used to estimate the posterior. We employ Gibbs
sampling, previously used in NLP by Finkel et al.
(2005) and Goldwater et al. (2006), among others.
This technique repeatedly samples from the condi-
tional distributions of each hidden variable, eventu-
ally converging on a Markov chain whose stationary
distribution is the posterior distribution of the hid-
den variables in the model (Gelman et al., 2004).
We now present sampling equations for each of the
hidden variables in Figure 2.

The prior over keyphrase clustersψ is sampled
based on hyperpriorψ0 and keyphrase cluster as-
signmentsx. We writep(ψ | . . .) to mean the prob-
ability conditioned on all the other variables.

p(ψ | . . .) ∝ p(ψ | ψ0)p(x | ψ),

= p(ψ | ψ0)

L
∏

ℓ

p(xℓ | ψ)

= Dir(ψ;ψ0)

L
∏

ℓ

Mul(xℓ;ψ)

= Dir(ψ;ψ′),

whereψ′i = ψ0 + count(xℓ = i). This update rule
is due to the conjugacy of the multinomial to the
Dirichlet distribution. The first line follows from
Bayes’ rule, and the second line from the conditional
independence of each keyphrase assignmentxℓ from
the others, givenψ.
φd andθk are resampled in a similar manner:

p(φd | . . .) ∝ Dir(φd;φ
′
d),

p(θk | . . .) ∝ Dir(θk; θ
′
k),
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p(xℓ | . . .) ∝ p(xℓ | ψ)p(s | xℓ,x−ℓ, α)p(z | η, ψ, c)

∝ p(xℓ | ψ)





∏

ℓ′ 6=ℓ

p(sℓ,ℓ′ | xℓ, xℓ′ , α)









D
∏

d

∏

cd,n=1

p(zd,n | ηd)





= Mul(xℓ;ψ)





∏

ℓ′ 6=ℓ

Beta(sℓ,ℓ′ ;αxℓ,xℓ′
)









D
∏

d

∏

cd,n=1

Mul(zd,n; ηd)





Figure 3: The resampling equation for the keyphrase clusterassignments.

whereφ′d,i = φ0 + count(zd,n = i ∧ cd,n = 0)
andθ′k,i = θ0 +

∑

d count(wd,n = i ∧ zd,n = k). In
building the counts forφ′d,i, we consider only cases
in which cd,n = 0, indicating that the topiczd,n is
indeed drawn from the document topic modelφd.
Similarly, when building the counts forθ′k, we con-
sider only cases in which the wordwd,n is drawn
from topick.

To resampleλ, we employ the conjugacy of the
Beta prior to the Bernoulli observation likelihoods,
adding counts ofc to the priorλ0.

p(λ | . . .) ∝ Beta(λ;λ′),

whereλ′ = λ0 +

[ ∑

d count(cd,n = 1)
∑

d count(cd,n = 0)

]

.

The keyphrase cluster assignments are repre-
sented byx, whose sampling distribution depends
onψ, s, andz, via η. The equation is shown in Fig-
ure 3. The first term is the prior onxℓ. The second
term encodes the dependence of the similarity ma-
trix s on the cluster assignments; with slight abuse of
notation, we writeαxℓ,xℓ′

to denoteα= if xℓ = xℓ′ ,
andα6= otherwise. The third term is the dependence
of the word topicszd,n on the topic distributionηd.
We compute the final result of Figure 3 for each pos-
sible setting ofxℓ, and then sample from the normal-
ized multinomial.

The word topicsz are sampled according to
keyphrase topic distributionηd, document topic dis-
tributionφd, wordsw, and auxiliary variablesc:

p(zd,n | . . .)

∝ p(zd,n | φd, ηd, cd,n)p(wd,n | zd,n, θ)

=

{

Mul(zd,n; ηd)Mul(wd,n; θzd,n
) if cd,n = 1,

Mul(zd,n;φd)Mul(wd,n; θzd,n
) otherwise.

As with xℓ, each zd,n is sampled by computing
the conditional likelihood of each possible setting
within a constant of proportionality, and then sam-
pling from the normalized multinomial.

Finally, we sample each auxiliary variablecd,n,
which indicates whether the hidden topiczd,n is
drawn fromηd or φd. The conditional probability
for cd,n depends on its priorλ and the hidden topic
assignmentszd,n:

p(cd,n | . . .)

∝ p(cd,n | λ)p(zd,n | ηd, φd, cd,n)

=

{

Bern(cd,n;λ)Mul(zd,n; ηd) if cd,n = 1,

Bern(cd,n;λ)Mul(zd,n;φd) otherwise.

We compute the likelihood ofcd,n = 0 andcd,n = 1
within a constant of proportionality, and then sample
from the normalized Bernoulli distribution.

6 Experimental Setup

Data Sets We evaluate our system on reviews from
two categories, restaurants and cell phones. These
reviews were downloaded from the popular Epin-
ions2 website. Users of this website evaluate prod-
ucts by providing both a textual description of their
opinion, as well as concise lists of keyphrases (pros
and cons) summarizing the review. The statistics of
this dataset are provided in Table 1. For each of
the categories, we randomly selected 50%, 15%, and
35% of the documents as training, development, and
test sets, respectively.

Manual analysis of this data reveals that authors
often omit properties mentioned in the text from
the list of keyphrases. To obtain a complete gold

2http://www.epinions.com/
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Restaurants Cell Phones
# of reviews 3883 1112
Avg. review length 916.9 1056.9
Avg. keyphrases / review 3.42 4.91

Table 1: Statistics of the reviews dataset by category.

standard, we hand-annotated a subset of the reviews
from the restaurant category. The annotation effort
focused on eight commonly mentioned properties,
such as those underlying the keyphrases “pleasant
atmosphere” and “attentive staff.” Two raters anno-
tated 160 reviews, 30 of which were annotated by
both. Cohen’s kappa, a measure of interrater agree-
ment ranging from zero to one, was 0.78 for this sub-
set, indicating high agreement (Cohen, 1960).

Each review was annotated with 2.56 properties
on average. Each manually-annotated property cor-
responded to an average of 19.1 keyphrases in the
restaurant data, and 6.7 keyphrases in the cell phone
data. This supports our intuition that a single se-
mantic property may be expressed using a variety of
different keyphrases.

Training Our model needs to be provided with the
number of clustersK. We setK large enough for the
model to learn effectively on the development set.
For the restaurant data — where the gold standard
identified eight semantic properties — we setK to
20, allowing the model to account for keyphrases not
included in the eight most common properties. For
the cell phones category, we setK to 30.

To improve the model’s convergence rate, we per-
form two initialization steps for the Gibbs sampler.
First, sampling is done only on the keyphrase clus-
tering component of the model, ignoring document
text. Second, we fix this clustering and sample the
remaining model parameters. These two steps are
run for 5,000 iterations each. The full joint model
is then sampled for 100,000 iterations. Inspection
of the parameter estimates confirms model conver-
gence. On a 2GHz dual-core desktop machine, a
multi-threaded C++ implementation of model train-
ing takes about two hours for each dataset.

Inference The final point estimate used for test-
ing is an average (for continuous variables) or a
mode (for discrete variables) over the last 1,000
Gibbs sampling iterations. Averaging is a heuris-
tic that is applicable in our case because our sam-

ple histograms are unimodal and exhibit low skew.
The model usually works equally well using single-
sample estimates, but is more prone to estimation
noise.

As previously mentioned, we convert word topic
assignments to document properties by examining
the proportion of words supporting each property. A
threshold for this proportion is set for each property
via the development set.

Evaluation Our first evaluation examines the ac-
curacy of our model and the baselines by compar-
ing their output against the keyphrases provided by
the review authors. More specifically, the model
first predicts the properties supported by a given re-
view. We then test whether the original authors’
keyphrases are contained in the clusters associated
with these properties.

As noted above, the authors’ keyphrases are of-
ten incomplete. To perform a noise-free compari-
son, we based our second evaluation on the man-
ually constructed gold standard for the restaurant
category. We took the most commonly observed
keyphrase from each of the eight annotated proper-
ties, and tested whether they are supported by the
model based on the document text.

In both types of evaluation, we measure the
model’s performance using precision, recall, and F-
score. These are computed in the standard manner,
based on the model’s keyphrase predictions com-
pared against the corresponding references. The
sign test was used for statistical significance test-
ing (De Groot and Schervish, 2001).

Baselines To the best of our knowledge, this task
not been previously addressed in the literature. We
therefore consider five baselines that allow us to ex-
plore the properties of this task and our model.

Random:Each keyphrase is supported by a doc-
ument with probability of one half. This baseline’s
results are computed (in expectation) rather than ac-
tually run. This method is expected to have a recall
of 0.5, because in expectation it will select half of
the correct keyphrases. Its precision is the propor-
tion of supported keyphrases in the test set.

Phrase in text:A keyphrase is supported by a doc-
ument if it appears verbatim in the text. Because of
this narrow requirement, precision should be high
whereas recall will be low.
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Restaurants Restaurants Cell Phones
gold standard annotation free-text annotation free-text annotation
Recall Prec. F-score Recall Prec. F-score Recall Prec. F-score

Random 0.500 0.300 ∗ 0.375 0.500 0.500 ∗ 0.500 0.500 0.489 ∗ 0.494
Phrase in text 0.048 0.500 ∗ 0.087 0.078 0.909 ∗ 0.144 0.171 0.529 ∗ 0.259
Cluster in text 0.223 0.534 0.314 0.517 0.640 ∗ 0.572 0.829 0.547 0.659
Phrase classifier 0.028 0.636 ∗ 0.053 0.068 0.963 ∗ 0.126 0.029 0.600 ∗ 0.055
Cluster classifier 0.113 0.622 ⋄ 0.192 0.255 0.907 ∗ 0.398 0.210 0.759 0.328
Our model 0.625 0.416 0.500 0.901 0.652 0.757 0.886 0.585 0.705
Our model + gold clusters 0.582 0.398 0.472 0.795 0.627 ∗ 0.701 0.886 0.520 ⋄ 0.655

Table 2: Comparison of the property predictions made by our model and the baselines in the two categories as evaluated
against the gold and free-text annotations. Results for ourmodel using the fixed, manually-created gold clusterings are
also shown. The methods against which our model has significantly better results on the sign test are indicated with a
∗ for p <= 0.05, and⋄ for p <= 0.1.

Cluster in text: A keyphrase is supported by a
document if it or any of its paraphrases appears in
the text. Paraphrasing is based on our model’s clus-
tering of the keyphrases. The use of paraphrasing
information enhances recall at the potential cost of
precision, depending on the quality of the clustering.

Phrase classifier: Discriminative classifiers are
trained for each keyphrase. Positive examples are
documents that are labeled with the keyphrase;
all other documents are negative examples. A
keyphrase is supported by a document if that
keyphrase’s classifier returns positive.

Cluster classifier: Discriminative classifiers are
trained for each cluster of keyphrases, using our
model’s clustering. Positive examples are docu-
ments that are labeled with any keyphrase from the
cluster; all other documents are negative examples.
All keyphrases of a cluster are supported by a docu-
ment if that cluster’s classifier returns positive.

Phrase classifierand cluster classifieremploy
maximum entropy classifiers, trained on the same
features as our model,i.e., word counts. The former
is high-precision/low-recall, because for any partic-
ular keyphrase, its synonymous keyphrases would
be considered negative examples. The latter broad-
ens the positive examples, which should improve re-
call. We used Zhang Le’s MaxEnt toolkit3 to build
these classifiers.

3http://homepages.inf.ed.ac.uk/s0450736/
maxent_toolkit.html

7 Results

Comparative performance Table 2 presents the
results of the evaluation scenarios described above.
Our model outperforms every baseline by a wide
margin in all evaluations.

The absolute performance of the automatic meth-
ods indicates the difficulty of the task. For instance,
evaluation against gold standard annotations shows
that the random baseline outperforms all of the other
baselines. We observe similar disappointing results
for the non-random baselines against the free-text
annotations. The precision and recall characteristics
of the baselines match our previously described ex-
pectations.

The poor performance of the discriminative mod-
els seems surprising at first. However, these re-
sults can be explained by the degree of noise in
the training data, specifically, the aforementioned
sparsity of free-text annotations. As previously de-
scribed, our technique allows document text topics
to stochastically derive from either the keyphrases or
a background distribution — this allows our model
to learn effectively from incomplete annotations. In
fact, when we force all text topics to derive from
keyphrase clusters in our model, its performance de-
grades to the level of the classifiers or worse, with
an F-score of 0.390 in the restaurant category and
0.171 in the cell phone category.

Impact of paraphrasing As previously ob-
served in entailment research (Dagan et al., 2006),
paraphrasing information contributes greatly to im-
proved performance on semantic inference. This is

269



Figure 4: Sample keyphrase clusters that our model infers
in the cell phone category.

confirmed by the dramatic difference in results be-
tween thecluster in textandphrase in textbaselines.
Therefore it is important to quantify the quality of
automatically computed paraphrases, such as those
illustrated in Figure 4.

Restaurants Cell Phones
Keyphrase similarity only 0.931 0.759
Joint training 0.966 0.876

Table 3: Rand Index scores of our model’s clusters, using
only keyphrase similarity vs. using keyphrases and text
jointly. Comparison of cluster quality is against the gold
standard.

One way to assess clustering quality is to com-
pare it against a “gold standard” clustering, as con-
structed in Section 6. For this purpose, we use the
Rand Index(Rand, 1971), a measure of cluster sim-
ilarity. This measure varies from zero to one; higher
scores are better. Table 3 shows the Rand Indices
for our model’s clustering, as well as the clustering
obtained by using only keyphrase similarity. These
scores confirm that joint inference produces better
clusters than using only keyphrases.

Another way of assessing cluster quality is to con-
sider the impact of using the gold standard clustering
instead of our model’s clustering. As shown in the
last two lines of Table 2, using the gold clustering
yields results worse than using the model clustering.
This indicates that for the purposes of our task, the
model clustering is of sufficient quality.

8 Conclusions and Future Work

In this paper, we have shown how free-text anno-
tations provided by novice users can be leveraged
as a training set for document-level semantic infer-
ence. The resulting hierarchical Bayesian model

overcomes the lack of consistency in such anno-
tations by inducing a hidden structure of seman-
tic properties, which correspond both to clusters of
keyphrases and hidden topic models in the text. Our
system successfully extracts semantic properties of
unannotated restaurant and cell phone reviews, em-
pirically validating our approach.

Our present model makes strong assumptions
about the independence of similarity scores. We be-
lieve this could be avoided by modeling the genera-
tion of the entire similarity matrix jointly. We have
also assumed that the properties themselves are un-
structured, but they are in fact related in interest-
ing ways. For example, it would be desirable to
model antonyms explicitly,e.g., no restaurant review
should be simultaneously labeled as having good
and bad food. The correlated topic model (Blei and
Lafferty, 2006) is one way to account for relation-
ships between hidden topics; more structured repre-
sentations, such as hierarchies, may also be consid-
ered.

Finally, the core idea of using free-text as a
source of training labels has wide applicability, and
has the potential to enable sophisticated content
search and analysis. For example, online blog en-
tries are often tagged with short keyphrases. Our
technique could be used to standardize these tags,
and assign keyphrases to untagged blogs. The no-
tion of free-text annotations is also very broad —
we are currently exploring the applicability of this
model to Wikipedia articles, using section titles as
keyphrases, to build standard article schemas.
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Abstract

The availability of databases of images labeled
with keywords is necessary for developing and
evaluating image annotation models. Dataset
collection is however a costly and time con-
suming task. In this paper we exploit the vast
resource of images available on the web. We
create a database of pictures that are natu-
rally embedded into news articles and propose
to use their captions as a proxy for annota-
tion keywords. Experimental results show that
an image annotation model can be developed
on this dataset alone without the overhead of
manual annotation. We also demonstrate that
the news article associated with the picture
can be used to boost image annotation perfor-
mance.

1 Introduction

As the number of image collections is rapidly grow-
ing, so does the need to browse and search them.
Recent years have witnessed significant progress in
developing methods for image retrieval1, many of
which are query-based. Given a database of images,
each annotated with keywords, the query is used to
retrieve relevant pictures under the assumption that
the annotations can essentially capture their seman-
tics.

One stumbling block to the widespread use of
query-based image retrieval systems is obtaining the
keywords for the images. Since manual annotation
is expensive, time-consuming and practically infea-
sible for large databases, there has been great in-

1The approaches are too numerous to list; we refer the inter-
ested reader to Datta et al. (2005) for an overview.

terest in automating the image annotation process
(see references). More formally, given an image I
with visual features Vi = {v1,v2, . . . ,vN} and a set
of keywords W = {w1,w2, . . . ,wM}, the task con-
sists in finding automatically the keyword subset
WI ⊂ W , which can appropriately describe the im-
age I. Indeed, several approaches have been pro-
posed to solve this problem under a variety of learn-
ing paradigms. These range from supervised clas-
sification (Vailaya et al., 2001; Smeulders et al.,
2000) to instantiations of the noisy-channel model
(Duygulu et al., 2002), to clustering (Barnard et al.,
2002), and methods inspired by information retrieval
(Lavrenko et al., 2003; Feng et al., 2004).

Obviously in order to develop accurate image an-
notation models, some manually labeled data is re-
quired. Previous approaches have been developed
and tested almost exclusively on the Corel database.
The latter contains 600 CD-ROMs, each contain-
ing about 100 images representing the same topic
or concept, e.g., people, landscape, male. Each topic
is associated with keywords and these are assumed
to also describe the images under this topic. As an
example consider the pictures in Figure 1 which are
classified under the topic male and have the descrip-
tion keywords man, male, people, cloth, and face.

Current image annotation methods work well
when large amounts of labeled images are available
but can run into severe difficulties when the number
of images and keywords for a given topic is rela-
tively small. Unfortunately, databases like Corel are
few and far between and somewhat idealized. Corel
contains clusters of many closely related images
which in turn share keyword descriptions, thus al-
lowing models to learn image-keyword associations
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Figure 1: Images from the Corel database, exemplifying
the concept male with keyword descriptions man, male,
people, cloth, and face.

reliably (Tang and Lewis, 2007). It is unlikely that
models trained on this database will perform well
out-of-domain on other image collections which are
more noisy and do not share these characteristics.
Furthermore, in order to develop robust image anno-
tation models, it is crucial to have large and diverse
datasets both for training and evaluation.

In this work, we aim to relieve the data acquisition
bottleneck associated with automatic image annota-
tion by taking advantage of resources where images
and their annotations co-occur naturally. News arti-
cles associated with images and their captions spring
readily to mind (e.g., BBC News, Yahoo News). So,
rather than laboriously annotating images with their
keywords, we simply treat captions as labels. These
annotations are admittedly noisy and far from ideal.
Captions can be denotative (describing the objects
the image depicts) but also connotative (describ-
ing sociological, political, or economic attitudes re-
flected in the image). Importantly, our images are not
standalone, they come with news articles whose con-
tent is shared with the image. So, by processing the
accompanying document, we can effectively learn
about the image and reduce the effect of noise due
to the approximate nature of the caption labels. To
give a simple example, if two words appear both in
the caption and the document, it is more likely that
the annotation is genuine.

In what follows, we present a new database con-
sisting of articles, images, and their captions which
we collected from an on-line news source. We
then propose an image annotation model which can
learn from our noisy annotations and the auxil-
iary documents. Specifically, we extend and mod-
ify Lavrenko’s (2003) continuous relevance model

to suit our task. Our experimental results show that
this model can successfully scale to our database,
without making use of explicit human annotations
in any way. We also show that the auxiliary docu-
ment contains important information for generating
more accurate image descriptions.

2 Related Work

Automatic image annotation is a popular task in
computer vision. The earliest approaches are closely
related to image classification (Vailaya et al., 2001;
Smeulders et al., 2000), where pictures are assigned
a set of simple descriptions such as indoor, out-
door, landscape, people, animal. A binary classifier
is trained for each concept, sometimes in a “one vs
all” setting. The focus here is mostly on image pro-
cessing and good feature selection (e.g., colour, tex-
ture, contours) rather than the annotation task itself.

Recently, much progress has been made on the
image annotation task thanks to three factors. The
availability of the Corel database, the use of unsu-
pervised methods and new insights from the related
fields of natural language processing and informa-
tion retrieval. The co-occurrence model (Mori et al.,
1999) collects co-occurrence counts between words
and image features and uses them to predict anno-
tations for new images. Duygulu et al. (2002) im-
prove on this model by treating image regions and
keywords as a bi-text and using the EM algorithm to
construct an image region-word dictionary.

Another way of capturing co-occurrence informa-
tion is to introduce latent variables linking image
features with words. Standard latent semantic anal-
ysis (LSA) and its probabilistic variant (PLSA) have
been applied to this task (Hofmann, 1998). Barnard
et al. (2002) propose a hierarchical latent model
in order to account for the fact that some words
are more general than others. More sophisticated
graphical models (Blei and Jordan, 2003) have also
been employed including Gaussian Mixture Models
(GMM) and Latent Dirichlet Allocation (LDA).

Finally, relevance models originally developed for
information retrieval, have been successfully applied
to image annotation (Lavrenko et al., 2003; Feng et
al., 2004). A key idea behind these models is to find
the images most similar to the test image and then
use their shared keywords for annotation.

Our approach differs from previous work in two
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important respects. Firstly, our ultimate goal is to de-
velop an image annotation model that can cope with
real-world images and noisy data sets. To this end
we are faced with the challenge of building an ap-
propriate database for testing and training purposes.
Our solution is to leverage the vast resource of im-
ages available on the web but also the fact that many
of these images are implicitly annotated. For exam-
ple, news articles often contain images whose cap-
tions can be thought of as annotations. Secondly, we
allow our image annotation model access to knowl-
edge sources other than the image and its keywords.
This is relatively straightforward in our case; an im-
age and its accompanying document have shared
content, and we can use the latter to glean informa-
tion about the former. But we hope to illustrate the
more general point that auxiliary linguistic informa-
tion can indeed bring performance improvements on
the image annotation task.

3 BBC News Database

Our database consists of news images which are
abundant. Many on-line news providers supply pic-
tures with news articles, some even classify news
into broad topic categories (e.g., business, world,
sports, entertainment). Importantly, news images of-
ten display several objects and complex scenes and
are usually associated with captions describing their
contents. The captions are image specific and use a
rich vocabulary. This is in marked contrast to the
Corel database whose images contain one or two
salient objects and a limited vocabulary (typically
around 300 words).

We downloaded 3,361 news articles from the
BBC News website.2 Each article was accompa-
nied with an image and its caption. We thus created
a database of image-caption-document tuples. The
documents cover a wide range of topics including
national and international politics, advanced tech-
nology, sports, education, etc. An example of an en-
try in our database is illustrated in Figure 2. Here,
the image caption is Marcin and Florent face intense
competition from outside Europe and the accompa-
nying article discusses EU subsidies to farmers. The
images are usually 203 pixels wide and 152 pix-
els high. The average caption length is 5.35 tokens,
and the average document length 133.85 tokens. Our

2http://news.bbc.co.uk/

Figure 2: A sample from our BBC News database. Each
entry contains an image, a caption for the image, and the
accompanying document with its title.

captions have a vocabulary of 2,167 words and our
documents 6,253. The vocabulary shared between
captions and documents is 2,056 words.

4 Extending the Continuous Relevance
Annotation Model

Our work is an extension of the continuous rele-
vance annotation model put forward in Lavrenko
et al. (2003). Unlike other unsupervised approaches
where a set of latent variables is introduced, each
defining a joint distribution on the space of key-
words and image features, the relevance model cap-
tures the joint probability of images and annotated
words directly, without requiring an intermediate
clustering stage. This model is a good point of de-
parture for our task for several reasons, both theo-
retical and empirical. Firstly, expectations are com-
puted over every single point in the training set and

274



therefore parameters can be estimated without EM.
Indeed, Lavrenko et al. achieve competitive perfor-
mance with latent variable models. Secondly, the
generation of feature vectors is modeled directly,
so there is no need for quantization. Thirdly, as we
show below the model can be easily extended to in-
corporate information outside the image and its key-
words.

In the following we first lay out the assumptions
underlying our model. We next describe the contin-
uous relevance model in more detail and present our
extensions and modifications.

Assumptions Since we are using a non-
standard database, namely images embedded in doc-
uments, it is important to clarify what we mean by
image annotation, and how the precise nature of our
data impacts the task. We thus make the following
assumptions:

1. The caption describes the content of the image
directly or indirectly. Unlike traditional image
annotation where keywords describe salient ob-
jects, captions supply more detailed informa-
tion, not only about objects, and their attributes,
but also events. In Figure 2 the caption men-
tions Marcin and Florent the two individuals
shown in the picture but also the fact that they
face competition from outside Europe.

2. Since our images are implicitly rather than ex-
plicitly labeled, we do not assume that we can
annotate all objects present in the image. In-
stead, we hope to be able to model event-related
information such as “what happened”, “who
did it”, “when” and “where”. Our annotation
task is therefore more semantic in nature than
traditionally assumed.

3. The accompanying document describes the
content of the image. This is trivially true for
news documents where the images convention-
ally depict events, objects or people mentioned
in the article.

To validate these assumptions, we performed the
following experiment on our BBC News dataset.
We randomly selected 240 image-caption pairs
and manually assessed whether the caption content
words (i.e., nouns, verbs, and adjectives) could de-
scribe the image. We found out that the captions
express the picture’s content 90% of the time. Fur-
thermore, approximately 88% of the nouns in sub-

ject or object position directly denote salient picture
objects. We thus conclude that the captions contain
useful information about the picture and can be used
for annotation purposes.

Model Description The continuous relevance
image annotation model (Lavrenko et al., 2003)
generatively learns the joint probability distribu-
tion P(V,W ) of words W and image regions V . The
key assumption here is that the process of generating
images is conditionally independent from the pro-
cess of generating words. Each annotated image in
the training set is treated as a latent variable. Then
for an unknown image I, we estimate:

P(VI,WI) = ∑
s∈D

P(VI|s)P(WI|s)P(s), (1)

where D is the number of images in the training
database, VI are visual features of the image regions
representing I, WI are the keywords of I, s is a la-
tent variable (i.e., an image-annotation pair), and
P(s) the prior probability of s. The latter is drawn
from a uniform distribution:

P(s) =
1

ND
(2)

where ND is number of the latent variables in the
training database D.

When estimating P(VI|s), the probability of im-
age regions and words, Lavrenko et al. (2003) rea-
sonably assume a generative Gaussian kernel distri-
bution for the image regions:

(3)P(VI|s) =
NVI

∏
r=1

Pg(vr|s)

=
NVI

∏
r=1

1
nsv

nsv

∑
i=1

exp{(vr − vi)T Σ−1(vr − vi)}√
2kπk |Σ|

where NVI is the number of regions in image I, vr the
feature vector for region r in image I, nsv the number
of regions in the image of latent variable s, vi the fea-
ture vector for region i in s’s image, k the dimension
of the image feature vectors and Σ the feature covari-
ance matrix. According to equation (3), a Gaussian
kernel is fit to every feature vector vi corresponding
to region i in the image of the latent variable s. Each
kernel here is determined by the feature covariance
matrix Σ, and for simplicity, Σ is assumed to be a
diagonal matrix: Σ = βI, where I is the identity ma-
trix; and β is a scalar modulating the bandwidth of
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the kernel whose value is optimized on the develop-
ment set.

Lavrenko et al. (2003) estimate the word prob-
abilities P(WI|s) using a multinomial distribution.
This is a reasonable assumption in the Corel dataset,
where the annotations have similar lengths and the
words reflect the salience of objects in the image (the
multinomial model tends to favor words that appear
multiple times in the annotation). However, in our
dataset the annotations have varying lengths, and do
not necessarily reflect object salience. We are more
interested in modeling the presence or absence of
words in the annotation and thus use the multiple-
Bernoulli distribution to generate words (Feng et al.,
2004). And rather than relying solely on annotations
in the training database, we can also take the accom-
panying document into account using a weighted
combination.

The probability of sampling a set of words W
given a latent variable s from the underlying multiple
Bernoulli distribution that has generated the training
set D is:

P(W |s) = ∏
w∈W

P(w|s) ∏
w/∈W

(1−P(w|s)) (4)

where P(w|s) denotes the probability of the w’th
component of the multiple Bernoulli distribution.
Now, in estimating P(w|s) we can include the docu-
ment as:

Pest(w|s) = αPest(w|sa)+(1−α)Pest(w|sd) (5)

where α is a smoothing parameter tuned on the de-
velopment set, sa is the annotation for the latent vari-
able s and sd its corresponding document.

Equation (5) smooths the influence of the annota-
tion words and allows to offset the negative effect of
the noise inherent in our dataset. Since our images
are implicitly annotated, there is no guarantee that
the annotations are all appropriate. By taking into
account Pest(w|sd), it is possible to annotate an im-
age with a word that appears in the document but is
not included in the caption.

We use a Bayesian framework for estimat-
ing Pest(w|sa). Specifically, we assume a beta prior
(conjugate to the Bernoulli distribution) for each
word:

Pest(w|sa) =
µ bw,sa +Nw

µ+D
(6)

where µ is a smoothing parameter estimated on the
development set, bw,sa is a Boolean variable denoting
whether w appears in the annotation sa, and Nw is
the number of latent variables that contain w in their
annotations.

We estimate Pest(w|sd) using maximum likeli-
hood estimation (Ponte and Croft, 1998):

Pest(w|sd) =
numw,sd

numsd

(7)

where numw,sd denotes the frequency of w in the ac-
companying document of latent variable s and numsd

the number of all tokens in the document. Note that
we purposely leave Pest unsmoothed, since it is used
as a means of balancing the weight of word frequen-
cies in annotations. So, if a word does not appear in
the document, the possibility of selecting it will not
be greater than α (see Equation (5)).

Unfortunately, including the document in the es-
timation of Pest(w|s) increases the vocabulary which
in turn increases computation time. Given a test
image-document pair, we must evaluate P(w|VI) for
every w in our vocabulary which is the union of
the caption and document words. We reduce the
search space, by scoring each document word with
its tf ∗ idf weight (Salton and McGill, 1983) and
adding the n-best candidates to our caption vocabu-
lary. This way the vocabulary is not fixed in advance
for all images but changes dynamically depending
on the document at hand.

Re-ranking the Annotation Hypotheses It is
easy to see that the output of our model is a ranked
word list. Typically, the k-best words are taken to
be the automatic annotations for a test image I
(Duygulu et al., 2002; Lavrenko et al., 2003; Jeon
and Manmatha, 2004) where k is a small number and
the same for all images.

So far we have taken account of the auxiliary doc-
ument rather naively, by considering its vocabulary
in the estimation of P(W |s). Crucially, documents
are written with one or more topics in mind. The im-
age (and its annotations) are likely to represent these
topics, so ideally our model should prefer words that
are strong topic indicators. A simple way to imple-
ment this idea is by re-ranking our k-best list accord-
ing to a topic model estimated from the entire docu-
ment collection.

Specifically, we use Latent Dirichlet Allocation
(LDA) as our topic model (Blei et al., 2003). LDA
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represents documents as a mixture of topics and has
been previously used to perform document classi-
fication (Blei et al., 2003) and ad-hoc information
retrieval (Wei and Croft, 2006) with good results.
Given a collection of documents and a set of latent
variables (i.e., the number of topics), the LDA model
estimates the probability of topics per document and
the probability of words per topic. The topic mix-
ture is drawn from a conjugate Dirichlet prior that
remains the same for all documents.

For our re-ranking task, we use the LDA model
to infer the m-best topics in the accompanying doc-
ument. We then select from the output of our model
those words that are most likely according to these
topics. To give a concrete example, let us assume
that for a given image our model has produced
five annotations, w1, w2, w3, w4, and w5. However,
according to the LDA model neither w2 nor w5
are likely topic indicators. We therefore remove w2
and w5 and substitute them with words further down
the ranked list that are topical (e.g., w6 and w7).
An advantage of using LDA is that at test time we
can perform inference without retraining the topic
model.

5 Experimental Setup

In this section we discuss our experimental design
for assessing the performance of the model pre-
sented above. We give details on our training pro-
cedure and parameter estimation, describe our fea-
tures, and present the baseline methods used for
comparison with our approach.

Data Our model was trained and tested on the
database introduced in Section 3. We used 2,881
image-caption-document tuples for training, 240 tu-
ples for development and 240 for testing. The docu-
ments and captions were part-of-speech tagged and
lemmatized with Tree Tagger (Schmid, 1994).Words
other than nouns, verbs, and adjectives were dis-
carded. Words that were attested less than five times
in the training set were also removed to avoid unre-
liable estimation. In total, our vocabulary consisted
of 8,309 words.

Model Parameters Images are typically seg-
mented into regions prior to training. We impose a
fixed-size rectangular grid on each image rather than
attempting segmentation using a general purpose al-
gorithm such as normalized cuts (Shi and Malik,

Color
average of RGB components, standard deviation
average of LUV components, standard deviation
average of LAB components, standard deviation

Texture
output of DCT transformation
output of Gabor filtering (4 directions, 3 scales)

Shape
oriented edge (4 directions)
ratio of edge to non-edge

Table 2: Set of image features used in our experiments.

2000). Using a grid avoids unnecessary errors from
image segmentation algorithms, reduces computa-
tion time, and simplifies parameter estimation (Feng
et al., 2004). Taking the small size and low resolu-
tion of the BBC News images into account, we av-
eragely divide each image into 6×5 rectangles and
extract features for each region. We use 46 features
based on color, texture, and shape. They are summa-
rized in Table 2.

The model presented in Section 4 has a few pa-
rameters that must be selected empirically on the
development set. These include the vocabulary size,
which is dependent on the n words with the high-
est tf ∗ idf scores in each document, and the num-
ber of topics for the LDA-based re-ranker. We ob-
tained best performance with n set to 100 (no cutoff
was applied in cases where the vocabulary was less
than 100). We trained an LDA model with 20 top-
ics on our document collection using David Blei’s
implementation.3 We used this model to re-rank the
output of our annotation model according to the
three most likely topics in each document.

Baselines We compared our model against
three baselines. The first baseline is based on tf ∗ idf
(Salton and McGill, 1983). We rank the document’s
content words (i.e., nouns, verbs, and adjectives) ac-
cording to their tf ∗ idf weight and select the top k
to be the final annotations. Our second baseline sim-
ply annotates the image with the document’s title.
Again we only use content words (the average title
length in the training set was 4.0 words). Our third
baseline is Lavrenko et al.’s (2003) continuous rel-
evance model. It is trained solely on image-caption

3Available from http://www.cs.princeton.edu/˜blei/
lda-c/index.html.
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Model Top 10 Top 15 Top 20
Precision Recall F1 Precision Recall F1 Precision Recall F1

tf ∗ idf 4.37 7.09 5.41 3.57 8.12 4.86 2.65 8.89 4.00
DocTitle 9.22 7.03 7.20 9.22 7.03 7.20 9.22 7.03 7.20
Lavrenko03 9.05 16.01 11.81 7.73 17.87 10.71 6.55 19.38 9.79
ExtModel 14.72 27.95 19.82 11.62 32.99 17.18 9.72 36.77 15.39

Table 1: Automatic image annotation results on the BBC News database.

pairs, uses a vocabulary of 2,167 words and the same
features as our extended model.

Evaluation Our evaluation follows the exper-
imental methodology proposed in Duygulu et al.
(2002). We are given an un-annotated image I and
are asked to automatically produce suitable anno-
tations for I. Given a set of image regions VI , we
use equation (1) to derive the conditional distribu-
tion P(w|VI). We consider the k-best words as the an-
notations for I. We present results using the top 10,
15, and 20 annotation words. We assess our model’s
performance using precision/recall and F1. In our
task, precision is the percentage of correctly anno-
tated words over all annotations that the system sug-
gested. Recall, is the percentage of correctly anno-
tated words over the number of genuine annotations
in the test data. F1 is the harmonic mean of precision
and recall. These measures are averaged over the set
of test words.

6 Results

Our experiments were driven by three questions:
(1) Is it possible to create an annotation model from
noisy data that has not been explicitly hand labeled
for this task? (2) What is the contribution of the
auxiliary document? As mentioned earlier, consid-
ering the document increases the model’s compu-
tational complexity, which can be justified as long
as we demonstrate a substantial increase in perfor-
mance. (3) What is the contribution of the image?
Here, we are trying to assess if the image features
matter. For instance, we could simply generate an-
notation words by processing the document alone.

Our results are summarized in Table 1. We com-
pare the annotation performance of the model pro-
posed in this paper (ExtModel) with Lavrenko et
al.’s (2003) original continuous relevance model
(Lavrenko03) and two other simpler models which

do not take the image into account (tf ∗ idf and Doc-
Title). First, note that the original relevance model
performs best when the annotation output is re-
stricted to 10 words with an F1 of 11.81% (recall
is 9.05 and precision 16.01). F1 is marginally worse
with 15 output words and decreases by 2% with 20.
This model does not take any document-based in-
formation into account, it is trained solely on image-
caption pairs. On the Corel test set the same model
obtains a precision of 19.0% and a recall of 16.0%
with a vocabulary of 260 words. Although these re-
sults are not strictly comparable with ours due to the
different nature of the training data (in addition, we
output 10 annotation words, whereas Lavrenko et al.
(2003) output 5), they give some indication of the
decrease in performance incurred when using a more
challenging dataset. Unlike Corel, our images have
greater variety, non-overlapping content and employ
a larger vocabulary (2,167 vs. 260 words).

When the document is taken into account (see
ExtModel in Table 1), F1 improves by 8.01% (re-
call is 14.72% and precision 27.95%). Increasing
the size of the output annotations to 15 or 20 yields
better recall, at the expense of precision. Eliminat-
ing the LDA reranker from the extended model de-
creases F1 by 0.62%. Incidentally, LDA can be also
used to rerank the output of Lavrenko et al.’s (2003)
model. LDA also increases the performance of this
model by 0.41%.

Finally, considering the document alone, without
the image yields inferior performance. This is true
for the tf ∗ idf model and the model based on the
document titles.4 Interestingly, the latter yields pre-
cision similar to Lavrenko et al. (2003). This is prob-
ably due to the fact that the document’s title is in a
sense similar to a caption. It often contains words
that describe the document’s gist and expectedly

4Reranking the output of these models with LDA slightly
decreases performance (approximately by 0.2%).
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tf ∗ idf breastfeed, medical,
intelligent, health, child

culturalism, faith, Muslim, sepa-
rateness, ethnic

ceasefire, Lebanese, disarm, cab-
inet, Haaretz

DocTitle Breast milk does not boost IQ UK must tackle ethnic tensions Mid-East hope as ceasefire begins
Lavrenko03 woman, baby, hospital, new,

day, lead, good, England,
look, family

bomb, city, want, day, fight,
child, attack, face, help, govern-
ment

war, carry, city, security, Israeli,
attack, minister, force, govern-
ment, leader

ExtModel breastfeed, intelligent, baby,
mother, tend, child, study,
woman, sibling, advantage

aim, Kelly, faith, culturalism,
community, Ms, tension, com-
mission, multi, tackle, school

Lebanon, Israeli, Lebanese,
aeroplane, troop, Hezbollah,
Israel, force, ceasefire, grey

Caption Breastfed babies tend to be
brighter

Segregation problems were
blamed for 2001’s Bradford riots

Thousands of Israeli troops are in
Lebanon as the ceasefire begins

Figure 3: Examples of annotations generated by our model (ExtModel), the continuous relevance model (Lavrenko03),
and the two baselines based on tf ∗ idf and the document title (DocTitle). Words in bold face indicate exact matches,
underlined words are semantically compatible. The original captions are in the last row.

some of these words will be also appropriate for the
image. In fact, in our dataset, the title words are a
subset of those found in the captions.

Examples of the annotations generated by our
model are shown in Figure 3. We also include the
annotations produced by Lavrenko et. al’s (2003)
model and the two baselines. As we can see our
model annotates the image with words that are not
always included in the caption. Some of these are
synonyms of the caption words (e.g., child and intel-
ligent in left image of Figure 3), whereas others ex-
press additional information (e.g., mother, woman).
Also note that complex scene images remain chal-
lenging (see the center image in Figure 3). Such im-
ages are better analyzed at a higher resolution and
probably require more training examples.

7 Conclusions and Future Work

In this paper, we describe a new approach for the
collection of image annotation datasets. Specifically,
we leverage the vast resource of images available
on the Internet while exploiting the fact that many
of them are labeled with captions. Our experiments
show that it is possible to learn an image annotation
model from caption-picture pairs even if these are
not explicitly annotated in any way. We also show
that the annotation model benefits substantially from

additional information, beyond the caption or image.
In our case this information is provided by the news
documents associated with the pictures. But more
generally our results indicate that further linguistic
knowledge is needed to improve performance on the
image annotation task. For instance, resources like
WordNet (Fellbaum, 1998) can be used to expand
the annotations by exploiting information about is-a
relationships.

The uses of the database discussed in this article
are many and varied. An interesting future direction
concerns the application of the proposed model in a
semi-supervised setting where the annotation output
is iteratively refined with some manual intervention.
Another possibility would be to use the document
to increase the annotation keywords by identifying
synonyms or even sentences that are similar to the
image caption. Also note that our analysis of the ac-
companying document was rather shallow, limited
to part of speech tagging. It is reasonable to assume
that results would improve with more sophisticated
preprocessing (i.e., named entity recognition, pars-
ing, word sense disambiguation). Finally, we also
believe that the model proposed here can be usefully
employed in an information retrieval setting, where
the goal is to find the image most relevant for a given
query or document.
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Abstract

Since facts or statements in a hedge or negated
context typically appear as false positives, the
proper handling of these language phenomena
is of great importance in biomedical text min-
ing. In this paper we demonstrate the impor-
tance of hedge classification experimentally
in two real life scenarios, namely the ICD-
9-CM coding of radiology reports and gene
name Entity Extraction from scientific texts.
We analysed the major differences of specu-
lative language in these tasks and developed
a maxent-based solution for both the free text
and scientific text processing tasks. Based on
our results, we draw conclusions on the pos-
sible ways of tackling speculative language in
biomedical texts.

1 Introduction

The highly accurate identification of several regu-
larly occurring language phenomena like the specu-
lative use of language, negation and past tense (tem-
poral resolution) is a prerequisite for the efficient
processing of biomedical texts. In various natural
language processing tasks, relevant statements ap-
pearing in a speculative context are treated as false
positives. Hedge detection seeks to perform a kind
of semantic filtering of texts, that is it tries to sep-
arate factual statements from speculative/uncertain
ones.

1.1 Hedging in biomedical NLP

To demonstrate the detrimental effects of specula-
tive language on biomedical NLP tasks, we will con-
sider two inherently different sample tasks, namely

the ICD-9-CM coding of radiology records and gene
information extraction from biomedical scientific
texts. The general features of texts used in these
tasks differ significantly from each other, but both
tasks require the exclusion of uncertain (or specula-
tive) items from processing.

1.1.1 Gene Name and interaction extraction
from scientific texts

The test set of the hedge classification dataset1

(Medlock and Briscoe, 2007) has also been anno-
tated for gene names2.

Examples of speculative assertions:
Thus, the D-mib wing phenotype may result from de-
fective N inductive signaling at the D-V boundary.
A similar role of Croquemort has not yet been tested,
but seems likely since the crq mutant used in this
study (crqKG01679) is lethal in pupae.

After an automatic parallelisation of the 2 annota-
tions (sentence matching) we found that a significant
part of the gene names mentioned (638 occurences
out of a total of 1968) appears in a speculative sen-
tence. This means that approximately 1 in every 3
genes should be excluded from the interaction detec-
tion process. These results suggest that a major por-
tion of system false positives could be due to hedg-
ing if hedge detection had been neglected by a gene
interaction extraction system.

1.1.2 ICD-9-CM coding of radiology records

Automating the assignment of ICD-9-CM codes
for radiology records was the subject of a shared task

1http://www.cl.cam.ac.uk/∼bwm23/
2http://www.cl.cam.ac.uk/∼nk304/
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challenge organised in Spring 2007. The detailed
description of the task, and the challenge itself can
be found in (Pestian et al., 2007) and online3. ICD-
9-CM codes that are assigned to each report after
the patient’s clinical treatment are used for the reim-
bursement process by insurance companies. There
are official guidelines for coding radiology reports
(Moisio, 2006). These guidelines strictly state that
an uncertain diagnosis should never be coded, hence
identifying reports with a diagnosis in a specula-
tive context is an inevitable step in the development
of automated ICD-9-CM coding systems. The fol-
lowing examples illustrate a typical non-speculative
context where a given code should be added, and
a speculative context where the same code should
never be assigned to the report:
non-speculative: Subsegmentalatelectasis in the
left lower lobe, otherwise normal exam.
speculative: Findings suggesting viral or reactive
airway disease with right lower lobeatelectasis or
pneumonia.In an ICD-9 coding system developed
for the challenge, the inclusion of a hedge classi-
fier module (a simple keyword-based lookup method
with 38 keywords) improved the overall system per-
formance from 79.7% to 89.3%.

1.2 Related work

Although a fair amount of literature on hedging in
scientific texts has been produced since the 1990s
(e.g. (Hyland, 1994)), speculative language from a
Natural Language Processing perspective has only
been studied in the past few years. This phe-
nomenon, together with others used to express forms
of authorial opinion, is often classified under the no-
tion of subjectivity (Wiebe et al., 2004), (Shana-
han et al., 2005). Previous studies (Light et al.,
2004) showed that the detection of hedging can be
solved effectively by looking for specific keywords
which imply that the content of a sentence is spec-
ulative and constructing simple expert rules that de-
scribe the circumstances of where and how a key-
word should appear. Another possibility is to treat
the problem as a classification task and train a sta-
tistical model to discriminate speculative and non-
speculative assertions. This approach requires the
availability of labeled instances to train the models

3
http://www.computationalmedicine.org/challenge/index.php

on. Riloff et al. (Riloff et al., 2003) applied boot-
strapping to recognise subjective noun keywords
and classify sentences as subjective or objective in
newswire texts. Medlock and Briscoe (Medlock and
Briscoe, 2007) proposed a weakly supervised setting
for hedge classification in scientific texts where the
aim is to minimise human supervision needed to ob-
tain an adequate amount of training data.

Here we follow (Medlock and Briscoe, 2007) and
treat the identification of speculative language as the
classification of sentences for either speculative or
non-speculative assertions, and extend their method-
ology in several ways. Thus given labeled setsSspec

andSnspec the task is to train a model that, for each
sentences, is capable of deciding whether a previ-
ously unseens is speculative or not.

The contributions of this paper are the following:

• The construction of a complex feature selection
procedure which successfully reduces the num-
ber of keyword candidates without excluding
helpful keywords.

• We demonstrate that with a very limited
amount of expert supervision in finalising the
feature representation, it is possible to build ac-
curate hedge classifiers from (semi-) automati-
cally collected training data.

• The extension of the feature representation
used by previous works with bigrams and tri-
grams and an evaluation of the benefit of using
longer keywords in hedge classification.

• We annotated a small test corpora of biomed-
ical scientific papers from a different source
to demonstrate that hedge keywords are highly
task-specific and thus constructing models that
generalise well from one task to another is not
feasible without a noticeable loss in accuracy.

2 Methods

2.1 Feature space representation

Hedge classification can essentially be handled by
acquiring task specific keywords that trigger specu-
lative assertions more or less independently of each
other. As regards the nature of this task, a vector
space model (VSM) is a straightforward and suit-
able representation for statistical learning. As VSM
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is inadequate for capturing the (possibly relevant) re-
lations between subsequent tokens, we decided to
extend the representation with bi- and trigrams of
words. We chose not to add any weighting of fea-
tures (by frequency or importance) and for the Max-
imum Entropy Model classifier we included binary
data about whether single features occurred in the
given context or not.

2.2 Probabilistic training data acquisition

To build our classifier models, we used the dataset
gathered and made available by (Medlock and
Briscoe, 2007). They commenced with the seed set
Sspec gathered automatically (all sentences contain-
ing suggestor likely – two very good speculative
keywords), andSnspec that consisted of randomly
selected sentences from which the most probable
speculative instances were filtered out by a pattern
matching and manual supervision procedure. With
these seed sets they then performed the following
iterative method to enlarge the initial training sets,
adding examples to both classes from an unlabelled
pool of sentences calledU :

1. Generate seed training data:Sspec andSnspec

2. Initialise:Tspec ← Sspec andTnspec ← Snspec

3. Iterate:

• Train classifier usingTspec andTnspec

• Order U by P (spec) values assigned by
the classifier

• Tspec ←most probable batch

• Tnspec ← least probable batch

What makes this iterative method efficient is that,
as we said earlier, hedging is expressed via key-
words in natural language texts; and often several
keywords are present in a single sentence. The
seed setSspec contained eithersuggestor likely,
and due to the fact that other keywords cooccur
with these two in many sentences, they appeared
in Sspec with reasonable frequency. For example,
P (spec|may) = 0.9985 on the seed sets created
by (Medlock and Briscoe, 2007). The iterative ex-
tension of the training sets for each class further
boosted this effect, and skewed the distribution of
speculative indicators as sentences containing them

were likely to be added to the extended training set
for the speculative class, and unlikely to fall into the
non-speculative set.

We should add here that the very same feature has
an inevitable, but very important side effect that is
detrimental to the classification accuracy of mod-
els trained on a dataset which has been obtained
this way. This side effect is that other words (often
common words or stopwords) that tend to cooccur
with hedge cues will also be subject to the same it-
erative distortion of their distribution in speculative
and non-speculative uses. Perhaps the best exam-
ple of this is the wordit. Being a stopword in our
case, and having no relevance at all to speculative
assertions, it has a class conditional probability of
P (spec|it) = 74.67% on the seed sets. This is due
to the use of phrases likeit suggests that, it is likely,
and so on. After the iterative extension of training
sets, the class-conditional probability ofit dramati-
cally increased, toP (spec|it) = 94.32%. This is a
consequence of the frequent co-occurence ofit with
meaningful hedge cues and the probabilistic model
used and happens with many other irrelevant terms
(not just stopwords). The automatic elimination of
these irrelevant candidates is one of our main goals
(to limit the number of candidates for manual con-
sideration and thus to reduce the human effort re-
quired to select meaningful hedge cues).

This shows that, in addition to the desired ef-
fect of introducing further speculative keywords and
biasing their distribution towards the speculative
class, this iterative process also introduces signifi-
cant noise into the dataset. This observation led us
to the conclusion that in order to build efficient clas-
sifiers based on this kind of dataset, we should fil-
ter out noise. In the next part we will present our
feature selection procedure (evaluated in the Results
section) which is capable of underranking irrelevant
keywords in the majority of cases.

2.3 Feature (or keyword) selection

To handle the inherent noise in the training dataset
that originates from its weakly supervised construc-
tion, we applied the following feature selection pro-
cedure. The main idea behind it is that it is unlikely
that more than two keywords are present in the text,
which are useful for deciding whether an instance is
speculative. Here we performed the following steps:
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1. We ranked the featuresx by frequency and
their class conditional probabilityP (spec|x).
We then selected those features that had
P (spec|x) > 0.94 (this threshold was cho-
sen arbitrarily) and appeared in the training
dataset with reasonable frequency (frequency
above10−5). This set constituted the 2407 can-
didates which we used in the second analysis
phase.

2. For trigrams, bigrams and unigrams – pro-
cessed separately – we calculated a new class-
conditional probability for each featurex, dis-
carding those observations ofx in speculative
instances wherex was not among the two high-
est ranked candidate. Negative credit was given
for all occurrences in non-speculative contexts.
We discarded any feature that became unreli-
able (i.e. any whose frequency dropped be-
low the threshold or the strict class-conditional
probability dropped below 0.94). We did this
separately for the uni-, bi- and trigrams to avoid
filtering out longer phrases because more fre-
quent, shorter candidates took the credit for all
their occurrences. In this step we filtered out
85% of all the keyword candidates and kept 362
uni-, bi-, and trigrams altogether.

3. In the next step we re-evaluated all 362 candi-
dates together and filtered out all phrases that
had a shorter and thus more frequent substring
of themselves among the features, with a sim-
ilar class-conditional probability on the specu-
lative class (worse by 2% at most). Here we
discarded a further 30% of the candidates and
kept 253 uni-, bi-, and trigrams altogether.

This efficient way of reranking and selecting po-
tentially relevant features (we managed to discard
89.5% of all the initial candidates automatically)
made it easier for us to manually validate the re-
maining keywords. This allowed us to incorporate
supervision into the learning model in the feature
representation stage, but keep the weakly supervised
modelling (with only 5 minutes of expert supervi-
sion required).

2.4 Maximum Entropy Classifier

Maximum Entropy Models (Berger et al., 1996)
seek to maximise the conditional probability of
classes, given certain observations (features). This
is performed by weighting features to maximise the
likelihood of data and, for each instance, decisions
are made based on features present at that point, thus
maxent classification is quite suitable for our pur-
poses. As feature weights are mutually estimated,
the maxent classifier is capable of taking feature de-
pendence into account. This is useful in cases like
the featureit being dependent on others when ob-
served in a speculative context. By downweighting
such features, maxent is capable of modelling to a
certain extent the special characteristics which arise
from the automatic or weakly supervised training
data acquisition procedure. We used the OpenNLP
maxent package, which is freely available4.

3 Results

In this section we will present our results for hedge
classification as a standalone task. In experiments
we made use of the hedge classification dataset of
scientific texts provided by (Medlock and Briscoe,
2007) and used a labeled dataset generated automat-
ically based on false positive predictions of an ICD-
9-CM coding system.

3.1 Results for hedge classification in
biomedical texts

As regards the degree of human intervention needed,
our classification and feature selection model falls
within the category of weakly supervised machine
learning. In the following sections we will evalu-
ate our above-mentioned contributions one by one,
describing their effects on feature space size (effi-
ciency in feature and noise filtering) and classifi-
cation accuracy. In order to compare our results
with Medlock and Briscoe’s results (Medlock and
Briscoe, 2007), we will always give theBEP (spec)
that they used – the break-even-point of precision
and recall5. We will also presentFβ=1(spec) values

4http://maxent.sourceforge.net/
5It is the point on the precision-recall curve ofspec class

whereP = R. If an exactP = R cannot be realised due to
the equal ranking of many instances, we use the point closest
to P = R and setBEP (spec) = (P + R)/2. BEP is an
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which show how good the models are at recognising
speculative assertions.

3.1.1 The effects of automatic feature selection

The method we proposed seems especially effec-
tive in the sense that we successfully reduced the
number of keyword candidates from an initial 2407
words havingP (spec|x) > 0.94 to 253, which
is a reduction of almost 90%. During the pro-
cess, very few useful keywords were eliminated and
this indicated that our feature selection procedure
was capable of distinguishing useful keywords from
noise (i.e. keywords having a very high specula-
tive class-conditional probability due to the skewed
characteristics of the automatically gathered train-
ing dataset). The 2407-keyword model achieved a
BEP (spec) os 76.05% andFβ=1(spec) of 73.61%,
while the model after feature selection performed
better, achieving aBEP (spec) score of78.68%
andFβ=1(spec) score of78.09%. Simplifying the
model to predict aspec label each time a keyword
was present (by discarding those 29 features that
were too weak to predictspec alone) slightly in-
creased both theBEP (spec) andFβ=1(spec) val-
ues to78.95% and 78.25%. This shows that the
Maximum Entropy Model in this situation could
not learn any meaningful hypothesis from the cooc-
curence of individually weak keywords.

3.1.2 Improvements by manual feature
selection

After a dimension reduction via a strict reranking
of features, the resulting number of keyword candi-
dates allowed us to sort the retained phrases manu-
ally and discard clearly irrelevant ones. We judged
a phrase irrelevant if we could consider no situation
in which the phrase could be used to express hedg-
ing. Here 63 out of the 253 keywords retained by
the automatic selection were found to bepotentially
relevant in hedge classification. All these features
were sufficient for predicting thespec class alone,
thus we again found that the learnt model reduced
to a single keyword-based decision.6 These 63 key-

interesting metric as it demonstrates how well we can trade-off
precision for recall.

6We kept the test set blind during the selection of relevant
keywords. This meant that some of them eventually proved to
be irrelevant, or even lowered the classification accuracy.Ex-
amples of such keywords werewill, these dataandhypothesis.

words yielded a classifier with aBEP (spec) score
of 82.02% andFβ=1(spec) of 80.88%.

3.1.3 Results obtained adding external
dictionaries

In our final model we added the keywords used in
(Light et al., 2004) and those gathered for our ICD-
9-CM hedge detection module. Here we decided not
to check whether these keywords made sense in sci-
entific texts or not, but instead left this task to the
maximum entropy classifier, and added only those
keywords that were found reliable enough to predict
spec label alone by the maxent model trained on the
training dataset. These experiments confirmed that
hedge cues are indeed task specific – several cues
that were reliable in radiology reports proved to be
of no use for scientific texts. We managed to in-
crease the number of our features from 63 to 71 us-
ing these two external dictionaries.

These additional keywords helped us to increase
the overall coverage of the model. Our final hedge
classifier yielded aBEP (spec) score of85.29%
and Fβ=1(spec) score of85.08% (89.53% Preci-
sion,81.05% Recall) for the speculative class. This
meant an overall classification accuracy of92.97%.

Using this system as a pre-processing module for
a hypothetical gene interaction extraction system,
we found that our classifier successfully excluded
gene names mentioned in a speculative sentence (it
removed 81.66% of all speculative mentions) and
this filtering was performed with a respectable pre-
cision of 93.71% (Fβ=1(spec) = 87.27%).

Articles 4
Sentences 1087
Spec sentences 190
Nspec sentences 897

Table 1: Characteristics of the BMC hedge dataset.

3.1.4 Evaluation on scientific texts from a
different source

Following the annotation standards of Medlock
and Briscoe (Medlock and Briscoe, 2007), we man-
ually annotated 4 full articles downloaded from the

We assumed that these might suggest a speculative assertion.
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BMC Bioinformatics website to evaluate our final
model on documents from an external source. The
chief characteristics of this dataset (which is avail-
able at7) is shown in Table 1. Surprisingly, the model
learnt on FlyBase articles seemed to generalise to
these texts only to a limited extent. Our hedge clas-
sifier model yielded aBEP (spec) = 75.88% and
Fβ=1(spec) = 74.93% (mainly due to a drop in pre-
cision), which is unexpectedly low compared to the
previous results.

Analysis of errors revealed that some keywords
which proved to be very reliable hedge cues in Fly-
Base articles were also used in non-speculative con-
texts in the BMC articles. Over 50% (24 out of
47) of our false positive predictions were due to
the different use of 2 keywords,possibleand likely.
These keywords were many times used in a mathe-
matical context (referring to probabilities) and thus
expressed no speculative meaning, while such uses
were not represented in the FlyBase articles (other-
wise bigram or trigram features could have captured
these non-speculative uses).

3.1.5 The effect of using 2-3 word-long phrases
as hedge cues

Our experiments demonstrated that it is indeed a
good idea to include longer phrases in the vector
space model representation of sentences. One third
of the features used by our advanced model were ei-
ther bigrams or trigrams. About half of these were
the kind of phrases that had no unigram components
of themselves in the feature set, so these could be re-
garded as meaningful standalone features. Examples
of such speculative markers in the fruit fly dataset
were: results support, these observations, indicate
that, not clear, does not appear, . . .The majority of
these phrases were found to be reliable enough for
our maximum entropy model to predict a specula-
tive class based on that single feature.

Our model using just unigram features achieved
a BEP (spec) score of 78.68% andFβ=1(spec)
score of 80.23%, which means that using bigram
and trigram hedge cues here significantly improved
the performance (the difference inBEP (spec) and
Fβ=1(spec) scores were 5.23% and 4.97%, respec-
tively).

7
http://www.inf.u-szeged.hu/∼szarvas/homepage/hedge.html

3.2 Results for hedge classification in radiology
reports

In this section we present results using the above-
mentioned methods for the automatic detection of
speculative assertions in radiology reports. Here we
generated training data by an automated procedure.
Since hedge cues cause systems to predict false pos-
itive labels, our idea here was to train Maximum
Entropy Models for the false positive classifications
of our ICD-9-CM coding system using the vector
space representation of radiology reports. That is,
we classified every sentence that contained a medi-
cal term (disease or symptom name) and caused the
automated ICD-9 coder8 to predict a false positive
code was treated as a speculative sentence and all
the rest were treated as non-speculative sentences.

Here a significant part of the false positive predic-
tions of an ICD-9-CM coding system that did not
handle hedging originated from speculative asser-
tions, which led us to expect that we would have
the most hedge cues among the top ranked keywords
which implied false positive labels.

Taking the above points into account, we used
the training set of the publicly available ICD-9-CM
dataset to build our model and then evaluated each
single token by this model to measure their predic-
tivity for a false positive code. Not surprisingly,
some of the best hedge cues appeared among the
highest ranked features, while some did not (they
did not occur frequently enough in the training data
to be captured by statistical methods).

For this task, we set the initialP (spec|x) thresh-
old for filtering to 0.7 since the dataset was gener-
ated by a different process and we expected hedge
cues to have lower class-conditional probabilities
without the effect of the probabilistic data acqui-
sition method that had been applied for scientific
texts. Using all 167 terms as keywords that had
P (spec|x) > 0.7 resulted in a hedge classifier with
anFβ=1(spec) score of 64.04%

After the feature selection process 54 keywords
were retained. This 54-keyword maxent classifier
got anFβ=1(spec) score of 79.73%. Plugging this
model (without manual filtering) into the ICD-9 cod-
ing system as a hedge module, the ICD-9 coder

8Here the ICD-9 coding system did not handle the hedging
task.
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yielded an F measure of 88.64%, which is much bet-
ter than one without a hedge module (79.7%).

Our experiments revealed that in radiology re-
ports, which mainly concentrate on listing the iden-
tified diseases and symptoms (facts) and the physi-
cian’s impressions (speculative parts), detecting
hedge instances can be performed accurately using
unigram features. All bi- and trigrams retained by
our feature selection process had unigram equiva-
lents that were eliminated due to the noise present
in the automatically generated training data.

We manually examined all keywords that had a
P (spec) > 0.5 given as a standalone instance for
our maxent model, and constructed a dictionary of
hedge cues from the promising candidates. Here we
judged 34 out of 54 candidates to be potentially use-
ful for hedging. Using these 34 keywords we got an
Fβ=1(spec) performance of 81.96% due to the im-
proved precision score.

Extending the dictionary with the keywords we
gathered from the fruit fly dataset increased the
Fβ=1(spec) score to 82.07% with only one out-
domain keyword accepted by the maxent classifier.

Biomedical papers Medical reports

BEP (spec) Fβ=1(spec) Fβ=1(spec)

Baseline 1 60.00 – 48.99

Baseline 2 76.30 – –

All features 76.05 73.61 64.04

Feature selection 78.68 78.09 79.73

Manual feat. sel. 82.02 80.88 81.96

Outer dictionary 85.29 85.08 82.07

Table 2: Summary of results.

4 Conclusions

The overall results of our study are summarised in
a concise way in Table 2. We listBEP (spec)
andFβ=1(spec) values for the scientific text dataset,
and Fβ=1(spec) for the clinical free text dataset.
Baseline 1 denotes the substring matching system of
Light et al. (Light et al., 2004) and Baseline 2 de-
notes the system of Medlock and Briscoe (Medlock
and Briscoe, 2007). For clinical free texts, Baseline
1 is an out-domain model since the keywords were

collected for scientific texts by (Light et al., 2004).
The third row corresponds to a model using all key-
wordsP (spec|x) above the threshold and the fourth
row a model after automatic noise filtering, while the
fifth row shows the performance after the manual fil-
tering of automatically selected keywords. The last
row shows the benefit gained by adding reliable key-
words from an external hedge keyword dictionary.

Our results presented above confirm our hypothe-
sis that speculative language plays an important role
in the biomedical domain, and it should be han-
dled in various NLP applications. We experimen-
tally compared the general features of this task in
texts from two different domains, namely medical
free texts (radiology reports), and scientific articles
on the fruit fly from FlyBase.

The radiology reports had mainly unambiguous
single-term hedge cues. On the other hand, it proved
to be useful to consider bi- and trigrams as hedge
cues in scientific texts. This, and the fact that many
hedge cues were found to be ambiguous (they ap-
peared in both speculative and non-speculative as-
sertions) can be attributed to the literary style of the
articles. Next, as the learnt maximum entropy mod-
els show, the hedge classification task reduces to a
lookup for single keywords or phrases and to the
evaluation of the text based on the most relevant cue
alone. Removing those features that were insuffi-
cient to classify an instance as a hedge individually
did not produce any difference in theFβ=1(spec)
scores. This latter fact justified a view of ours,
namely that during the construction of a statistical
hedge detection module for a given application the
main issue is to find the task-specific keywords.

Our findings based on the two datasets employed
show that automatic or weakly supervised data ac-
quisition, combined with automatic and manual fea-
ture selection to eliminate the skewed nature of the
data obtained, is a good way of building hedge clas-
sifier modules with an acceptable performance.

The analysis of errors indicate that more com-
plex features like dependency structure and clausal
phrase information could only help in allocating the
scope of hedge cues detected in a sentence, not the
detection of any itself. Our finding that token uni-
gram features are capable of solving the task accu-
rately agrees with the the results of previous works
on hedge classification ((Light et al., 2004), (Med-
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lock and Briscoe, 2007)), and we argue that 2-3
word-long phrases also play an important role as
hedge cues and as non-speculative uses of an oth-
erwise speculative keyword as well (i.e. to resolve
an ambiguity). In contrast to the findings of Wiebe
et al. ((Wiebe et al., 2004)), who addressed the
broader task of subjectivity learning and found that
the density of other potentially subjective cues in
the context benefits classification accuracy, we ob-
served that the co-occurence of speculative cues in
a sentence does not help in classifying a term as
speculative or not. Realising that our learnt mod-
els never predicted speculative labels based on the
presence of two or more individually weak cues and
discarding such terms that were not reliable enough
to predict a speculative label (using that term alone
as a single feature) slightly improved performance,
we came to the conclusion that even though specu-
lative keywords tend to cooccur, and two keywords
are present in many sentences; hedge cues have a
speculative meaning (or not) on their own without
the other term having much impact on this.

The main issue thus lies in the selection of key-
words, for which we proposed a procedure that is
capable of reducing the number of candidates to an
acceptable level for human evaluation – even in data
collected automatically and thus having some unde-
sirable properties.

The worse results on biomedical scientific papers
from a different source also corroborates our find-
ing that hedge cues can be highly ambiguous. In
our experiments two keywords that are practically
never used in a non-speculative context in the Fly-
Base articles we used for training were responsi-
ble for 50% of false positives in BMC texts since
they were used in a different meaning. In our case,
the keywordspossibleand likely are apparently al-
ways used as speculative terms in the FlyBase arti-
cles used, while the articles from BMC Bioinformat-
ics frequently used such cliche phrases asall possi-
ble combinationsor less likely / more likely . . .(re-
ferring to probabilities shown in the figures). This
shows that the portability of hedge classifiers is lim-
ited, and cannot really be done without the examina-
tion of the specific features of target texts or a more
heterogenous corpus is required for training. The
construction of hedge classifiers for each separate
target application in a weakly supervised way seems

feasible though. Collecting bi- and trigrams which
cover non-speculative usages of otherwise common
hedge cues is a promising solution for addressing the
false positives in hedge classifiers and for improving
the portability of hedge modules.

4.1 Resolving the scope of hedge keywords

In this paper we focused on the recognition of hedge
cues in texts. Another important issue would be to
determine the scope of hedge cues in order to lo-
cate uncertain sentence parts. This can be solved ef-
fectively using a parser adapted for biomedical pa-
pers. We manually evaluated the parse trees gen-
erated by (Miyao and Tsujii, 2005) and came to the
conclusion that for each keyword it is possible to de-
fine the scope of the keyword using subtrees linked
to the keyword in the predicate-argument syntac-
tic structure or by the immediate subsequent phrase
(e.g. prepositional phrase). Naturally, parse errors
result in (slightly) mislocated scopes but we had
the general impression that state-of-the-art parsers
could be used efficiently for this issue. On the other
hand, this approach requires a human expert to de-
fine the scope for each keyword separately using the
predicate-argument relations, or to determine key-
words that act similarly and their scope can be lo-
cated with the same rules. Another possibility is
simply to define the scope to be each token up to
the end of the sentence (and optionally to the previ-
ous punctuation mark). The latter solution has been
implemented by us and works accurately for clinical
free texts. This simple algorithm is similar to NegEx
(Chapman et al., 2001) as we use a list of phrases
and their context, but we look for punctuation marks
to determine the scopes of keywords instead of ap-
plying a fixed window size.
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Abstract

This study presents a novel approach to the
problem of system portability across differ-
ent domains: a sentiment annotation system
that integrates a corpus-based classifier trained
on a small set of annotated in-domain data
and a lexicon-based system trained on Word-
Net. The paper explores the challenges of sys-
tem portability across domains and text gen-
res (movie reviews, news, blogs, and product
reviews), highlights the factors affecting sys-
tem performance on out-of-domain and small-
set in-domain data, and presents a new sys-
tem consisting of the ensemble of two classi-
fiers with precision-based vote weighting, that
provides significant gains in accuracy and re-
call over the corpus-based classifier and the
lexicon-based system taken individually.

1 Introduction

One of the emerging directions in NLP is the de-
velopment of machine learning methods that per-
form well not only on the domain on which they
were trained, but also on other domains, for which
training data is not available or is not sufficient to
ensure adequate machine learning. Many applica-
tions require reliable processing of heterogeneous
corpora, such as the World Wide Web, where the
diversity of genres and domains present in the Inter-
net limits the feasibility of in-domain training. In
this paper, sentiment annotation is defined as the
assignment of positive, negative or neutral senti-
ment values to texts, sentences, and other linguistic
units. Recent experiments assessing system porta-
bility across different domains, conducted by Aue

and Gamon (2005), demonstrated that sentiment an-
notation classifiers trained in one domain do not per-
form well on other domains. A number of methods
has been proposed in order to overcome this system
portability limitation by using out-of-domain data,
unlabelled in-domain corpora or a combination of
in-domain and out-of-domain examples (Aue and
Gamon, 2005; Bai et al., 2005; Drezde et al., 2007;
Tan et al., 2007).

In this paper, we present a novel approach to the
problem of system portability across different do-
mains by developing a sentiment annotation sys-
tem that integrates a corpus-based classifier with
a lexicon-based system trained on WordNet. By
adopting this approach, we sought to develop a
system that relies on both general and domain-
specific knowledge, as humans do when analyzing
a text. The information contained in lexicographi-
cal sources, such as WordNet, reflects a lay person’s
general knowledge about the world, while domain-
specific knowledge can be acquired through classi-
fier training on a small set of in-domain data.

The first part of this paper reviews the extant lit-
erature on domain adaptation in sentiment analy-
sis and highlights promising directions for research.
The second part establishes a baseline for system
evaluation by drawing comparisons of system per-
formance across four different domains/genres -
movie reviews, news, blogs, and product reviews.
The final, third part of the paper presents our sys-
tem, composed of an ensemble of two classifiers –
one trained on WordNet glosses and synsets and the
other trained on a small in-domain training set.
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2 Domain Adaptation in Sentiment
Research

Most text-level sentiment classifiers use standard
machine learning techniques to learn and select fea-
tures from labeled corpora. Such approaches work
well in situations where large labeled corpora are
available for training and validation (e.g., movie re-
views), but they do not perform well when training
data is scarce or when it comes from a different do-
main (Aue and Gamon, 2005; Read, 2005), topic
(Read, 2005) or time period (Read, 2005). There are
two alternatives to supervised machine learning that
can be used to get around this problem: on the one
hand, general lists of sentiment clues/features can be
acquired from domain-independent sources such as
dictionaries or the Internet, on the other hand, unsu-
pervised and weakly-supervised approaches can be
used to take advantage of a small number of anno-
tated in-domain examples and/or of unlabelled in-
domain data.

The first approach, using general word lists au-
tomatically acquired from the Internet or from dic-
tionaries, outperforms corpus-based classifiers when
such classifiers use out-of-domain training data or
when the training corpus is not sufficiently large to
accumulate the necessary feature frequency infor-
mation. But such general word lists were shown to
perform worse than statistical models built on suf-
ficiently large in-domain training sets of movie re-
views (Pang et al., 2002). On other domains, such
as product reviews, the performance of systems that
use general word lists is comparable to the perfor-
mance of supervised machine learning approaches
(Gamon and Aue, 2005).

The recognition of major performance deficien-
cies of supervised machine learning methods with
insufficient or out-of-domain training brought about
an increased interest in unsupervised and weakly-
supervised approaches to feature learning. For in-
stance, Aue and Gamon (2005) proposed training
on a samll number of labeled examples and large
quantities of unlabelled in-domain data. This sys-
tem performed well even when compared to sys-
tems trained on a large set of in-domain examples:
on feedback messages from a web survey on knowl-
edge bases, Aue and Gamon report 73.86% accu-
racy using unlabelled data compared to 77.34% for

in-domain and 72.39% for the best out-of-domain
training on a large training set.

Drezde et al. (2007) applied structural corre-
spondence learning (Drezde et al., 2007) to the task
of domain adaptation for sentiment classification of
product reviews. They showed that, depending on
the domain, a small number (e.g., 50) of labeled
examples allows to adapt the model learned on an-
other corpus to a new domain. However, they note
that the success of such adaptation and the num-
ber of necessary in-domain examples depends on
the similarity between the original domain and the
new one. Similarly, Tan et al. (2007) suggested to
combine out-of-domain labeled examples with unla-
belled ones from the target domain in order to solve
the domain-transfer problem. They applied an out-
of-domain-trained SVM classifier to label examples
from the target domain and then retrained the classi-
fier using these new examples. In order to maximize
the utility of the examples from the target domain,
these examples were selected using Similarity Rank-
ing and Relative Similarity Ranking algorithms (Tan
et al., 2007). Depending on the similarity between
domains, this method brought up to 15% gain com-
pared to the baseline SVM.

Overall, the development of semi-supervised ap-
proaches to sentiment tagging is a promising direc-
tion of the research in this area but so far, based
on reported results, the performance of such meth-
ods is inferior to the supervised approaches with in-
domain training and to the methods that use general
word lists. It also strongly depends on the similarity
between the domains as has been shown by (Drezde
et al., 2007; Tan et al., 2007).

3 Factors Affecting System Performance

The comparison of system performance across dif-
ferent domains involves a number of factors that can
significantly affect system performance – from train-
ing set size to level of analysis (sentence or entire
document), document domain/genre and many other
factors. In this section we present a series of experi-
ments conducted to assess the effects of different ex-
ternal factors (i.e., factors unrelated to the merits of
the system itself) on system performance in order to
establish the baseline for performance comparisons
across different domains/genres.
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3.1 Level of Analysis

Research on sentiment annotation is usually con-
ducted at the text (Aue and Gamon, 2005; Pang et
al., 2002; Pang and Lee, 2004; Riloff et al., 2006;
Turney, 2002; Turney and Littman, 2003) or at the
sentence levels (Gamon and Aue, 2005; Hu and Liu,
2004; Kim and Hovy, 2005; Riloff et al., 2006). It
should be noted that each of these levels presents dif-
ferent challenges for sentiment annotation. For ex-
ample, it has been observed that texts often contain
multiple opinions on different topics (Turney, 2002;
Wiebe et al., 2001), which makes assignment of the
overall sentiment to the whole document problem-
atic. On the other hand, each individual sentence
contains a limited number of sentiment clues, which
often negatively affects the accuracy and recall if
that single sentiment clue encountered in the sen-
tence was not learned by the system.

Since the comparison of sentiment annotation
system performance on texts and on sentences
has not been attempted to date, we also sought
to close this gap in the literature by conducting
the first set of our comparative experiments on
data sets of 2,002 movie review texts and 10,662
movie review snippets (5331 with positive and
5331 with negative sentiment) provided by Bo Pang
(http://www.cs.cornell.edu/People/pabo/movie-
review-data/).

3.2 Domain Effects

The second set of our experiments explores system
performance on different domains at sentence level.
For this we used four different data sets of sentences
annotated with sentiment tags:

• A set of movie review snippets (further: movie)
from (Pang and Lee, 2005). This dataset of
10,662 snippets was collected automatically
from www.rottentomatoes.com website. All
sentences in reviews marked “rotten” were con-
sidered negative and snippets from “fresh” re-
views were deemed positive. In order to make
the results obtained on this dataset comparable
to other domains, a randomly selected subset of
1066 snippets was used in the experiments.

• A balanced corpus of 800 manually annotated
sentences extracted from 83 newspaper texts

(further, news). The full set of sentences
was annotated by one judge. 200 sentences
from this corpus (100 positive and 100 neg-
ative) were also randomly selected from the
corpus for an inter-annotator agreement study
and were manually annotated by two indepen-
dent annotators. The pairwise agreement be-
tween annotators was calculated as the percent
of same tags divided by the number of sen-
tences with this tag in the gold standard. The
pair-wise agreement between the three anno-
tators ranged from 92.5 to 95.9% (κ=0.74 and
0.75 respectively) on positive vs. negative tags.

• A set of sentences taken from personal
weblogs (further, blogs) posted on Live-
Journal (http://www.livejournal.com) and on
http://www.cyberjournalist.com. This corpus
is composed of 800 sentences (400 sentences
with positive and 400 sentences with negative
sentiment). In order to establish the inter-
annotator agreement, two independent judges
were asked to annotate 200 sentences from this
corpus. The agreement between the two an-
notators on positive vs. negative tags reached
99% (κ=0.97).

• A set of 1200 product review (PR) sentences
extracted from the annotated corpus made
available by Bing Liu (Hu and Liu, 2004)
(http://www.cs.uic.edu/ liub/FBS/FBS.html).

The data set sizes are summarized in Table 1.

Movies News Blogs PR
Text level 2002 texts n/a n/a n/a
Sentence level 10662 800 800 1200

snippets sent. sent. sent.

Table 1: Datasets

3.3 Establishing a Baseline for a Corpus-based
System (CBS)

Supervised statistical methods have been very suc-
cessful in sentiment tagging of texts: on movie re-
view texts they reach accuracies of 85-90% (Aue
and Gamon, 2005; Pang and Lee, 2004). These
methods perform particularly well when a large vol-
ume of labeled data from the same domain as the
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test set is available for training (Aue and Gamon,
2005). For this reason, most of the research on senti-
ment tagging using statistical classifiers was limited
to product and movie reviews, where review authors
usually indicate their sentiment in a form of a stan-
dardized score that accompanies the texts of their re-
views.

The lack of sufficient data for training appears to
be the main reason for the virtual absence of exper-
iments with statistical classifiers in sentiment tag-
ging at the sentence level. To our knowledge, the
only work that describes the application of statis-
tical classifiers (SVM) to sentence-level sentiment
classification is (Gamon and Aue, 2005)1. The av-
erage performance of the system on ternary clas-
sification (positive, negative, and neutral) was be-
tween 0.50 and 0.52 for both average precision and
recall. The results reported by (Riloff et al., 2006)
for binary classification of sentences in a related
domain of subjectivity tagging (i.e., the separation
of sentiment-laden from neutral sentences) suggest
that statistical classifiers can perform well on this
task: the authors have reached 74.9% accuracy on
the MPQA corpus (Riloff et al., 2006).

In order to explore the performance of dif-
ferent approaches in sentiment annotation at the
text and sentence levels, we used a basic Naı̈ve
Bayes classifier. It has been shown that both
Naı̈ve Bayes and SVMs perform with similar ac-
curacy on different sentiment tagging tasks (Pang
and Lee, 2004). These observations were con-
firmed with our own experiments with SVMs and
Naı̈ve Bayes (Table 3). We used the Weka pack-
age (http://www.cs.waikato.ac.nz/ml/weka/) with
default settings.

In the sections that follow, we describe a set
of comparative experiments with SVMs and Naı̈ve
Bayes classifiers (1) on texts and sentences and (2)
on four different domains (movie reviews, news,
blogs, and product reviews). System runs with un-
igrams, bigrams, and trigrams as features and with
different training set sizes are presented.

1Recently, a similar task has been addressed by the Affective
Text Task at SemEval-1 where even shorter units – headlines
– were classified into positive, negative and neutral categories
using a variety of techniques (Strapparava and Mihalcea, 2007).

4 Experiments

4.1 System Performance on Texts vs. Sentences

The experiments comparing in-domain trained sys-
tem performance on texts vs. sentences were con-
ducted on 2,002 movie review texts and on 10,662
movie review snippets. The results with 10-fold
cross-validation are reported in Table 22.

Trained on Texts Trained on Sent.
Tested on Tested on Tested on Tested on

Texts Sent. Texts Sent.
1gram 81.1 69.0 66.8 77.4
2gram 83.7 68.6 71.2 73.9
3gram 82.5 64.1 70.0 65.4

Table 2: Accuracy of Naı̈ve Bayes on movie reviews.

Consistent with findings in the literature (Cui et
al., 2006; Dave et al., 2003; Gamon and Aue, 2005),
on the large corpus of movie review texts, the in-
domain-trained system based solely on unigrams
had lower accuracy than the similar system trained
on bigrams. But the trigrams fared slightly worse
than bigrams. On sentences, however, we have ob-
served an inverse pattern: unigrams performed bet-
ter than bigrams and trigrams. These results high-
light a special property of sentence-level annota-
tion: greater sensitivity to sparseness of the model:
On texts, classifier error on one particular sentiment
marker is often compensated by a number of cor-
rectly identified other sentiment clues. Since sen-
tences usually contain a much smaller number of
sentiment clues than texts, sentence-level annota-
tion more readily yields errors when a single sen-
timent clue is incorrectly identified or missed by
the system. Due to lower frequency of higher-order
n-grams (as opposed to unigrams), higher-order n-
gram language models are more sparse, which in-
creases the probability of missing a particular sen-
timent marker in a sentence (Table 33). Very large

2All results are statistically significant at α = 0.01 with two
exceptions: the difference between trigrams and bigrams for the
system trained and tested on texts is statistically significant at
alpha=0.1 and for the system trained on sentences and tested on
texts is not statistically significant at α = 0.01.

3The results for movie reviews are lower than those reported
in Table 2 since the dataset is 10 times smaller, which results
in less accurate classification. The statistical significance of the
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training sets are required to overcome this higher n-
gram sparseness in sentence-level annotation.

Dataset Movie News Blogs PRs
Dataset size 1066 800 800 1200

unigrams
SVM 68.5 61.5 63.85 76.9
NB 60.2 59.5 60.5 74.25
nb features 5410 4544 3615 2832

bigrams
SVM 59.9 63.2 61.5 75.9
NB 57.0 58.4 59.5 67.8
nb features 16286 14633 15182 12951

trigrams
SVM 54.3 55.4 52.7 64.4
NB 53.3 57.0 56.0 69.7
nb features 20837 18738 19847 19132

Table 3: Accuracy of unigram, bigram and trigram mod-
els across domains.

4.2 System Performance on Different Domains

In the second set of experiments we sought to com-
pare system results on sentences using in-domain
and out-of-domain training. Table 4 shows that in-
domain training, as expected, consistently yields su-
perior accuracy than out-of-domain training across
all four datasets: movie reviews (Movies), news,
blogs, and product reviews (PRs). The numbers for
in-domain trained runs are highlighted in bold.

Test Data
Training Data Movies News Blogs PRs
Movies 68.5 55.2 53.2 60.7
News 55.0 61.5 56.25 57.4
Blogs 53.7 49.9 63.85 58.8
PRs 55.8 55.9 56.25 76.9

Table 4: Accuracy of SVM with unigram model

results depends on the genre and size of the n-gram: on prod-
uct reviews, all results are statistically significant at α = 0.025
level; on movie reviews, the difference between Nav̈e Bayes
and SVM is statistically significant at α = 0.01 but the signif-
icance diminishes as the size of the n-gram increases; on news,
only bi-grams produce a statistically significant (α = 0.01) dif-
ference between the two machine learning methods, while on
blogs the difference between SVMs and Nav̈e Bayes is most
pronounced when unigrams are used (α = 0.025).

It is interesting to note that on sentences, regard-
less of the domain used in system training and re-
gardless of the domain used in system testing, un-
igrams tend to perform better than higher-order n-
grams. This observation suggests that, given the
constraints on the size of the available training sets,
unigram-based systems may be better suited for
sentence-level sentiment annotation.

5 Lexicon-Based Approach

The search for a base-learner that can produce great-
est synergies with a classifier trained on small-set
in-domain data has turned our attention to lexicon-
based systems. Since the benefits from combining
classifiers that always make similar decisions is min-
imal, the two (or more) base-learners should com-
plement each other (Alpaydin, 2004). Since a sys-
tem based on a fairly different learning approach
is more likely to produce a different decision un-
der a given set of circumstances, the diversity of
approaches integrated in the ensemble of classifiers
was expected to have a beneficial effect on the over-
all system performance.

A lexicon-based approach capitalizes on the
fact that dictionaries, such as WordNet (Fell-
baum, 1998), contain a comprehensive and domain-
independent set of sentiment clues that exist in
general English. A system trained on such gen-
eral data, therefore, should be less sensitive to do-
main changes. This robustness, however is expected
to come at some cost, since some domain-specific
sentiment clues may not be covered in the dictio-
nary. Our hypothesis was, therefore, that a lexicon-
based system will perform worse than an in-domain
trained classifier but possibly better than a classifier
trained on out-of domain data.

One of the limitations of general lexicons and
dictionaries, such as WordNet (Fellbaum, 1998), as
training sets for sentiment tagging systems is that
they contain only definitions of individual words
and, hence, only unigrams could be effectively
learned from dictionary entries. Since the struc-
ture of WordNet glosses is fairly different from
that of other types of corpora, we developed a sys-
tem that used the list of human-annotated adjec-
tives from (Hatzivassiloglou and McKeown, 1997)
as a seed list and then learned additional unigrams
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from WordNet synsets and glosses with up to 88%
accuracy, when evaluated against General Inquirer
(Stone et al., 1966) (GI) on the intersection of our
automatically acquired list with GI. In order to ex-
pand the list coverage for our experiments at the text
and sentence levels, we then augmented the list by
adding to it all the words annotated with “Positiv”
or “Negativ” tags in GI, that were not picked up by
the system. The resulting list of features contained
11,000 unigrams with the degree of membership in
the category of positive or negative sentiment as-
signed to each of them.

In order to assign the membership score to each
word, we did 58 system runs on unique non-
intersecting seed lists drawn from manually anno-
tated list of positive and negative adjectives from
(Hatzivassiloglou and McKeown, 1997). The 58
runs were then collapsed into a single set of 7,813
unique words. For each word we computed a score
by subtracting the total number of runs assigning
this word a negative sentiment from the total of the
runs that consider it positive. The resulting measure,
termed Net Overlap Score (NOS), reflected the num-
ber of ties linking a given word with other sentiment-
laden words in WordNet, and hence, could be used
as a measure of the words’ centrality in the fuzzy
category of sentiment. The NOSs were then normal-
ized into the interval from -1 to +1 using a sigmoid
fuzzy membership function (Zadeh, 1975)4. Only
words with fuzzy membership degree not equal to
zero were retained in the list. The resulting list
contained 10,809 sentiment-bearing words of differ-
ent parts of speech. The sentiment determination at
the sentence and text level was then done by sum-
ming up the scores of all identified positive unigrams
(NOS>0) and all negative unigrams (NOS<0) (An-
dreevskaia and Bergler, 2006).

5.1 Establishing a Baseline for the
Lexicon-Based System (LBS)

The baseline performance of the Lexicon-Based
System (LBS) described above is presented in Ta-
ble 5, along with the performance results of the in-
domain- and out-of-domain-trained SVM classifier.

Table 5 confirms the predicted pattern: the
LBS performs with lower accuracy than in-domain-

4With coefficients: α=1, γ=15.

Movies News Blogs PRs
LBS 57.5 62.3 63.3 59.3
SVM in-dom. 68.5 61.5 63.85 76.9
SVM out-of-dom. 55.8 55.9 56.25 60.7

Table 5: System accuracy on best runs on sentences

trained corpus-based classifiers, and with similar
or better accuracy than the corpus-based classifiers
trained on out-of-domain data. Thus, the lexicon-
based approach is characterized by a bounded but
stable performance when the system is ported across
domains. These performance characteristics of
corpus-based and lexicon-based approaches prompt
further investigation into the possibility to combine
the portability of dictionary-trained systems with the
accuracy of in-domain trained systems.

6 Integrating the Corpus-based and
Dictionary-based Approaches

The strategy of integration of two or more sys-
tems in a single ensemble of classifiers has been
actively used on different tasks within NLP. In sen-
timent tagging and related areas, Aue and Gamon
(2005) demonstrated that combining classifiers can
be a valuable tool in domain adaptation for senti-
ment analysis. In the ensemble of classifiers, they
used a combination of nine SVM-based classifiers
deployed to learn unigrams, bigrams, and trigrams
on three different domains, while the fourth domain
was used as an evaluation set. Using then an SVM
meta-classifier trained on a small number of target
domain examples to combine the nine base clas-
sifiers, they obtained a statistically significant im-
provement on out-of-domain texts from book re-
views, knowledge-base feedback, and product sup-
port services survey data. No improvement occurred
on movie reviews.

Pang and Lee (2004) applied two different clas-
sifiers to perform sentiment annotation in two se-
quential steps: the first classifier separated subjec-
tive (sentiment-laden) texts from objective (neutral)
ones and then they used the second classifier to clas-
sify the subjective texts into positive and negative.
Das and Chen (2004) used five classifiers to deter-
mine market sentiment on Yahoo! postings. Simple
majority vote was applied to make decisions within
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the ensemble of classifiers and achieved accuracy of
62% on ternary in-domain classification.

In this study we describe a system that attempts to
combine the portability of a dictionary-trained sys-
tem (LBS) with the accuracy of an in-domain trained
corpus-based system (CBS). The selection of these
two classifiers for this system, thus, was theory-
based. The section that follows describes the classi-
fier integration and presents the performance results
of the system consisting of an ensemble CBS and
LBS classifier and a precision-based vote weighting
procedure.

6.1 The Classifier Integration Procedure and
System Evaluation

The comparative analysis of the corpus-based and
lexicon-based systems described above revealed that
the errors produced by CBS and LBS were to a
great extent complementary (i.e., where one classi-
fier makes an error, the other tends to give the cor-
rect answer). This provided further justification to
the integration of corpus-based and lexicon-based
approaches in a single system.

Table 6 below illustrates the complementarity of
the performance CBS and LBS classifiers on the
positive and negative categories. In this experiment,
the corpus-based classifier was trained on 400 an-
notated product review sentences5. The two systems
were then evaluated on a test set of another 400 prod-
uct review sentences. The results reported in Table 6
are statistically significant at α = 0.01.

CBS LBS
Precision positives 89.3% 69.3%
Precision negatives 55.5% 81.5%
Pos/Neg Precision 58.0% 72.1%

Table 6: Base-learners’ precision and recall on product
reviews on test data.

Table 6 shows that the corpus-based system has a
very good precision on those sentences that it classi-
fies as positive but makes a lot of errors on those sen-
tences that it deems negative. At the same time, the
lexicon-based system has low precision on positives

5The small training set explains relatively low overall per-
formance of the CBS system.

and high precision on negatives6. Such complemen-
tary distribution of errors produced by the two sys-
tems was observed on different data sets from differ-
ent domains, which suggests that the observed dis-
tribution pattern reflects the properties of each of
the classifiers, rather than the specifics of the do-
main/genre.

In order to take advantage of the observed com-
plementarity of the two systems, the following pro-
cedure was used. First, a small set of in-domain
data was used to train the CBS system. Then both
CBS and LBS systems were run separately on the
same training set, and for each classifier, the preci-
sion measures were calculated separately for those
sentences that the classifier considered positive and
those it considered negative. The chance-level per-
formance (50%) was then subtracted from the pre-
cision figures to ensure that the final weights reflect
by how much the classifier’s precision exceeds the
chance level. The resulting chance-adjusted preci-
sion numbers of the two classifiers were then nor-
malized, so that the weights of CBS and LBS clas-
sifiers sum up to 100% on positive and to 100% on
negative sentences. These weights were then used
to adjust the contribution of each classifier to the de-
cision of the ensemble system. The choice of the
weight applied to the classifier decision, thus, varied
depending on whether the classifier scored a given
sentence as positive or as negative. The resulting
system was then tested on a separate test set of sen-
tences7. The small-set training and evaluation exper-
iments with the system were performed on different
domains using 3-fold validation.

The experiments conducted with the Ensemble
system were designed to explore system perfor-
mance under conditions of limited availability of an-
notated data for classifier training. For this reason,
the numbers reported for the corpus-based classifier
do not reflect the full potential of machine learn-
ing approaches when sufficient in-domain training
data is available. Table 7 presents the results of
these experiments by domain/genre. The results

6These results are consistent with an observation in
(Kennedy and Inkpen, 2006), where a lexicon-based system
performed with a better precision on negative than on positive
texts.

7The size of the test set varied in different experiments due
to the availability of annotated data for a particular domain.
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are statistically significant at α = 0.01, except the
runs on movie reviews where the difference between
the LBS and Ensemble classifiers was significant at
α = 0.05.

LBS CBS Ensemble
News Acc 67.8 53.2 73.3

F 0.82 0.71 0.85
Movies Acc 54.5 53.5 62.1

F 0.73 0.72 0.77
Blogs Acc 61.2 51.1 70.9

F 0.78 0.69 0.83
PRs Acc 59.5 58.9 78.0

F 0.77 0.75 0.88
Average Acc 60.7 54.2 71.1

F 0.77 0.72 0.83

Table 7: Performance of the ensemble classifier

Table 7 shows that the combination of two classi-
fiers into an ensemble using the weighting technique
described above leads to consistent improvement in
system performance across all domains/genres. In
the ensemble system, the average gain in accuracy
across the four domains was 16.9% relative to CBS
and 10.3% relative to LBS. Moreover, the gain in
accuracy and precision was not offset by decreases
in recall: the net gain in recall was 7.4% relative to
CBS and 13.5% vs. LBS. The ensemble system on
average reached 99.1% recall. The F-measure has
increased from 0.77 and 0.72 for LBS and CBS clas-
sifiers respectively to 0.83 for the whole ensemble
system.

7 Discussion

The development of domain-independent sentiment
determination systems poses a substantial challenge
for researchers in NLP and artificial intelligence.
The results presented in this study suggest that the
integration of two fairly different classifier learning
approaches in a single ensemble of classifiers can
yield substantial gains in system performance on all
measures. The most substantial gains occurred in
recall, accuracy, and F-measure.

This study permits to highlight a set of factors
that enable substantial performance gains with the
ensemble of classifiers approach. Such gains are
most likely when (1) the errors made by the clas-

sifiers are complementary, i.e., where one classifier
makes an error, the other tends to give the correct
answer, (2) the classifier errors are not fully random
and occur more often in a certain segment (or cate-
gory) of classifier results, and (3) there is a way for
a system to identify that low-precision segment and
reduce the weights of that classifier’s results on that
segment accordingly. The two classifiers used in this
study – corpus-based and lexicon-based – provided
an interesting illustration of potential performance
gains associated with these three conditions. The
use of precision of classifier results on the positives
and negatives proved to be an effective technique for
classifier vote weighting within the ensemble.

8 Conclusion

This study contributes to the research on sentiment
tagging, domain adaptation, and the development of
ensembles of classifiers (1) by proposing a novel ap-
proach for sentiment determination at sentence level
and delineating the conditions under which great-
est synergies among combined classifiers can be
achieved, (2) by describing a precision-based tech-
nique for assigning differential weights to classifier
results on different categories identified by the clas-
sifier (i.e., categories of positive vs. negative sen-
tences), and (3) by proposing a new method for sen-
timent annotation in situations where the annotated
in-domain data is scarce and insufficient to ensure
adequate performance of the corpus-based classifier,
which still remains the preferred choice when large
volumes of annotated data are available for system
training.

Among the most promising directions for future
research in the direction laid out in this paper is the
deployment of more advanced classifiers and fea-
ture selection techniques that can further enhance
the performance of the ensemble of classifiers. The
precision-based vote weighting technique may prove
to be effective also in situations, where more than
two classifiers are integrated into a single system.
We expect that these more advanced ensemble-of-
classifiers systems would inherit the benefits of mul-
tiple complementary approaches to sentiment anno-
tation and will be able to achieve better and more
stable accuracy on in-domain, as well as on out-of-
domain data.
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Abstract

The paper presents a novel sentence trimmer
in Japanese, which combines a non-statistical
yet generic tree generation model and Con-
ditional Random Fields (CRFs), to address
improving the grammaticality of compres-
sion while retaining its relevance. Experi-
ments found that the present approach out-
performs in grammaticality and in relevance
a dependency-centric approach (Oguro et al.,
2000; Morooka et al., 2004; Yamagata et al.,
2006; Fukutomi et al., 2007)− the only line of
work in prior literature (on Japanese compres-
sion) we are aware of that allows replication
and permits a direct comparison.

1 Introduction

For better or worse, much of prior work on sentence
compression (Riezler et al., 2003; McDonald, 2006;
Turner and Charniak, 2005) turned to a single cor-
pus developed by Knight and Marcu (2002) (K&M,
henceforth) for evaluating their approaches.

The K&M corpus is a moderately sized corpus
consisting of 1,087 pairs of sentence and compres-
sion, which account for about 2% of a Ziff-Davis
collection from which it was derived. Despite its
limited scale, prior work in sentence compression
relied heavily on this particular corpus for establish-
ing results (Turner and Charniak, 2005; McDonald,
2006; Clarke and Lapata, 2006; Galley and McKe-
own, 2007). It was not until recently that researchers
started to turn attention to an alternative approach
which does not require supervised data (Turner and
Charniak, 2005).

Our approach is broadly in line with prior work
(Jing, 2000; Dorr et al., 2003; Riezler et al., 2003;
Clarke and Lapata, 2006), in that we make use of
some form of syntactic knowledge to constrain com-
pressions we generate. What sets this work apart
from them, however, is a novel use we make of
Conditional Random Fields (CRFs) to select among
possible compressions (Lafferty et al., 2001; Sut-
ton and McCallum, 2006). An obvious benefit of
using CRFs for sentence compression is that the
model provides a general (and principled) proba-
bilistic framework which permits information from
various sources to be integrated towards compress-
ing sentence, a property K&M do not share.

Nonetheless, there is some cost that comes with
the straightforward use of CRFs as a discriminative
classifier in sentence compression; its outputs are
often ungrammatical and it allows no control over
the length of compression they generates (Nomoto,
2007). We tackle the issues by harnessing CRFs
with what we might call dependency truncation,
whose goal is to restrict CRFs to working with can-
didates that conform to the grammar.

Thus, unlike McDonald (2006), Clarke and Lap-
ata (2006) and Cohn and Lapata (2007), we do not
insist on finding a globally optimal solution in the
space of 2n possible compressions for an n word
long sentence. Rather we insist on finding a most
plausible compression among those that are explic-
itly warranted by the grammar.

Later in the paper, we will introduce an approach
called the ‘Dependency Path Model’ (DPM) from
the previous literature (Section 4), which purports to
provide a robust framework for sentence compres-
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sion in Japanese. We will look at how the present
approach compares with that of DPM in Section 6.

2 A Sentence Trimmer with CRFs

Our idea on how to make CRFs comply with gram-
mar is quite simple: we focus on only those la-
bel sequences that are associated with grammati-
cally correct compressions, by making CRFs look
at only those that comply with some grammatical
constraints G, and ignore others, regardless of how
probable they are.1 But how do we find compres-
sions that are grammatical? To address the issue,
rather than resort to statistical generation models as
in the previous literature (Cohn and Lapata, 2007;
Galley and McKeown, 2007), we pursue a particular
rule-based approach we call a ‘dependency trunca-
tion,’ which as we will see, gives us a greater control
over the form that compression takes.

Let us denote a set of label assignments for S that
satisfy constraints, by G(S).2 We seek to solve the
following,

y⋆ = arg max
y∈G(S)

p(y|x;θθθ). (2)

There would be a number of ways to go about the
problem. In the context of sentence compression, a
linear programming based approach such as Clarke
and Lapata (2006) is certainly one that deserves con-
sideration. In this paper, however, we will explore a
much simpler approach which does not require as
involved formulation as Clarke and Lapata (2006)
do.

We approach the problem extentionally, i.e.,
through generating sentences that are grammatical,
or that conform to whatever constraints there are.

1Assume as usual that CRFs take the form,

p(y|x) ∝

exp

 

P

k,j λjfj(yk, yk−1,x) +
P

i µigi(xk, yk,x)

!

= exp[w⊤f(x,y)]
(1)

fj and gi are ‘features’ associated with edges and vertices, re-
spectively, and k ∈ C, where C denotes a set of cliques in CRFs.
λj and µi are the weights for corresponding features. w and f
are vector representations of weights and features, respectively
(Tasker, 2004).

2Note that a sentence compression can be represented as an
array of binary labels, one of them marking words to be retained
in compression and the other those to be dropped.

S VN P NVNA D JN P NV N
Figure 1: Syntactic structure in Japanese

Consider the following.

(3) Mushoku-no
unemployed

John
John

-ga
SBJ

takai
expensive

kuruma
car

-wo
ACC

kat-ta.
buy PAST

‘John, who is unemployed, bought an
expensive car.’

whose grammatically legitimate compressions
would include:

(4) (a) John -ga takai kuruma -wo kat-ta.
‘John bought an expensive car.’

(b) John -ga kuruma -wo kat-ta.
‘John bought a car.’

(c) Mushoku-no John -ga kuruma -wo kat-ta.
‘John, who is unemployed, bought a car.

(d) John -ga kat-ta.
‘John bought.’

(e) Mushoku-no John -ga kat-ta.
‘John, who is unemployed, bought.’

(f) Takai kuruma-wo kat-ta.
‘ Bought an expensive car.’

(g) Kuruma-wo kat-ta.
‘ Bought a car.’

(h) Kat-ta.
‘ Bought.’

This would give us G(S)={a, b, c, d, e, f, g, h}, for
the input 3. Whatever choice we make for compres-
sion among candidates in G(S), should be gram-
matical, since they all are. One linguistic feature
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Figure 2: Compressing an NP chunk

C D E
BA

Figure 3: Trimming TDPs

of the Japanese language we need to take into ac-
count when generating compressions, is that the sen-
tence, which is free of word order and verb-final,
typically takes a left-branching structure as in Fig-
ure 1, consisting of an array of morphological units
called bunsetsu (BS, henceforth). A BS, which we
might regard as an inflected form (case marked in the
case of nouns) of verb, adjective, and noun, could
involve one or more independent linguistic elements
such as noun, case particle, but acts as a morpholog-
ical atom, in that it cannot be torn apart, or partially
deleted, without compromising the grammaticality.3

Noting that a Japanese sentence typically consists
of a sequence of case marked NPs and adjuncts, fol-
lowed by a main verb at the end (or what would
be called ‘matrix verb’ in linguistics), we seek to
compress each of the major chunks in the sentence,
leaving untouched the matrix verb, as its removal of-
ten leaves the sentence unintelligible. In particular,
starting with the leftmost BS in a major constituent,

3Example 3 could be broken into BSs: / Mushuku -no / John
-ga / takai / kuruma -wo / kat-ta /.

we work up the tree by pruning BSs on our way up,
which in general gives rise to grammatically legiti-
mate compressions of various lengths (Figure 2).

More specifically, we take the following steps to
construct G(S). Let S = ABCDE. Assume that
it has a dependency structure as in Figure 3. We
begin by locating terminal nodes, i.e., those which
have no incoming edges, depicted as filled circles
in Figure 3, and find a dependency (singly linked)
path from each terminal node to the root, or a node
labeled ‘E’ here, which would give us two paths
p1 = A-C-D-E and p2 = B-C-D-E (call them ter-
minating dependency paths, or TDPs). Now create
a set T of all trimmings, or suffixes of each TDP,
including an empty string:

T (p1) = {<A C D E>, <C D E>, <D E>, <E>, <>}
T (p2) = {<B C D E>, <C D E>, <D E>, <E>, <>}

Then we merge subpaths from the two sets in every
possible way, i.e., for any two subpaths t1 ∈ T (p1)
and t2 ∈ T (p2), we take a union over nodes in t1 and
t2; Figure 4 shows how this might done. We remove
duplicates if any. This would give us G(S)={{A B C

D E}, {A C D E}, {B C D E}, {C D E}, {D E}, {E},
{}}, a set of compressions over S based on TDPs.

What is interesting about the idea is that creating
G(S) does not involve much of anything that is spe-
cific to a given language. Indeed this could be done
on English as well. Take for instance a sentence at
the top of Table 1, which is a slightly modified lead
sentence from an article in the New York Times. As-
sume that we have a relevant dependency structure
as shown in Figure 5, where we have three TDPs,
i.e., one with southern, one with British and one with
lethal. Then G(S) would include those listed in Ta-
ble 1. A major difference from Japanese lies in the
direction in which a tree is branching out: right ver-
sus left.4

Having said this, we need to address some lan-
guage specific constraints: in Japanese, for instance,
we should keep a topic marked NP in compression
as its removal often leads to a decreased readability;
and also it is grammatically wrong to start any com-
pressed segment with sentence nominalizers such as

4We stand in a marked contrast to previous ‘grafting’ ap-
proaches which more or less rely on an ad-hoc collection
of transformation rules to generate candidates (Riezler et al.,
2003).
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Table 1: Hedge-clipping English
An official was quoted yesterday as accusing Iran of supplying explosive technology used in lethal attacks on British
troops in southern Iraq
An official was quoted yesterday as accusing Iran of supplying explosive technology used in lethal attacks on British
troops in Iraq
An official was quoted yesterday as accusing Iran of supplying explosive technology used in lethal attacks on British
troops
An official was quoted yesterday as accusing Iran of supplying explosive technology used in lethal attacks on troops
An official was quoted yesterday as accusing Iran of supplying explosive technology used in lethal attacks
An official was quoted yesterday as accusing Iran of supplying explosive technology used in attacks
An official was quoted yesterday as accusing Iran of supplying explosive technology
An official was quoted yesterday as accusing Iran of supplying technology< A C D E > < B C D E >< C D E >< D E >< E >< > { A B C D E }{ A C D E }{ A C D E }{ A C D E }{ A C D E }< D E > < B C D E >< C D E >< D E >< E >< > { B C D E }{ C D E }{ D E }{ D E }{ D E }< > < B C D E >< C D E >< D E >< E >< > { B C D E }{ C D E }{ D E }{ E }{ }

< C D E > < B C D E >< C D E >< D E >< E >< > { B C D E }{ C D E }{ C D E }{ C D E }{ C D E }< E > < B C D E >< C D E >< D E >< E >< > { B C D E }{ C D E }{ D E }{ E }{ E }
Figure 4: Combining TDP suffixes

-koto and -no. In English, we should keep a prepo-
sition from being left dangling, as in An official was
quoted yesterday as accusing Iran of supplying tech-
nology used in. In any case, we need some extra
rules on G(S) to take care of language specific is-
sues (cf. Vandeghinste and Pan (2004) for English).
An important point about the dependency truncation
is that for most of the time, a compression it gener-
ates comes out reasonably grammatical, so the num-
ber of ‘extras’ should be small.

Finally, in order for CRFs to work with the com-
pressions, we need to translate them into a sequence
of binary labels, which involves labeling an element
token, bunsetsu or a word, with some label, e.g., 0
for ’remove’ and 1 for ‘retain,’ as in Figure 6.

i n s o u t h e r nI r a qt r o o p sB r i t i s ho na t t a c k sl e t h a li nu s e d
Figure 5: An English dependency structure and TDPs

Consider following compressions y1 to y4 for
x = β1β2β3β4β5β6. βi denotes a bunsetsu (BS).
‘0’ marks a BS to be removed and ‘1’ that to be re-
tained.

β1 β2 β3 β4 β5 β6
y1 0 1 1 1 1 1
y2 0 0 1 1 1 1
y3 0 0 0 0 0 1
y4 0 0 1 0 0 0

Assume that G(S) = {y1,y2,y3}. Because y4

is not part of G(S), it is not considered a candidate
for a compression for y, even if its likelihood may
exceed those of others in G(S). We note that the
approach here does not rely on so much of CRFs
as a discriminative classifier as CRFs as a strategy
for ranking among a limited set of label sequences
which correspond to syntactically plausible simpli-
fications of input sentence.

Furthermore, we could dictate the length of com-
pression by putbting an additional constraint on out-
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S
0 0 0 10 0 0 1

Figure 6: Compression in binary representation.

put, as in:

y⋆ = arg max
y∈G′(S)

p(y|x;θθθ), (5)

where G′(S) = {y : y ∈ G(S), R(y,x) = r}.
R(y,x) denotes a compression rate r for which y is
desired, where r = # of 1 in y

length of x . The constraint forces
the trimmer to look for the best solution among can-
didates that satisfy the constraint, ignoring those that
do not.5

Another point to note is that G(S) is finite and rel-
atively small − it was found, for our domain, G(S)
usually runs somewhere between a few hundred and
ten thousand in length − so in practice it suffices
that we visit each compression in G(S), and select
one that gives the maximum value for the objective
function. We will have more to say about the size of
the search space in Section 6.

3 Features in CRFs

We use an array of features in CRFs which are ei-
ther derived or borrowed from the taxonomy that
a Japanese tokenizer called JUMAN and KNP,6 a
Japanese dependency parser (aka Kurohashi-Nagao
Parser), make use of in characterizing the output
they produce: both JUMAN and KNP are part of the
compression model we build.

Features come in three varieties: semantic, mor-
phological and syntactic. Semantic features are used
for classifying entities into semantic types such as
name of person, organization, or place, while syn-
tactic features characterize the kinds of dependency

5It is worth noting that the present approach can be recast
into one based on ‘constraint relaxation’ (Tromble and Eisner,
2006).

6http://nlp.kuee.kyoto-u.ac.jp/nl-resource/top-e.html

relations that hold among BSs such as whether a BS
is of the type that combines with the verb (renyou),
or of the type that combines with the noun (rentai),
etc.

A morphological feature could be thought of as
something that broadly corresponds to an English
POS, marking for some syntactic or morphological
category such as noun, verb, numeral, etc. Also
we included ngram features to encode the lexi-
cal context in which a given morpheme appears.
Thus we might have something like: for some
words (morphemes) w1, w2, and w3, fw1·w2(w3) =
1 if w3 is preceded by w1, w2; otherwise, 0. In ad-
dition, we make use of an IR-related feature, whose
job is to indicate whether a given morpheme in the
input appears in the title of an associated article.
The motivation for the feature is obviously to iden-
tify concepts relevant to, or unique to the associ-
ated article. Also included was a feature on tfidf,
to mark words that are conceptually more important
than others. The number of features came to around
80,000 for the corpus we used in the experiment.

4 The Dependency Path Model

In what follows, we will describe somewhat in
detail a prior approach to sentence compression
in Japanese which we call the ”dependency path
model,” or DPM. DPM was first introduced in
(Oguro et al., 2000), later explored by a number of
people (Morooka et al., 2004; Yamagata et al., 2006;
Fukutomi et al., 2007).7

DPM has the form:

h(y) = αf(y) + (1− α)g(y), (6)

where y = β0, β1, . . . , βn−1, i.e., a compression
consisting of any number of bunsetsu’s, or phrase-
like elements. f(·) measures the relevance of con-
tent in y; and g(·) the fluency of text. α is to provide
a way of weighing up contributions from each com-
ponent.

We further define:

f(y) =
n−1∑
i=0

q(βi), (7)

7Kikuchi et al. (2003) explore an approach similar to DPM.
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s i g h t

Figure 7: A dependency structure

and

g(y) = max
s

n−2∑
i=0

p(βi, βs(i)). (8)

q(·) is meant to quantify how worthy of inclusion
in compression, a given bunsetsu is; and p(βi, βj)
represents the connectivity strength of dependency
relation between βi and βj . s(·) is a linking function
that associates with a bunsetsu any one of those that
follows it. g(y) thus represents a set of linked edges
that, if combined, give the largest probability for y.

Dependency path length (DL) refers to the num-
ber of (singly linked) dependency relations (or
edges) that span two bunsetsu’s. Consider the de-
pendency tree in Figure 7, which corresponds to
a somewhat contrived sentence ’Three-legged dogs
disappeared from sight.’ Take an English word for a
bunsetsu here. We have

DL(three-legged, dogs) = 1
DL(three-legged, disappeared) = 2
DL(three-legged, from) = ∞
DL(three-legged, sight) = ∞

Since dogs is one edge away from three-legged, DL
for them is 1; and we have DL of two for three-
legged and disappeared, as we need to cross two
edges in the direction of arrow to get from the for-
mer to the latter. In case there is no path between
words as in the last two cases above, we take the DL
to be infinite.

DPM takes a dependency tree to be a set of
linked edges. Each edge is expressed as a triple
< Cs(βi), Ce(βj), DL(βi, βj) >, where βi and βj

represent bunsestu’s that the edge spans. Cs(β) de-
notes the class of a bunsetsu where the edge starts
and Ce(β) that of a bunsetsu where the edge ends.
What we mean by ‘class of bunsetsu’ is some sort of
a classificatory scheme that concerns linguistic char-
acteristics of bunsetsu, such as a part-of-speech of
the head, whether it has an inflection, and if it does,
what type of inflection it has, etc. Moreover, DPM
uses two separate classificatory schemes for Cs(β)
and Ce(β).

In DPM, we define the connectivity strength p by:

p(βi, βj) =
{

log S(t) if DL(βi, βj) ̸= ∞
−∞ otherwise

(9)

where t =< Cs(βi), Ce(βj), DL(βi, βj) >, and
S(t) is the probability of t occurring in a compres-
sion, which is given by:

S(t) =
# of t’s found in compressions

# of triples found in the training data
(10)

We complete the DPM formulation with:

q(β) = log pc(β) + tfidf(β) (11)

pc(β) denotes the probability of having bunsetsu β
in compression, calculated analogously to Eq. 10,8

and tfidf(β) obviously denotes the tfidf value of β.
In DPM, a compression of a given sentence can be

obtained by finding arg maxy h(y), where y ranges
over possible candidate compressions of a particular
length one may derive from that sentence. In the
experiment described later, we set α = 0.1 for DPM,
following Morooka et al. (2004), who found the best
performance with that setting for α.

5 Evaluation Setup

We created a corpus of sentence summaries based
on email news bulletins we had received over five
to six months from an on-line news provider called
Nikkei Net, which mostly deals with finance and
politics.9 Each bulletin consists of six to seven news
briefs, each with a few sentences. Since a news brief
contains nothing to indicate what its longer version

8DPM puts bunsetsu’s into some groups based on linguis-
tic features associated with them, and uses the statistics of the
groups for pc rather than that of bunsetsu’s that actually appear
in text.

9http://www.nikkei.co.jp
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Table 2: The rating scale on fluency

RATING EXPLANATION
1 makes no sense
2 only partially intelligible/grammatical
3 makes sense; seriously flawed in gram-

mar
4 makes good sense; only slightly flawed

in grammar
5 makes perfect sense; no grammar flaws

might look like, we manually searched the news site
for a full-length article that might reasonably be con-
sidered a long version of that brief.

We extracted lead sentences both from the brief
and from its source article, and aligned them, us-
ing what is known as the Smith-Waterman algorithm
(Smith and Waterman, 1981), which produced 1,401
pairs of summary and source sentence.10 For the
ease of reference, we call the corpus so produced
‘NICOM’ for the rest of the paper. A part of our sys-
tem makes use of a modeling toolkit called GRMM
(Sutton et al., 2004; Sutton, 2006). Throughout the
experiments, we call our approach ‘Generic Sen-
tence Trimmer’ or GST.

6 Results and Discussion

We ran DPM and GST on NICOM in the 10-fold
cross validation format where we break the data into
10 blocks, use 9 of them for training and test on the
remaining block. In addition, we ran the test at three
different compression rates, 50%, 60% and 70%, to
learn how they affect the way the models perform.
This means that for each input sentence in NICOM,
we have three versions of its compression created,
corresponding to a particular rate at which the sen-
tence is compressed. We call a set of compressions
so generated ‘NICOM-g.’

In order to evaluate the quality of outputs GST
and DPM generate, we asked 6 people, all Japanese
natives, to make an intuitive judgment on how each
compression fares in fluency and relevance to gold

10The Smith-Waterman algorithm aims at finding a best
match between two sequences which may include gaps, such
as A-C-D-E and A-B-C-D-E. The algorithm is based on an idea
rather akin to dynamic programming.

Table 3: The rating scale on content overlap

RATING EXPLANATION
1 no overlap with reference
2 poor or marginal overlap w. ref.
3 moderate overlap w. ref.
4 significant overlap w. ref.
5 perfect overlap w. ref.

standards (created by humans), on a scale of 1 to 5.
To this end, we conducted evaluation in two sepa-
rate formats; one concerns fluency and the other rel-
evance. The fluency test consisted of a set of com-
pressions which we created by randomly selecting
200 of them from NICOM-g, for each model at com-
pression rates 50%, 60%, and 70%; thus we have
200 samples for each model and each compression
rate.11 The total number of test compressions came
to 1,200.

The relevance test, on the other hand, consisted of
paired compressions along with the associated gold
standard compressions. Each pair contains compres-
sions both from DPM and from GST at a given com-
pression rate. We randomly picked 200 of them from
NICOM-g, at each compression rate, and asked the
participants to make a subjective judgment on how
much of the content in a compression semantically
overlap with that of the gold standard, on a scale of
1 to 5 (Table 3). Also included in the survey are 200
gold standard compressions, to get some idea of how
fluent “ideal” compressions are, compared to those
generated by machine.

Tables 4 and 5 summarize the results. Table 4
looks at the fluency of compressions generated by
each of the models; Table 5 looks at how much of
the content in reference is retained in compressions.
In either table, CR stands for compression rate. All
the results are averaged over samples.

We find in Table 4 a clear superiority of GST over
DPM at every compression rate examined, with flu-
ency improved by as much as 60% at 60%. How-
ever, GST fell short of what human compressions
achieved in fluency − an issue we need to address

11As stated elsewhere, by compression rate, we mean r =
# of 1 in y
length of x .
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Table 4: Fluency (Average)

MODEL/CR 50% 60% 70%
GST 3.430 3.820 3.810
DPM 2.222 2.372 2.660

Human − 4.45 −

Table 5: Semantic (Content) Overlap (Average)

MODEL/CR 50% 60% 70%
GST 2.720 3.181 3.405
DPM 2.210 2.548 2.890

in the future. Since the average CR of gold standard
compressions was 60%, we report their fluency at
that rate only.

Table 5 shows the results in relevance of con-
tent. Again GST marks a superior performance over
DPM, beating it at every compression rate. It is in-
teresting to observe that GST manages to do well
in the semantic overlap, despite the cutback on the
search space we forced on GST.

As for fluency, we suspect that the superior per-
formance of GST is largely due to the depen-
dency truncation the model is equipped with; and
its performance in content overlap owes a lot to
CRFs. However, just how much improvement GST
achieved over regular CRFs (with no truncation) in
fluency and in relevance is something that remains
to be seen, as the latter do not allow for variable
length compression, which prohibits a straightfor-
ward comparison between the two kinds of models.

We conclude the section with a few words on the
size of |G(S)|, i.e., the number of candidates gener-
ated per run of compression with GST.

Figure 8 shows the distribution of the numbers of
candidates generated per compression, which looks
like the familiar scale-free power curve. Over 99%
of the time, the number of candidates or |G(S)| is
found to be less than 500.

7 Conclusions

This paper introduced a novel approach to sentence
compression in Japanese, which combines a syntac-
tically motivated generation model and CRFs, in or-
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Figure 8: The distribution of |G(S)|

der to address fluency and relevance of compres-
sions we generate. What distinguishes this work
from prior research is its overt withdrawal from a
search for global optima to a search for local optima
that comply with grammar.

We believe that our idea was empirically borne
out, as the experiments found that our approach out-
performs, by a large margin, a previously known
method called DPM, which employs a global search
strategy. The results on semantic overlap indicates
that the narrowing down of compressions we search
obviously does not harm their relevance to refer-
ences.

An interesting future exercise would be to explore
whether it is feasible to rewrite Eq. 5 as a linear inte-
ger program. If it is, the whole scheme of ours would
fall under what is known as ‘Linear Programming
CRFs’ (Tasker, 2004; Roth and Yih, 2005). What re-
mains to be seen, however, is whether GST is trans-
ferrable to languages other than Japanese, notably,
English. The answer is likely to be yes, but details
have yet to be worked out.
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Abstract

Online reviews are often accompanied with

numerical ratings provided by users for a set

of service or product aspects. We propose

a statistical model which is able to discover

corresponding topics in text and extract tex-

tual evidence from reviews supporting each of

these aspect ratings – a fundamental problem

in aspect-based sentiment summarization (Hu

and Liu, 2004a). Our model achieves high ac-

curacy, without any explicitly labeled data ex-

cept the user provided opinion ratings. The

proposed approach is general and can be used

for segmentation in other applications where

sequential data is accompanied with corre-

lated signals.

1 Introduction

User generated content represents a unique source of

information in which user interface tools have facil-

itated the creation of an abundance of labeled con-

tent, e.g., topics in blogs, numerical product and ser-

vice ratings in user reviews, and helpfulness rank-

ings in online discussion forums. Many previous

studies on user generated content have attempted to

predict these labels automatically from the associ-

ated text. However, these labels are often present

in the data already, which opens another interesting

line of research: designing models leveraging these

labelings to improve a wide variety of applications.

In this study, we look at the problem of aspect-

based sentiment summarization (Hu and Liu, 2004a;

Popescu and Etzioni, 2005; Gamon et al., 2005;

Nikos’ Fine Dining

Food 4/5 “Best fish in the city”, “Excellent appetizers”

Decor 3/5 “Cozy with an old world feel”, “Too dark”

Service 1/5 “Our waitress was rude”, “Awful service”

Value 5/5 “Good Greek food for the $”, “Great price!”

Figure 1: An example aspect-based summary.

Carenini et al., 2006; Zhuang et al., 2006).1 An

aspect-based summarization system takes as input

a set of user reviews for a specific product or ser-

vice and produces a set of relevant aspects, the ag-

gregated sentiment for each aspect, and supporting

textual evidence. For example, figure 1 summarizes

a restaurant using aspects food, decor, service, and

value plus a numeric rating out of 5.

Standard aspect-based summarization consists of

two problems. The first is aspect identification and

mention extraction. Here the goal is to find the set

of relevant aspects for a rated entity and extract all

textual mentions that are associated with each. As-

pects can be fine-grained, e.g., fish, lamb, calamari,

or coarse-grained, e.g., food, decor, service. Sim-

ilarly, extracted text can range from a single word

to phrases and sentences. The second problem is

sentiment classification. Once all the relevant as-

pects and associated pieces of texts are extracted,

the system should aggregate sentiment over each as-

pect to provide the user with an average numeric or

symbolic rating. Sentiment classification is a well

studied problem (Wiebe, 2000; Pang et al., 2002;

Turney, 2002) and in many domains users explicitly

1We use the term aspect to denote properties of an object

that can be rated by a user as in Snyder and Barzilay (2007).

Other studies use the term feature (Hu and Liu, 2004b).
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Food: 5; Decor: 5; Service: 5; Value: 5

The chicken was great. On top of that our service was

excellent and the price was right. Can’t wait to go back!

Food: 2; Decor: 1; Service: 3; Value: 2

We went there for our anniversary. My soup was cold and

expensive plus it felt like they hadn’t painted since 1980.

Food: 3; Decor: 5; Service: 4; Value: 5

The food is only mediocre, but well worth the cost.

Wait staff was friendly. Lot’s of fun decorations.

→

Food
“The chicken was great”, “My soup was

cold”, “The food is only mediocre”

Decor
“it felt like they hadn’t painted since

1980”, “Lots of fun decorations”

Service
“service was excellent”,

“Wait staff was friendly”

Value
“the price was right”, “My soup was cold

and expensive”, “well worth the cost”

Figure 2: Extraction problem: Produce aspect mentions from a corpus of aspect rated reviews.

provide ratings for each aspect making automated

means unnecessary.2 Aspect identification has also

been thoroughly studied (Hu and Liu, 2004b; Ga-

mon et al., 2005; Titov and McDonald, 2008), but

again, ontologies and users often provide this infor-

mation negating the need for automation.

Though it may be reasonable to expect a user to

provide a rating for each aspect, it is unlikely that

a user will annotate every sentence and phrase in a

review as being relevant to some aspect. Thus, it

can be argued that the most pressing challenge in

an aspect-based summarization system is to extract

all relevant mentions for each aspect, as illustrated

in figure 2. When labeled data exists, this prob-

lem can be solved effectively using a wide variety

of methods available for text classification and in-

formation extraction (Manning and Schutze, 1999).

However, labeled data is often hard to come by, es-

pecially when one considers all possible domains of

products and services. Instead, we propose an un-

supervised model that leverages aspect ratings that

frequently accompany an online review.

In order to construct such model, we make two

assumptions. First, ratable aspects normally repre-

sent coherent topics which can be potentially dis-

covered from co-occurrence information in the text.

Second, we hypothesize that the most predictive fea-

tures of an aspect rating are features derived from

the text segments discussing the corresponding as-

pect. Motivated by these observations, we construct

a joint statistical model of text and sentiment ratings.

The model is at heart a topic model in that it as-

signs words to a set of induced topics, each of which

may represent one particular aspect. The model is

extended through a set of maximum entropy classi-

fiers, one per each rated aspect, that are used to pre-

2E.g., http://zagat.com and http://tripadvisor.com.

dict the sentiment rating towards each of the aspects.

However, only the words assigned to an aspects cor-

responding topic are used in predicting the rating

for that aspect. As a result, the model enforces that

words assigned to an aspects’ topic are predictive of

the associated rating. Our approach is more general

than the particular statistical model we consider in

this paper. For example, other topic models can be

used as a part of our model and the proposed class of

models can be employed in other tasks beyond senti-

ment summarization, e.g., segmentation of blogs on

the basis of topic labels provided by users, or topic

discovery on the basis of tags given by users on so-

cial bookmarking sites.3

The rest of the paper is structured as follows. Sec-

tion 2 begins with a discussion of the joint text-

sentiment model approach. In Section 3 we provide

both a qualitative and quantitative evaluation of the

proposed method. We conclude in Section 4 with an

examination of related work.

2 The Model

In this section we describe a new statistical model

called the Multi-Aspect Sentiment model (MAS),

which consists of two parts. The first part is based on

Multi-Grain Latent Dirichlet Allocation (Titov and

McDonald, 2008), which has been previously shown

to build topics that are representative of ratable as-

pects. The second part is a set of sentiment pre-

dictors per aspect that are designed to force specific

topics in the model to be directly correlated with a

particular aspect.

2.1 Multi-Grain LDA

The Multi-Grain Latent Dirichlet Allocation model

(MG-LDA) is an extension of Latent Dirichlet Allo-

cation (LDA) (Blei et al., 2003). As was demon-

3See e.g. del.ico.us (http://del.ico.us).
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strated in Titov and McDonald (2008), the topics

produced by LDA do not correspond to ratable as-

pects of entities. In particular, these models tend to

build topics that globally classify terms into product

instances (e.g., Creative Labs Mp3 players versus

iPods, or New York versus Paris Hotels). To com-

bat this, MG-LDA models two distinct types of top-

ics: global topics and local topics. As in LDA, the

distribution of global topics is fixed for a document

(a user review). However, the distribution of local

topics is allowed to vary across the document.

A word in the document is sampled either from

the mixture of global topics or from the mixture of

local topics specific to the local context of the word.

It was demonstrated in Titov and McDonald (2008)

that ratable aspects will be captured by local topics

and global topics will capture properties of reviewed

items. For example, consider an extract from a re-

view of a London hotel: “. . . public transport in Lon-

don is straightforward, the tube station is about an 8

minute walk . . . or you can get a bus for £1.50”. It

can be viewed as a mixture of topic London shared

by the entire review (words: “London”, “tube”, “£”),

and the ratable aspect location, specific for the local

context of the sentence (words: “transport”, “walk”,

“bus”). Local topics are reused between very differ-

ent types of items, whereas global topics correspond

only to particular types of items.

In MG-LDA a document is represented as a set

of sliding windows, each covering T adjacent sen-

tences within a document.4 Each window v in docu-

ment d has an associated distribution over local top-

ics θloc
d,v and a distribution defining preference for lo-

cal topics versus global topics πd,v. A word can be

sampled using any window covering its sentence s,

where the window is chosen according to a categor-

ical distribution ψd,s. Importantly, the fact that win-

dows overlap permits the model to exploit a larger

co-occurrence domain. These simple techniques are

capable of modeling local topics without more ex-

pensive modeling of topic transitions used in (Grif-

fiths et al., 2004; Wang and McCallum, 2005; Wal-

lach, 2006; Gruber et al., 2007). Introduction of a

symmetrical Dirichlet prior Dir(γ) for the distribu-

tion ψd,s can control the smoothness of transitions.

4Our particular implementation is over sentences, but sliding

windows in theory can be over any sized fragment of text.

(a) (b)
Figure 3: (a) MG-LDA model. (b) An extension of MG-

LDA to obtain MAS.

The formal definition of the model with Kgl

global and K loc local topics is as follows: First,

draw Kgl word distributions for global topics ϕ
gl
z

from a Dirichlet prior Dir(βgl) and K loc word dis-

tributions for local topics ϕloc
z′ - from Dir(βloc).

Then, for each document d:

• Choose a distribution of global topics θ
gl

d ∼ Dir(αgl).

• For each sentence s choose a distribution over sliding

windows ψd,s(v) ∼ Dir(γ).

• For each sliding window v

– choose θloc
d,v ∼ Dir(αloc),

– choose πd,v ∼ Beta(αmix).

• For each word i in sentence s of document d

– choose window vd,i ∼ ψd,s,

– choose rd,i ∼ πd,vd,i
,

– if rd,i = gl choose global topic zd,i ∼ θ
gl

d ,

– if rd,i= loc choose local topic zd,i∼θloc
d,vd,i

,

– choose word wd,i from the word distribution ϕ
rd,i
zd,i

.

Beta(αmix) is a prior Beta distribution for choos-

ing between local and global topics. In Figure 3a the

corresponding graphical model is presented.

2.2 Multi-Aspect Sentiment Model

MG-LDA constructs a set of topics that ideally cor-

respond to ratable aspects of an entity (often in a

many-to-one relationship of topics to aspects). A

major shortcoming of this model – and all other un-

supervised models – is that this correspondence is

not explicit, i.e., how does one say that topic X is re-

ally about aspect Y? However, we can observe that

numeric aspect ratings are often included in our data

by users who left the reviews. We then make the

assumption that the text of the review discussing an

aspect is predictive of its rating. Thus, if we model

the prediction of aspect ratings jointly with the con-

struction of explicitly associated topics, then such a
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model should benefit from both higher quality topics

and a direct assignment from topics to aspects. This

is the basic idea behind the Multi-Aspect Sentiment

model (MAS).

In its simplest form, MAS introduces a classifier

for each aspect, which is used to predict its rating.

Each classifier is explicitly associated to a single

topic in the model and only words assigned to that

topic can participate in the prediction of the senti-

ment rating for the aspect. However, it has been ob-

served that ratings for different aspects can be cor-

related (Snyder and Barzilay, 2007), e.g., very neg-

ative opinion about room cleanliness is likely to re-

sult not only in a low rating for the aspect rooms,

but also is very predictive of low ratings for the as-

pects service and dining. This complicates discovery

of the corresponding topics, as in many reviews the

most predictive features for an aspect rating might

correspond to another aspect. Another problem with

this overly simplistic model is the presence of opin-

ions about an item in general without referring to

any particular aspect. For example, “this product is

the worst I have ever purchased” is a good predic-

tor of low ratings for every aspect. In such cases,

non-aspect ‘background’ words will appear to be the

most predictive. Therefore, the use of the aspect sen-

timent classifiers based only on the words assigned

to the corresponding topics is problematic. Such a

model will not be able to discover coherent topics

associated with each aspect, because in many cases

the most predictive fragments for each aspect rating

will not be the ones where this aspect is discussed.

Our proposal is to estimate the distribution of pos-

sible values of an aspect rating on the basis of the

overall sentiment rating and to use the words as-

signed to the corresponding topic to compute cor-

rections for this aspect. An aspect rating is typically

correlated to the overall sentiment rating5 and the

fragments discussing this particular aspect will help

to correct the overall sentiment in the appropriate di-

rection. For example, if a review of a hotel is gen-

erally positive, but it includes a sentence “the neigh-

borhood is somewhat seedy” then this sentence is

predictive of rating for an aspect location being be-

low other ratings. This rectifies the aforementioned

5In the dataset used in our experiments all three aspect rat-

ings are equivalent for 5,250 reviews out of 10,000.

problems. First, aspect sentiment ratings can often

be regarded as conditionally independent given the

overall rating, therefore the model will not be forced

to include in an aspect topic any words from other

aspect topics. Secondly, the fragments discussing

overall opinion will influence the aspect rating only

through the overall sentiment rating. The overall

sentiment is almost always present in the real data

along with the aspect ratings, but it can be coarsely

discretized and we preferred to use a latent overall

sentiment.

The MAS model is presented in Figure 3b. Note

that for simplicity we decided to omit in the figure

the components of the MG-LDA model other than

variables r, z and w, though they are present in the

statistical model. MAS also allows for extra unasso-

ciated local topics in order to capture aspects not ex-

plicitly rated by the user. As in MG-LDA, MAS has

global topics which are expected to capture topics

corresponding to particular types of items, such Lon-

don hotels or seaside resorts for the hotel domain. In

figure 3b we shaded the aspect ratings ya, assuming

that every aspect rating is present in the data (though

in practice they might be available only for some re-

views). In this model the distribution of the overall

sentiment rating yov is based on all the n-gram fea-

tures of a review text. Then the distribution of ya, for

every rated aspect a, can be computed from the dis-

tribution of yov and from any n-gram feature where

at least one word in the n-gram is assigned to the

associated aspect topic (r = loc, z = a).

Instead of having a latent variable yov,6 we use a

similar model which does not have an explicit no-

tion of yov. The distribution of a sentiment rating ya

for each rated aspect a is computed from two scores.

The first score is computed on the basis of all the n-

grams, but using a common set of weights indepen-

dent of the aspect a. Another score is computed only

using n-grams associated with the related topic, but

an aspect-specific set of weights is used in this com-

putation. More formally, we consider the log-linear

distribution:

P (ya = y|w, r, z)∝exp(ba
y+

∑

f∈w

Jf,y+pa
f,r,zJ

a
f,y), (1)

where w, r, z are vectors of all the words in a docu-

6Preliminary experiments suggested that this is also a feasi-

ble approach, but somewhat more computationally expensive.
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ment, assignments of context (global or local) and

topics for all the words in the document, respec-

tively. ba
y is the bias term which regulates the prior

distribution P (ya = y), f iterates through all the

n-grams, Jy,f and Ja
y,f are common weights and

aspect-specific weights for n-gram feature f . pa
f,r,z

is equal to a fraction of words in n-gram feature f

assigned to the aspect topic (r = loc, z = a).

2.3 Inference in MAS

Exact inference in the MAS model is intractable.

Following Titov and McDonald (2008) we use a col-

lapsed Gibbs sampling algorithm that was derived

for the MG-LDA model based on the Gibbs sam-

pling method proposed for LDA in (Griffiths and

Steyvers, 2004). Gibbs sampling is an example of a

Markov Chain Monte Carlo algorithm (Geman and

Geman, 1984). It is used to produce a sample from

a joint distribution when only conditional distribu-

tions of each variable can be efficiently computed.

In Gibbs sampling, variables are sequentially sam-

pled from their distributions conditioned on all other

variables in the model. Such a chain of model states

converges to a sample from the joint distribution. A

naive application of this technique to LDA would

imply that both assignments of topics to words z

and distributions θ and ϕ should be sampled. How-

ever, (Griffiths and Steyvers, 2004) demonstrated

that an efficient collapsed Gibbs sampler can be con-

structed, where only assignments z need to be sam-

pled, whereas the dependency on distributions θ and

ϕ can be integrated out analytically.

In the case of MAS we also use maximum a-

posteriori estimates of the sentiment predictor pa-

rameters ba
y, Jy,f and Ja

y,f . The MAP estimates for

parameters ba
y , Jy,f and Ja

y,f are obtained by us-

ing stochastic gradient ascent. The direction of the

gradient is computed simultaneously with running a

chain by generating several assignments at each step

and averaging over the corresponding gradient esti-

mates. For details on computing gradients for log-

linear graphical models with Gibbs sampling we re-

fer the reader to (Neal, 1992).

Space constraints do not allow us to present either

the derivation or a detailed description of the sam-

pling algorithm. However, note that the conditional

distribution used in sampling decomposes into two

parts:

P (vd,i = v, rd,i = r, zd,i = z|v’, r’, z’, w, y) ∝

ηd,i
v,r,z × ρd,i

r,z, (2)

where v’, r’ and z’ are vectors of assignments of

sliding windows, context (global or local) and top-

ics for all the words in the collection except for the

considered word at position i in document d; y is the

vector of sentiment ratings. The first factor η
d,i
v,r,z is

responsible for modeling co-occurrences on the win-

dow and document level and coherence of the topics.

This factor is proportional to the conditional distri-

bution used in the Gibbs sampler of the MG-LDA

model (Titov and McDonald, 2008). The last fac-

tor quantifies the influence of the assignment of the

word (d, i) on the probability of the sentiment rat-

ings. It appears only if ratings are known (observ-

able) and equals:

ρd,i
r,z =

∏

a

P (yd
a|w, r’, rd,i = r, z’, zd,i = z)

P (yd
a|w, r’, z’, rd,i = gl)

,

where the probability distribution is computed as de-

fined in expression (1), yd
a is the rating for the ath

aspect of review d.

3 Experiments

In this section we present qualitative and quantita-

tive experiments. For the qualitative analysis we

show that topics inferred by the MAS model cor-

respond directly to the associated aspects. For the

quantitative analysis we show that the MAS model

induces a distribution over the rated aspects which

can be used to accurately predict whether a text frag-

ment is relevant to an aspect or not.

3.1 Qualitative Evaluation

To perform qualitative experiments we used a set

of reviews of hotels taken from TripAdvisor.com7

that contained 10,000 reviews (109,024 sentences,

2,145,313 words in total). Every review was

rated with at least three aspects: service, location

and rooms. Each rating is an integer from 1 to 5.

The dataset was tokenized and sentence split auto-

matically.

7(c) 2005-06, TripAdvisor, LLC All rights reserved
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rated aspect top words

service staff friendly helpful service desk concierge excellent extremely hotel great reception english pleasant help

location hotel walk location station metro walking away right minutes close bus city located just easy restaurants

local rooms room bathroom shower bed tv small water clean comfortable towels bath nice large pillows space beds tub

topics - breakfast free coffee internet morning access buffet day wine nice lobby complimentary included good fruit

- $ night parking rate price paid day euros got cost pay hotel worth euro expensive car extra deal booked

- room noise night street air did door floor rooms open noisy window windows hear outside problem quiet sleep

global - moscow st russian petersburg nevsky russia palace hermitage kremlin prospect river prospekt kempinski

topics - paris tower french eiffel dame notre rue st louvre rer champs opera elysee george parisian du pantheon cafes

Table 1: Top words from MAS for hotel reviews.

Krooms top words

2 rooms clean hotel room small nice comfortable modern good quite large lobby old decor spacious decorated bathroom size

room noise night street did air rooms door open noisy window floor hear windows problem outside quiet sleep bit light

3 room clean bed comfortable rooms bathroom small beds nice large size tv spacious good double big space huge king

room floor view rooms suite got views given quiet building small balcony upgraded nice high booked asked overlooking

room bathroom shower air water did like hot small towels door old window toilet conditioning open bath dirty wall tub

4 room clean rooms comfortable bed small beds nice bathroom size large modern spacious good double big quiet decorated

check arrived time day airport early room luggage took late morning got long flight ready minutes did taxi bags went

room noise night street did air rooms noisy open door hear windows window outside quiet sleep problem floor conditioning

bathroom room shower tv bed small water towels bath tub large nice toilet clean space toiletries flat wall sink screen

Table 2: Top words for aspect rooms with different number of topics Krooms.

We ran the sampling chain for 700 iterations to

produce a sample. Distributions of words in each

topic were estimated as the proportion of words as-

signed to each topic, taking into account topic model

priors βgl and βloc. The sliding windows were cho-

sen to cover 3 sentences for all the experiments. All

the priors were chosen to be equal to 0.1. We used

15 local topics and 30 global topics. In the model,

the first three local topics were associated to the

rating classifiers for each aspects. As a result, we

would expect these topics to correspond to the ser-

vice, location, and rooms aspects respectively. Un-

igram and bigram features were used in the senti-

ment predictors in the MAS model. Before apply-

ing the topic models we removed punctuation and

also removed stop words using the standard list of

stop words,8 however, all the words and punctuation

were used in the sentiment predictors.

It does not take many chain iterations to discover

initial topics. This happens considerably faster than

the appropriate weights of the sentiment predictor

being learned. This poses a problem, because, in the

beginning, the sentiment predictors are not accurate

enough to force the model to discover appropriate

topics associated with each of the rated aspects. And

as soon as topic are formed, aspect sentiment predic-

tors cannot affect them anymore because they do not

8http://www.dcs.gla.ac.uk/idom/ir resources/linguistic utils/

stop words

have access to the true words associated with their

aspects. To combat this problem we first train the

sentiment classifiers by assuming that pa
f,r,z is equal

for all the local topics, which effectively ignores the

topic model. Then we use the estimated parame-

ters within the topic model.9 Secondly, we mod-

ify the sampling algorithm. The conditional prob-

ability used in sampling, expression (2), is propor-

tional to the product of two factors. The first factor,

η
d,i
v,r,z , expresses a preference for topics likely from

the co-occurrence information, whereas the second

one, ρ
d,i
r,z , favors the choice of topics which are pre-

dictive of the observable sentiment ratings. We used

(ρd,i
r,z)1+0.95tq in the sampling distribution instead of

ρ
d,i
r,z , where t is the iteration number. q was chosen

to be 4, though the quality of the topics seemed to

be indistinguishable with any q between 3 and 10.

This can be thought of as having 1 + 0.95tq ratings

instead of a single vector assigned to each review,

i.e., focusing the model on prediction of the ratings

rather than finding the topic labels which are good at

explaining co-occurrences of words. These heuris-

tics influence sampling only during the first itera-

tions of the chain.

Top words for some of discovered local topics, in-

9Initial experiments suggested that instead of doing this

‘pre-training’ we could start with very large priors αloc and

αmix, and then reduce them through the course of training.

However, this is significantly more computationally expensive.
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Figure 4: (a) Aspect service. (b) Aspect location. (c) Aspect rooms.

cluding the first 3 topics associated with the rated as-

pects, and also top words for some of global topics

are presented in Table 1. We can see that the model

discovered as its first three topics the correct associ-

ated aspects: service, location, and rooms. Other lo-

cal topics, as for the MG-LDA model, correspond to

other aspects discussed in reviews (breakfast, prices,

noise), and as it was previously shown in Titov and

McDonald (2008), aspects for global topics corre-

spond to the types of reviewed items (hotels in Rus-

sia, Paris hotels) or background words.

Notice though, that the 3rd local topic induced for

the rating rooms is slightly narrow. This can be ex-

plained by the fact that the aspect rooms is a central

aspect of hotel reviews. A very significant fraction

of text in every review can be thought of as a part of

the aspect rooms. These portions of reviews discuss

different coherent sub-aspects related to the aspect

rooms, e.g., the previously discovered topic noise.

Therefore, it is natural to associate several topics to

such central aspects. To test this we varied the num-

ber of topics associated with the sentiment predictor

for the aspect rooms. Top words for resulting top-

ics are presented in Table 2. It can be observed that

the topic model discovered appropriate topics while

the number of topics was below 4. With 4 topics

a semantically unrelated topic (check-in/arrival) is

induced. Manual selection of the number of topics

is undesirable, but this problem can be potentially

tackled with Dirichlet Process priors or a topic split

criterion based on the accuracy of the sentiment pre-

dictor in the MAS model. We found that both ser-

vice and location did not benefit by the assignment

of additional topics to their sentiment rating models.

The experimental results suggest that the MAS

model is reliable in the discovery of topics corre-

sponding to the rated aspects. In the next section

we will show that the induced topics can be used to

accurately extract fragments for each aspect.

3.2 Sentence Labeling

A primary advantage of MAS over unsupervised

models, such as MG-LDA or clustering, is that top-

ics are linked to a rated aspect, i.e., we know ex-

actly which topics model which aspects. As a re-

sult, these topics can be directly used to extract tex-

tual mentions that are relevant for an aspect. To test

this, we hand labeled 779 random sentences from

the dataset considered in the previous set of experi-

ments. The sentences were labeled with one or more

aspects. Among them, 164, 176 and 263 sentences

were labeled as related to aspects service, location

and rooms, respectively. The remaining sentences

were not relevant to any of the rated aspects.

We compared two models. The first model uses

the first three topics of MAS to extract relevant men-

tions based on the probability of that topic/aspect be-

ing present in the sentence. To obtain these probabil-

ities we used estimators based on the proportion of

words in the sentence assigned to an aspects’ topic

and normalized within local topics. To improve the

reliability of the estimator we produced 100 sam-

ples for each document while keeping assignments

of the topics to all other words in the collection fixed.

The probability estimates were then obtained by av-

eraging over these samples. We did not perform

any model selection on the basis of the hand-labeled

data, and tested only a single model of each type.
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For the second model we trained a maximum en-

tropy classifier, one per each aspect, using 10-fold

cross validation and unigram/bigram features. Note

that this is a supervised system and as such repre-

sents an upper-bound in performance one might ex-

pect when comparing an unsupervised model such

as MAS. We chose this comparison to demonstrate

that our model can find relevant text mentions with

high accuracy relative to a supervised model. It is

difficult to compare our model to other unsupervised

systems such as MG-LDA or LDA. Again, this is

because those systems have no mechanism for di-

rectly correlating topics or clusters to corresponding

aspects, highlighting the benefit of MAS.

The resulting precision-recall curves for the as-

pects service, location and rooms are presented

in Figure 4. In Figure 4c, we varied the number

of topics associated with the aspect rooms.10 The

average precision we obtained (the standard mea-

sure proportional to the area under the curve) is

75.8%, 85.5% for aspects service and location, re-

spectively. For the aspect rooms these scores are

equal to 75.0%, 74.5%, 87.6%, 79.8% with 1–4 top-

ics per aspect, respectively. The logistic regression

models achieve 80.8%, 94.0% and 88.3% for the as-

pects service, location and rooms. We can observe

that the topic model, which does not use any explic-

itly aspect-labeled text, achieves accuracies lower

than, but comparable to a supervised model.

4 Related Work

There is a growing body of work on summariz-

ing sentiment by extracting and aggregating senti-

ment over ratable aspects and providing correspond-

ing textual evidence. Text excerpts are usually ex-

tracted through string matching (Hu and Liu, 2004a;

Popescu and Etzioni, 2005), sentence clustering

(Gamon et al., 2005), or through topic models (Mei

et al., 2007; Titov and McDonald, 2008). String ex-

traction methods are limited to fine-grained aspects

whereas clustering and topic model approaches must

resort to ad-hoc means of labeling clusters or topics.

However, this is the first work we are aware of that

uses a pre-defined set of aspects plus an associated

signal to learn a mapping from text to an aspect for

10To improve readability we smoothed the curve for the as-

pect rooms.

the purpose of extraction.

A closely related model to ours is that of Mei et

al. (2007) which performs joint topic and sentiment

modeling of collections. Our model differs from

theirs in many respects: Mei et al. only model senti-

ment predictions for the entire document and not on

the aspect level; They treat sentiment predictions as

unobserved variables, whereas we treat them as ob-

served signals that help to guide the creation of top-

ics; They model co-occurrences solely on the docu-

ment level, whereas our model is based on MG-LDA

and models both local and global contexts.

Recently, Blei and McAuliffe (2008) proposed an

approach for joint sentiment and topic modeling that

can be viewed as a supervised LDA (sLDA) model

that tries to infer topics appropriate for use in a

given classification or regression problem. MAS and

sLDA are similar in that both use sentiment predic-

tions as an observed signal that is predicted by the

model. However, Blei et al. do not consider multi-

aspect ranking or look at co-occurrences beyond the

document level, both of which are central to our

model. Parallel to this study Branavan et al. (2008)

also showed that joint models of text and user anno-

tations benefit extractive summarization. In partic-

ular, they used signals from pros-cons lists whereas

our models use aspect rating signals.

5 Conclusions

In this paper we presented a joint model of text and

aspect ratings for extracting text to be displayed in

sentiment summaries. The model uses aspect ratings

to discover the corresponding topics and can thus ex-

tract fragments of text discussing these aspects with-

out the need of annotated data. We demonstrated

that the model indeed discovers corresponding co-

herent topics and achieves accuracy in sentence la-

beling comparable to a standard supervised model.

The primary area of future work is to incorporate the

model into an end-to-end sentiment summarization

system in order to evaluate it at that level.
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Abstract

To date, parsers have made limited use of se-
mantic information, but there is evidence to
suggest that semantic features can enhance
parse disambiguation. This paper shows that
semantic classes help to obtain significant im-
provement in both parsing and PP attachment
tasks. We devise a gold-standard sense- and
parse tree-annotated dataset based on the in-
tersection of the Penn Treebank and SemCor,
and experiment with different approaches to
both semantic representation and disambigua-
tion. For the Bikel parser, we achieved a
maximal error reduction rate over the base-
line parser of 6.9% and 20.5%, for parsing and
PP-attachment respectively, using an unsuper-
vised WSD strategy. This demonstrates that
word sense information can indeed enhance
the performance of syntactic disambiguation.

1 Introduction

Traditionally, parse disambiguation has relied on
structural features extracted from syntactic parse
trees, and made only limited use of semantic in-
formation. There is both empirical evidence and
linguistic intuition to indicate that semantic fea-
tures can enhance parse disambiguation perfor-
mance, however. For example, a number of different
parsers have been shown to benefit from lexicalisa-
tion, that is, the conditioning of structural features
on the lexical head of the given constituent (Mager-
man, 1995; Collins, 1996; Charniak, 1997; Char-
niak, 2000; Collins, 2003). As an example of lexi-
calisation, we may observe in our training data that
knife often occurs as the manner adjunct of open in
prepositional phrases headed by with (c.f. open with

a knife), which would provide strong evidence for
with (a) knife attaching to open and not box in open
the box with a knife. It would not, however, pro-
vide any insight into the correct attachment of with
scissors in open the box with scissors, as the disam-
biguation model would not be able to predict that
knife and scissors are semantically similar and thus
likely to have the same attachment preferences.

In order to deal with this limitation, we propose to
integrate directly the semantic classes of words into
the process of training the parser. This is done by
substituting the original words with semantic codes
that reflect semantic classes. For example, in the
above example we could substitute both knife and
scissors with the semantic class TOOL, thus relating
the training and test instances directly. We explore
several models for semantic representation, based
around WordNet (Fellbaum, 1998).

Our approach to exploring the impact of lexical
semantics on parsing performance is to take two
state-of-the-art statistical treebank parsers and pre-
process the inputs variously. This simple method
allows us to incorporate semantic information into
the parser without having to reimplement a full sta-
tistical parser, and also allows for maximum compa-
rability with existing results in the treebank parsing
community. We test the parsers over both a PP at-
tachment and full parsing task.

In experimenting with different semantic repre-
sentations, we require some strategy to disambiguate
the semantic class of polysemous words in context
(e.g. determining for each instance of crane whether
it refers to an animal or a lifting device). We explore
a number of disambiguation strategies, including the
use of hand-annotated (gold-standard) senses, the
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use of the most frequent sense, and an unsupervised
word sense disambiguation (WSD) system.

This paper shows that semantic classes help to
obtain significant improvements for both PP attach-
ment and parsing. We attain a 20.5% error reduction
for PP attachment, and 6.9% for parsing. These re-
sults are achieved using most frequent sense infor-
mation, which surprisingly outperforms both gold-
standard senses and automatic WSD.

The results are notable in demonstrating that very
simple preprocessing of the parser input facilitates
significant improvements in parser performance. We
provide the first definitive results that word sense
information can enhance Penn Treebank parser per-
formance, building on earlier results of Bikel (2000)
and Xiong et al. (2005). Given our simple procedure
for incorporating lexical semantics into the parsing
process, our hope is that this research will open the
door to further gains using more sophisticated pars-
ing models and richer semantic options.

2 Background

This research is focused on applying lexical seman-
tics in parsing and PP attachment tasks. Below, we
outline these tasks.

Parsing
As our baseline parsers, we use two state-of-the-

art lexicalised parsing models, namely the Bikel
parser (Bikel, 2004) and Charniak parser (Charniak,
2000). While a detailed description of the respective
parsing models is beyond the scope of this paper, it
is worth noting that both parsers induce a context
free grammar as well as a generative parsing model
from a training set of parse trees, and use a devel-
opment set to tune internal parameters. Tradition-
ally, the two parsers have been trained and evaluated
over the WSJ portion of the Penn Treebank (PTB:
Marcus et al. (1993)). We diverge from this norm in
focusing exclusively on a sense-annotated subset of
the Brown Corpus portion of the Penn Treebank, in
order to investigate the upper bound performance of
the models given gold-standard sense information.

PP attachment in a parsing context
Prepositional phrase attachment (PP attachment)

is the problem of determining the correct attachment
site for a PP, conventionally in the form of the noun

or verb in a V NP PP structure (Ratnaparkhi et al.,
1994; Mitchell, 2004). For instance, in I ate a pizza
with anchovies, the PP with anchovies could attach
either to the verb (c.f. ate with anchovies) or to the
noun (c.f. pizza with anchovies), of which the noun
is the correct attachment site. With I ate a pizza with
friends, on the other hand, the verb is the correct at-
tachment site. PP attachment is a structural ambigu-
ity problem, and as such, a subproblem of parsing.

Traditionally the so-called RRR data (Ratna-
parkhi et al., 1994) has been used to evaluate PP
attachment algorithms. RRR consists of 20,081
training and 3,097 test quadruples of the form
(v,n1,p,n2), where the attachment decision is
either v or n1. The best published results over RRR
are those of Stetina and Nagao (1997), who em-
ploy WordNet sense predictions from an unsuper-
vised WSD method within a decision tree classifier.
Their work is particularly inspiring in that it signifi-
cantly outperformed the plethora of lexicalised prob-
abilistic models that had been proposed to that point,
and has not been beaten in later attempts.

In a recent paper, Atterer and Schütze (2007) crit-
icised the RRR dataset because it assumes that an
oracle parser provides the two hypothesised struc-
tures to choose between. This is needed to derive the
fact that there are two possible attachment sites, as
well as information about the lexical phrases, which
are typically extracted heuristically from gold stan-
dard parses. Atterer and Schütze argue that the only
meaningful setting for PP attachment is within a
parser, and go on to demonstrate that in a parser set-
ting, the Bikel parser is competitive with the best-
performing dedicated PP attachment methods. Any
improvement in PP attachment performance over the
baseline Bikel parser thus represents an advance-
ment in state-of-the-art performance.

That we specifically present results for PP attach-
ment in a parsing context is a combination of us sup-
porting the new research direction for PP attachment
established by Atterer and Schütze, and us wishing
to reinforce the findings of Stetina and Nagao that
word sense information significantly enhances PP
attachment performance in this new setting.

Lexical semantics in parsing
There have been a number of attempts to incorpo-

rate word sense information into parsing tasks. The
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most closely related research is that of Bikel (2000),
who merged the Brown portion of the Penn Tree-
bank with SemCor (similarly to our approach in Sec-
tion 4.1), and used this as the basis for evaluation of
a generative bilexical model for joint WSD and pars-
ing. He evaluated his proposed model in a parsing
context both with and without WordNet-based sense
information, and found that the introduction of sense
information either had no impact or degraded parse
performance.

The only successful applications of word sense in-
formation to parsing that we are aware of are Xiong
et al. (2005) and Fujita et al. (2007). Xiong et al.
(2005) experimented with first-sense and hypernym
features from HowNet and CiLin (both WordNets
for Chinese) in a generative parse model applied
to the Chinese Penn Treebank. The combination
of word sense and first-level hypernyms produced
a significant improvement over their basic model.
Fujita et al. (2007) extended this work in imple-
menting a discriminative parse selection model in-
corporating word sense information mapped onto
upper-level ontologies of differing depths. Based
on gold-standard sense information, they achieved
large-scale improvements over a basic parse selec-
tion model in the context of the Hinoki treebank.

Other notable examples of the successful incorpo-
ration of lexical semantics into parsing, not through
word sense information but indirectly via selectional
preferences, are Dowding et al. (1994) and Hektoen
(1997). For a broader review of WSD in NLP appli-
cations, see Resnik (2006).

3 Integrating Semantics into Parsing

Our approach to providing the parsers with sense
information is to make available the semantic de-
notation of each word in the form of a semantic
class. This is done simply by substituting the origi-
nal words with semantic codes. For example, in the
earlier example of open with a knife we could sub-
stitute both knife and scissors with the class TOOL,
and thus directly facilitate semantic generalisation
within the parser. There are three main aspects that
we have to consider in this process: (i) the seman-
tic representation, (ii) semantic disambiguation, and
(iii) morphology.

There are many ways to represent semantic re-

lationships between words. In this research we
opt for a class-based representation that will map
semantically-related words into a common semantic
category. Our choice for this work was the WordNet
2.1 lexical database, in which synonyms are grouped
into synsets, which are then linked via an IS-A hi-
erarchy. WordNet contains other types of relations
such as meronymy, but we did not use them in this
research. With any lexical semantic resource, we
have to be careful to choose the appropriate level of
granularity for a given task: if we limit ourselves to
synsets we will not be able to capture broader gen-
eralisations, such as the one between knife and scis-
sors;1 on the other hand by grouping words related at
a higher level in the hierarchy we could find that we
make overly coarse groupings (e.g. mallet, square
and steel-wool pad are also descendants of TOOL in
WordNet, none of which would conventionally be
used as the manner adjunct of cut). We will test dif-
ferent levels of granularity in this work.

The second problem we face is semantic disam-
biguation. The more fine-grained our semantic rep-
resentation, the higher the average polysemy and the
greater the need to distinguish between these senses.
For instance, if we find the word crane in a con-
text such as demolish a house with the crane, the
ability to discern that this corresponds to the DE-
VICE and not ANIMAL sense of word will allow us
to avoid erroneous generalisations. This problem of
identifying the correct sense of a word in context is
known as word sense disambiguation (WSD: Agirre
and Edmonds (2006)). Disambiguating each word
relative to its context of use becomes increasingly
difficult for fine-grained representations (Palmer et
al., 2006). We experiment with different ways of
tackling WSD, using both gold-standard data and
automatic methods.

Finally, when substituting words with semantic
tags we have to decide how to treat different word
forms of a given lemma. In the case of English, this
pertains most notably to verb inflection and noun
number, a distinction which we lose if we opt to
map all word forms onto semantic classes. For our
current purposes we choose to substitute all word

1In WordNet 2.1, knife and scissors are sister synsets, both
of which have TOOL as their 4th hypernym. Only by mapping
them onto their 1st hypernym or higher would we be able to
capture the semantic generalisation alluded to above.
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forms, but we plan to look at alternative represen-
tations in the future.

4 Experimental setting

We evaluate the performance of our approach in two
settings: (1) full parsing, and (2) PP attachment
within a full parsing context. Below, we outline the
dataset used in this research and the parser evalu-
ation methodology, explain the methodology used
to perform PP attachment, present the different op-
tions for semantic representation, and finally detail
the disambiguation methods.

4.1 Dataset and parser evaluation

One of the main requirements for our dataset is the
availability of gold-standard sense and parse tree an-
notations. The gold-standard sense annotations al-
low us to perform upper bound evaluation of the rel-
ative impact of a given semantic representation on
parsing and PP attachment performance, to contrast
with the performance in more realistic semantic dis-
ambiguation settings. The gold-standard parse tree
annotations are required in order to carry out evalu-
ation of parser and PP attachment performance.

The only publicly-available resource with these
two characteristics at the time of this work was the
subset of the Brown Corpus that is included in both
SemCor (Landes et al., 1998) and the Penn Tree-
bank (PTB).2 This provided the basis of our dataset.
After sentence- and word-aligning the SemCor and
PTB data (discarding sentences where there was a
difference in tokenisation), we were left with a total
of 8,669 sentences containing 151,928 words. Note
that this dataset is smaller than the one described by
Bikel (2000) in a similar exercise, the reason being
our simple and conservative approach taken when
merging the resources.

We relied on this dataset alone for all the exper-
iments in this paper. In order to maximise repro-
ducibility and encourage further experimentation in
the direction pioneered in this research, we parti-
tioned the data into 3 sets: 80% training, 10% devel-
opment and 10% test data. This dataset is available
on request to the research community.

2OntoNotes (Hovy et al., 2006) includes large-scale tree-
bank and (selective) sense data, which we plan to use for future
experiments when it becomes fully available.

We evaluate the parsers via labelled bracketing re-
call (R), precision (P) and F-score (F1). We use
Bikel’s randomized parsing evaluation comparator3

(with p < 0.05 throughout) to test the statistical sig-
nificance of the results using word sense informa-
tion, relative to the respective baseline parser using
only lexical features.

4.2 PP attachment task

Following Atterer and Schütze (2007), we wrote
a script that, given a parse tree, identifies in-
stances of PP attachment ambiguity and outputs the
(v,n1,p,n2) quadruple involved and the attach-
ment decision. This extraction system uses Collins’
rules (based on TREEP (Chiang and Bikel, 2002))
to locate the heads of phrases. Over the combined
gold-standard parsing dataset, our script extracted a
total of 2,541 PP attachment quadruples. As with
the parsing data, we partitioned the data into 3 sets:
80% training, 10% development and 10% test data.
Once again, this dataset and the script used to ex-
tract the quadruples are available on request to the
research community.

In order to evaluate the PP attachment perfor-
mance of a parser, we run our extraction script over
the parser output in the same manner as for the gold-
standard data, and compare the extracted quadru-
ples to the gold-standard ones. Note that there is
no guarantee of agreement in the quadruple mem-
bership between the extraction script and the gold
standard, as the parser may have produced a parse
which is incompatible with either attachment possi-
bility. A quadruple is deemed correct if: (1) it exists
in the gold standard, and (2) the attachment deci-
sion is correct. Conversely, it is deemed incorrect if:
(1) it exists in the gold standard, and (2) the attach-
ment decision is incorrect. Quadruples not found in
the gold standard are discarded. Precision was mea-
sured as the number of correct quadruples divided by
the total number of correct and incorrect quadruples
(i.e. all quadruples which are not discarded), and re-
call as the number of correct quadruples divided by
the total number of gold-standard quadruples in the
test set. This evaluation methodology coincides with
that of Atterer and Schütze (2007).

Statistical significance was calculated based on

3www.cis.upenn.edu/˜dbikel/software.html
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a modified version of the Bikel comparator (see
above), once again with p < 0.05.

4.3 Semantic representation

We experimented with a range of semantic represen-
tations, all of which are based on WordNet 2.1. As
mentioned above, words in WordNet are organised
into sets of synonyms, called synsets. Each synset
in turn belongs to a unique semantic file (SF). There
are a total of 45 SFs (1 for adverbs, 3 for adjectives,
15 for verbs, and 26 for nouns), based on syntactic
and semantic categories. A selection of SFs is pre-
sented in Table 1 for illustration purposes.

We experiment with both full synsets and SFs as
instances of fine-grained and coarse-grained seman-
tic representation, respectively. As an example of
the difference in these two representations, knife in
its tool sense is in the EDGE TOOL USED AS A CUT-
TING INSTRUMENT singleton synset, and also in the
ARTIFACT SF along with thousands of other words
including cutter. Note that these are the two ex-
tremes of semantic granularity in WordNet, and we
plan to experiment with intermediate representation
levels in future research (c.f. Li and Abe (1998), Mc-
Carthy and Carroll (2003), Xiong et al. (2005), Fu-
jita et al. (2007)).

As a hybrid representation, we tested the effect
of merging words with their corresponding SF (e.g.
knife+ARTIFACT ). This is a form of semantic spe-
cialisation rather than generalisation, and allows the
parser to discriminate between the different senses
of each word, but not generalise across words.

For each of these three semantic representations,
we experimented with substituting each of: (1) all
open-class POSs (nouns, verbs, adjectives and ad-
verbs), (2) nouns only, and (3) verbs only. There are
thus a total of 9 combinations of representation type
and target POS.

4.4 Disambiguation methods

For a given semantic representation, we need some
form of WSD to determine the semantics of each
token occurrence of a target word. We experimented
with three options:

1. Gold-standard: Gold-standard annotations
from SemCor. This gives us the upper bound
performance of the semantic representation.

SF ID DEFINITION
adj.all all adjective clusters
adj.pert relational adjectives (pertainyms)
adj.ppl participial adjectives
adv.all all adverbs
noun.act nouns denoting acts or actions
noun.animal nouns denoting animals
noun.artifact nouns denoting man-made objects
...
verb.consumption verbs of eating and drinking
verb.emotion verbs of feeling
verb.perception verbs of seeing, hearing, feeling
...

Table 1: A selection of WordNet SFs

2. First Sense (1ST): All token instances of a
given word are tagged with their most fre-
quent sense in WordNet.4 Note that the first
sense predictions are based largely on the same
dataset as we use in our evaluation, such that
the predictions are tuned to our dataset and not
fully unsupervised.

3. Automatic Sense Ranking (ASR): First sense
tagging as for First Sense above, except that an
unsupervised system is used to automatically
predict the most frequent sense for each word
based on an independent corpus. The method
we use to predict the first sense is that of Mc-
Carthy et al. (2004), which was obtained us-
ing a thesaurus automatically created from the
British National Corpus (BNC) applying the
method of Lin (1998), coupled with WordNet-
based similarity measures. This method is fully
unsupervised and completely unreliant on any
annotations from our dataset.

In the case of SFs, we perform full synset WSD
based on one of the above options, and then map the
prediction onto the corresponding (unique) SF.

5 Results

We present the results for each disambiguation ap-
proach in turn, analysing the results for parsing and
PP attachment separately.

4There are some differences with the most frequent sense in
SemCor, due to extra corpora used in WordNet development,
and also changes in WordNet from the original version used for
the SemCor tagging.
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CHARNIAK BIKELSYSTEM R P F1 R P F1

Baseline .857 .808 .832 .837 .845 .841
SF .855 .809 .831 .847∗ .854∗ .850∗

SFn .860 .808 .833 .847∗ .853∗ .850∗

SFv .861 .811 .835 .847∗ .856∗ .851∗
word + SF .865∗ .814∗ .839∗ .837 .846 .842
word + SFn .862 .809 .835 .841∗ .850∗ .846∗

word + SFv .862 .810 .835 .840 .851 .845
Syn .863∗ .812 .837 .845∗ .853∗ .849∗

Synn .860 .807 .832 .841 .849 .845
Synv .863∗ .813∗ .837∗ .843∗ .851∗ .847∗

Table 2: Parsing results with gold-standard senses (∗ in-
dicates that the recall or precision is significantly better
than baseline; the best performing method in each col-
umn is shown in bold)

5.1 Gold standard

We disambiguated each token instance in our cor-
pus according to the gold-standard sense data, and
trained both the Charniak and Bikel parsers over
each semantic representation. We evaluated the
parsers in full parsing and PP attachment contexts.

The results for parsing are given in Table 2. The
rows represent the three semantic representations
(including whether we substitute only nouns, only
verbs or all POS). We can see that in almost all
cases the semantically-enriched representations im-
prove over the baseline parsers. These results are
statistically significant in some cases (as indicated
by ∗). The SFv representation produces the best re-
sults for Bikel (F-score 0.010 above baseline), while
for Charniak the best performance is obtained with
word+SF (F-score 0.007 above baseline). Compar-
ing the two baseline parsers, Bikel achieves better
precision and Charniak better recall. Overall, Bikel
obtains a superior F-score in all configurations.

The results for the PP attachment experiments us-
ing gold-standard senses are given in Table 3, both
for the Charniak and Bikel parsers. Again, the F-
score for the semantic representations is better than
the baseline in all cases. We see that the improve-
ment is significant for recall in most cases (particu-
larly when using verbs), but not for precision (only
Charniak over Synv and word+SFv for Bikel). For
both parsers the best results are achieved with SFv,
which was also the best configuration for parsing
with Bikel. The performance gain obtained here is
larger than in parsing, which is in accordance with
the findings of Stetina and Nagao that lexical se-
mantics has a considerable effect on PP attachment

CHARNIAK BIKELSYSTEM R P F1 R P F1

Baseline .667 .798 .727 .659 .820 .730
SF .710 .808 .756 .714∗ .809 .758
SFn .671 .792 .726 .706 .818 .758
SFv .729∗ .823 .773∗ .733∗ .827 .778∗
word + SF .710∗ .801 .753 .706∗ .837 .766∗

word + SFn .698∗ .813 .751 .706∗ .829 .763∗

word + SFv .714∗ .805 .757∗ .706∗ .837∗ .766∗

Syn .722∗ .814 .765∗ .702∗ .825 .758
Synn .678 .805 .736 .690 .822 .751
Synv .702∗ .817∗ .755∗ .690∗ .834 .755∗

Table 3: PP attachment results with gold-standard senses
(∗ indicates that the recall or precision is significantly bet-
ter than baseline; the best performing method in each col-
umn is shown in bold)

performance. As in full-parsing, Bikel outperforms
Charniak, but in this case the difference in the base-
lines is not statistically significant.

5.2 First sense (1ST)

For this experiment, we use the first sense data from
WordNet for disambiguation. The results for full
parsing are given in Table 4. Again, the perfor-
mance is significantly better than baseline in most
cases, and surprisingly the results are even better
than gold-standard in some cases. We hypothesise
that this is due to the avoidance of excessive frag-
mentation, as occurs with fine-grained senses. The
results are significantly better for nouns, with SFn

performing best. Verbs seem to suffer from lack of
disambiguation precision, especially for Bikel. Here
again, Charniak trails behind Bikel.

The results for the PP attachment task are shown
in Table 5. The behaviour is slightly different here,
with Charniak obtaining better results than Bikel in
most cases. As was the case for parsing, the per-
formance with 1ST reaches and in many instances
surpasses gold-standard levels, achieving statistical
significance over the baseline in places. Compar-
ing the semantic representations, the best results are
achieved with SFv, as we saw in the gold-standard
PP-attachment case.

5.3 Automatic sense ranking (ASR)

The final option for WSD is automatic sense rank-
ing, which indicates how well our method performs
in a completely unsupervised setting.

The parsing results are given in Table 6. We can
see that the scores are very similar to those from
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CHARNIAK BIKELSYSTEM R P F1 R P F1

Baseline .857 .807 .832 .837 .845 .841
SF .851 .804 .827 .843 .850 .846
SFn .863∗ .813 .837∗ .850∗ .854∗ .852∗
SFv .857 .808 .832 .843 .853∗ .848
word + SF .859 .810 .834 .833 .841 .837
word + SFn .862∗ .811 .836 .844∗ .851∗ .848∗

word + SFv .857 .808 .832 .831 .839 .835
Syn .857 .810 .833 .837 .844 .840
Synn .863∗ .812 .837∗ .844∗ .851∗ .848∗

Synv .860 .810 .834 .836 .844 .840

Table 4: Parsing results with 1ST (∗ indicates that the
recall or precision is significantly better than baseline; the
best performing method in each column is shown in bold)

CHARNIAK BIKELSYSTEM R P F1 R P F1

Baseline .667 .798 .727 .659 .820 .730
SF .710 .808 .756 .702 .806 .751
SFn .671 .781 .722 .702 .829 .760
SFv .737∗ .836∗ .783∗ .718∗ .821 .766∗
word + SF .706 .811 .755 .694 .823 .753
word + SFn .690 .815 .747 .667 .810 .731
word + SFv .714∗ .805 .757∗ .710∗ .819 .761∗

Syn .725∗ .833∗ .776∗ .698 .828 .757
Synn .698 .828∗ .757∗ .667 .817 .734
Synv .722∗ .811 .763∗ .706∗ .818 .758∗

Table 5: PP attachment results with 1ST (∗ indicates that
the recall or precision is significantly better than baseline;
the best performing method in each column is shown in
bold)

1ST, with improvements in some cases, particularly
for Charniak. Again, the results are better for nouns,
except for the case of SFv with Bikel. Bikel outper-
forms Charniak in terms of F-score in all cases.

The PP attachment results are given in Table 7.
The results are similar to 1ST, with significant im-
provements for verbs. In this case, synsets slightly
outperform SF. Charniak performs better than Bikel,
and the results for Synv are higher than the best ob-
tained using gold-standard senses.

6 Discussion

The results of the previous section show that the im-
provements in parsing results are small but signifi-
cant, for all three word sense disambiguation strate-
gies (gold-standard, 1ST and ASR). Table 8 sum-
marises the results, showing that the error reduction
rate (ERR) over the parsing F-score is up to 6.9%,
which is remarkable given the relatively superficial
strategy for incorporating sense information into the
parser. Note also that our baseline results for the

CHARNIAK BIKELSYSTEM R P F1 R P F1

Baseline .857 .807 .832 .837 .845 .841
SF .863 .815∗ .838 .845∗ .852 .849
SFn .862 .810 .835 .845∗ .850 .847∗

SFv .859 .810 .833 .846∗ .856∗ .851∗
word + SF .859 .810 .834 .836 .844 .840
word + SFn .865∗ .813∗ .838∗ .844∗ .852∗ .848∗

word + SFv .856 .806 .830 .832 .839 .836
Syn .856 .807 .831 .840 .847 .843
Synn .864∗ .813∗ .838∗ .844∗ .851∗ .847∗

Synv .857 .806 .831 .837 .845 .841

Table 6: Parsing results with ASR (∗ indicates that the
recall or precision is significantly better than baseline; the
best performing method in each column is shown in bold)

CHARNIAK BIKELSYSTEM R P F1 R P F1

Baseline .667 .798 .727 .659 .820 .730
SF .733∗ .824 .776∗ .698 .805 .748
SFn .682 .791 .733 .671 .807 .732
SFv .733∗ .813 .771∗ .710∗ .812 .757∗

word + SF .714∗ .798 .754 .675 .800 .732
word + SFn .690 .807 .744 .659 .804 .724
word + SFv .706∗ .800 .750 .702∗ .814 .754∗

Syn .733∗ .827 .778∗ .694 .805 .745
Synn .686 .810 .743 .667 .806 .730
Synv .714∗ .816 .762∗ .714∗ .816 .762∗

Table 7: PP attachment results with ASR (∗ indicates that
the recall or precision is significantly better than baseline;
the best performance in each column is shown in bold)

dataset are almost the same as previous work pars-
ing the Brown corpus with similar models (Gildea,
2001), which suggests that our dataset is representa-
tive of this corpus.

The improvement in PP attachment was larger
(20.5% ERR), and also statistically significant. The
results for PP attachment are especially important,
as we demonstrate that the sense information has
high utility when embedded within a parser, where
the parser needs to first identify the ambiguity and
heads correctly. Note that Atterer and Schütze
(2007) have shown that the Bikel parser performs as
well as the state-of-the-art in PP attachment, which
suggests our method improves over the current state-
of-the-art. The fact that the improvement is larger
for PP attachment than for full parsing is suggestive
of PP attachment being a parsing subtask where lex-
ical semantic information is particularly important,
supporting the findings of Stetina and Nagao (1997)
over a standalone PP attachment task. We also ob-
served that while better PP-attachment usually im-
proves parsing, there is some small variation. This
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WSD TASK PAR BASE SEM ERR BEST

Pars.
C .832 .839∗ 4.2% word+SF

Gold- B .841 .851∗ 6.3% SFv

standard
PP

C .727 .773∗ 16.9% SFv

B .730 .778∗ 17.8% SFv

Pars.
C .832 .837∗ 3.0% SFn, Synn

1ST
B .841 .852∗ 6.9% SFn

PP
C .727 .783∗ 20.5% SFv

B .730 .766∗ 13.3% SFv

Pars.
C .832 .838∗ 3.6% SF, word+SFn, Synn

ASR
B .841 .851∗ 6.3% SFv

PP
C .727 .778∗ 18.7% Syn
B .730 .762∗ 11.9% Synv

Table 8: Summary of F-score results with error reduc-
tion rates and the best semantic representation(s) for each
setting (C = Charniak, B = Bikel)

means that the best configuration for PP-attachment
does not always produce the best results for parsing

One surprising finding was the strong perfor-
mance of the automatic WSD systems, actually
outperforming the gold-standard annotation overall.
Our interpretation of this result is that the approach
of annotating all occurrences of the same word with
the same sense allows the model to avoid the data
sparseness associated with the gold-standard distinc-
tions, as well as supporting the merging of differ-
ent words into single semantic classes. While the
results for gold-standard senses were intended as
an upper bound for WordNet-based sense informa-
tion, in practice there was very little difference be-
tween gold-standard senses and automatic WSD in
all cases barring the Bikel parser and PP attachment.

Comparing the two parsers, Charniak performs
better than Bikel on PP attachment when automatic
WSD is used, while Bikel performs better on parsing
overall. Regarding the choice of WSD system, the
results for both approaches are very similar, show-
ing that ASR performs well, even if it does not re-
quire sense frequency information.

The analysis of performance according to the se-
mantic representation is not so clear cut. Gener-
alising only verbs to semantic files (SFv) was the
best option in most of the experiments, particularly
for PP-attachment. This could indicate that seman-
tic generalisation is particularly important for verbs,
more so than nouns.

Our hope is that this paper serves as the bridge-
head for a new line of research into the impact of
lexical semantics on parsing. Notably, more could
be done to fine-tune the semantic representation be-

tween the two extremes of full synsets and SFs.
One could also imagine that the appropriate level of
generalisation differs across POS and even the rel-
ative syntactic role, e.g. finer-grained semantics are
needed for the objects than subjects of verbs.

On the other hand, the parsing strategy is very
simple, as we just substitute words by their semantic
class and then train statistical parsers on the trans-
formed input. The semantic class should be an in-
formation source that the parsers take into account in
addition to analysing the actual words used. Tighter
integration of semantics into the parsing models,
possibly in the form of discriminative reranking
models (Collins and Koo, 2005; Charniak and John-
son, 2005; McClosky et al., 2006), is a promising
way forward in this regard.

7 Conclusions

In this work we have trained two state-of-the-art
statistical parsers on semantically-enriched input,
where content words have been substituted with
their semantic classes. This simple method allows
us to incorporate lexical semantic information into
the parser, without having to reimplement a full sta-
tistical parser. We tested the two parsers in both a
full parsing and a PP attachment context.

This paper shows that semantic classes achieve
significant improvement both on full parsing and
PP attachment tasks relative to the baseline parsers.
PP attachment achieves a 20.5% ERR, and parsing
6.9% without requiring hand-tagged data.

The results are highly significant in demonstrating
that a simplistic approach to incorporating lexical
semantics into a parser significantly improves parser
performance. As far as we know, these are the first
results over both WordNet and the Penn Treebank to
show that semantic processing helps parsing.
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Abstract

The standard set of rules defined in Combina-
tory Categorial Grammar (CCG) fails to pro-
vide satisfactory analyses for a number of syn-
tactic structures found in natural languages.
These structures can be analyzed elegantly by
augmenting CCG with a class of rules based
on the combinator D (Curry and Feys, 1958).
We show two ways to derive the D rules:
one based on unary composition and the other
based on a logical characterization of CCG’s
rule base (Baldridge, 2002). We also show
how Eisner’s (1996) normal form constraints
follow from this logic, ensuring that the D
rules do not lead to spurious ambiguities.

1 Introduction

Combinatory Categorial Grammar (CCG, Steedman
(2000)) is a compositional, semantically transparent
formalism that is both linguistically expressive and
computationally tractable. It has been used for a va-
riety of tasks, such as wide-coverage parsing (Hock-
enmaier and Steedman, 2002; Clark and Curran,
2007), sentence realization (White, 2006), learning
semantic parsers (Zettlemoyer and Collins, 2007),
dialog systems (Kruijff et al., 2007), grammar engi-
neering (Beavers, 2004; Baldridge et al., 2007), and
modeling syntactic priming (Reitter et al., 2006).

A distinctive aspect of CCG is that it provides
a very flexible notion of constituency. This sup-
ports elegant analyses of several phenomena (e.g.,
coordination, long-distance extraction, and intona-
tion) and allows incremental parsing with the com-
petence grammar (Steedman, 2000). Here, we argue

that even with its flexibility, CCG as standardly de-
fined is not permissive enough for certain linguistic
constructions and greater incrementality. Following
Wittenburg (1987), we remedy this by adding a set
of rules based on the D combinator of combinatory
logic (Curry and Feys, 1958).

(1) x/(y/z) :f y/w :g ⇒ x/(w/z) :λh.f(λx.ghx)

We show that CCG augmented with this rule im-
proves CCG’s empirical coverage by allowing better
analyses of modal verbs in English and causatives in
Spanish, and certain coordinate constructions.

The D rules are well-behaved; we show this by
deriving them both from unary composition and
from the logic defined by Baldridge (2002). Both
perspectives on D ensure that the new rules are com-
patible with normal form constraints (Eisner, 1996)
for controlling spurious ambiguity. The logic also
ensures that the new rules are subject to modalities
consistent with those defined by Baldridge and Krui-
jff (2003). Furthermore, we define a logic that pro-
duces Eisner’s constraints as grammar internal theo-
rems rather than parsing stipulations.

2 Combinatory Categorial Grammar

CCG uses a universal set of syntactic rules based on
the B, T, and S combinators of combinatory logic
(Curry and Feys, 1958):

(2) B: ((Bf)g)x = f(gx)
T: Txf = fx

S: ((Sf)g)x = fx(gx)

CCG functors are functions over strings of symbols,
so different linearized versions of each of the com-
binators have to be specified (ignoring S here):
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(3) FA: (>) x/?y y ⇒ x

(<) y x\?y ⇒ x

B: (>B) x/�y y/�z ⇒ x/�z

(<B) y\�z x\�y ⇒ x\�z
(>B×) x/×y y\×z ⇒ x\×z

(<B×) y/×z x\×y ⇒ x/×z

T: (>T) x ⇒ t/i(t\ix)
(<T) x ⇒ t\i(t/ix)

The symbols {?, �, ×, ·} are modalities that allow
subtypes of slashes to be defined; this in turn allows
the slashes on categories to be defined in a way that
allows them to be used (or not) with specific subsets
of the above rules. The rules of this multimodal ver-
sion of CCG (Baldridge, 2002; Baldridge and Krui-
jff, 2003) are derived as theorems of a Categorial
Type Logic (CTL, Moortgat (1997)).

This treats CCG as a compilation of CTL proofs,
providing a principled, grammar-internal basis for
restrictions on the CCG rules, transferring language-
particular restrictions on rule application to the lex-
icon, and allowing the CCG rules to be viewed
as grammatical universals (Baldridge and Kruijff,
2003; Steedman and Baldridge, To Appear).

These rules—especially the B rules—allow
derivations to be partially associative: given appro-
priate type assignments, a string ABC can be ana-
lyzed as either A(BC) or (AB)C. This associativity
leads to elegant analyses of phenomena that demand
more effort in less flexible frameworks. One of the
best known is “odd constituent” coordination:

(4) Bob gave Stan a beer and Max a coke.

(5) I will buy and you will eat a cheeseburger.

The coordinated constituents are challenging be-
cause they are at odds with standardly assumed
phrase structure constituents. In CCG, such con-
stituents simply follow from the associativity added
by the B and T rules. For example, given the cate-
gory assignments in (6) and the abbreviations in (7),
(4) is analyzed as in (8) and (9). Each conjunct is
a pair of type-raised NPs combined by means of the
>B-rule, deriving two composed constituents that
are arguments to the conjunction:1

(6) i. Bob ` s/(s\np)
1We follow (Steedman, 2000) in assuming that type-raising

applies in the lexicon, and therefore that nominals such as Stan

ii. Stan, Max `
((s\np)/np)\(((s\np)/np)/np)

iii. a beer, a coke ` (s\np)\((s\np)/np)
iv. and ` (x\?x)/?x
v. gave ` ((s\np)/np)/np

(7) i. vp = s\np

ii. tv = (s\np)/np

iii. dtv = ((s\np)/np)/np

(8) Stan a beer and Max a coke
tv\dt vp\tv (x\?x)/?x tv\dt vp\tv

<B <B
vp\dt vp\dt

>
(vp\dt)\(vp\dt)

<
vp\dt

(9) Bill gave Stan a beer and Max a coke
s/vp dt vp\dt

<vp
>s

Similarly, I will buy is derived with category s/np
by assuming the category (6i) for I and composing
that with both verbs in turn.

CCG’s approach is appealing because such con-
stituents are not odd at all: they simply follow from
the fact that CCG is a system of type-based gram-
matical inference that allows left associativity.

3 Linguistic Motivation for D

CCG is only partially associative. Here, we discuss
several situations which require greater associativity
and thus cannot be given an adequate analysis with
CCG as standardly defined. These structures have
in common that a category of the form x|(y|z) must
combine with one of the form y|w—exactly the con-
figuration handled by the D schemata in (1).

3.1 Cross-Conjunct Extraction
In the first situation, a question word is distributed
across auxiliary or subordinating verb categories:

(10) . . . what you can and what you must not base
your verdict on.

We call this cross-conjunct extraction. It was noted
by Pickering and Barry (1993) for English, but to the
best of our knowledge it has not been treated in the

have type-raised lexical assignments. We also suppress seman-
tic representations in the derivations for the sake of space.
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CCG literature, nor noted in other languages. The
problem it presents to CCG is clear in (11), which
shows the necessary derivation of (10) using stan-
dard multimodal category assignments. For the to-
kens of what to form constituents with you can and
you must not, they must must combine directly. The
problem is that these constituents (in bold) cannot be
created with the standard CCG combinators in (3).

(11) s

s/(vp/np)

s/(vp/np)

s/(s/np)
what

s/vp
you can

(s/(vp/np))\(s/(vp/np))

(x\?x)/?x
and

s/(vp/np)

s/(s/np)
what

s/vp
you must not

vp/np
base your verdict on

The category for and is marked for non-associativity
with ?, and thus combines with other expressions
only by function application (Baldridge, 2002). This
ensures that each conjunct is a discrete constituent.

Cross-conjunct extraction occurs in other lan-
guages as well, including Dutch (12), German (13),
Romanian (14), and Spanish (15):

(12) dat
that

ik
I

haar
her

wil
want

en
and

dat
that

ik
I

haar
her

moet
can

helpen.
help

“. . . that I want to and that I can help her.”

(13) Wen
who

kann
can

ich
I

und
and

wen
who

darf
may

ich
I

noch
still

wählen?
choose

“Whom can I and whom may I still chose?”

(14) Gandeste-te
consider.imper.2s-refl.2s

cui
who.dat

çe
what

vrei,
want.2s

şi
and

cui
who.dat

çe
what

poţi,
can.2s

să
to

dai.
give.subj.2s

“Consider to whom you want and to whom you
are able to give what.”

(15) Me
me

lo
it

puedes
can.2s

y
and

me
me

lo
it

debes
must.2s

explicar
ask

“You can and should explain it to me.”

It is thus a general phenomenon, not just a quirk
of English. While it could be handled with extra cat-
egories, such as (s/(vp/np))/(s/np) for what, this is
exactly the sort of strong-arm tactic that inclusion of
the standard B, T, and S rules is meant to avoid.

3.2 English Auxiliary Verbs
The standard CCG analysis for English auxiliary
verbs is the type exemplified in (16) (Steedman,
2000, 68), interpreted as a unary operator over sen-
tence meanings (Gamut, 1991; Kratzer, 1991):

(16) can ` (s\np)/(s\np) : λP etλx.♦P (x)

However, this type is empirically underdetermined,
given a widely-noted set of generalizations suggest-
ing that auxiliaries and raising verbs take no subject
argument at all (Jacobson, 1990, a.o.).

(17) i. Lack of syntactic restrictions on the subject;
ii. Lack of semantic restrictions on the subject;
iii. Inheritance of selectional restrictions from the

subordinate predicate.

Two arguments are made for (16). First, it is nec-
essary so that type-raised subjects can compose with
the auxiliary in extraction contexts, as in (18):

(18) what I can eat
s/(s/np) s/vp vp/vp tv

>B
s/vp

>B
s/np

>s

Second, it is claimed to be necessary in order to ac-
count for subject-verb agreement, on the assumption
that agreement features are domain restrictions on
functors of type s\np (Steedman, 1992, 1996).

The first argument is the topic of this paper, and,
as we show below, is refuted by the use of the D-
combinator. The second argument is undermined by
examples like (19):

(19) There appear to have been [ neither [ any catas-
trophic consequences ], nor [ a drastic change in
the average age of retirement ] ] .

In (19), appear agrees with two negative-polarity-
sensitive NPs trapped inside a neither-nor coordi-
nate structure in which they are licensed. Ap-
pear therefore does not combine with them directly,
showing that the agreement relation need not be me-
diated by direct application of a subject argument.

We conclude, therefore, that the assignment of the
vp/vp type to English auxiliaries and modal verbs is
unsupported on both formal and linguistic grounds.

Following Jacobson (1990), a more empirically-
motivated assignment is (20):
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(20) can ` s/s : λpt .♦p

Combining (20) with a type-raised subject presents
another instance of the structure in (1), where that
question words are represented as variable-binding
operators (Groenendijk and Stokhof, 1997):

(21) what I can
s/(s/np) : λQet?yQy s/vp : λP et .P i

′ s/s : λpt .♦p∗ ∗ ∗ >B ∗ ∗∗

3.3 The Spanish Causative Construction

The schema in (1) is also found in the widely-
studied Romance causative construction (Andrews
and Manning, 1999, a.m.o), illustrated in (22):

(22) Nos
cl.1p

hizo
made.3s

leer
read

El
the

Señor
Lord

de
of

los
the

Anillos.
Rings

“He made us read The Lord of the Rings.”

The aspect of the construction that is relevant here
is that the causative verb hacer appears to take an
object argument understood as the subject or agent
of the subordinate verb (the causee). However, it has
been argued that Spanish causative verbs do not in
fact take objects (Ackerman and Moore, 1999, and
refs therein). There are two arguments for this.

First, syntactic alternations that apply to object-
taking verbs, such as passivization and periphrasis
with subjunctive complements, do not apply to hacer
(Luján, 1980). Second, hacer specifies neither the
case form of the causee, nor any semantic entail-
ments with respect to it. These are instead deter-
mined by syntactic, semantic, and pragmatic factors,
such as transitivity, word order, animacy, gender, so-
cial prestige, and referential specificity (Finnemann,
1982, a.o). Thus, there is neither syntactic nor se-
mantic evidence that hacer takes an object argument.

On this basis, we assign hacer the category (23):

(23) hacer ` (s\np)/s : λPλx.cause′Px

However, Spanish has examples of cross-conjunct
extraction in which hacer hosts clitics:

(24) No
not

solo
only

le
cl.dat.3ms

ordenaron,
ordered.3p

sino que
but

le
cl.dat.3ms

hicieron
made.3p

barrer
sweep

la
the

verada.
sidewalk

“They not only ordered him to, but also made him
sweep the sidewalk.”

This shows another instance of the schema in (1),
which is undefined for any of the combinators in (3):

(25) le hicieron barrer la verada
(s\np)/((s\np)/np) (s\np)/s (s|np)
∗ ∗ ∗ >B ∗ ∗∗

3.4 Analyses Based on D

The preceding data motivates adding D rules (we re-
turn to the distribution of the modalities below):

(26) >D x/�(y/�z) y/�w ⇒ x/�(w/�z)
>D× x/×(y/×z) y\×w ⇒ x\×(w/×z)
>D�× x/�(y\×z) y/·w ⇒ x/�(w\×z)
>D×� x/×(y\�z) y\·w ⇒ x\×(w\�z)

(27) <D y\�w x\�(y\�z) ⇒ x\�(w\�z)
<D× y/×w x\×(y\×z) ⇒ x/×(w\×z)
<D�× y\·w x\�(y/×z) ⇒ x\�(w/×z)
<D×� y/·w x\×(y/�z) ⇒ x/×(w/�z)

To illustrate with example (10), one application of
>D allows you and can to combine when the auxil-
iary is given the principled type assignment s/s, and
another combines what with the result.

(28) what you can
s/�(s/�np) s/�(s\×np) s/·s

>D�×
s/�(s\×np)

>D
s/�((s\×np)/�np)

The derivation then proceeds in the usual way.
Likewise, D handles the Spanish causative con-

structions (29) straightforwardly :

(29) lo hice dormir
(s\np)/�((s\np)/�np) (s\np)/�s s/np

>D
(s\np)/�(s/�np)

>
s\np

The D-rules thus provide straightforward analy-
ses of such constructions by delivering flexible con-
stituency while maintaining CCG’s committment to
low categorial ambiguity and semantic transparency.

4 Deriving Eisner Normal Form

Adding new rules can have implications for parsing
efficiency. In this section, we show that the D rules
fit naturally within standard normal form constraints
for CCG parsing (Eisner, 1996), by providing both
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combinatory and logical bases for D. This addition-
ally allows Eisner’s normal form constraints to be
derived as grammar internal theorems.

4.1 The Spurious Ambiguity Problem
CCG’s flexibility is useful for linguistic analy-
ses, but leads to spurious ambiguity (Wittenburg,
1987) due to the associativity introduced by the
B and T rules. This can incur a high compu-
tational cost which parsers must deal with. Sev-
eral techniques have been proposed for the prob-
lem (Wittenburg, 1987; Karttunen, 1989; Hepple
and Morrill, 1989; Eisner, 1996). The most com-
monly used are Karttunnen’s chart subsumption
check (White and Baldridge, 2003; Hockenmaier
and Steedman, 2002) and Eisner’s normal-form con-
straints (Bozsahin, 1998; Clark and Curran, 2007).

Eisner’s normal form, referred to here as Eisner
NF and paraphrased in (30), has the advantage of not
requiring comparisons of logical forms: it functions
purely on the syntactic types being combined.

(30) For a set S of semantically equivalent2 parse trees
for a string ABC, admit the unique parse tree such
that at least one of (i) or (ii) holds:

i. C is not the argument of (AB) resulting from
application of >B1+.

ii. A is not the argument of (BC) resulting from
application of <B1+.

The implication is that outputs of B1+ rules are
inert, using the terminology of Baldridge (2002).
Inert slashes are Baldridge’s (2002) encoding in
OpenCCG3 of his CTL interpretation of Steedman’s
(2000) antecedent-government feature.

Eisner derives (30) from two theorems about the
set of semantically equivalent parses that a CCG
parser will generate for a given string (see (Eisner,
1996) for proofs and discussion of the theorems):

(31) Theorem 1 : For every parse tree α, there is a se-
mantically equivalent parse-tree NF (α) in which
no node resulting from application of B or S func-
tions as the primary functor in a rule application.

(32) Theorem 2 : If NF (α) and NF (α′) are distinct
parse trees, then their model-theoretic interpreta-
tions are distinct.

2Two parse trees are semantically equivalent if: (i) their leaf
nodes have equivalent interpretations, and (ii) equivalent scope
relations hold between their respective leaf-node meanings.

3http://openccg.sourceforge.net

Eisner uses a generalized form Bn (n≥0) of compo-
sition that subsumes function application:4

(33) >Bn : x/y y$n ⇒ x$n

(34) <Bn : y$n x\y ⇒ x$n

Based on these theorems, Eisner defines NF as fol-
lows (for R, S, T as Bn or S, and Q=Bn≥1 ):

(35) Given a parse tree α:

i. If α is a lexical item, then α is in Eisner-NF.

ii. If α is a parse tree 〈R, β, γ〉 and NF (β),
NF (γ), then NF (α).

iii. If β is not in Eisner-NF, then
NF (β) = 〈Q, β1 , β2 〉, and
NF (α) = 〈S, β1 , NF (〈T, β2 , γ〉)〉.

As a parsing constraint, (30) is a filter on the set
of parses produced for a given string. It preserves all
the unique semantic forms generated for the string
while eliminating all spurious ambiguities: it is both
safe and complete.

Given the utility of Eisner NF for practical CCG
parsing, the D rules we propose should be compati-
ble with (30). This requires that the generalizations
underlying (30) apply to D as well. In the remainder
of this section, we show this in two ways.

4.2 Deriving D from B

The first is to derive the binary B rules from a unary
rule based on the unary combinator B̂:5

(36) x/y : fxy ⇒ (x/z)/(y/z) : λhzyλxz .f(hx)

We then derive D from B̂ and show that clause (iii)
of (35) holds of Q schematized over both B and D.

Applying D to an argument sequence is equiva-
lent to compound application of binary B:

(37) (((Df)g)h)x = (fg)(hx)

(38) ((((BB)f)g)h)x = ((B(fg))h)x = (fg)(hx)

Syntactically, binary B is equivalent to application
of unary B̂ to the primary functor ∆, followed by
applying the secondary functor Γ to the output of B̂
by means of function application (Jacobson, 1999):

4We use Steedman’s (Steedman, 1996) “$”-convention for
representing argument stacks of length n, for n ≥ 0.

5This is Lambek’s (1958) Division rule, also known as the
“Geach rule” (Jacobson, 1999).
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(39) ∆ Γ

x/y y/z
>B̂

(x/z)/(y/z)
>

x/z

Bn (n ≥ 1) is derived by applying B̂ to the primary
functor n times. For example, B2 is derived by 2
applications of B̂ to the primary functor:

(40) ∆ Γ

x/y (y/w)/z
B̂

(x/w)/(y/w)
B̂

((x/w)/z)/((y/w)/z)
>

(x/w)/z

The rules for D correspond to application of B̂ to
both the primary and secondary functors, followed
by function application:

(41) ∆ Γ

x/(y/z) y/w
>B̂ >B̂

(x/(w/z))/((y/z)/(w/z)) (y/z)/(w/z)
>

x/(w/z)

As with Bn , Dn≥1 can be derived by iterative appli-
cation of B̂ to both primary and secondary functors.

Because B can be derived from B̂, clause (iii) of
(35) is equivalent to the following:

(42) If β is not in Eisner-NF, then
NF (β) = 〈FA, 〈B̂, β1 〉, β2 〉, such that
NF (α) = 〈S, β1 , NF (〈T, β2 , γ〉)〉

Interpreted in terms of B̂, both B and D involve ap-
plication of B̂ to the primary functor. It follows that
Theorem I applies directly to D simply by virtue of
the equivalence between binary B and unary-B̂+FA.

Eisner’s NF constraints can then be reinterpreted
as a constraint on B̂ requiring its output to be an inert
result category. We represent this in terms of the B̂-
rules introducing an inert slash, indicated with “!”
(adopting the convention from OpenCCG):

(43) x/y : fxy ⇒ (x/!z)/(y/!z) : λhzyλxzfhx

Hence, both binary B and D return inert functors:

(44) ∆ Γ

x/y y/z
>B̂

(x/!z)/(y/!z)
>

x/!z

(45) ∆ Γ

x/(y/z) y/w
>B̂ >B̂

(x/!(w/z))/((y/z)/!(w/z)) (y/!z)/(w/!z)
>

x/!(w/z)

The binary substitution (S) combinator can be
similarly incorporated into the system. Unary sub-
stitution Ŝ is like B̂ except that it introduces a slash
on only the argument-side of the input functor. We
stipulate that Ŝ returns a category with inert slashes:

(46) (Ŝ) (x/y)/z ⇒ (x/!z)/(y/!z)

T is by definition unary. It follows that all the binary
rules in CCG (including the D-rules) can be reduced
to (iterated) instantiations of the unary combinators
B̂, Ŝ, or T plus function application.

This provides a basis for CCG in which all com-
binatory rules are derived from unary B̂ Ŝ, and T.

4.3 A Logical Basis for Eisner Normal Form
The previous section shows that deriving CCG rules
from unary combinators allows us to derive the D-
rules while preserving Eisner NF. In this section, we
present an alternate formulation of Eisner NF with
Baldridge’s (2002) CTL basis for CCG. This for-
mulation allows us to derive the D-rules as before,
and does so in a way that seamlessly integrates with
Baldridge’s system of modalized functors.

In CTL, B� and B× are proofs derived via struc-
tural rules that allow associativity and permutation
of symbols within a sequent, in combination with
the slash introduction and elimination rules of the
base logic. To control application of these rules,
Baldridge keys them to binary modal operators � (for
associativity) and × (for permutation). Given these,
>B is proven in (47):

(47) ∆ ` x/�y Γ ` y/�z [a ` z]
[/�E]

(Γ ◦� ai) ` y
[/�E]

(∆ ◦� (Γ ◦� ai)) ` x
[RA]

((∆ ◦� Γ) ◦� ai) ` x
[/�I]

(∆ ◦� Γ) ` x/�z

In a CCG ruleset compiled from such logics, a
category must have an appropriately decorated slash
in order to be the input to a rule. This means that
rules apply universally, without language-specific
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restrictions. Instead, restrictions can only be de-
clared via modalities marked on lexical categories.

Unary B̂ and the D rules in 4.2 can be derived us-
ing the same logic. For example, >B̂ can be derived
as in (48):

(48) ∆ ` x/�y [f ` y/�z]1 [a ` z]2
[/E]

(f1 ◦� a2 ) ` y
[/�E]

(∆ ◦� (f1 ◦� a2 )) ` x
[RA]

((∆ ◦� f1 ) ◦� a2 ) ` x
[/�I]

(∆ ◦� f1 ) ` x/�z
[/�I]

∆ ` (x/�z)/�(y/�z)

The D rules are also theorems of this system. For
example, the proof for >D applies (48) as a lemma
to each of the primary and secondary functors:

(49) ∆ ` x/�(y/�z) Γ ` y/�w
>B̂ >B̂

∆ ` (x/�(w/�z))/�((y/�z)/�(w/�z)) Γ ` (y/�z)/�(w/�z)
[/E]

(∆ ◦� Γ) ` x/�(w/�z)

>D�× involves an associative version of B̂ applied
to the primary functor (50), and a permutative ver-
sion to the secondary functor (51).

(50) ∆ ` x/�(y\×z) [f ` (y\×z)/·(w\×z)]1 [g ` w\×z]2
[/·E]

(f1 ◦· g2 ) ` y\×z
[/�E]

(∆ ◦� (f1 ◦. g2 )) ` x
[RA]

((∆ ◦� f1 ) ◦. g2 ) ` x
[/·I]

(∆ ◦� f1 ) ` x/·(w\×z)
[/�I]

∆ ` (x/·(w\×z))/�((y\×z)/·(w\×z))

(51) Γ ` y/·w [a ` z]1 [f ` w\×z]2
[\×E]

(a1 ◦× f2 ) ` w
[/·E]

(Γ ◦· (a1 ◦× f2 )) ` y
[LP ]

(a1 ◦× (Γ ◦· f2 )) ` y
[\×I]

(Γ ◦· f2 ) ` y\×z
[/·I]

Γ ` (y\×z)/·(w\×z)

Rules for D with appropriate modalities can there-
fore be incorporated seamlessly into CCG.

In the preceding subsection, we encoded Eisner
NF with inert slashes. In Baldridge’s CTL basis
for CCG, inert slashes are represented as functors
seeking non-lexical arguments, represented as cate-
gories marked with an antecedent-governed feature,

reflecting the intuition that non-lexical arguments
have to be “bound” by a superordinate functor.

This is based on an interpretation of antecedent-
government as a unary modality ♦ant that allows
structures marked by it to permute to the left or right
periphery of a structure:6

(52) ((∆a ◦× ♦ant∆b) ◦× ∆c) ` x

((∆a ◦× ∆c) ◦× ♦ant∆b) ` x

[ARP]

(∆a ◦× (♦ant∆b ◦× ∆c)) ` x

(♦ant∆b ◦× (∆a ◦× ∆c)) ` x

[ALP]

Unlike permutation rules without ♦ant , these per-
mutation rules can only be used in a proof when
preceeded by a hypothetical category marked with
the 2

↓
ant modality. The elimination rule for 2↓-

modalities introduces a corresponding ♦-marked
object in the resulting structure, feeding the rule:

(53) [a ` 2
↓
antz]1
[2↓E]

♦anta1 ` z Γ ` y\×z
[\×E]

∆ ` x/×y (♦anta1 ◦× Γ) ` y
[/×E]

(∆ ◦× (♦anta1 ◦× Γ)) ` x
[ALP ]

[a ` ♦ant2
↓
antz]2 (♦anta1 ◦× (∆ ◦× Γ)) ` x

[♦E]

(a ◦× (∆ ◦× Γ)) ` x
[\×I]2

(∆ ◦× Γ) ` x\×♦ant2
↓
antz

Re-introduction of the [a ` ♦ant2
↓
antz]k hypothesis

results in a functor the argument of which is marked
with ♦ant2

↓
ant . Because lexical categories are not

marked as such, the functor cannot take a lexical ar-
gument, and so is effectively an inert functor.

In Baldridge’s (2002) system, only proofs involv-
ing the ARP and ALP rules produce inert categories.
In Eisner NF, all instances of B-rules result in inert
categories. This can be reproduced in Baldridge’s
system simply by keying all structural rules to the
ant-modality, the result being that all proofs involv-
ing structural rules result in inert functors.

As desired, the D-rules result in inert categories as
well. For example, >D is derived as follows (2↓ant

and ♦ant are abbreviated as 2↓ and ♦):
6Note that the diamond operator used here is a syntactic op-

erator, rather than a semantic operator as used in (16) above.
The unary modalities used in CTL describe accessibility rela-
tionships between subtypes and supertypes of particular cate-
gories: in effect, they define feature hierarchies. See Moortgat
(1997) and Oehrle (To Appear) for further explanation.
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(54) Γ ` y/�w [a ` 2↓(w/�z)]1 [b ` 2↓z]2
[2↓E] [2↓E]

♦a ` w/�z ♦b ` z
[/�E]

(♦a ◦� ♦b) ` w
[/�E]

(Γ ◦� (♦a ◦� ♦b)) ` y
[RA]

[c ` ♦2↓z]3 ((Γ ◦� ♦a) ◦� ♦b) ` y
[♦E]2

((Γ ◦� ♦a) ◦� c) ` y
[/�I]3

(Γ ◦� ♦a) ` y/�♦2↓z

(55) (54)
...

∆ ` x/�(y/�♦2↓z) (Γ ◦� ♦a) ` y/�♦2↓z
[/�E]

(∆ ◦� (Γ ◦� ♦a)) ` x
[RA]

[d ` ♦2↓(w/�z)]4 ((∆ ◦� Γ) ◦� ♦a) ` x
[♦E]1

((∆ ◦� Γ) ◦� d) ` x
[/�I]4

(∆ ◦� Γ) ` x/�♦2↓(w/�z)

(54)-(55) can be used as a lemma corresponding to
the CCG rule in (57):

(56) ∆ ` x/�(y/�♦2↓z) Γ ` y/�w
[D]

(∆ ◦� Γ) ` x/�♦2↓(w/�z)

(57) x/�(y/�!z) y/�w ⇒ x/�
!(w/�z)

This means that all CCG rules compiled from the
logic—which requires ♦ant to licence the structural
rules necessary to prove the rules—return inert func-
tors. Eisner NF thus falls out of the logic because all
instances of B, D, and S produce inert categories.
This in turns allows us to view Eisner NF as part of
a theory of grammatical competence, in addition to
being a useful technique for constraining parsing.

5 Conclusion

Including the D-combinator rules in the CCG rule
set lets us capture several linguistic generalizations
that lack satisfactory analyses in standard CCG.
Furthermore, CCG augmented with D is compat-
ible with Eisner NF (Eisner, 1996), a standard
technique for controlling derivational ambiguity in
CCG-parsers, and also with the modalized version
of CCG (Baldridge and Kruijff, 2003). A conse-
quence is that both the D rules and the NF con-
straints can be derived from a grammar-internal per-
spective. This extends CCG’s linguistic applicabil-
ity without sacrificing efficiency.

Wittenburg (1987) originally proposed using rules
based on D as a way to reduce spurious ambiguity,
which he achieved by eliminating B rules entirely
and replacing them with variations on D. Witten-
burg notes that doing so produces as many instances
of D as there are rules in the standard rule set. Our
proposal retains B and S, but, thanks to Eisner NF,
eliminates spurious ambiguity, a result that Witten-
burg was not able to realize at the time.

Our approach can be incorporated into Eisner NF
straightforwardly However, Eisner NF disprefers in-
cremental analyses by forcing right-corner analyses
of long-distance dependencies, such as in (58):

(58) (What (does (Grommet (think (Tottie (said (Victor
(knows (Wallace ate)))))))))?

For applications that call for increased incremental-
ity (e.g., aligning visual and spoken input incremen-
tally (Kruijff et al., 2007)), CCG rules that do not
produce inert categories can be derived a CTL ba-
sis that does not require ♦ant for associativity and
permutation. The D-rules derived from this kind of
CTL specification would allow for left-corner analy-
ses of such dependencies with the competence gram-
mar. An extracted element can “wrap around” the
words intervening between it and its extraction site.
For example, D would allow the following bracket-
ing for the same example (while producing the same
logical form):

(59) (((((((((What does) Grommet) think) Tottie) said)
Victor) knows) Wallace) ate)?

Finally, the unary combinator basis for CCG pro-
vides an interesting additional specification for gen-
erating CCG rules. Like the CTL basis, the unary
combinator basis can produce a much wider range
of possible rules, such as D rules, that may be rel-
evant for linguistic applications. Whichever basis
is used, inclusion of the D-rules increases empirical
coverage, while at the same time preserving CCG’s
computational attractiveness.
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Abstract

Statistical parsing of noun phrase (NP) struc-
ture has been hampered by a lack of gold-
standard data. This is a significant problem for
CCGbank, where binary branchingNP deriva-
tions are often incorrect, a result of the auto-
matic conversion from the Penn Treebank.

We correct these errors in CCGbank using a
gold-standard corpus ofNP structure, result-
ing in a much more accurate corpus. We also
implement novelNER features that generalise
the lexical information needed to parseNPs
and provide important semantic information.
Finally, evaluating against DepBank demon-
strates the effectiveness of our modified cor-
pus and novel features, with an increase in
parser performance of 1.51%.

1 Introduction

Internal noun phrase (NP) structure is not recovered
by a number of widely-used parsers, e.g. Collins
(2003). This is because their training data, the Penn
Treebank (Marcus et al., 1993), does not fully anno-
tateNP structure. The flat structure described by the
Penn Treebank can be seen in this example:

(NP (NN lung) (NN cancer) (NNS deaths))

CCGbank (Hockenmaier and Steedman, 2007) is
the primary English corpus for Combinatory Cate-
gorial Grammar (CCG) (Steedman, 2000) and was
created by a semi-automatic conversion from the
Penn Treebank. However,CCG is a binary branch-
ing grammar, and as such, cannot leaveNP structure
underspecified. Instead,all NPs were made right-
branching, as shown in this example:

(N
(N/N lung)
(N
(N/N cancer) (N deaths) ) )

This structure is correct for most EnglishNPs and
is the best solution that doesn’t require manual re-
annotation. However, the resulting derivations often
contain errors. This can be seen in the previous ex-
ample, wherelung cancer should form a con-
stituent, but does not.

The first contribution of this paper is to correct
these CCGbank errors. We apply an automatic con-
version process using the gold-standardNP data an-
notated by Vadas and Curran (2007a). Over a quar-
ter of the sentences in CCGbank need to be altered,
demonstrating the magnitude of theNP problem and
how important it is that these errors are fixed.

We then run a number of parsing experiments us-
ing our new version of the CCGbank corpus. In
particular, we implement new features usingNER

tags from the BBN Entity Type Corpus (Weischedel
and Brunstein, 2005). These features are targeted at
improving the recovery ofNP structure, increasing
parser performance by 0.64% F-score.

Finally, we evaluate against DepBank (King et al.,
2003). This corpus annotates internalNP structure,
and so is particularly relevant for the changes we
have made to CCGbank. TheCCGparser now recov-
ers additional structure learnt from ourNP corrected
corpus, increasing performance by 0.92%. Applying
theNER features results in a total increase of 1.51%.

This work allows parsers trained on CCGbank to
model NP structure accurately, and then pass this
crucial information on to downstream systems.
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(a) (b)

N

N /N

cotton

N

conj

and

N

N /N

acetate

N

fibers

N

N /N

N /N

cotton

N /N [conj ]

conj

and

N /N

acetate

N

fibers

Figure 1: (a) IncorrectCCG derivation from Hockenmaier and Steedman (2007) (b) The correct derivation

2 Background

Parsing ofNPs is typically framed asNP bracketing,
where the task is limited to discriminating between
left and right-branchingNPs of three nouns only:

• (crude oil) prices– left-branching
• world (oil prices)– right-branching

Lauer (1995) presents two models to solve this prob-
lem: the adjacency model, which compares the as-
sociation strength between words 1–2 to words 2–3;
and the dependency model, which compares words
1–2 to words 1–3. Lauer (1995) experiments with a
data set of 244NPs, and finds that the dependency
model is superior, achieving 80.7% accuracy.

Most NP bracketing research has used Lauer’s
data set. Because it is a very small corpus, most
approaches have been unsupervised, measuring as-
sociation strength with counts from a separate large
corpus. Nakov and Hearst (2005) use search engine
hit counts and extend the query set with typographi-
cal markers. This results in 89.3% accuracy.

Recently, Vadas and Curran (2007a) annotated in-
ternalNP structure for the entire Penn Treebank, pro-
viding a large gold-standard corpus forNP bracket-
ing. Vadas and Curran (2007b) carry out supervised
experiments using this data set of 36,584NPs, out-
performing the Collins (2003) parser.

The Vadas and Curran (2007a) annotation scheme
insertsNML andJJP brackets to describe the correct
NP structure, as shown below:

(NP (NML (NN lung) (NN cancer) )
(NNS deaths) )

We use these brackets to determine new gold-
standardCCG derivations in Section 3.

2.1 Combinatory Categorial Grammar

Combinatory Categorial Grammar (CCG) (Steed-
man, 2000) is a type-driven, lexicalised theory of

grammar. Lexical categories (also calledsupertags)
are made up of basic atoms such asS (Sentence)
andNP (Noun Phrase), which can be combined to
form complex categories. For example, a transitive
verb such asbought (as inIBM bought the
company) would have the category:(S\NP)/NP .
The slashes indicate the directionality of arguments,
here two arguments are expected: anNP subject on
the left; and anNP object on the right. Once these
arguments are filled, a sentence is produced.

Categories are combined using combinatory rules
such as forward and backward application:

X /Y Y ⇒ X (>) (1)

Y X \Y ⇒ X (<) (2)

Other rules such as composition and type-raising are
used to analyse some linguistic constructions, while
retaining the canonical categories for each word.
This is an advantage ofCCG, allowing it to recover
long-range dependencies without the need for post-
processing, as is the case for many other parsers.

In Section 1, we described the incorrectNP struc-
tures in CCGbank, but a further problem that high-
lights the need to improveNP derivations is shown
in Figure 1. When a conjunction occurs in anNP, a
non-CCG rule is required in order to reach a parse:

conj N ⇒ N (3)

This rule treats the conjunction in the same manner
as a modifier, and results in the incorrect derivation
shown in Figure 1(a). Our work creates the correct
CCG derivation, shown in Figure 1(b), and removes
the need for the grammar rule in (3).

Honnibal and Curran (2007) have also made
changes to CCGbank, aimed at better differentiat-
ing between complements and adjuncts. PropBank
(Palmer et al., 2005) is used as a gold-standard to in-
form these decisions, similar to the way that we use
the Vadas and Curran (2007a) data.
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(a) (b) (c)

N

N /N
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N

N /N
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N
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N

???

???

lung
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cancer
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N

N /N

(N /N )/(N /N )

lung

N /N

cancer

N

deaths

Figure 2: (a) Original right-branching CCGbank (b) Left-branching (c) Left-branching with new supertags

2.2 CCG parsing

The C&C CCG parser (Clark and Curran, 2007b) is
used to perform our experiments, and to evaluate
the effect of the changes to CCGbank. The parser
uses a two-stage system, first employing a supertag-
ger (Bangalore and Joshi, 1999) to propose lexi-
cal categories for each word, and then applying the
CKY chart parsing algorithm. A log-linear model is
used to identify the most probable derivation, which
makes it possible to add the novel features we de-
scribe in Section 4, unlike aPCFG.

The C&C parser is evaluated on predicate-
argument dependencies derived from CCGbank.
These dependencies are represented as 5-tuples:
〈hf , f , s, ha, l〉, wherehf is the head of the predi-
cate;f is the supertag ofhf ; s describes which ar-
gument off is being filled; ha is the head of the
argument; andl encodes whether the dependency is
local or long-range. For example, the dependency
encodingcompany as the object ofbought (as in
IBM bought the company) is represented by:

〈bought, (S\NP1 )/NP2 , 2, company,−〉 (4)

This is a local dependency, wherecompany is fill-
ing the second argument slot, the object.

3 Conversion Process

This section describes the process of converting the
Vadas and Curran (2007a) data toCCG derivations.
The tokens dominated byNML andJJP brackets in
the source data are formed into constituents in the
corresponding CCGbank sentence. We generate the
two forms of output that CCGbank contains: AUTO
files, which represent the tree structure of each sen-
tence; and PARG files, which list the word–word de-
pendencies (Hockenmaier and Steedman, 2005).

We apply one preprocessing step on the Penn
Treebank data, where if multiple tokens are enclosed
by brackets, then aNML node is placed around those

tokens. For example, we would insert theNML
bracket shown below:

(NP (DT a) (-LRB- -LRB-)
(NML (RB very) (JJ negative) )
(-RRB- -RRB-) (NN reaction) )

This simple heuristic capturesNP structure not ex-
plicitly annotated by Vadas and Curran (2007a).

The conversion algorithm applies the following
steps for eachNML or JJP bracket:

1. Identify the CCGbanklowest spanning node,
the lowest constituent that covers all of the
words in theNML or JJP bracket;

2. flatten the lowest spanning node, to remove the
right-branching structure;

3. insert new left-branching structure;
4. identify heads;
5. assign supertags;
6. generate new dependencies.

As an example, we will follow the conversion pro-
cess for theNML bracket below:

(NP (NML (NN lung) (NN cancer) )
(NNS deaths) )

The corresponding lowest spanning node, which
incorrectly hascancer deaths as a constituent,
is shown in Figure 2(a). To flatten the node, we re-
cursively remove brackets that partially overlap the
NML bracket. Nodes that don’t overlap at all are left
intact. This process results in a list of nodes (which
may or may not be leaves), which in our example is
[lung, cancer,deaths]. We then insert the cor-
rect left-branching structure, shown in Figure 2(b).
At this stage, the supertags are still incomplete.

Heads are then assigned using heuristics adapted
from Hockenmaier and Steedman (2007). Since we
are applying these to CCGbankNP structures rather
than the Penn Treebank, thePOStag based heuristics
are sufficient to determine heads accurately.
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Finally, we assign supertags to the new structure.
We want to make the minimal number of changes
to the entire sentence derivation, and so the supertag
of the dominating node is fixed. Categories are then
propagated recursively down the tree. For a node
with categoryX , its head child is also given the cat-
egoryX . The non-head child is always treated as
an adjunct, and given the categoryX /X or X \X as
appropriate. Figure 2(c) shows the final result of this
step for our example.

3.1 Dependency generation

The changes described so far have generated the new
tree structure, but the last step is to generate new de-
pendencies. We recursively traverse the tree, at each
level creating a dependency between the heads of
the left and right children. These dependencies are
never long-range, and therefore easy to deal with.
We may also need to change dependencies reaching
from inside to outside theNP, if the head(s) of the
NP have changed. In these cases we simply replace
the old head(s) with the new one(s) in the relevant
dependencies. The number of heads may change be-
cause we now analyse conjunctions correctly.

In our example, the original dependencies were:

〈lung,N /N1 , 1, deaths,−〉 (5)

〈cancer,N /N1 , 1, deaths,−〉 (6)

while after the conversion process, (5) becomes:

〈lung, (N /N1 )/(N /N )2 , 2, cancer,−〉 (7)

To determine that the conversion process worked
correctly, we manually inspected its output for
unique tree structures in Sections 00–07. This iden-
tified problem cases to correct, such as those de-
scribed in the following section.

3.2 Exceptional cases

Firstly, when the lowest spanning node covers the
NML or JJP bracket exactly, no changes need to be
made to CCGbank. These cases occur when CCG-
bank already received the correct structure during
the original conversion process. For example, brack-
ets separating a possessive from its possessor were
detected automatically.

A more complex case is conjunctions, which do
not follow the simple head/adjunct method of as-
signing supertags. Instead, conjuncts are identified

during the head-finding stage, and then assigned the
supertag dominating the entire coordination. Inter-
vening non-conjunct nodes are given the same cate-
gory with theconj feature, resulting in a derivation
that can be parsed with the standard CCGbank bi-
nary coordination rules:

conj X ⇒ X[conj] (8)

X X[conj] ⇒ X (9)

The derivation in Figure 1(b) is produced by these
corrections to coordination derivations. As a result,
applications of the non-CCG rule shown in (3) have
been reduced from 1378 to 145 cases.

SomePOS tags require special behaviour. De-
terminers and possessive pronouns are both usually
given the supertagNP [nb]/N , and this should not
be changed by the conversion process. Accordingly,
we do not alter tokens withPOStags ofDT andPRP$.
Instead, their sibling node is given the categoryN

and their parent node is made the head. The parent’s
sibling is then assigned the appropriate adjunct cat-
egory (usuallyNP\NP ). Tokens with punctuation
POStags1 do not have their supertag changed either.

Finally, there are cases where the lowest span-
ning node covers a constituent that should not be
changed. For example, in the followingNP:
(NP

(NML (NN lower) (NN court) )
(JJ final) (NN ruling) )

with the original CCGbank lowest spanning node:
(N (N/N lower)

(N (N/N court)
(N (N/N final) (N ruling) ) ) )

thefinal ruling node should not be altered.
It may seem trivial to process in this case, but

consider a similarly structuredNP: lower court

ruling that the U.S. can bar the use

of... Our minimalist approach avoids reanalysing
the many linguistic constructions that can be dom-
inated byNPs, as this would reinvent the creation
of CCGbank. As a result, we only flatten those
constituents that partially overlap theNML or JJP
bracket. The existing structure and dependencies of
other constituents are retained. Note that we are still
converting everyNML andJJP bracket, as even in
the subordinate clause example, only the structure
aroundlower court needs to be altered.

1period, comma, colon, and left and right bracket.

338



the world ’s largest aid donor

NP [nb]/N N /N N NP\NP NP\NP NP\NP
>

N
>

NP
<

NP
<

NP
<

NP

the world ’s largest aid donor

NP [nb]/N N (NP [nb]/N )\NP N /N N /N N
> >

NP N
< >

NP [nb]/N N
>

NP

(a) (b)

Figure 3: CCGbank derivations for possessives

# %

Possessive 224 43.75
Left child contains DT/PRP$ 87 16.99
Couldn’t assign to non-leaf 66 12.89
Conjunction 35 6.84
Automatic conversion was correct 26 5.08
Entity with internal brackets 23 4.49
DT 22 4.30
NML/JJP bracket is an error 12 2.34
Other 17 3.32
Total 512 100.00

Table 1: Manual analysis

3.3 Manual annotation

A handful of problems that occurred during the con-
version process were corrected manually. The first
indicator of a problem was the presence of a pos-
sessive. This is unexpected, because possessives
were already bracketed properly when CCGbank
was originally created (Hockenmaier, 2003,§3.6.4).
Secondly, a non-flattened node should not be as-
signed a supertag that it did not already have. This
is because, as described previously, a non-leaf node
could dominate any kind of structure. Finally, we
expect the lowest spanning node to cover only the
NML or JJP bracket and one more constituent to the
right. If it doesn’t, because of unusual punctuation
or an incorrect bracket, then it may be an error. In
all these cases, which occur throughout the corpus,
we manually analysed the derivation and fixed any
errors that were observed.

512 cases were flagged by this approach, or
1.90% of the 26,993 brackets converted toCCG. Ta-
ble 1 shows the causes of these problems. The most
common cause of errors was possessives, as the con-

version process highlighted a number of instances
where the original CCGbank analysis was incorrect.
An example of this error can be seen in Figure 3(a),
where the possessive doesn’t take any arguments.
Instead,largest aid donorincorrectly modifies the
NP one word at a time. The correct derivation after
manual analysis is in (b).

The second-most common cause occurs when
there is apposition inside theNP. This can be seen
in Figure 4. As there is no punctuation on which
to coordinate (which is how CCGbank treats most
appositions) the best derivation we can obtain is to
haveVictor Borgemodify the precedingNP.

The final step in the conversion process was
to validate the corpus against theCCG grammar,
first by those productions used in the existing
CCGbank, and then against those actually licensed
by CCG (with pre-existing ungrammaticalities re-
moved). Sixteen errors were identified by this pro-
cess and subsequently corrected by manual analysis.

In total, we have altered 12,475 CCGbank sen-
tences (25.5%) and 20,409 dependencies (1.95%).

4 NER features

Named entity recognition (NER) provides informa-
tion that is particularly relevant forNP parsing, sim-
ply because entities are nouns. For example, know-
ing thatAir Force is an entity tells us thatAir
Force contract is a left-branchingNP.

Vadas and Curran (2007a) describe usingNE tags
during the annotation process, suggesting thatNER-
based features will be helpful in a statistical model.
There has also been recent work combiningNER and
parsing in the biomedical field. Lewin (2007) exper-
iments with detecting base-NPs usingNER informa-
tion, while Buyko et al. (2007) use aCRF to identify
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a guest comedian Victor Borge

NP [nb]/N N /N N /N N /N N
>

N
>

N
>

N
>

NP

a guest comedian Victor Borge

NP [nb]/N N /N N (NP\NP)/(NP\NP) NP\NP
> >

N NP\NP
>

NP
<

NP

(a) (b)

Figure 4: CCGbank derivations for apposition withDT

coordinate structure in biological named entities.
We draw NE tags from the BBN Entity Type

Corpus (Weischedel and Brunstein, 2005), which
describes 28 different entity types. These in-
clude the standard person, location and organization
classes, as well person descriptions (generally occu-
pations), NORP (National, Other, Religious or Po-
litical groups), and works of art. Some classes also
have finer-grained subtypes, although we use only
the coarse tags in our experiments.

Clark and Curran (2007b) has a full description
of the C&C parser’s pre-existing features, to which
we have added a number of novelNER-based fea-
tures. Many of these features generalise the head
words and/orPOS tags that are already part of the
feature set. The results of applying these features
are described in Sections 5.3 and 6.

The first feature is a simple lexical feature, de-
scribing theNE tag of each token in the sentence.
This feature, and all others that we describe here,
are not active when theNE tag(s) areO, as there is no
NER information from tokens that are not entities.

The next group of features is based on the lo-
cal tree (a parent and two child nodes) formed by
every grammar rule application. We add a fea-
ture where the rule being applied is combined with
the parent’sNE tag. For example, when joining
two constituents2: 〈five, CD, CARD, N /N 〉 and
〈Europeans, NNPS, NORP, N 〉, the feature is:

N → N /N N + NORP

as the head of the constituent isEuropeans.
In the same way, we implement features that com-

bine the grammar rule with the child nodes. There
are already features in the model describing each
combination of the children’s head words andPOS

tags, which we extend to include combinations with
2These 4-tuples are the node’s head,POS, NE, and supertag.

the NE tags. Using the same example as above, one
of the new features would be:

N → N /N N + CARD + NORP

The last group of features is based on theNE

category spanned by each constituent. We iden-
tify constituents that dominate tokens that all have
the sameNE tag, as these nodes will not cause a
“crossing bracket” with the named entity. For ex-
ample, the constituentForce contract, in the
NP Air Force contract, spans two different
NE tags, and should be penalised by the model.Air
Force, on the other hand, only spansORG tags, and
should be preferred accordingly.

We also take into account whether the constituent
spans theentire named entity. Combining these
nodes with others of differentNE tags shouldnot
be penalised by the model, as theNE must combine
with the rest of the sentence at some point.

TheseNE spanning features are implemented as
the grammar rule in combination with the parent
node or the child nodes. For the former, one fea-
ture is active when the node spans the entire entity,
and another is active in other cases. Similarly, there
are four features for the child nodes, depending on
whether neither, the left, the right or both nodes span
the entireNE. As an example, if theAir Force
constituent were being joined withcontract, then
the child feature would be:

N → N /N N + LEFT +ORG + O

assuming that there are moreO tags to the right.

5 Experiments

Our experiments are run with theC&C CCG parser
(Clark and Curran, 2007b), and will evaluate the
changes made to CCGbank, as well as the effective-
ness of theNER features. We train on Sections 02-
21, and test on Section 00.
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PREC RECALL F-SCORE

Original 91.85 92.67 92.26
NP corrected 91.22 92.08 91.65

Table 2: Supertagging results

PREC RECALL F-SCORE

Original 85.34 84.55 84.94
NP corrected 85.08 84.17 84.63

Table 3: Parsing results with gold-standardPOStags

5.1 Supertagging

Before we begin full parsing experiments, we eval-
uate on the supertagger alone. The supertagger is
an important stage of theCCG parsing process, its
results will affect performance in later experiments.

Table 2 shows that F-score has dropped by 0.61%.
This is not surprising, as the conversion process has
increased the ambiguity of supertags inNPs. Previ-
ously, a bareNP could only have a sequence ofN /N
tags followed by a finalN . There are now more
complex possibilities, equal to the Catalan number
of the length of theNP.

5.2 Initial parsing results

We now compare parser performance on ourNP cor-
rected version of the corpus to that on original CCG-
bank. We are using the normal-form parser model
and report labelled precision, recall and F-score for
all dependencies. The results are shown in Table 3.

The F-score drops by 0.31% in our new version of
the corpus. However, this comparison is not entirely
fair, as the original CCGbank test data does not in-
clude theNP structure that theNP corrected model is
being evaluated on. Vadas and Curran (2007a) expe-
rienced a similar drop in performance on Penn Tree-
bank data, and noted that the F-score forNML and
JJP brackets was about 20% lower than the overall
figure. We suspect that a similar effect is causing the
drop in performance here.

Unfortunately, there are no explicitNML andJJP
brackets to evaluate on in theCCG corpus, and so an
NP structure only figure is difficult to compute. Re-
call can be calculated by marking those dependen-
cies altered in the conversion process, and evaluating
only on them. Precision cannot be measured in this

PREC RECALL F-SCORE

Original 83.65 82.81 83.23
NP corrected 83.31 82.33 82.82

Table 4: Parsing results with automaticPOStags

PREC RECALL F-SCORE

Original 86.00 85.15 85.58
NP corrected 85.71 84.83 85.27

Table 5: Parsing results withNER features

way, asNP dependencies remain undifferentiated in
parser output. The result is a recall of 77.03%, which
is noticeably lower than the overall figure.

We have also experimented with using automat-
ically assignedPOS tags. These tags are accurate
with an F-score of 96.34%, with precision 96.20%
and recall 96.49%. Table 4 shows that, unsur-
prisingly, performance is lower without the gold-
standard data. TheNP corrected model drops an ad-
ditional 0.1% F-score over the original model, sug-
gesting thatPOS tags are particularly important for
recovering internalNP structure. EvaluatingNP de-
pendencies only, in the same manner as before, re-
sults in a recall figure of 75.21%.

5.3 NER features results

Table 5 shows the results of adding theNER fea-
tures we described in Section 4. Performance has
increased by 0.64% on both versions of the corpora.
It is surprising that theNP corrected increase is not
larger, as we would expect the features to be less
effective on the original CCGbank. This is because
incorrect right-branchingNPs such asAir Force con-
tract would introduce noise to theNER features.

Table 6 presents the results of using automati-
cally assignedPOS and NE tags, i.e. parsing raw
text. TheNER tagger achieves 84.45% F-score on
all non-O classes, with precision being 78.35% and
recall 91.57%. We can see that parsing F-score
has dropped by about 2% compared to using gold-
standardPOSandNER data, however, theNER fea-
tures still improve performance by about 0.3%.
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PREC RECALL F-SCORE

Original 83.92 83.06 83.49
NP corrected 83.62 82.65 83.14

Table 6: Parsing results with automaticPOSandNE tags

6 DepBank evaluation

One problem with the evaluation in the previous sec-
tion, is that the original CCGbank is not expected to
recover internalNP structure, making its task eas-
ier and inflating its performance. To remove this
variable, we carry out a second evaluation against
the Briscoe and Carroll (2006) reannotation of Dep-
Bank (King et al., 2003), as described in Clark and
Curran (2007a). Parser output is made similar to the
grammatical relations (GRs) of the Briscoe and Car-
roll (2006) data, however, the conversion remains
complex. Clark and Curran (2007a) report an upper
bound on performance, using gold-standard CCG-
bank dependencies, of 84.76% F-score.

This evaluation is particularly relevant forNPs, as
the Briscoe and Carroll (2006) corpushasbeen an-
notated for internalNP structure. With our new ver-
sion of CCGbank, the parser will be able to recover
theseGRs correctly, where before this was unlikely.

Firstly, we show the figures achieved using gold-
standard CCGbank derivations in Table 7. In theNP

corrected version of the corpus, performance has in-
creased by 1.02% F-score. This is a reversal of the
results in Section 5, and demonstrates that correct
NP structure improves parsing performance, rather
than reduces it. Because of this increase to the up-
per bound of performance, we are now even closer
to a true formalism-independent evaluation.

We now move to evaluating theC&C parser it-
self and the improvement gained by theNER fea-
tures. Table 8 show our results, with theNP cor-
rected version outperforming original CCGbank by
0.92%. Using theNER features has also caused an
increase in F-score, giving a total improvement of
1.51%. These results demonstrate how successful
the correcting ofNPs in CCGbank has been.

Furthermore, the performance increase of 0.59%
on theNP corrected corpus is more than the 0.25%
increase on the original. This demonstrates thatNER

features are particularly helpful forNP structure.

PREC RECALL F-SCORE

Original 86.86 81.61 84.15
NP corrected 87.97 82.54 85.17

Table 7: DepBank gold-standard evaluation

PREC RECALL F-SCORE

Original 82.57 81.29 81.92
NP corrected 83.53 82.15 82.84
Original, NER 82.87 81.49 82.17
NP corrected,NER 84.12 82.75 83.43

Table 8: DepBank evaluation results

7 Conclusion

The first contribution of this paper is the application
of the Vadas and Curran (2007a) data to Combina-
tory Categorial Grammar. Our experimental results
have shown that this more accurate representation
of CCGbank’sNP structure increases parser perfor-
mance. Our second major contribution is the intro-
duction of novelNER features, a source of semantic
information previously unused in parsing.

As a result of this work, internalNP structure is
now recoverable by theC&C parser, a result demon-
strated by our total performance increase of 1.51%
F-score. Even when parsing raw text, without gold
standardPOS and NER tags, our approach has re-
sulted in performance gains.

In addition, we have made possible further in-
creases toNP structure accuracy. New features can
now be implemented and evaluated in aCCG pars-
ing context. For example, bigram counts from a very
large corpus have already been used inNP bracket-
ing, and could easily be applied to parsing. Sim-
ilarly, additional supertagging features can now be
created to deal with the increased ambiguity inNPs.

DownstreamNLP components can now exploit the
crucial information inNP structure.
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Abstract

Parse-tree paths are commonly used to incor-
porate information from syntactic parses into
NLP systems. These systems typically treat
the paths as atomic (or nearly atomic) features;
these features are quite sparse due to the im-
mense variety of syntactic expression. In this
paper, we propose a general method for learn-
ing how to iteratively simplify a sentence, thus
decomposing complicated syntax into small,
easy-to-process pieces. Our method applies
a series of hand-written transformation rules
corresponding to basic syntactic patterns —
for example, one rule “depassivizes” a sen-
tence. The model is parameterized by learned
weights specifying preferences for some rules
over others. After applying all possible trans-
formations to a sentence, we are left with a
set of candidate simplified sentences. We ap-
ply our simplification system to semantic role
labeling (SRL). As we do not have labeled ex-
amples of correct simplifications, we use la-
beled training data for the SRL task to jointly
learn both the weights of the simplification
model and of an SRL model, treating the sim-
plification as a hidden variable. By extracting
and labeling simplified sentences, this com-
bined simplification/SRL system better gener-
alizes across syntactic variation. It achieves
a statistically significant 1.2% F1 measure in-
crease over a strong baseline on the Conll-
2005 SRL task, attaining near-state-of-the-art
performance.

1 Introduction
In semantic role labeling (SRL), given a sentence
containing a target verb, we want to label the se-
mantic arguments, or roles, of that verb. For the
verb “eat”, a correct labeling of “Tom ate a salad”
is {ARG0(Eater)=“Tom”, ARG1(Food)=“salad”}.

Current semantic role labeling systems rely pri-
marily on syntactic features in order to identify and
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VP

NP

PP

Tom wants S

a

to

eat

VP

NP

NPsalad

croutons

with

Tom: NP S(NP) VPVP VPS T

NP1
croutons:

VP
PP(with)

Tsalad: 
NP1 VP T

Figure 1: Parse with path features for verb “eat”.

classify roles. Features derived from a syntactic
parse of the sentence have proven particularly useful
(Gildea & Jurafsky, 2002). For example, the syntac-
tic subject of “give” is nearly always the Giver. Path
features allow systems to capture both general pat-
terns, e.g., that the ARG0 of a sentence tends to be
the subject of the sentence, and specific usage, e.g.,
that the ARG2 of “give” is often a post-verbal prepo-
sitional phrase headed by “to”. An example sentence
with extracted path features is shown in Figure 1.

A major problem with this approach is that the
path from an argument to the verb can be quite
complicated. In the sentence “He expected to re-
ceive a prize for winning,” the path from “win” to its
ARG0, “he”, involves the verbs “expect” and “re-
ceive” and the preposition “for.” The corresponding
path through the parse tree likely occurs a relatively
small number of times (or not at all) in the training
corpus. If the test set contained exactly the same
sentence but with “expected” replaced by “did not
expect” we would extract a different parse path fea-
ture; therefore, as far as the classifier is concerned,
the syntax of the two sentences is totally unrelated.

In this paper we learn a mapping from full, com-
plicated sentences to simplified sentences. For ex-
ample, given a correct parse, our system simplifies
the above sentence with target verb “win” to “He
won.” Our method combines hand-written syntac-
tic simplification rules with machine learning, which
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determines which rules to prefer. We then use the
output of the simplification system as input to a SRL
system that is trained to label simplified sentences.

Compared to previous SRL models, our model
has several qualitative advantages. First, we be-
lieve that the simplification process, which repre-
sents the syntax as a set of local syntactic transfor-
mations, is more linguistically satisfying than using
the entire parse path as an atomic feature. Improving
the simplification process mainly involves adding
more linguistic knowledge in the form of simplifi-
cation rules. Second, labeling simple sentences is
much easier than labeling raw sentences and allows
us to generalize more effectively across sentences
with differing syntax. This is particularly important
for verbs with few labeled training instances; using
training examples as efficiently as possible can lead
to considerable gains in performance. Third, our
model is very effective at sharing information across
verbs, since most of our simplification rules apply
equally well regardless of the target verb.

A major difficulty in learning to simplify sen-
tences is that we do not have labeled data for this
task. To address this problem, we simultaneously
train our simplification system and the SRL system.
We treat the correct simplification as a hidden vari-
able, using labeled SRL data to guide us towards
“more useful” simplifications. Specifically, we train
our model discriminatively to predict the correct role
labeling assignment given an input sentence, treat-
ing the simplification as a hidden variable.

Applying our combined simplification/SRL
model to the Conll 2005 task, we show a significant
improvement over a strong baseline model. Our
model does best on verbs with little training data and
on instances with paths that are rare or have never
been seen before, matching our intuitions about the
strengths of the model. Our model outperforms all
but the best few Conll 2005 systems, each of which
uses multiple different automatically-generated
parses (which would likely improve our model).

2 Sentence Simplification

We will begin with an example before describing our
model in detail. Figure 2 shows a series of transfor-
mations applied to the sentence “I was not given a
chance to eat,” along with the interpretation of each
transformation. Here, the target verb is “eat.”

I was not given a chance to eat.

Someone gave me a chance to eat.

I had a chance to eat.

I ate.

depassivize

give -> have

chance to X

I was given a chance to eat.

remove not

Figure 2: Example
simplification

Sam’s chance to eat has passed.

Samhas a chance to eat.

Samate.

chance to X

possessive

Figure 3: Shared simplifica-
tion structure

There are several important things to note. First,
many of the steps do lose some semantic informa-
tion; clearly, having a chance to eat is not the same
as eating. However, since we are interested only in
labeling the core arguments of the verb (which in
this case is simply the Eater, “I”), it is not important
to maintain this information. Second, there is more
than one way to choose a set of rules which lead
to the desired final sentence “I ate.” For example,
we could have chosen to include a rule which went
directly from the second step to the fourth. In gen-
eral, the rules were designed to allow as much reuse
of rules as possible. Figure 3 shows the simplifica-
tion of “Sam’s chance to eat has passed” (again with
target verb “eat”); by simplifying both of these sen-
tences as “X had a chance to Y”, we are able to use
the same final rule in both cases.

Of course, there may be more than one way to
simplify a sentence for a given rule set; this ambigu-
ity is handled by learning which rules to prefer.

In this paper, we use simplification to mean some-
thing which is closer to canonicalization that sum-
marization. Thus, given an input sentence, our goal
is not to produce a single shortened sentence which
contains as much information from the original sen-
tence as possible. Rather, the goal is, for each
verb in the sentence, to produce a “simple” sentence
which is in a particular canonical form (described
below) relative to that verb.

3 Transformation Rules
A transformation rule takes as input a parse tree and
produces as output a different, changed parse tree.
Since our goal is to produce a simplified version of
the sentence, the rules are designed to bring all sen-
tences toward the same common format.

A rule (see left side of Figure 4) consists of two
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NP-7

[Someone] VB-5 NP

VP-4

give chance

NP-2

I

VB-5 NP

VP-4

give chance

NP-2

I

S-1S-1

NP-2 VP-3

VB*-6

VBN-5be

VP-4

TransformedRule

Replace 3 with 4
Create new node 7 – [Someone]
Substitute 7 for 2
Add 2 after 5
Set category of 5 to VB

S

NP VP

VBD

VBN NPwas

VP

given chance

I

Original

Figure 4: Rule for depassivizing a sentence

parts. The first is a “tree regular expression” which
is most simply viewed as a tree fragment with op-
tional constraints at each node. The rule assigns
numbers to each node which are referred to in the
second part of the rule. Formally, a rule node X
matches a parse-tree node A if: (1) All constraints of
node X (e.g., constituent category, head word, etc.)
are satisfied by node A. (2) For each child node Y
of X, there is a child B of A that matches Y; two
children of X cannot be matched to the same child
B. There are no other requirements. A can have
other children besides those matched, and leaves of
the rule pattern can match to internal nodes of the
parse (corresponding to entire phrases in the origi-
nal sentence). For example, the same rule is used to
simplify both “I had a chance to eat,” and “I had a
chance to eat a sandwich,” (into “I ate,” and “I ate
a sandwich,”). The insertion of the phrase “a sand-
wich” does not prevent the rule from matching.

The second part of the rule is a series of simple
steps that are applied to the matched nodes. For ex-
ample, one type of simple step applied to the pair of
nodes (X,Y) removes X from its current parent and
adds it as the final child of Y. Figure 4 shows the
depassivizing rule and the result of applying it to the
sentence “I was given a chance.” The transformation
steps are applied sequentially from top to bottom.
Note that any nodes not matched are unaffected by
the transformation; they remain where they are rel-
ative to their parents. For example, “chance” is not
matched by the rule, and thus remains as a child of
the VP headed by “give.”

There are two significant pieces of “machinery” in
our current rule set. The first is the idea of a floating
node, used for locating an argument within a subor-
dinate clause. For example, in the phrases “The cat
that ate the mouse”, “The seed that the mouse ate”,
and “The person we gave the gift to”, the modified
nouns (“cat”, “seed”, and “person”, respectively) all

SimplifiedOriginal#Rule Category

I atethe food.Float(The food) I 
ate.

5Floating nodes

He slept.I said he slept.4Sentence extraction

Food is tasty.Salt makes food 
tasty.

8“Make” rewrites

The total 
includestax.

Includingtax, the 
total…

7Verb acting as PP/NP

John has a 
chance to eat.

John’s chance to 
eat…

7Possessive

I will eat.Will I eat?7Questions

I will eat.Nor will I eat.7Inverted sentences

Float(The food) I 
ate.

The food I ate…8Modified nouns

I eat.I have a chance to 
eat.

7Verb RC (Noun)

I eat.I am likely to eat.6Verb RC (ADJP/ADVP)

I eat.I wantto eat.17Verb Raising/Control (basic)

I eat.I must eat.14Verb Collapsing/Rewriting

I ate.I ateand slept.8Conjunctions

John is a lawyer.John, a lawyer, …20Misc Collapsing/Rewriting

A car hitme.I was hitby a car.5Passive

I sleptThursday.Thursday, I slept.24Sentence normalization

SimplifiedOriginal#Rule Category

I atethe food.Float(The food) I 
ate.

5Floating nodes

He slept.I said he slept.4Sentence extraction

Food is tasty.Salt makes food 
tasty.

8“Make” rewrites

The total 
includestax.

Includingtax, the 
total…

7Verb acting as PP/NP

John has a 
chance to eat.

John’s chance to 
eat…

7Possessive

I will eat.Will I eat?7Questions

I will eat.Nor will I eat.7Inverted sentences

Float(The food) I 
ate.

The food I ate…8Modified nouns

I eat.I have a chance to 
eat.

7Verb RC (Noun)

I eat.I am likely to eat.6Verb RC (ADJP/ADVP)

I eat.I wantto eat.17Verb Raising/Control (basic)

I eat.I must eat.14Verb Collapsing/Rewriting

I ate.I ateand slept.8Conjunctions

John is a lawyer.John, a lawyer, …20Misc Collapsing/Rewriting

A car hitme.I was hitby a car.5Passive

I sleptThursday.Thursday, I slept.24Sentence normalization

Table 1: Rule categories with sample simplifications.
Target verbs are underlined.

should be placed in different positions in the subor-
dinate clauses (subject, direct object, and object of
“to”) to produce the phrases “The cat ate the mouse,”
“The mouse ate the seed”, and “We gave the gift to
the person.” We handle these phrases by placing a
floating node in the subordinate clause which points
to the argument; other rules try to place the floating
node into each possible position in the sentence.

The second construct is a system for keeping track
of whether a sentence has a subject, and if so, what
it is. A subset of our rule set normalizes the input
sentence by moving modifiers after the verb, leaving
either a single phrase (the subject) or nothing before
the verb. For example, the sentence “Before leaving,
I ate a sandwich,” is rewritten as “I ate a sandwich
before leaving.” In many cases, keeping track of the
presence or absence of a subject greatly reduces the
set of possible simplifications.

Altogether, we currently have 154 (mostly unlex-
icalized) rules. Our general approach was to write
very conservative rules, i.e., avoid making rules
with low precision, as these can quickly lead to a
large blowup in the number of generated simple sen-
tences. Table 1 shows a summary of our rule-set,
grouped by type. Note that each row lists only one
possible sentence and simplification rule from that
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S-1

NP or S VP

VB*

eat

#children(S-1) = 2

S-1

VP

VB*

eat

#children(S-1) = 1

Figure 5: Simple sentence constraints for “eat”

category; many of the categories handle a variety of
syntax patterns. The two examples without target
verbs are helper transformations; in more complex
sentences, they can enable further simplifications.
Another thing to note is that we use the terms Rais-
ing/Control (RC) very loosely to mean situations
where the subject of the target verb is displaced, ap-
pearing as the subject of another verb (see table).

Our rule set was developed by analyzing perfor-
mance and coverage on the PropBank WSJ training
set; neither the development set nor (of course) the
test set were used during rule creation.

4 Simple Sentence Production
We now describe how to take a set of rules and pro-
duce a set of candidate simple sentences. At a high
level, the algorithm is very simple. We maintain a
set of derived parses S which is initialized to con-
tain only the original, untransformed parse. One it-
eration of the algorithm consists of applying every
possible matching transformation rule to every parse
in S, and adding all resulting parses to S. With care-
fully designed rules, repeated iterations are guaran-
teed to converge; that is, we eventually arrive at a set
Ŝ such that if we apply an iteration of rule applica-
tion to Ŝ, no new parses will be added. Note that
we simplify the whole sentence without respect to a
particular verb. Thus, this process only needs to be
done once per sentence (not once per verb).

To label arguments of a particular target verb, we
remove any parse from our set which does not match
one of the two templates in Figure 5 (for verb “eat”).
These select simple sentences that have all non-
subject modifiers moved to the predicate and “eat”
as the main verb. Note that the constraint VB* indi-
cates any terminal verb category (e.g., VBN, VBD,
etc.) A parse that matches one of these templates
is called a valid simple sentence; this is exactly
the canonicalized version of the sentence which our
simplification rules are designed to produce.

This procedure is quite expensive; we have to
copy the entire parse tree at each step, and in gen-
eral, this procedure could generate an exponential
number of transformed parses. The first issue can be
solved, and the second alleviated, using a dynamic-
programming data structure similar to the one used
to store parse forests (as in a chart parser). This data
structure is not essential for exposition; we delay
discussion until Section 7.

5 Labeling Simple Sentences
For a particular sentence/target verb pair s, v, the
output from the previous section is a set Ssv =
{tsvi }i of valid simple sentences. Although labeling
a simple sentence is easier than labeling the original
sentence, there are still many choices to be made.
There is one key assumption that greatly reduces the
search space: in a simple sentence, only the subject
(if present) and direct modifiers of the target verb
can be arguments of that verb.

On the training set, we now extract a set of role
patterns Gv = {gv

j }j for each verb v. For exam-
ple, a common role pattern for “give” is that of “I
gave him a sandwich”. We represent this pattern
as ggive

1 = {ARG0 = Subject NP, ARG1 =
Postverb NP2, ARG2 = Postverb NP1}. Note
that this is one atomic pattern; thus, we are keep-
ing track not just of occurrences of particular roles
in particular places in the simple sentence, but also
how those roles co-occur with other roles.

For a particular simple sentence tsvi , we apply
all extracted role patterns gv

j to tsvi , obtaining a set
of possible role labelings. We call a simple sen-
tence/role labeling pair a simple labeling and denote
the set of candidate simple labelings Csv = {csv

k }k.
Note that a given pair tsvi , gv

j may generate more
than one simple labeling, if there is more than one
way to assign the elements of gv

j to constituents in
tsvi . Also, for a sentence s there may be several
simple labelings that lead to the same role labeling.
In particular, there may be several simple labelings
which assign the correct labels to all constituents;
we denote this set Ksv ⊆ Csv.

6 Probabilistic Model
We now define our probabilistic model. Given a
(possibly large) set of candidate simple labelings
Csv, we need to select a correct one. We assign
a score to each candidate based on its features:
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Rule = Depassivize
Pattern = {ARG0 = Subj NP, ARG1 = PV NP2, ARG2 = PV NP1}
Role = ARG0, Head Word = John
Role = ARG1, Head Word = sandwich
Role = ARG2, Head Word = I
Role = ARG0, Category = NP
Role = ARG1, Category = NP
Role = ARG2, Category = NP
Role = ARG0, Position = Subject NP
Role = ARG1, Position = Postverb NP2
Role = ARG2, Position = Postverb NP1

Figure 6: Features for “John gave me a sandwich.”

which rules were used to obtain the simple sentence,
which role pattern was used, and features about the
assignment of constituents to roles. A log-linear
model then assigns probability to each simple label-
ing equal to the normalized exponential of the score.

The first type of feature is which rules were used
to obtain the simple sentence. These features are in-
dicator functions for each possible rule. Thus, we do
not currently learn anything about interactions be-
tween different rules. The second type of feature is
an indicator function of the role pattern used to gen-
erate the labeling. This allows us to learn that “give”
has a preference for the labeling {ARG0 = Subject
NP, ARG1 = Postverb NP2, ARG2 = Postverb NP1}.
Our final features are analogous to those used in se-
mantic role labeling, but greatly simplified due to
our use of simple sentences: head word of the con-
stituent; category (i.e., constituent label); and posi-
tion in the simple sentence. Each of these features
is combined with the role assignment, so that each
feature indicates a preference for a particular role
assignment (i.e., for “give”, head word “sandwich”
tends to be ARG1). For each feature, we have a
verb-specific and a verb-independent version, allow-
ing sharing across verbs while still permitting dif-
ferent verbs to learn different preferences. The set
of extracted features for the sentence “I was given
a sandwich by John” with simplification “John gave
me a sandwich” is shown in Figure 6. We omit verb-
specific features to save space . Note that we “stem”
all pronouns (including possessive pronouns).

For each candidate simple labeling csv
k we extract

a vector of features f sv
k as described above. We now

define the probability of a simple labeling csv
k with

respect to a weight vector w P (csv
k ) = ew

T fsv
kP

k′ e
wT fsv

k′
.

Our goal is to maximize the total probability as-
signed to any correct simple labeling; therefore, for
each sentence/verb pair (s, v), we want to increase

∑
csv
k ∈Ksv P (csv

k ). This expression treats the simple
labeling (consisting of a simple sentence and a role
assignment) as a hidden variable that is summed out.
Taking the log, summing across all sentence/verb
pairs, and adding L2 regularization on the weights,
we have our final objective F (w):

∑
s,v

log

∑
csv
k ∈Ksv ewT fsv

k∑
csv
k′∈Csv ewT fsv

k′

− wTw
2σ2

We train our model by optimizing the objective
using standard methods, specifically BFGS. Due to
the summation over the hidden variable representing
the choice of simple sentence (not observed in the
training data), our objective is not convex. Thus,
we are not guaranteed to find a global optimum; in
practice we have gotten good results using the de-
fault initialization of setting all weights to 0.

Consider the derivative of the likelihood compo-
nent with respect to a single weight wl:∑
csv
k ∈Ksv

f sv
k (l)

P (csv
k )∑

csv
k′∈Ksv

P (csv
k′ )

−
∑

csv
k ∈Csv

f sv
k (l)P (csv

k )

where f sv
k (l) denotes the lth component of f sv

k .
This formula is positive when the expected value of
the lth feature is higher on the set of correct simple
labelings Ksv than on the set of all simple labelings
Csv. Thus, the optimization procedure will tend to
be self-reinforcing, increasing the score of correct
simple labelings which already have a high score.

7 Simplification Data Structure
Our representation of the set of possible simplifi-
cations of a sentence addresses two computational
bottlenecks. The first is the need to repeatedly copy
large chunks of the sentence. For example, if we are
depassivizing a sentence, we can avoid copying the
subject and object of the original sentence by simply
referring back to them in the depassivized version.
At worst, we only need to add one node for each
numbered node in the transformation rule. The sec-
ond issue is the possible exponential blowup of the
number of generated sentences. Consider “I want
to eat and I want to drink and I want to play and
. . . ” Each subsentence can be simplified, yielding
two possibilities for each subsentence. The number
of simplifications of the entire sentence is then ex-
ponential in the length of the sentence. However,
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ROOT

S

NP([Someone])

VP VBD(gave)

S

NP(chance)

VP

VBD(was)

NP(I)

VBN(given)

VP

Figure 7: Data structure after applying the depassivize
rule to “I was given (a) chance.” Circular nodes are OR-
nodes, rectangular nodes are AND-nodes.

we can store these simplifications compactly as a set
of independent decisions, “I {want to eat OR eat}
and I {want to drink OR drink} and . . . ”

Both issues can be addressed by representing the
set of simplifications using an AND-OR tree, a gen-
eral data structure also used to store parse forests
such as those produced by a chart parser. In our case,
the AND nodes are similar to constituent nodes in a
parse tree – each has a category (e.g. NP) and (if it
is a leaf) a word (e.g. “chance”), but instead of hav-
ing a list of child constituents, it instead has a list of
child OR nodes. Each OR node has one or more con-
stituent children that correspond to the different op-
tions at this point in the tree. Figure 7 shows the re-
sulting AND-OR tree after applying the depassivize
rule to the original parse of “I was given a chance.”
Because this AND-OR tree represents only two dif-
ferent parses, the original parse and the depassivized
version, only one OR node in the tree has more than
one child – the root node, which has two choices,
one for each parse. However, the AND nodes imme-
diately above “I” and “chance” each have more than
one OR-node parent, since they are shared by the
original and depassivized parses1. To extract a parse
from this data structure, we apply the following re-
cursive algorithm: starting at the root OR node, each
time we reach an OR node, we choose and recurse
on exactly one of its children; each time we reach
an AND node, we recurse on all of its children. In
Figure 7, we have only one choice: if we go left at
the root, we generate the original parse; otherwise,
we generate the depassivized version.

Unfortunately, it is difficult to find the optimal
AND-OR tree. We use a greedy but smart proce-

1In this particular example, both of these nodes are leaves,
but in general shared nodes can be entire tree fragments

dure to try to produce a small tree. We omit details
for lack of space. Using our rule set, the compact
representation is usually (but not always) small.

For our compact representation to be useful, we
need to be able to optimize our objective without ex-
panding all possible simple sentences. A relatively
straight-forward extension of the inside-outside al-
gorithm for chart-parses allows us to learn and per-
form inference in our compact representation (a sim-
ilar algorithm is presented in (Geman & Johnson,
2002)). We omit details for lack of space.

8 Experiments
We evaluated our system using the setup of the Conll
2005 semantic role labeling task.2 Thus, we trained
on Sections 2-21 of PropBank and used Section 24
as development data. Our test data includes both the
selected portion of Section 23 of PropBank, plus the
extra data on the Brown corpus. We used the Char-
niak parses provided by the Conll distribution.

We compared to a strong Baseline SRL system
that learns a logistic regression model using the fea-
tures of Pradhan et al. (2005). It has two stages.
The first filters out nodes that are unlikely to be ar-
guments. The second stage labels each remaining
node either as a particular role (e.g. “ARGO”) or as a
non-argument. Note that the baseline feature set in-
cludes a feature corresponding to the subcategoriza-
tion of the verb (specifically, the sequence of nonter-
minals which are children of the predicate’s parent
node). Thus, Baseline does have access to some-
thing similar to our model’s role pattern feature, al-
though the Baseline subcategorization feature only
includes post-verbal modifiers and is generally much
noisier because it operates on the original sentence.

Our Transforms model takes as input the Char-
niak parses supplied by the Conll release, and labels
every node with Core arguments (ARG0-ARG5).
Our rule set does not currently handle either ref-
erent arguments (such as “who” in “The man who
ate . . . ”) or non-core arguments (such as ARGM-
TMP). For these arguments, we simply filled in us-
ing our baseline system (specifically, any non-core
argument which did not overlap an argument pre-
dicted by our model was added to the labeling).
Also, on some sentences, our system did not gen-
erate any predictions because no valid simple sen-

2http://www.lsi.upc.es/ srlconll/home.html
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Model Dev Test Test Test
WSJ Brown WSJ+Br

Baseline 74.7 76.9 64.7 75.3
Transforms 75.6 77.4 66.8 76.0
Combined 76.0 78.0 66.4 76.5
Punyakanok 77.35 79.44 67.75 77.92

Table 2: F1 Measure using Charniak parses

tences were produced by the simplification system .
Again, we used the baseline to fill in predictions (for
all arguments) for these sentences.

Baseline and Transforms were regularized using
a Gaussian prior; for both models, σ2 = 1.0 gave
the best results on the development set.

For generating role predictions from our model,
we have two reasonable options: use the labeling
given by the single highest scoring simple labeling;
or compute the distribution over predictions for each
node by summing over all simple labelings. The lat-
ter method worked slightly better, particularly when
combined with the baseline model as described be-
low, so all reported results use this method.

We also evaluated a hybrid model that combines
the Baseline with our simplification model. For a
given sentence/verb pair (s, v), we find the set of
constituents N sv that made it past the first (filtering)
stage of Baseline. For each candidate simple sen-
tence/labeling pair csv

k = (tsvi , gv
j ) proposed by our

model, we check to see which of the constituents
in N sv are already present in our simple sentence
tsvi . Any constituents that are not present are then as-
signed a probability distribution over possible roles
according to Baseline. Thus, we fall back Base-
line whenever the current simple sentence does not
have an “opinion” about the role of a particular con-
stituent. The Combined model is thus able to cor-
rectly label sentences when the simplification pro-
cess drops some of the arguments (generally due to
unusual syntax). Each of the two components was
trained separately and combined only at testing time.

Table 2 shows results of these three systems on
the Conll-2005 task, plus the top-performing system
(Punyakanok et al., 2005) for reference. Baseline al-
ready achieves good performance on this task, plac-
ing at about 75th percentile among evaluated sys-
tems. Our Transforms model outperforms Baseline
on all sets. Finally, our Combined model improves
over Transforms on all but the test Brown corpus,

Model Test WSJ
Baseline 87.6
Transforms 88.2
Combined 88.5

Table 3: F1 Measure using gold parses

achieving a statistically significant increase over the
Baseline system (according to confidence intervals
calculated for the Conll-2005 results).

The Combined model still does not achieve the
performance levels of the top several systems. How-
ever, these systems all use information from multi-
ple parses, allowing them to fix many errors caused
by incorrect parses. We return to this issue in Sec-
tion 10. Indeed, as shown in Table 3, performance
on gold standard parses is (as expected) much bet-
ter than on automatically generated parses, for all
systems. Importantly, the Combined model again
achieves a significant improvement over Baseline.

We expect that by labeling simple sentences, our
model will generalize well even on verbs with a
small number of training examples. Figure 8 shows
F1 measure on the WSJ test set as a function of train-
ing set size. Indeed, both the Transforms model and
the Combined model significantly outperform the
Baseline model when there are fewer than 20 train-
ing examples for the verb. While the Baseline model
has higher accuracy than the Transforms model for
verbs with a very large number of training examples,
the Combined model is at or above both of the other
models in all but the rightmost bucket, suggesting
that it gets the best of both worlds.

We also found, as expected, that our model im-
proved on sentences with very long parse paths. For
example, in the sentence “Big investment banks re-
fused to step up to the plate to support the beleagured
floor traders by buying blocks of stock, traders say,” the
parse path from “buy” to its ARG0, “Big investment
banks,” is quite long. The Transforms model cor-
rectly labels the arguments of “buy”, while the Base-
line system misses the ARG0.

To understand the importance of different types of
rules, we performed an ablation analysis. For each
major rule category in Figure 1, we deleted those
rules from the rule set, retrained, and evaluated us-
ing the Combined model. To avoid parse-related
issues, we trained and evaluated on gold-standard
parses. Most important were rules relating to (ba-
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F1 vs. Verb Training Examples 
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Figure 8: F1 Measure on the WSJ test set as a function of
training set size. Each bucket on the X-axis corresponds
to a group of verbs for which the number of training ex-
amples fell into the appropriate range; the value is the
average performance for verbs in that bucket.

sic) verb raising/control, “make” rewrites, modified
nouns, and passive constructions. Each of these rule
categories when removed lowered the F1 score by
approximately .4%. In constrast, removing rules
for non-basic control, possessives, and inverted sen-
tences caused a negligible reduction in performance.
This may be because the relevant syntactic structures
occur rarely; because Baseline does well on those
constructs; or because the simplification model has
trouble learning when to apply these rules.

9 Related Work
One area of current research which has similarities
with this work is on Lexical Functional Grammars
(LFGs). Both approaches attempt to abstract away
from the surface level syntax of the sentence (e.g.,
the XLE system3). The most obvious difference be-
tween the approaches is that we use SRL data to train
our system, avoiding the need to have labeled data
specific to our simplification scheme.

There have been a number of works which model
verb subcategorization. Approaches include incor-
porating a subcategorization feature (Gildea & Ju-
rafsky, 2002; Xue & Palmer, 2004), such as the one
used in our baseline; and building a model which
jointly classifies all arguments of a verb (Toutanova
et al., 2005). Our method differs from past work in
that it extracts its role pattern feature from the sim-
plified sentence. As a result, the feature is less noisy

3http://www2.parc.com/isl/groups/nltt/xle/

and generalizes better across syntactic variation than
a feature extracted from the original sentence.

Another group of related work focuses on summa-
rizing sentences through a series of deletions (Jing,
2000; Dorr et al., 2003; Galley & McKeown, 2007).
In particular, the latter two works iteratively simplify
the sentence by deleting a phrase at a time. We differ
from these works in several important ways. First,
our transformation language is not context-free; it
can reorder constituents and then apply transforma-
tion rules to the reordered sentence. Second, we are
focusing on a somewhat different task; these works
are interested in obtaining a single summary of each
sentence which maintains all “essential” informa-
tion, while in our work we produce a simplification
that may lose semantic content, but aims to contain
all arguments of a verb. Finally, training our model
on SRL data allows us to avoid the relative scarcity
of parallel simplification corpora and the issue of de-
termining what is “essential” in a sentence.

Another area of related work in the semantic role
labeling literature is that on tree kernels (Moschitti,
2004; Zhang et al., 2007). Like our method, tree ker-
nels decompose the parse path into smaller pieces
for classification. Our model can generalize better
across verbs because it first simplifies, then classifies
based on the simplified sentence. Also, through it-
erative simplifications we can discover structure that
is not immediately apparent in the original parse.

10 Future Work

There are a number of improvements that could be
made to the current simplification system, includ-
ing augmenting the rule set to handle more con-
structions and doing further sentence normaliza-
tions, e.g., identifying whether a direct object exists.
Another interesting extension involves incorporating
parser uncertainty into the model; in particular, our
simplification system is capable of seamlessly ac-
cepting a parse forest as input.

There are a variety of other tasks for which sen-
tence simplification might be useful, including sum-
marization, information retrieval, information ex-
traction, machine translation and semantic entail-
ment. In each area, we could either use the sim-
plification system as learned on SRL data, or retrain
the simplification model to maximize performance
on the particular task.
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Abstract

In this paper, we study the problem of sum-
marizing email conversations. We first build
a sentence quotation graph that captures the
conversation structure among emails. We
adopt three cohesion measures: clue words,
semantic similarity and cosine similarity as
the weight of the edges. Second, we use
two graph-based summarization approaches,
Generalized ClueWordSummarizer and Page-
Rank, to extract sentences as summaries.
Third, we propose a summarization approach
based on subjective opinions and integrate it
with the graph-based ones. The empirical
evaluation shows that the basic clue words
have the highest accuracy among the three co-
hesion measures. Moreover, subjective words
can significantly improve accuracy.

1 Introduction

With the ever increasing popularity of emails, it is
very common nowadays that people discuss spe-
cific issues, events or tasks among a group of peo-
ple by emails(Fisher and Moody, 2002). Those dis-
cussions can be viewed as conversations via emails
and are valuable for the user as a personal infor-
mation repository(Ducheneaut and Bellotti, 2001).
In this paper, we study the problem ofsummariz-
ing email conversations. Solutions to this problem
can help users access the information embedded in
emails more effectively. For instance, 10 minutes
before a meeting, a user may want to quickly go
through a previous discussion via emails that is go-
ing to be discussed soon. In that case, rather than

reading each individual email one by one, it would
be preferable to read a concise summary of the pre-
vious discussion with the major information summa-
rized. Email summarization is also helpful for mo-
bile email users on a small screen.

Summarizing email conversations is challenging
due to the characteristics of emails, especially the
conversational nature. Most of the existing meth-
ods dealing with email conversations use the email
thread to represent the email conversation struc-
ture, which is not accurate in many cases (Yeh and
Harnly, 2006). Meanwhile, most existing email
summarization approaches use quantitative features
to describe the conversation structure, e.g., number
of recipients and responses, and apply some general
multi-document summarization methods to extract
some sentences as the summary (Rambow et al.,
2004) (Wan and McKeown, 2004). Although such
methods consider the conversation structure some-
how, they simplify the conversation structure into
several features and do not fully utilize it into the
summarization process.

In contrast, in this paper, we propose new summa-
rization approaches by sentence extraction, which
rely on a fine-grain representation of the conversa-
tion structure. We first build asentence quotation
graphby content analysis. This graph not only cap-
tures the conversation structure more accurately, es-
pecially for selective quotations, but it also repre-
sents the conversation structure at the finer granular-
ity of sentences. As a second contribution of this pa-
per, we study several ways to measure the cohesion
between parent and child sentences in the quotation
graph:clue words(re-occurring words in the reply)
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(Carenini et al., 2007),semantic similarityandco-
sine similarity. Hence, we can directly evaluate the
importance of each sentence in terms of its cohesion
with related ones in the graph. The extractive sum-
marization problem can be viewed as a node ranking
problem. We apply two summarization algorithms,
Generalized ClueWordSummarizer and Page-Rank
to rank nodes in the sentence quotation graph and
to select the corresponding most highly ranked sen-
tences as the summary.

Subjective opinions are often critical in many con-
versations. As a third contribution of this paper, we
study how to make use of the subjective opinions
expressed in emails to support the summarization
task. We integrate our best cohesion measure to-
gether with the subjective opinions. Our empirical
evaluations show that subjective words and phrases
can significantly improve email summarization.

To summarize, this paper is organized as follows.
In Section 2, we discuss related work. After building
a sentence quotation graph to represent the conver-
sation structure in Section 3, we apply two summa-
rization methods in Section 4. In Section 5, we study
summarization approaches with subjective opinions.
Section 6 presents the empirical evaluation of our
methods. We conclude this paper and propose fu-
ture work in Section 7.

2 Related Work

Rambow et al. proposed a sentence extraction sum-
marization approach for email threads (Rambow et
al., 2004). They described each sentence in an email
conversations by a set of features and used machine
learning to classify whether or not a sentence should
be included into the summary. Their experiments
showed that features about emails and the email
thread could significantly improve the accuracy of
summarization.

Wan et al. proposed a summarization approach
for decision-making email discussions (Wan and
McKeown, 2004). They extracted the issue and re-
sponse sentences from an email thread as a sum-
mary. Similar to the issue-response relationship,
Shrestha et al.(Shrestha and McKeown, 2004) pro-
posed methods to identify the question-answer pairs
from an email thread. Once again, their results
showed that including features about the email

thread could greatly improve the accuracy. Simi-
lar results were obtained by Corston-Oliver et al.
They studied how to identify “action” sentences
in email messages and use those sentences as a
summary(Corston-Oliver et al., 2004). All these ap-
proaches used the email thread as a coarse represen-
tation of the underlying conversation structure.

In our recent study (Carenini et al., 2007), we
built a fragment quotation graph to represent an
email conversation and developed a ClueWordSum-
marizer (CWS) based on the concept of clue words.
Our experiments showed that CWS had a higher
accuracy than the email summarization approach
in (Rambow et al., 2004) and the generic multi-
document summarization approach MEAD (Radev
et al., 2004). Though effective, the CWS method
still suffers from the following four substantial limi-
tations. First, we used a fragment quotation graph to
represent the conversation, which has a coarser gran-
ularity than the sentence level. For email summa-
rization by sentence extraction, the fragment granu-
larity may be inadequate. Second, we only adopted
one cohesion measure (clue words that are based on
stemming), and did not consider more sophisticated
ones such as semantically similar words. Third, we
did not consider subjective opinions. Finally, we did
not compared CWS to other possible graph-based
approaches as we propose in this paper.

Other than for email summarization, other docu-
ment summarization methods have adopted graph-
ranking algorithms for summarization, e.g., (Wan et
al., 2007), (Mihalcea and Tarau, 2004) and (Erkan
and Radev, 2004). Those methods built a complete
graph for all sentences in one or multiple documents
and measure the similarity between every pair of
sentences. Graph-ranking algorithms, e.g., Page-
Rank (Brin and Page, 1998), are then applied to rank
those sentences. Our method is different from them.
First, instead of using the complete graph, we build
the graph based on the conversation structure. Sec-
ond, we try various ways to compute the similarity
among sentences and the ranking of the sentences.

Several studies in the NLP literature have ex-
plored the reoccurrence of similar words within one
document due to text cohesion. The idea has been
formalized in the construct oflexical chains(Barzi-
lay and Elhadad, 1997). While our approach and
lexical chains both rely on lexical cohesion, they are
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quite different with respect to the kind of linkages
considered. Lexical chain is only based on similar-
ities between lexical items in contiguous sentences.
In contrast, in our approach, the linkage is based on
the existing conversation structure. In our approach,
the “chain” is not only “lexical” but also “conversa-
tional”, and typically spans over several emails.

3 Extracting Conversations from Multiple
Emails

In this section, we first review how to build a frag-
ment quotation graph through an example. Then we
extend this structure into a sentence quotation graph,
which can allow us to capture the conversational re-
lationship at the level of sentences.

3.1 Building the Fragment Quotation Graph

b
> a

E2
c
> b
> > a

E3 E4
d
e
> c
> > b
> > > a

E5
g
h
> > d
> f
> > e

E6
> g
i

> h
j

a
E1

(a) Conversation involving 6 Emails

ba c

e

d

f

h

g i

j

(b) Fragment Quotation Graph

Figure 1: A Real Example

Figure 1(a) shows a real example of a conversa-
tion from a benchmark data set involving 6 emails.
For the ease of representation, we do not show the
original content but abbreviate them as a sequence
of fragments. In the first step, all new and quoted
fragments are identified. For instance, emailE3 is
decomposed into 3 fragments: new fragmentc and
quoted fragmentsb, which in turn quoteda. E4

is decomposed intode, c, b and a. Then, in the
second step, to identify distinct fragments (nodes),
fragments are compared with each other and over-
laps are identified. Fragments are split if necessary
(e.g., fragmentgh in E5 is split into g andh when
matched withE6), and duplicates are removed. At
the end, 10 distinct fragmentsa, . . . , j give rise to
10 nodes in the graph shown in Figure 1(b).

As the third step, we create edges, which repre-
sent the replying relationship among fragments. In

general, it is difficult to determine whether one frag-
ment is actually replying to another fragment. We
assume thatany new fragment is a potential reply to
neighboring quotations – quoted fragments immedi-
ately preceding or following it.Let us considerE6

in Figure 1(a). there are two edges from nodei to g

andh, while there is only a single edge fromj to h.
ForE3, there are the edges(c, b) and(c, a). Because
of the edge(b, a), the edge(c, a) is not included in
Figure 1(b). Figure 1(b) shows the fragment quota-
tion graph of the conversation shown in Figure 1(a)
with all the redundant edges removed. In contrast,
if threading is done at the coarse granularity of en-
tire emails, as adopted in many studies, the thread-
ing would be a simple chain fromE6 to E5, E5 to
E4 and so on. Fragmentf reflects a special and im-
portant phenomenon, where the original email of a
quotation does not exist in the user’s folder. We call
this as thehidden emailproblem. This problem and
its influence on email summarization were studied
in (Carenini et al., 2005) and (Carenini et al., 2007).

3.2 Building the Sentence Quotation Graph

A fragment quotation graph can only represent the
conversation in the fragment granularity. We no-
tice that some sentences in a fragment are more rel-
evant to the conversation than the remaining ones.
The fragment quotation graph is not capable of rep-
resenting this difference. Hence, in the following,
we describe how to build a sentence quotation graph
from the fragment quotation graph and introduce
several ways to give weight to the edges.

In a sentence quotation graphGS, each node rep-
resents a distinct sentence in the email conversation,
and each edge(u, v) represents the replying rela-
tionship between nodeu and v. The algorithm to
create the sentence quotation graph contains the fol-
lowing 3 steps: create nodes, create edges and assign
weight to edges. In the following, we first illustrate
how to create nodes and edges. In Section 3.3, we
discuss different ways to assign weight to edges.

Given a fragment quotation graphGF , we first
split each fragment into a set of sentences. For each
sentence, we create a node in the sentence quotation
graphGS. In this way, each sentence in the email
conversation is represented by a distinct node inGS.

As the second step, we create the edges inGS.
The edges inGS are based on the edges inGF
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Figure 2: Create the Sentence Quotation Graph from the
Fragment Quotation Graph

because the edges inGF already reflect the reply-
ing relationship among fragments. For each edge
(u, v) ∈ GF , we create edges from each sentence
of u to each sentence ofv in the sentence quotation
graphGS. This is illustrated in Figure 2.

Note that when each distinct sentence in an email
conversation is represented as one node in the sen-
tence quotation graph, the extractive email sum-
marization problem is transformed into a standard
node ranking problem within the sentence quotation
graph. Hence, general node ranking algorithms, e.g.,
Page-Rank, can be used for email summarization as
well.

3.3 Measuring the Cohesion Between
Sentences

After creating the nodes and edges in the sentence
quotation graph, a key technical question is how to
measure the degree that two sentences are related to
each other, e.g., a sentencesu is replying to or be-
ing replied bysv. In this paper, we use text cohe-
sion between two sentencessu andsv to make this
assessment and assign this as the weight of the cor-
responding edge(su, sv). We explore three types
of cohesion measures: (1) clue words that are based
on stems, (2) semantic distance based on WordNet

and (3) cosine similarity that is based on the word
TFIDF vector. In the following, we discuss these
three methods separately in detail.

3.3.1 Clue Words

Clue words were originally defined as re-
occurring words with the same stem between two
adjacent fragments in the fragment quotation graph.
In this section, we re-define clue words based on the
sentence quotation graph as follows.A clue word in
a sentenceS is a non-stop word that also appears
(modulo stemming) in a parent or a child node (sen-
tence) ofS in the sentence quotation graph.

The frequency of clue words in the two sentences
measures their cohesion as described in Equation 1.

weight(su, sv) =
∑

wi∈su

freq(wi, sv) (1)

3.3.2 Semantic Similarity Based on WordNet

Other than stems, when people reply to previous
messages they may also choose some semantically
related words, such as synonyms and antonyms, e.g.,
“talk” vs. “discuss”. Based on this observation, we
propose to use semantic similarity to measure the
cohesion between two sentences. We use the well-
known lexical database WordNet to get the seman-
tic similarity of two words. Specifically, we use the
package by (Pedersen et al., 2004), which includes
several methods to compute the semantic similarity.
Among those methods, we choose “lesk” and “jcn”,
which are considered two of the best methods in (Ju-
rafsky and Martin, 2008). Similar to the clue words,
we measure the semantic similarity of two sentences
by the total semantic similarity of the words in both
sentences. This is described in the following equa-
tion.

weight(su, sv) =
∑

wi∈su

∑

wj∈sv

σ(wi, wj), (2)

3.3.3 Cosine Similarity

Cosine similarity is a popular metric to compute
the similarity of two text units. To do so, each sen-
tence is represented as a word vector of TFIDF val-
ues. Hence, the cosine similarity of two sentences

su andsv is then computed as
−→su ·−→sv

||−→su ||·||−→sv ||
.
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4 Summarization Based on the Sentence
Quotation Graph

Having built the sentence quotation graph with dif-
ferent measures of cohesion, in this section, we de-
velop two summarization approaches. One is the
generalization of the CWS algorithm in (Carenini
et al., 2007) and one is the well-known Page-
Rank algorithm. Both algorithms compute a score,
SentScore(s), for each sentence (node)s, which is
used to select the top-k% sentences as the summary.

4.1 Generalized ClueWordSummarizer

Given the sentence quotation graph, since the weight
of an edge(s, t) represents the extent thats is related
to t, a natural assumption is that the more relevant a
sentence (node)s is to its parents and children, the
more importants is. Based on this assumption, we
compute the weight of a nodes by summing up the
weight of all the outgoing and incoming edges ofs.
This is described in the following equation.

SentScore(s) =
∑

(s,t)∈GS

weight(s, t) +
∑

(p,s)∈GS

weight(p, s)

(3)

The weight of an edge(s, t) can be any of the
three metrics described in the previous section. Par-
ticularly, when the weight of the edge is based on
clue words as in Equation 1, this method is equiva-
lent to Algorithm CWS in (Carenini et al., 2007). In
the rest of this paper, let CWS denote the General-
ized ClueWordSummarizer when the edge weight is
based on clue words, and letCWS-CosineandCWS-
Semanticdenote the summarizer when the edge
weight is cosine similarity and semantic similarity
respectively.Semanticcan be either “lesk” or “jcn”.

4.2 Page-Rank-based Summarization

The Generalized ClueWordSummarizer only con-
siders the weight of the edges without considering
the importance (weight) of the nodes. This might
be incorrect in some cases. For example, a sentence
replied by an important sentence should get some of
its importance. This intuition is similar to the one
inspiring the well-known Page-Rank algorithm. The
traditional Page-Rank algorithm only considers the
outgoing edges. In email conversations, what we
want to measure is the cohesion between sentences
no matter which one is being replied to. Hence, we

need to consider both incoming and outgoing edges
and the corresponding sentences.

Given the sentence quotation graphGs, the Page-
Rank-based algorithm is described in Equation 4.
PR(s) is the Page-Rank score of a node (sentence)
s. d is the dumping factor, which is initialized to
0.85 as suggested in the Page-Rank algorithm. In
this way, the rank of a sentence is evaluated globally
based on the graph.

5 Summarization with Subjective
Opinions

Other than the conversation structure, the measures
of cohesion and the graph-based summarization
methods we have proposed, the importance of a sen-
tence in emails can be captured from other aspects.
In many applications, it has been shown that sen-
tences with subjective meanings are paid more at-
tention than factual ones(Pang and Lee, 2004)(Esuli
and Sebastiani, 2006). We evaluate whether this is
also the case in emails, especially when the conver-
sation is about decision making, giving advice, pro-
viding feedbacks, etc.

A large amount of work has been done on deter-
mining the level of subjectivity of text (Shanahan
et al., 2005). In this paper we follow a very sim-
ple approach that, if successful, could be extended
in future work. More specifically, in order to as-
sess the degree of subjectivity of a sentences, we
count the frequency of words and phrases ins that
are likely to bear subjective opinions. The assump-
tion is that the more subjective wordss contains, the
more likely thats is an important sentence for the
purpose of email summarization. LetSubjScore(s)
denote the number of words with a subjective mean-
ing. Equation 5 illustrates how SubjScore(s) is com-
puted.SubjList is a list of words and phrases that
indicate subjective opinions.

SubjScore(s) =
∑

wi∈SubjList,wi∈s

freq(wi) (5)

The SubjScore(s) alone can be used to evaluate
the importance of a sentence. In addition, we can
combine SubjScore with any of the sentence scores
based on the sentence quotation graph. In this paper,
we use a simple approach by adding them up as the
final sentence score.
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PR(s) = (1− d) + d ∗

∑

si∈child(s)

weight(s, si) ∗ PR(si) +
∑

sj∈parent(s)

weight(sj , s) ∗ PR(sj)

∑

si∈child(s)

weight(s, si) +
∑

sj∈parent(s)

weight(sj , s)
(4)

As to the subjective words and phrases, we
consider the following two lists generated by re-
searchers in this area.

• OpFind: The list of subjective words in (Wil-
son et al., 2005). The major source of this list is
from (Riloff and Wiebe, 2003) with additional
words from other sources. This list contains
8,220 words or phrases in total.

• OpBear: The list of opinion bearing words
in (Kim and Hovy, 2005). This list contains
27,193 words or phrases in total.

6 Empirical Evaluation

6.1 Dataset Setup

There are no publicly available annotated corpora to
test email summarization techniques. So, the first
step in our evaluation was to develop our own cor-
pus. We use the Enron email dataset, which is the
largest public email dataset. In the 10 largestin-
boxfolders in the Enron dataset, there are 296 email
conversations. Since we are studying summarizing
email conversations, we required that each selected
conversation contained at least 4 emails. In total, 39
conversations satisfied this requirement. We use the
MEAD package to segment the text into 1,394 sen-
tences (Radev et al., 2004).

We recruited 50 human summarizers to review
those 39 selected email conversations. Each email
conversation was reviewed by 5 different human
summarizers. For each given email conversation,
human summarizers were asked to generate a sum-
mary by directly selecting important sentences from
the original emails in that conversation. We asked
the human summarizers to select 30% of the total
sentences in their summaries.

Moreover, human summarizers were asked to
classify each selected sentence as eitheressential
or optional. The essential sentences are crucial to
the email conversation and have to be extracted in
any case. The optional sentences are not critical but

are useful to help readers understand the email con-
versation if the given summary length permits. By
classifying essential and optional sentences, we can
distinguish the core information from the support-
ing ones and find the most convincing sentences that
most human summarizers agree on.

As essential sentences are more important than
the optional ones, we give more weight to the es-
sential selections. We compute aGSV alue for each
sentence to evaluate its importance according to the
human summarizers’ selections. The score is de-
signed as follows: for each sentences, one essen-
tial selection has a score of 3, one optional selec-
tion has a score of 1. Thus, the GSValue of a sen-
tence ranges from 0 to 15 (5 human summarizers x
3). The GSValue of 8 corresponds to 2 essential and
2 optional selections. If a sentence has a GSValue
no less than 8, we take it as anoverall essentialsen-
tence. In the 39 conversations, we have about 12%
overall essential sentences.

6.2 Evaluation Metrics

Evaluation of summarization is believed to be a dif-
ficult problem in general. In this paper, we use two
metrics to measure the accuracy of a system gener-
ated summary. One issentence pyramid precision,
and the other isROUGE recall. As to the statistical
significance, we use the 2-tail pairwise student t-test
in all the experiments to compare two specific meth-
ods. We also use ANOVA to compare three or more
approaches together.

The sentence pyramid precision is a relative pre-
cision based on the GSValue. Since this idea is
borrowed from the pyramid metric by Nenkova et
al.(Nenkova et al., 2007), we call it thesentence
pyramid precision. In this paper, we simplify it as
thepyramid precision. As we have discussed above,
with the reviewers’ selections, we get a GSValue for
each sentence, which ranges from 0 to 15. With
this GSValue, we rank all sentences in a descendant
order. We also group all sentences with the same
GSValue together as one tierTi, wherei is the corre-
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sponding GSValue;i is called thelevelof the tierTi.
In this way, we organize all sentences into a pyra-
mid: a sequence of tiers with a descendant order of
levels. With the pyramid of sentences, the accuracy
of a summary is evaluated over the best summary we
can achieve under the same summary length. The
best summary ofk sentences are the topk sentences
in terms of GSValue.

Other than the sentence pyramid precision, we
also adopt the ROUGE recall to evaluate the gen-
erated summary with a finer granularity than sen-
tences, e.g., n-gram and longest common subse-
quence. Unlike the pyramid method which gives
more weight to sentences with a higher GSValue,
ROUGE is not sensitive to the difference between
essential and optional selections (it considers all sen-
tences in one summary equally). Directly applying
ROUGE may not be accurate in our experiments.
Hence, we use the overall essential sentences as the
gold standard summary for each conversation, i.e.,
sentences in tiers no lower thanT8. In this way,
the ROUGE metric measures the similarity of a sys-
tem generated summary to a gold standard summary
that is considered important by most human sum-
marizers. Specifically, we choose ROUGE-2 and
ROUGE-L as the evaluation metric.

6.3 Evaluating the Weight of Edges

In Section 3.3, we developed three ways to com-
pute the weight of an edge in the sentence quotation
graph, i.e., clue words, semantic similarity based on
WordNet and cosine similarity. In this section, we
compare them together to see which one is the best.
It is well-known that the accuracy of the summariza-
tion method is affected by the length of the sum-
mary. In the following experiments, we choose the
summary length as 10%, 12%, 15%, 20% and 30%
of the total sentences and use the aggregated average
accuracy to evaluate different algorithms.

Table 1 shows the aggregated pyramid preci-
sion over all five summary lengths of CWS, CWS-
Cosine, two semantic similarities, i.e., CWS-lesk
and CWS-jcn. We first use ANOVA to compare the
four methods. For the pyramid precision, theF ratio
is 50, and the p-value is 2.1E-29. This shows that the
four methods are significantly different in the aver-
age accuracy. In Table 1, by comparing CWS with
the other methods, we can see that CWS obtains the

CWS CWS-Cosine CWS-lesk CWS-jcn

Pyramid 0.60 0.39 0.57 0.57
p-value <0.0001 0.02 0.005

ROUGE-2 0.46 0.31 0.39 0.35
p-value <0.0001 <0.001 <0.001

ROUGE-L 0.54 0.43 0.49 0.45
p-value <0.0001 <0.001 <0.001

Table 1: Generalized CWS with Different Edge Weights

highest precision (0.60). The widely used cosine
similarity does not perform well. Its precision (0.39)
is about half of the precision of CWS with a p-value
less than 0.0001. This clearly shows that CWS is
significantly better than CWS-Cosine. Meanwhile,
both semantic similarities have lower accuracy than
CWS, and the differences are also statistically sig-
nificant even with the conservative Bonferroni ad-
justment (i.e., the p-values in Table 1 are multiplied
by three).

The above experiments show that the widely used
cosine similarity and the more sophisticated seman-
tic similarity in WordNet are less accurate than the
basic CWS in the summarization framework. This is
an interesting result and can be viewed at least from
the following two aspects. First, clue words, though
straight forward, are good at capturing the impor-
tant sentences within an email conversation. The
higher accuracy of CWS may suggest that people
tend to use the same words to communicate in email
conversations. Some related words in the previous
emails are adopted exactly or in another similar for-
mat (modulo stemming). This is different from other
documents such as newspaper articles and formal re-
ports. In those cases, the authors are usually profes-
sional in writing and choose their words carefully,
even intentionally avoid repeating the same words
to gain some diversity. However, for email conver-
sation summarization, this does not appear to be the
case.

Moreover, in the previous discussion we only con-
sidered the accuracy in precision without consider-
ing the runtime issue. In order to have an idea of
the runtime of the two methods, we did the follow-
ing comparison. We randomly picked 1000 pairs of
words from the 20 conversations and compute their
semantic distance in “jcn”. It takes about 0.056 sec-
onds to get the semantic similarity for one pair on the
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average. In contrast, when the weight of edges are
computed based on clue words, the average runtime
to compute the SentScore for all sentences in a con-
versation is only 0.05 seconds, which is even a little
less than the time to compute the semantic similar-
ity of one pair of words. In other words, when CWS
has generated the summary of one conversation, we
can only get the semantic distance between one pair
of words. Note that for each edge in the sentence
quotation graph, we need to compute the distance
for every pair of words in each sentence. Hence, the
empirical results do not support the use of semantic
similarity. In addition, we do not discuss the runtime
performance of CWS-cosine here because of its ex-
tremely low accuracy.

6.4 Comparing Page-Rank and CWS

Table 2 compares Page-Rank and CWS under differ-
ent edge weights. We compare Page-Rank only with
CWS because CWS is better than the other Gener-
alized CWS methods as shown in the previous sec-
tion. This table shows that Page-Rank has a lower
accuracy than that of CWS and the difference is sig-
nificant in all four cases. Moreover, when we com-
pare Table 1 and 2 together, we can find that, for
each kind of edge weight, Page-Rank has a lower
accuracy than the corresponding Generalized CWS.
Note that Page-Rank computes a node’s rank based
on all the nodes and edges in the graph. In contrast,
CWS only considers the similarity between neigh-
boring nodes. The experimental result indicates that
for email conversation, the local similarity based on
clue words is more consistent with the human sum-
marizers’ selections.

6.5 Evaluating Subjective Opinions

Table 3 shows the result of using subjective opinions
described in Section 5. The first 3 columns in this ta-
ble are pyramid precision of CWS and using 2 lists
of subjective words and phrases alone. We can see
that by using subjective words alone, the precision of
each subjective list is lower than that of CWS. How-
ever, when we integrate CWS and subjective words
together, as shown in the remaining 2 columns, the
precisions get improved consistently for both lists.
The increase in precision is at least 0.04 with statisti-
cal significance. A natural question to ask is whether
clue words and subjective words overlap much. Our

CWS PR-Clue PR-Cosine PR-lesk PR-jcn

Pyramid 0.60 0.51 0.37 0.54 0.50
p-value < 0.0001 < 0.0001 < 0.0001 < 0.0001

ROUGE-2 0.46 0.4 0.26 0.36 0.39
p-value 0.05 < 0.0001 0.001 0.02

ROUGE-L 0.54 0.49 0.36 0.44 0.48
p-value 0.06 < 0.0001 0.0005 0.02

Table 2: Compare Page-Rank with CWS

CWS OpFind OpBear CWS+OpFind CWS+OpBear

Pyramid 0.60 0.52 0.59 0.65 0.64
p-value 0.0003 0.8 <0.0001 0.0007

ROUGE-2 0.46 0.37 0.44 0.50 0.49
p-value 0.0004 0.5 0.004 0.06

ROUGE-L 0.54 0.48 0.56 0.60 0.59
p-value 0.01 0.6 0.0002 0.002

Table 3: Accuracy of Using Subjective Opinions

analysis shows that the overlap is minimal. For the
list of OpFind, the overlapped words are about 8%
of clue words and 4% of OpFind that appear in the
conversations. This result clearly shows that clue
words and subjective words capture the importance
of sentences from different angles and can be used
together to gain a better accuracy.

7 Conclusions

We study how to summarize email conversations
based on the conversational cohesion and the sub-
jective opinions. We first create a sentence quota-
tion graph to represent the conversation structure on
the sentence level. We adopt three cohesion metrics,
clue words, semantic similarity and cosine similar-
ity, to measure the weight of the edges. The Gener-
alized ClueWordSummarizer and Page-Rank are ap-
plied to this graph to produce summaries. Moreover,
we study how to include subjective opinions to help
identify important sentences for summarization.

The empirical evaluation shows the following two
discoveries: (1) The basic CWS (based on clue
words) obtains a higher accuracy and a better run-
time performance than the other cohesion measures.
It also has a significant higher accuracy than the
Page-Rank algorithm. (2) By integrating clue words
and subjective words (phrases), the accuracy of
CWS is improved significantly. This reveals an in-
teresting phenomenon and will be further studied.
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Abstract

We outline the problem of ad hoc rules in
treebanks, rules used for specific construc-
tions in one data set and unlikely to be used
again. These include ungeneralizable rules,
erroneous rules, rules for ungrammatical text,
and rules which are not consistent with the rest
of the annotation scheme. Based on a sim-
ple notion of rule equivalence and on the idea
of finding rules unlike any others, we develop
two methods for detecting ad hoc rules in flat
treebanks and show they are successful in de-
tecting such rules. This is done by examin-
ing evidence across the grammar and without
making any reference to context.

1 Introduction and Motivation

When extracting rules from constituency-based tree-
banks employing flat structures, grammars often
limit the set of rules (e.g., Charniak, 1996), due
to the large number of rules (Krotov et al., 1998)
and “leaky” rules that can lead to mis-analysis (Foth
and Menzel, 2006). Although frequency-based cri-
teria are often used, these are not without problems
because low-frequency rules can be valid and po-
tentially useful rules (see, e.g., Daelemans et al.,
1999), and high-frequency rules can be erroneous
(see., e.g., Dickinson and Meurers, 2005). A key
issue in determining the rule set is rule generaliz-
ability: will these rules be needed to analyze new
data? This issue is of even more importance when
considering the task of porting a parser trained on
one genre to another genre (e.g., Gildea, 2001). In-
frequent rules in one genre may be quite frequent in

another (Sekine, 1997) and their frequency may be
unrelated to their usefulness for parsing (Foth and
Menzel, 2006). Thus, we need to carefully consider
the applicability of rules in a treebank to new text.

Specifically, we need to examine ad hoc rules,
rules used for particular constructions specific to one
data set and unlikely to be used on new data. This is
why low-frequency rules often do not extend to new
data: if they were only used once, it was likely for
a specific reason, not something we would expect to
see again. Ungeneralizable rules, however, do not
extend to new text for a variety of reasons, not all of
which can be captured strictly by frequency.

While there are simply phenomena which, for var-
ious reasons, are rarely used (e.g., long coordinated
lists), other ungeneralizable phenomena are poten-
tially more troubling. For example, when ungram-
matical or non-standard text is used, treebanks em-
ploy rules to cover it, but do not usually indicate un-
grammaticality in the annotation. These rules are
only to be used in certain situations, e.g., for ty-
pographical conventions such as footnotes, and the
fact that the situation is irregular would be useful
to know if the purpose of an induced grammar is
to support robust parsing. And these rules are out-
right damaging if the set of treebank rules is in-
tended to accurately capture the grammar of a lan-
guage. This is true of precision grammars, where
analyses can be more or less preferred (see, e.g.,
Wagner et al., 2007), and in applications like in-
telligent computer-aided language learning, where
learner input is parsed to detect what is correct or
not (see, e.g., Vandeventer Faltin, 2003, ch. 2). If a
treebank grammar is used (e.g., Metcalf and Boyd,
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2006), then one needs to isolate rules for ungram-
matical data, to be able to distinguish grammatical
from ungrammatical input.

Detecting ad hoc rules can also reveal issues re-
lated to rule quality. Many ad hoc rules exist be-
cause they are erroneous. Not only are errors in-
herently undesirable for obtaining an accurate gram-
mar, but training on data with erroneous rules can
be detrimental to parsing performance (e.g., Dickin-
son and Meurers, 2005; Hogan, 2007) As annotation
schemes are not guaranteed to be completely con-
sistent, other ad hoc rules point to non-uniform as-
pects of the annotation scheme. Thus, identifying ad
hoc rules can also provide feedback on annotation
schemes, an especially important step if one is to
use the treebank for specific applications (see, e.g.,
Vadas and Curran, 2007), or if one is in the process
of developing a treebank.

Although statistical techniques have been em-
ployed to detect anomalous annotation (Ule and
Simov, 2004; Eskin, 2000), these methods do not
account for linguistically-motivated generalizations
across rules, and no full evaluation has been done
on a treebank. Our starting point for detecting ad
hoc rules is also that they are dissimilar to the rest
of the grammar, but we rely on a notion of equiva-
lence which accounts for linguistic generalizations,
as described in section 2. We generalize equivalence
in a corpus-independent way in section 3 to detect
ad hoc rules, using two different methods to deter-
mine when rules are dissimilar. The results in sec-
tion 4 show the success of the method in identifying
all types of ad hoc rules.

2 Background

2.1 Equivalence classes
To define dissimilarity, we need a notion of simi-
larity, and, a starting point for this is the error de-
tection method outlined in Dickinson and Meurers
(2005). Since most natural language expressions are
endocentric, i.e., a category projects to a phrase of
the same category (e.g., X-bar Schema, Jackendoff,
1977), daughters lists with more than one possible
mother are flagged as potentially containing an er-
ror. For example, IN NP1 has nine different mothers
in the Wall Street Journal (WSJ) portion of the Penn

1Appendix A lists all categories used in this paper.

Treebank (Marcus et al., 1993), six of which are er-
rors.

This method can be extended to increase recall, by
treating similar daughters lists as equivalent (Dick-
inson, 2006, 2008). For example, the daughters lists
ADVP RB ADVP and ADVP , RB ADVP in (1) can
be put into the same equivalence class, because they
predict the same mother category. With this equiv-
alence, the two different mothers, PP and ADVP,
point to an error (in PP).

(1) a. to slash its work force in the U.S. , [PP

[ADV P as] soon/RB [ADV P as next month]]
b. to report ... [ADV P [ADV P immediately] ,/,

not/RB [ADV P a month later]]

Anything not contributing to predicting the
mother is ignored in order to form equivalence
classes. Following the steps below, 15,989 daugh-
ters lists are grouped into 3783 classes in the WSJ.

1. Remove daughter categories that are always
non-predictive to phrase categorization, i.e., al-
ways adjuncts, such as punctuation and the par-
enthetical (PRN) category.

2. Group head-equivalent lexical categories, e.g.,
NN (common noun) and NNS (plural noun).

3. Model adjacent identical elements as a single
element, e.g., NN NN becomes NN.

While the sets of non-predictive and head-equivalent
categories are treebank-specific, they require only a
small amount of manual effort.

2.2 Non-equivalence classes
Rules in the same equivalence class not only pre-
dict the same mother, they provide support that the
daughters list is accurate—the more rules within a
class, the better evidence that the annotation scheme
legitimately licenses that sequence. A lack of simi-
lar rules indicates a potentially anomalous structure.

Of the 3783 equivalence classes for the whole
WSJ, 2141 are unique, i.e., have only one unique
daughters list. For example, in (2), the daughters
list RB TO JJ NNS is a daughters list with no corre-
lates in the treebank; it is erroneous because close to
wholesale needs another layer of structure, namely
adjective phrase (ADJP) (Bies et al., 1995, p. 179).
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(2) they sell [merchandise] for [NP close/RB
to/TO wholesale/JJ prices/NNS ]

Using this strict equivalence to identify ad hoc
rules is quite successful (Dickinson, 2008), but
it misses a significant number of generalizations.
These equivalences were not designed to assist in
determining linguistic patterns from non-linguistic
patterns, but to predict the mother category, and thus
many correct rules are incorrectly flagged. To pro-
vide support for the correct rule NP → DT CD JJS
NNP JJ NNS in (3), for instance, we need to look
at some highly similar rules in the treebank, e.g.,
the three instances of NP → DT CD JJ NNP NNS,
which are not strictly equivalent to the rule in (3).

(3) [NP the/DT 100/CD largest/JJS Nasdaq/NNP
financial/JJ stocks/NNS ]

3 Rule dissimilarity and generalizability

3.1 Criteria for rule equivalence

With a notion of (non-)equivalence as a heuristic, we
can begin to detect ad hoc rules. First, however, we
need to redefine equivalence to better reflect syntac-
tic patterns.

Firstly, in order for two rules to be in the
same equivalence class—or even to be similar—the
mother must also be the same. This captures the
property that identical daughters lists with differ-
ent mothers are distinct (cf. Dickinson and Meurers,
2005). For example, looking back at (1), the one
occurrence of ADVP→ ADVP , RB ADVP is very
similar to the 4 instances of ADVP → RB ADVP,
whereas the one instance of PP→ADVP RB ADVP
is not and is erroneous. Daughters lists are thus now
only compared to rules with the same mother.

Secondly, we use only two steps to determine
equivalence: 1) remove non-predictive daughter cat-
egories, and 2) group head-equivalent lexical cat-
egories.2 While useful for predicting the same
mother, the step of Kleene reduction is less useful
for our purposes since it ignores potential differ-
ences in argument structure. It is important to know
how many identical categories can appear within a
given rule, to tell whether it is reliable; VP → VB

2See Dickinson (2006) for the full mappings.

NP and VP→ VB NP NP, for example, are two dif-
ferent rules.3

Thirdly, we base our scores on token counts, in or-
der to capture the fact that the more often we observe
a rule, the more reliable it seems to be. This is not
entirely true, as mentioned above, but this prevents
frequent rules such as NP→ EX (1075 occurrences)
from being seen as an anomaly.

With this new notion of equivalence, we can now
proceed to accounting for similar rules in detecting
ad hoc rules.

3.2 Reliability scores
In order to devise a scoring method to reflect simi-
lar rules, the simplest way is to use a version of edit
distance between rules, as we do under the Whole
daughters scoring below. This reflects the intuition
that rules with similar lists of daughters reflect the
same properties. This is the “positive” way of scor-
ing rules, in that we start with a basic notion of
equivalence and look for more positive evidence that
the rule is legitimate. Rules without such evidence
are likely ad hoc.

Our goal, though, is to take the results and exam-
ine the anomalous rules, i.e., those which lack strong
evidence from other rules. We can thus more di-
rectly look for “negative” evidence that a rule is ad
hoc. To do this, we can examine the weakest parts
of each rule and compare those across the corpus, to
see which anomalous patterns emerge; we do this in
the Bigram scoring section below.

Because these methods exploit different proper-
ties of rules and use different levels of abstraction,
they have complementary aspects. Both start with
the same assumptions about what makes rules equiv-
alent, but diverge in how they look for rules which
do not fit well into these equivalences.

Whole daughters scoring The first method to de-
tect ad hoc rules directly accounts for similar rules
across equivalence classes. Each rule type is as-
signed a reliability score, calculated as follows:

1. Map a rule to its equivalence class.

2. For every rule token within the equivalence
class, add a score of 1.

3Experiments done with Kleene reduction show that the re-
sults are indeed worse.
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3. For every rule token within a highly similar
equivalence class, add a score of 1

2 .

Positive evidence that a rule is legitimate is ob-
tained by looking at similar classes in step #3, and
then rules with the lowest scores are flagged as po-
tentially ad hoc (see section 4.1). To determine
similarity, we use a modified Levenshtein distance,
where only insertions and deletions are allowed; a
distance of one qualifies as highly similar.4 Allow-
ing two or more changes would be problematic for
unary rules (e.g., (4a), and in general, would allow
us to add and subtract dissimilar categories. We thus
remain conservative in determining similarity.

Also, we do not utilize substitutions: while they
might be useful in some cases, it is too problematic
to include them, given the difference in meaning of
each category. Consider the problematic rules in (4).
In (4a), which occurs once, if we allow substitutions,
then we will find 760 “comparable” instances of VP
→ VB, despite the vast difference in category (verb
vs. adverb). Likewise, the rule in (4b), which occurs
8 times, would be “comparable” to the 602 instances
of PP → IN PP, used for multi-word prepositions
like because of.5 To maintain these true differences,
substitutions are not allowed.

(4) a. VP→ RB
b. PP→ JJ PP

This notion of similarity captures many general-
izations, e.g., that adverbial phrases are optional.
For example, in (5), the rule reduces to S → PP
ADVP NP ADVP VP. With a strict notion of equiv-
alence, there are no comparable rules. However, the
class S → PP NP ADVP VP, with 198 members,
is highly similar, indicating more confidence in this
correct rule.

(5) [S [PP During his years in Chiriqui] ,/, [ADV P

however] ,/, [NP Mr. Noriega] [ADV P also]
[V P revealed himself as an officer as perverse
as he was ingenious] ./. ]

4The score is thus more generally 1
1+distance

, although we
ascribe no theoretical meaning to this

5Rules like PP → JJ PP might seem to be correct, but this
depends upon the annotation scheme. Phrases starting with due
to are sometimes annotated with this rule, but they also occur
as ADJP or ADVP or with due as RB. If PP→ JJ PP is correct,
identifying this rule actually points to other erroneous rules.

Bigram scoring The other method of detecting ad
hoc rules calculates reliability scores by focusing
specifically on what the classes do not have in com-
mon. Instead of examining and comparing rules in
their entirety, this method abstracts a rule to its com-
ponent parts, similar to features using information
about n-grams of daughter nodes in parse reranking
models (e.g., Collins and Koo, 2005).

We abstract to bigrams, including added START
and END tags, as longer sequences risk missing gen-
eralizations; e.g., unary rules would have no compa-
rable rules. We score rule types as follows:

1. Map a rule to its equivalence class, resulting in
a reduced rule.

2. Calculate the frequency of each
<mother,bigram> pair in a reduced rule:
for every reduced rule token with the same
pair, add a score of 1 for that bigram pair.

3. Assign the score of the least-frequent bigram as
the score of the rule.

We assign the score of the lowest-scoring bigram
because we are interested in anomalous sequences.
This is in the spirit of Květon and Oliva (2002),
who define invalid bigrams for POS annotation se-
quences in order to detect annotation errors..

As one example, consider (6), where the reduced
rule NP→ NP DT NNP is composed of the bigrams
START NP, NP DT, DT NNP, and NNP END. All of
these are relatively common (more than a hundred
occurrences each), except for NP DT, which appears
in only two other rule types. Indeed, DT is an in-
correct tag (NNP is correct): when NP is the first
daughter of NP, it is generally a possessive, preclud-
ing the use of a determiner.

(6) (NP (NP ABC ’s) (‘‘ ‘‘) (DT This) (NNP
Week))

The whole daughters scoring misses such prob-
lematic structures because it does not explicitly look
for anomalies. The disadvantage of the bigram scor-
ing, however, is its missing of the big picture: for
example, the erroneous rule NP→NNP CC NP gets
a large score (1905) because each subsequence is
quite common. But this exact sequence is rather rare
(NNP and NP are not generally coordinated), so the
whole daughters scoring assigns a low score (4.0).
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4 Evaluation

To gauge our success in detecting ad hoc rules, we
evaluate the reliability scores in two main ways: 1)
whether unreliable rules generalize to new data (sec-
tion 4.1), and, more importantly, 2) whether the un-
reliable rules which do generalize are ad hoc in other
ways—e.g., erroneous (section 4.2). To measure
this, we use sections 02-21 of the WSJ corpus as
training data to derive scores, section 23 as testing
data, and section 24 as development data.

4.1 Ungeneralizable rules

To compare the effectiveness of the two scoring
methods in identifying ungeneralizable rules, we ex-
amine how many rules from the training data do not
appear in the heldout data, for different thresholds.
In figure 1, for example, the method identifies 3548
rules with scores less than or equal to 50, 3439 of
which do not appear in the development data, result-
ing in an ungeneralizability rate of 96.93%.

To interpret the figures below, we first need to
know that of the 15,246 rules from the training data,
1832 occur in the development data, or only 12.02%,
corresponding to 27,038 rule tokens. There are also
396 new rules in the development data, making for a
total of 2228 rule types and 27,455 rule tokens.

4.1.1 Development data results
The results are shown in figure 1 for the whole

daughters scoring method and in figure 2 for the bi-
gram method. Both methods successfully identify
rules with little chance of occurring in new data, the
whole daughters method performing slightly better.

Thresh. Rules Unused Ungen.
1 311 311 100.00%

25 2683 2616 97.50%
50 3548 3439 96.93%

100 4596 4419 96.15%

Figure 1: Whole daughter ungeneralizability (devo.)

4.1.2 Comparing across data
Is this ungeneralizability consistent over different

data sets? To evaluate this, we use the whole daugh-
ters scoring method, since it had a higher ungener-
alizability rate in the development data, and we use

Thresh. Rules Unused Ungen.
1 599 592 98.83%
5 1661 1628 98.01%

10 2349 2289 97.44%
15 2749 2657 96.65%
20 3120 2997 96.06%

Figure 2: Bigram ungeneralizability (devo.)

section 23 of the WSJ and the Brown corpus portion
of the Penn Treebank.

Given different data sizes, we now report the cov-
erage of rules in the heldout data, for both type and
token counts. For instance, in figure 3, for a thresh-
old of 50, 108 rule types appear in the development
data, and they appear 141 times. With 2228 total
rule types and 27,455 rule tokens, this results in cov-
erages of 4.85% and 0.51%, respectively.

In figures 3, 4, and 5, we observe the same trends
for all data sets: low-scoring rules have little gener-
alizability to new data. For a cutoff of 50, for exam-
ple, rules at or below this mark account for approxi-
mately 5% of the rule types used in the data and half
a percent of the tokens.

Types Tokens
Thresh. Used Cov. Used Cov.

10 23 1.03% 25 0.09%
25 67 3.01% 78 0.28%
50 108 4.85% 141 0.51%

100 177 7.94% 263 0.96%
All 1832 82.22% 27,038 98.48%

Figure 3: Coverage of rules in WSJ, section 24

Types Tokens
Thresh. Used Cov. Used Cov.

10 33 1.17% 39 0.08%
25 82 2.90% 117 0.25%
50 155 5.49% 241 0.51%

100 242 8.57% 416 0.88%
All 2266 80.24% 46,375 98.74%

Figure 4: Coverage of rules in WSJ, section 23

Note in the results for the larger Brown corpus
that the percentage of overall rule types from the
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Types Tokens
Thresh. Used Cov. Used Cov.

10 187 1.51% 603 0.15%
25 402 3.25% 1838 0.45%
50 562 4.54% 2628 0.64%

100 778 6.28% 5355 1.30%
All 4675 37.75% 398,136 96.77%

Figure 5: Coverage of rules in Brown corpus

training data is only 37.75%, vastly smaller than the
approximately 80% from either WSJ data set. This
illustrates the variety of the grammar needed to parse
this data versus the grammar used in training.

We have isolated thousands of rules with little
chance of being observed in the evaluation data, and,
as we will see in the next section, many of the rules
which appear are problematic in other ways. The
ungeneralizabilty results make sense, in light of the
fact that reliability scores are based on token counts.
Using reliability scores, however, has the advantage
of being able to identify infrequent but correct rules
(cf. example (5)) and also frequent but unhelpful
rules. For example, in (7), we find erroneous cases
from the development data of the rules WHNP →
WHNP WHPP (five should be NP) and VP→ NNP
NP (OKing should be VBG). These rules appear 27
and 16 times, respectively, but have scores of only
28.0 and 30.5, showing their unreliability. Future
work can separate the effect of frequency from the
effect of similarity (see also section 4.3).

(7) a. [WHNP [WHNP five] [WHPP of whom]]
b. received hefty sums for * [V P OKing/NNP

[NP the purchase of ...]]

4.2 Other ad hoc rules
The results in section 4.1 are perhaps unsuprising,
given that many of the identified rules are simply
rare. What is important, therefore, is to figure out
why some rules appeared in the heldout data at
all. As this requires qualitative analysis, we hand-
examined the rules appearing in the development
data. We set out to examine about 100 rules, and
so we report only for the corresponding threshold,
finding that ad hoc rules are predominant.

For the whole daughters scoring, at the 50 thresh-
old, 55 (50.93%) of the 108 rules in the development

data are errors. Adding these to the ungeneralizable
rules, 98.48% (3494/3548) of the 3548 rules are un-
helpful for parsing, at least for this data set. An ad-
ditional 12 rules cover non-English or fragmented
constructions, making for 67 clearly ad hoc rules.

For the bigram scoring, at the 20 threshold, 67
(54.47%) of the 123 rules in the development data
are erroneous, and 8 more are ungrammatical. This
means that 97.88% (3054/3120) of the rules at this
threshold are unhelpful for parsing this data, still
slightly lower than the whole daughters scoring.

4.2.1 Problematic cases
But what about the remaining rules for both meth-

ods which are not erroneous or ungrammatical?
First, as mentioned at the outset, there are several
cases which reveal non-uniformity in the annota-
tion scheme or guidelines. This may be justifiable,
but it has an impact on grammars using the annota-
tion scheme. Consider the case of NAC (not a con-
stituent), used for complex NP premodifiers. The
description for tagging titles in the guidelines (Bies
et al., 1995, p. 208-209) covers the exact case found
in section 24, shown in (8a). This rule, NAC→ NP
PP, is one of the lowest-scoring rules which occurs,
with a whole daughters score of 2.5 and a bigram
score of 3, yet it is correct. Examining the guide-
lines more closely, however, we find examples such
as (8b). Here, no extra NP layer is added, and it is
not immediately clear what the criteria are for hav-
ing an intermediate NP.

(8) a. a “ [NAC [NP Points] [PP of Light]] ” foun-
dation

b. The Wall Street Journal “ [NAC American
Way [PP of Buying]] ” Survey

Secondly, rules with mothers which are simply
rare are prone to receive lower scores, regardless of
their generalizability. For example, the rules dom-
inated by SINV, SQ, or SBARQ are all correct (6
in whole daughters, 5 in bigram), but questions are
not very frequent in this news text: SQ appears
only 350 times and SBARQ 222 times in the train-
ing data. One might thus consider normalizing the
scores based on the overall frequency of the parent.

Finally, and most prominently, there are issues
with coordinate structures. For example, NP→ NN
CC DT receives a low whole daughters score of 7.0,
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despite the fact that NP → NN and NP → DT are
very common rules. This is a problem for both meth-
ods: for the whole daughters scoring, of the 108,
28 of them had a conjunct (CC or CONJP) in the
daughters list, and 18 of these were correct. Like-
wise, for the bigram scoring, 18 had a conjunct, and
12 were correct. Reworking similarity scores to re-
flect coordinate structures and handle each case sep-
arately would require treebank-specific knowledge:
the Penn Treebank, for instance, distinguishes unlike
coordinated phrases (UCP) from other coordinated
phrases, each behaving differently.

4.2.2 Comparing the methods
There are other cases in which one method out-

performs the other, highlighting their strengths and
weaknesses. In general, both methods fare badly
with clausal rules, i.e., those dominated by S, SBAR,
SINV, SQ, or SBARQ, but the effect is slightly
greater on the bigram scoring, where 20 of the 123
rules are clausal, and 16 of these are correct (i.e.,
80% of them are misclassified). To understand this,
we have to realize that most modifiers are adjoined
at the sentence level when there is any doubt about
their attachment (Bies et al., 1995, p. 13), leading to
correct but rare subsequences. In sentence (9), for
example, the reduced rule S → SBAR PP NP VP
arises because both the introductory SBAR and the
PP are at the same level. This SBAR PP sequence is
fairly rare, resulting in a bigram score of 13.

(9) [S [SBAR As the best opportunities for corpo-
rate restructurings are exhausted * of course]
,/, [PP at some point] [NP the market] [V P will
start * to reject them] ./.]

Whole daughters scoring, on the other hand, assigns
this rule a high reliability score of 2775.0, due to
the fact that both SBAR NP VP and PP NP VP
sequences are common. For rules with long mod-
ifier sequences, whole daughters scoring seems to
be more effective since modifiers are easily skipped
over in comparing to other rules. Whole daughters
scoring is also imprecise with clausal rules (10/12
are misclassified), but identifies less of them, and
they tend to be for rare mothers (see above).

Various cases are worse for the whole daughters
scoring. First are quantifier phrases (QPs), which
have a highly varied set of possible heads and argu-

ments. QP is “used for multiword numerical expres-
sions that occur within NP (and sometimes ADJP),
where the QP corresponds frequently to some kind
of complex determiner phrase” (Bies et al., 1995, p.
193). This definition leads to rules which look dif-
ferent from QP to QP. Some of the lowest-scoring,
correct rules are shown in (10). We can see that there
is not a great deal of commonality about what com-
prises quantifier phrases, even if subparts are com-
mon and thus not flagged by the bigram method.

(10) a. [QP only/RB three/CD of/IN the/DT
nine/CD] justices

b. [QP too/RB many/JJ] cooks
c. 10 % [QP or/CC more/JJR]

Secondly, whole daughters scoring relies on com-
plete sequences, and thus whether Kleene reduction
(step #3 in section 2) is used makes a marked dif-
ference. For example, in (11), the rule NP→ DT JJ
NNP NNP JJ NN NN is completely correct, despite
its low whole daughters score of 15.5 and one oc-
currence. This rule is similar to the 10 occurrences
of NP → DT JJ NNP JJ NN in the training set, but
we cannot see this without performing Kleene re-
duction. For noun phrases at least, using Kleene re-
duction might more accurately capture comparabil-
ity. This is less of an issue for bigram scoring, as
all the bigrams are perfectly valid, resulting here in
a relatively high score (556).

(11) [NP the/DT basic/JJ Macintosh/NNP
Plus/NNP central/JJ processing/NN unit/NN ]

4.3 Discriminating rare rules
In an effort to determine the effectiveness of the
scores on isolating structures which are not linguis-
tically sound, in a way which factors out frequency,
we sampled 50 rules occurring only once in the
training data. We marked for each whether it was
correct or how it was ad hoc, and we did this blindly,
i.e., without knowledge of the rule scores. Of these
50, only 9 are errors, 2 cover ungrammatical con-
structions, and 8 more are unclear. Looking at the
bottom 25 scores, we find that the whole daughters
and bigrams methods both find 6 errors, or 67% of
them, additionally finding 5 unclear cases for the
whole daughters and 6 for the bigrams method. Er-
roneous rules in the top half appear to be ones which
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happened to be errors, but could actually be correct
in other contexts (e.g.,NP → NN NNP NNP CD).
Although it is a small data set, the scores seem to be
effectively sorting rare rules.

5 Summary and Outlook

We have outlined the problem of ad hoc rules in
treebanks—ungeneralizable rules, erroneous rules,
rules for ungrammatical text, and rules which are not
necessarily consistent with the rest of the annotation
scheme. Based on the idea of finding rules unlike
any others, we have developed methods for detecting
ad hoc rules in flat treebanks, simply by examining
properties across the grammar and without making
any reference to context.

We have been careful not to say how to use
the reliability scores. First, without 100% accu-
racy, it is hard to know what their removal from
a parsing model would mean. Secondly, assign-
ing confidence scores to rules, as we have done,
has a number of other potential applications. Parse
reranking techniques, for instance, rely on knowl-
edge about features other than those found in the
core parsing model in order to determine the best
parse (e.g., Collins and Koo, 2005; Charniak and
Johnson, 2005). Active learning techniques also re-
quire a scoring function for parser confidence (e.g.,
Hwa et al., 2003), and often use uncertainty scores
of parse trees in order to select representative sam-
ples for learning (e.g., Tang et al., 2002). Both could
benefit from more information about rule reliability.

Given the success of the methods, we can strive
to make them more corpus-independent, by remov-
ing the dependence on equivalence classes. In some
ways, comparing rules to similar rules already natu-
rally captures equivalences among rules. In this pro-
cess, it will also be important to sort out the impact
of similarity from the impact of frequency on iden-
tifying ad hoc structures.
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A Relevant Penn Treebank categories

CC Coordinating conjunction
CD Cardinal number
DT Determiner
EX Existential there
IN Preposition or subordinating conjunction
JJ Adjective
JJR Adjective, comparative
JJS Adjective, superlative
NN Noun, singular or mass
NNS Noun, plural
NNP Proper noun, singular
RB Adverb
TO to
VB Verb, base form
VBG Verb, gerund or present participle

Figure 6: POS tags in the PTB (Santorini, 1990)

ADJP Adjective Phrase
ADVP Adverb Phrase
CONJP Conjunction Phrase
NAC Not A Constituent
NP Noun Phrase
PP Prepositional Phrase
PRN Parenthetical
QP Quantifier Phrase
S Simple declarative clause
SBAR Clause introduced by subordinating conjunction
SBARQ Direct question introduced by wh-word/phrase
SINV Inverted declarative sentence
SQ Inverted yes/no question
UCP Unlike Coordinated Phrase
VP Verb Phrase
WHNP Wh-noun Phrase
WHPP Wh-prepositional Phrase

Figure 7: Syntactic categories in the PTB (Bies et al.,
1995)
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Abstract

Morphological processes in Semitic languages
deliver space-delimited words which intro-
duce multiple, distinct, syntactic units into the
structure of the input sentence. These words
are in turn highly ambiguous, breaking the
assumption underlying most parsers that the
yield of a tree for a given sentence is known in
advance. Here we propose a single joint model
for performing both morphological segmenta-
tion and syntactic disambiguation which by-
passes the associated circularity. Using a tree-
bank grammar, a data-driven lexicon, and a
linguistically motivated unknown-tokens han-
dling technique our model outperforms previ-
ous pipelined, integrated or factorized systems
for Hebrew morphological and syntactic pro-
cessing, yielding an error reduction of 12%
over the best published results so far.

1 Introduction

Current state-of-the-art broad-coverage parsers as-
sume a direct correspondence between the lexical
items ingrained in the proposed syntactic analyses
(the yields of syntactic parse-trees) and the space-
delimited tokens (henceforth, ‘tokens’) that consti-
tute the unanalyzed surface forms (utterances). In
Semitic languages the situation is very different.

In Modern Hebrew (Hebrew), a Semitic language
with very rich morphology, particles marking con-
junctions, prepositions, complementizers and rela-
tivizers are bound elements prefixed to the word
(Glinert, 1989). The Hebrew token ‘bcl’1, for ex-
ample, stands for the complete prepositional phrase

1We adopt here the transliteration of (Sima’an et al., 2001).

“in the shadow”. This token may further embed
into a larger utterance, e.g., ‘bcl hneim’ (literally
“in-the-shadow the-pleasant”, meaning roughly “in
the pleasant shadow”) in which the dominated Noun
is modified by a proceeding space-delimited adjec-
tive. It should be clear from the onset that the parti-
cle b (“in”) in ‘bcl’ may then attach higher than the
bare noun cl (“shadow”). This leads to word- and
constituent-boundaries discrepancy, which breaks
the assumptions underlying current state-of-the-art
statistical parsers.

One way to approach this discrepancy is to as-
sume a preceding phase of morphological segmen-
tation for extracting the different lexical items that
exist at the token level (as is done, to the best of
our knowledge, in all parsing related work on Arabic
and its dialects (Chiang et al., 2006)). The input for
the segmentation task is however highly ambiguous
for Semitic languages, and surface forms (tokens)
may admit multiple possible analyses as in (Bar-
Haim et al., 2007; Adler and Elhadad, 2006). The
aforementioned surface form bcl, for example, may
also stand for the lexical item “onion”, a Noun. The
implication of this ambiguity for a parser is that the
yield of syntactic trees no longer consists of space-
delimited tokens, and the expected number of leaves
in the syntactic analysis in not known in advance.

Tsarfaty (2006) argues that for Semitic languages
determining the correct morphological segmentation
is dependent on syntactic context and shows that in-
creasing information sharing between the morpho-
logical and the syntactic components leads to im-
proved performance on the joint task. Cohen and
Smith (2007) followed up on these results and pro-

371



posed a system for joint inference of morphological
and syntactic structures using factored models each
designed and trained on its own.

Here we push the single-framework conjecture
across the board and present a single model that
performs morphological segmentation and syntac-
tic disambiguation in a fully generative framework.
We claim that no particular morphological segmen-
tation is a-priory more likely for surface forms be-
fore exploring the compositional nature of syntac-
tic structures, including manifestations of various
long-distance dependencies. Morphological seg-
mentation decisions in our model are delegated to a
lexeme-based PCFG and we show that using a sim-
ple treebank grammar, a data-driven lexicon, and
a linguistically motivated unknown-tokens handling
our model outperforms (Tsarfaty, 2006) and (Co-
hen and Smith, 2007) on the joint task and achieves
state-of-the-art results on a par with current respec-
tive standalone models.2

2 Modern Hebrew Structure

Segmental morphology Hebrew consists of
seven particles m(“from”) f (“when”/“who”/“that”)
h(“the”) w(“and”) k(“like”) l(“to”) and b(“in”).
which may never appear in isolation and must
always attach as prefixes to the following open-class
category item we refer to as stem. Several such
particles may be prefixed onto a single stem, in
which case the affixation is subject to strict linear
precedence constraints. Co-occurrences among the
particles themselves are subject to further syntactic
and lexical constraints relative to the stem.

While the linear precedence of segmental mor-
phemes within a token is subject to constraints, the
dominance relations among their mother and sister
constituents is rather free. The relativizer f(“that”)
for example, may attach to an arbitrarily long rela-
tive clause that goes beyond token boundaries. The
attachment in such cases encompasses a long dis-
tance dependency that cannot be captured by Marko-
vian processes that are typically used for morpho-
logical disambiguation. The same argument holds
for resolving PP attachment of a prefixed preposition
or marking conjunction of elements of any kind.

A less canonical representation of segmental mor-
2Standalone parsing models assume a segmentation Oracle.

phology is triggered by a morpho-phonological pro-
cess of omitting the definite article h when occur-
ring after the particles b or l. This process triggers
ambiguity as for the definiteness status of Nouns
following these particles.We refer to such cases
in which the concatenation of elements does not
strictly correspond to the original surface form as
super-segmental morphology. An additional case of
super-segmental morphology is the case of Pronom-
inal Clitics. Inflectional features marking pronom-
inal elements may be attached to different kinds of
categories marking their pronominal complements.
The additional morphological material in such cases
appears after the stem and realizes the extended
meaning. The current work treats both segmental
and super-segmental phenomena, yet we note that
there may be more adequate ways to treat super-
segmental phenomena assuming Word-Based mor-
phology as we explore in (Tsarfaty and Goldberg,
2008).

Lexical and Morphological Ambiguity The rich
morphological processes for deriving Hebrew stems
give rise to a high degree of ambiguity for Hebrew
space-delimited tokens. The form fmnh, for exam-
ple, can be understood as the verb “lubricated”, the
possessed noun “her oil”, the adjective “fat” or the
verb “got fat”. Furthermore, the systematic way in
which particles are prefixed to one another and onto
an open-class category gives rise to a distinct sort
of morphological ambiguity: space-delimited tokens
may be ambiguous between several different seg-
mentation possibilities. The same form fmnh can be
segmented as f-mnh, f (“that”) functioning as a rele-
tivizer with the form mnh. The form mnh itself can
be read as at least three different verbs (“counted”,
“appointed”, “was appointed”), a noun (“a portion”),
and a possessed noun (“her kind”).

Such ambiguities cause discrepancies between
token boundaries (indexed as white spaces) and
constituent boundaries (imposed by syntactic cate-
gories) with respect to a surface form. Such discrep-
ancies can be aligned via an intermediate level of
PoS tags. PoS tags impose a unique morphological
segmentation on surface tokens and present a unique
valid yield for syntactic trees. The correct ambigu-
ity resolution of the syntactic level therefore helps to
resolve the morphological one, and vice versa.
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3 Previous Work on Hebrew Processing

Morphological analyzers for Hebrew that analyze a
surface form in isolation have been proposed by Se-
gal (2000), Yona and Wintner (2005), and recently
by the knowledge center for processing Hebrew (Itai
et al., 2006). Such analyzers propose multiple seg-
mentation possibilities and their corresponding anal-
yses for a token in isolation but have no means to
determine the most likely ones. Morphological dis-
ambiguators that consider a token in context (an ut-
terance) and propose the most likely morphologi-
cal analysis of an utterance (including segmentation)
were presented by Bar-Haim et al. (2005), Adler
and Elhadad (2006), Shacham and Wintner (2007),
and achieved good results (the best segmentation re-
sult so far is around 98%).

The development of the very first Hebrew Tree-
bank (Sima’an et al., 2001) called for the exploration
of general statistical parsing methods, but the appli-
cation was at first limited. Sima’an et al. (2001) pre-
sented parsing results for a DOP tree-gram model
using a small data set (500 sentences) and semi-
automatic morphological disambiguation. Tsarfaty
(2006) was the first to demonstrate that fully auto-
matic Hebrew parsing is feasible using the newly
available 5000 sentences treebank. Tsarfaty and
Sima’an (2007) have reported state-of-the-art results
on Hebrew unlexicalized parsing (74.41%) albeit as-
suming oracle morphological segmentation.

The joint morphological and syntactic hypothesis
was first discussed in (Tsarfaty, 2006; Tsarfaty and
Sima’an, 2004) and empirically explored in (Tsar-
faty, 2006). Tsarfaty (2006) used a morphological
analyzer (Segal, 2000), a PoS tagger (Bar-Haim et
al., 2005), and a general purpose parser (Schmid,
2000) in an integrated framework in which morpho-
logical and syntactic components interact to share
information, leading to improved performance on
the joint task. Cohen and Smith (2007) later on
based a system for joint inference on factored, inde-
pendent, morphological and syntactic components
of which scores are combined to cater for the joint
inference task. Both (Tsarfaty, 2006; Cohen and
Smith, 2007) have shown that a single integrated
framework outperforms a completely streamlined
implementation, yet neither has shown a single gen-
erative model which handles both tasks.

4 Model Preliminaries

4.1 The Status Space-Delimited Tokens

A Hebrew surface token may have several readings,
each of which corresponding to a sequence of seg-
ments and their corresponding PoS tags. We refer
to different readings as different analyses whereby
the segments are deterministic given the sequence of
PoS tags. We refer to a segment and its assigned PoS
tag as a lexeme, and so analyses are in fact sequences
of lexemes. For brevity we omit the segments from
the analysis, and so analysis of the form “fmnh” as
f/REL mnh/VB is represented simply as REL VB.

Such tag sequences are often treated as “complex
tags” (e.g. REL+VB) (cf. (Bar-Haim et al., 2007;
Habash and Rambow, 2005)) and probabilities are
assigned to different analyses in accordance with
the likelihood of their tags (e.g., “fmnh is 30%
likely to be tagged NN and 70% likely to be tagged
REL+VB”). Here we do not submit to this view.
When a token fmnh is to be interpreted as the lex-
eme sequence f /REL mnh/VB, the analysis intro-
duces two distinct entities, the relativizer f (“that”)
and the verb mnh (“counted”), and not as the com-
plex entity “that counted”. When the same token
is to be interpreted as a single lexeme fmnh, it may
function as a single adjective “fat”. There is no re-
lation between these two interpretations other then
the fact that their surface forms coincide, and we ar-
gue that the only reason to prefer one analysis over
the other is compositional. A possible probabilistic
model for assigning probabilities to complex analy-
ses of a surface form may be

P (REL,VB|fmnh, context) =

P (REL|f)P (VB|mnh,REL)P (REL,VB| context)

and indeed recent sequential disambiguation models
for Hebrew (Adler and Elhadad, 2006) and Arabic
(Smith et al., 2005) present similar models.

We suggest that in unlexicalized PCFGs the syn-
tactic context may be explicitly modeled in the
derivation probabilities. Hence, we take the prob-
ability of the event fmnh analyzed as REL VB to be

P (REL→ f|REL)× P (VB→ mnh|VB)

This means that we generate f and mnh indepen-
dently depending on their corresponding PoS tags,
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and the context (as well as the syntactic relation be-
tween the two) is modeled via the derivation result-
ing in a sequence REL VB spanning the form fmnh.

4.2 Lattice Representation

We represent all morphological analyses of a given
utterance using a lattice structure. Each lattice arc
corresponds to a segment and its corresponding PoS
tag, and a path through the lattice corresponds to
a specific morphological segmentation of the utter-
ance. This is by now a fairly standard representa-
tion for multiple morphological segmentation of He-
brew utterances (Adler, 2001; Bar-Haim et al., 2005;
Smith et al., 2005; Cohen and Smith, 2007; Adler,
2007). Figure 1 depicts the lattice for a 2-words
sentence bclm hneim. We use double-circles to in-
dicate the space-delimited token boundaries. Note
that in our construction arcs can never cross token
boundaries. Every token is independent of the oth-
ers, and the sentence lattice is in fact a concatena-
tion of smaller lattices, one for each token. Fur-
thermore, some of the arcs represent lexemes not
present in the input tokens (e.g. h/DT, fl/POS), how-
ever these are parts of valid analyses of the token (cf.
super-segmental morphology section 2). Segments
with the same surface form but different PoS tags
are treated as different lexemes, and are represented
as separate arcs (e.g. the two arcs labeled neim from
node 6 to 7).

0
5

bclm/NNP

1
b/IN

2

bcl/NN

7

hneim/VB

6

h/DT

clm/NN

clm/VB

cl/NN
3

h/DT

4
fl/POS

clm/NN

hm/PRP

neim/VB

neim/JJ

Figure 1: The Lattice for the Hebrew Phrase bclm hneim

A similar structure is used in speech recognition.
There, a lattice is used to represent the possible sen-
tences resulting from an interpretation of an acoustic
model. In speech recognition the arcs of the lattice
are typically weighted in order to indicate the prob-
ability of specific transitions. Given that weights on
all outgoing arcs sum up to one, weights induce a
probability distribution on the lattice paths. In se-
quential tagging models such as (Adler and Elhadad,
2006; Bar-Haim et al., 2007; Smith et al., 2005)
weights are assigned according to a language model

based on linear context. In our model, however, all
lattice paths are taken to be a-priori equally likely.

5 A Generative PCFG Model

The input for the joint task is a sequence W =
w1, . . . , wn of space-delimited tokens. Each token
may admit multiple analyses, each of which a se-
quence of one or more lexemes (we use li to denote
a lexeme) belonging a presupposed Hebrew lexicon
LEX . The entries in such a lexicon may be thought
of as meaningful surface segments paired up with
their PoS tags li = 〈si, pi〉, but note that a surface
segment s need not be a space-delimited token.

The Input The set of analyses for a token is thus
represented as a lattice in which every arc corre-
sponds to a specific lexeme l, as shown in Figure
1. A morphological analyzer M : W → L is a
function mapping sentences in Hebrew (W ∈ W)
to their corresponding lattices (M(W ) = L ∈ L).
We define the lattice L to be the concatenation of the
lattices Li corresponding to the input words wi (s.t.
M(wi) = Li). Each connected path 〈l1 . . . lk〉 ∈
L corresponds to one morphological segmentation
possibility of W .

The Parser Given a sequence of input tokens
W = w1 . . . wn and a morphological analyzer, we
look for the most probable parse tree π s.t.

π̂ = arg max
π

P (π|W,M)

Since the lattice L for a given sentence W is deter-
mined by the morphological analyzer M we have

π̂ = arg max
π

P (π|W,M,L)

Hence, our parser searches for a parse tree π over
lexemes 〈l1 . . . lk〉 s.t. li = 〈si, pi〉 ∈ LEX ,
〈l1 . . . lk〉 ∈ L and M(W ) = L. So we remain with

π̂ = arg max
π

P (π|L)

which is precisely the formula corresponding to the
so-called lattice parsing familiar from speech recog-
nition. Every parse π selects a specific morphologi-
cal segmentation 〈l1...lk〉 (a path through the lattice).
This is akin to PoS tags sequences induced by dif-
ferent parses in the setup familiar from English and
explored in e.g. (Charniak et al., 1996).
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Our use of an unweighted lattice reflects our be-
lief that all the segmentations of the given input sen-
tence are a-priori equally likely; the only reason to
prefer one segmentation over the another is due to
the overall syntactic context which is modeled via
the PCFG derivations. A compatible view is pre-
sented by Charniak et al. (1996) who consider the
kind of probabilities a generative parser should get
from a PoS tagger, and concludes that these should
be P (w|t) “and nothing fancier”.3 In our setting,
therefore, the Lattice is not used to induce a proba-
bility distribution on a linear context, but rather, it is
used as a common-denominator of state-indexation
of all segmentations possibilities of a surface form.
This is a unique object for which we are able to de-
fine a proper probability model. Thus our proposed
model is a proper model assigning probability mass
to all 〈π,L〉 pairs, where π is a parse tree and L is
the one and only lattice that a sequence of characters
(and spaces) W over our alpha-beth gives rise to.

∑

π,L

P (π,L) = 1; L uniquely index W

The Grammar Our parser looks for the most
likely tree spanning a single path through the lat-
tice of which the yield is a sequence of lexemes.
This is done using a simple PCFG which is lexeme-
based. This means that the rules in our grammar
are of two kinds: (a) syntactic rules relating non-
terminals to a sequence of non-terminals and/or PoS
tags, and (b) lexical rules relating PoS tags to lattice
arcs (lexemes). The possible analyses of a surface
token pose constraints on the analyses of specific
segments. In order to pass these constraints onto the
parser, the lexical rules in the grammar are of the
form pi → 〈si, pi〉

Parameter Estimation The grammar probabili-
ties are estimated from the corpus using simple rela-
tive frequency estimates. Lexical rules are estimated
in a similar manner. We smooth Prf (p → 〈s, p〉) for
rare and OOV segments (s ∈ l, l ∈ L, s unseen) us-
ing a “per-tag” probability distribution over rare seg-
ments which we estimate using relative frequency
estimates for once-occurring segments.

3An English sentence with ambiguous PoS assignment can
be trivially represented as a lattice similar to our own, where
every pair of consecutive nodes correspond to a word, and every
possible PoS assignment for this word is a connecting arc.

Handling Unknown tokens When handling un-
known tokens in a language such as Hebrew various
important aspects have to be borne in mind. Firstly,
Hebrew unknown tokens are doubly unknown: each
unknown token may correspond to several segmen-
tation possibilities, and each segment in such se-
quences may be able to admit multiple PoS tags.
Secondly, some segments in a proposed segment se-
quence may in fact be seen lexical events, i.e., for
some p tag Prf (p → 〈s, p〉) > 0, while other seg-
ments have never been observed as a lexical event
before. The latter arcs correspond to OOV words
in English. Finally, the assignments of PoS tags to
OOV segments is subject to language specific con-
straints relative to the token it was originated from.

Our smoothing procedure takes into account all
the aforementioned aspects and works as follows.
We first make use of our morphological analyzer to
find all segmentation possibilities by chopping off
all prefix sequence possibilities (including the empty
prefix) and construct a lattice off of them. The re-
maining arcs are marked OOV. At this stage the lat-
tice path corresponds to segments only, with no PoS
assigned to them. In turn we use two sorts of heuris-
tics, orthogonal to one another, to prune segmenta-
tion possibilities based on lexical and grammatical
constraints. We simulate lexical constraints by using
an external lexical resource against which we verify
whether OOV segments are in fact valid Hebrew lex-
emes. This heuristics is used to prune all segmenta-
tion possibilities involving “lexically improper” seg-
ments. For the remaining arcs, if the segment is in
fact a known lexeme it is tagged as usual, but for the
OOV arcs which are valid Hebrew entries lacking
tags assignment, we assign all possible tags and then
simulate a grammatical constraint. Here, all token-
internal collocations of tags unseen in our training
data are pruned away. From now on all lattice arcs
are tagged segments and the assignment of probabil-
ity P (p → 〈s, p〉) to lattice arcs proceeds as usual.4

A rather pathological case is when our lexical
heuristics prune away all segmentation possibilities
and we remain with an empty lattice. In such cases
we use the non-pruned lattice including all (possibly
ungrammatical) segmentation, and let the statistics
(including OOV) decide. We empirically control for

4Our heuristics may slightly alter
P

π,L
P (π, L) ≈ 1
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the effect of our heuristics to make sure our pruning
does not undermine the objectives of our joint task.

6 Experimental Setup

Previous work on morphological and syntactic dis-
ambiguation in Hebrew used different sets of data,
different splits, differing annotation schemes, and
different evaluation measures. Our experimental
setup therefore is designed to serve two goals. Our
primary goal is to exploit the resources that are most
appropriate for the task at hand, and our secondary
goal is to allow for comparison of our models’ per-
formance against previously reported results. When
a comparison against previous results requires addi-
tional pre-processing, we state it explicitly to allow
for the reader to replicate the reported results.

Data We use the Hebrew Treebank, (Sima’an
et al., 2001), provided by the knowledge center
for processing Hebrew, in which sentences from
the daily newspaper “Ha’aretz” are morphologically
segmented and syntactically annotated. The tree-
bank has two versions, v1.0 and v2.0, containing
5001 and 6501 sentences respectively. We use v1.0
mainly because previous studies on joint inference
reported results w.r.t. v1.0 only.5 We expect that
using the same setup on v2.0 will allow a cross-
treebank comparison.6 We used the first 500 sen-
tences as our dev set and the rest 4500 for training
and report our main results on this split. To facili-
tate the comparison of our results to those reported
by (Cohen and Smith, 2007) we use their data set in
which 177 empty and “malformed”7 were removed.
The first 3770 trees of the resulting set then were
used for training, and the last 418 are used testing.
(we ignored the 419 trees in their development set.)

Morphological Analyzer Ideally, we would use
an of-the-shelf morphological analyzer for mapping
each input token to its possible analyses. Such re-
sources exist for Hebrew (Itai et al., 2006), but un-
fortunately use a tagging scheme which is incom-

5The comparison to performance on version 2.0 is meaning-
less not only because of the change in size, but also conceptual
changes in the annotation scheme

6Unfortunatley running our setup on the v2.0 data set is cur-
rently not possible due to missing tokens-morphemes alignment
in the v2.0 treebank.

7We thank Shay Cohen for providing us with their data set
and evaluation Software.

patible with the one of the Hebrew Treebank.8 For
this reason, we use a data-driven morphological an-
alyzer derived from the training data similar to (Co-
hen and Smith, 2007). We construct a mapping from
all the space-delimited tokens seen in the training
sentences to their corresponding analyses.

Lexicon and OOV Handling Our data-driven
morphological-analyzer proposes analyses for un-
known tokens as described in Section 5. We use the
HSPELL9 (Har’el and Kenigsberg, 2004) wordlist
as a lexeme-based lexicon for pruning segmenta-
tions involving invalid segments. Models that em-
ploy this strategy are denoted hsp. To control for
the effect of the HSPELL-based pruning, we also ex-
perimented with a morphological analyzer that does
not perform this pruning. For these models we limit
the options provided for OOV words by not consid-
ering the entire token as a valid segmentation in case
at least some prefix segmentation exists. This ana-
lyzer setting is similar to that of (Cohen and Smith,
2007), and models using it are denoted nohsp,

Parser and Grammar We used BitPar (Schmid,
2004), an efficient general purpose parser,10 together
with various treebank grammars to parse the in-
put sentences and propose compatible morpholog-
ical segmentation and syntactic analysis.

We experimented with increasingly rich gram-
mars read off of the treebank. Our first model is
GTplain, a PCFG learned from the treebank after
removing all functional features from the syntactic
categories. In our second model GTvpi we also
distinguished finite and non-finite verbs and VPs as

8Mapping between the two schemes involves non-
deterministic many-to-many mappings, and in some cases re-
quire a change in the syntactic trees.

9An open-source Hebrew spell-checker.
10Lattice parsing can be performed by special initialization

of the chart in a CKY parser (Chappelier et al., 1999). We
currently simulate this by crafting a WCFG and feeding it to
BitPar. Given a PCFG grammar G and a lattice L with nodes
n1 . . . nk , we construct the weighted grammar GL as follows:
for every arc (lexeme) l ∈ L from node ni to node nj , we add
to GL the rule [l → tni

, tni+1
, . . . , tnj−1

] with a probability of
1 (this indicates the lexeme l spans from node ni to node nj).
GL is then used to parse the string tn1

. . . tnk−1
, where tni

is
a terminal corresponding to the lattice span between node ni

and ni+1. Removing the leaves from the resulting tree yields a
parse for L under G, with the desired probabilities. We use a
patched version of BitPar allowing for direct input of probabili-
ties instead of counts. We thank Felix Hageloh (Hageloh, 2006)
for providing us with this version.
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proposed in (Tsarfaty, 2006). In our third model
GTppp we also add the distinction between gen-
eral PPs and possessive PPs following Goldberg and
Elhadad (2007). In our forth model GTnph we
add the definiteness status of constituents follow-
ing Tsarfaty and Sima’an (2007). Finally, model
GTv = 2 includes parent annotation on top of the
various state-splits, as is done also in (Tsarfaty and
Sima’an, 2007; Cohen and Smith, 2007). For all
grammars, we use fine-grained PoS tags indicating
various morphological features annotated therein.

Evaluation We use 8 different measures to eval-
uate the performance of our system on the joint dis-
ambiguation task. To evaluate the performance on
the segmentation task, we report SEG, the stan-
dard harmonic means for segmentation Precision
and Recall F1 (as defined in Bar-Haim et al. (2005);
Tsarfaty (2006)) as well as the segmentation ac-
curacy SEGTok measure indicating the percentage
of input tokens assigned the correct exact segmen-
tation (as reported by Cohen and Smith (2007)).
SEGTok(noH) is the segmentation accuracy ignor-
ing mistakes involving the implicit definite article
h.11 To evaluate our performance on the tagging
task we report CPOS and FPOS corresponding
to coarse- and fine-grained PoS tagging results (F1)
measure. Evaluating parsing results in our joint
framework, as argued by Tsarfaty (2006), is not triv-
ial under the joint disambiguation task, as the hy-
pothesized yield need not coincide with the correct
one. Our parsing performance measures (SY N )
thus report the PARSEVAL extension proposed in
Tsarfaty (2006). We further report SY NCS , the
parsing metric of Cohen and Smith (2007), to fa-
cilitate the comparison. We report the F1 value of
both measures. Finally, our U (unparsed) measure
is used to report the number of sentences to which
our system could not propose a joint analysis.

7 Results and Analysis

The accuracy results for segmentation, tagging and
parsing using our different models and our standard
data split are summarized in Table 1. In addition
we report for each model its performance on gold-
segmented input (GS) to indicate the upper bound

11Overt definiteness errors may be seen as a wrong feature
rather than as wrong constituent and it is by now an accepted
standard to report accuracy with and without such errors.

for the grammars’ performance on the parsing task.
The table makes clear that enriching our grammar

improves the syntactic performance as well as mor-
phological disambiguation (segmentation and POS
tagging) accuracy. This supports our main thesis that
decisions taken by single, improved, grammar are
beneficial for both tasks. When using the segmen-
tation pruning (using HSPELL) for unseen tokens,
performance improves for all tasks as well. Yet we
note that the better grammars without pruning out-
perform the poorer grammars using this technique,
indicating that the syntactic context aids, to some
extent, the disambiguation of unknown tokens.

Table 2 compares the performance of our system
on the setup of Cohen and Smith (2007) to the best
results reported by them for the same tasks.

Model SEGTok CPOS FPOS SY NCS

GTnohsp/pln 89.50 81.00 77.65 62.22
GTnohsp/···+nph 89.58 81.26 77.82 64.30
CSpln 91.10 80.40 75.60 64.00
CSv=2 90.90 80.50 75.40 64.40
GThsp/pln 93.13 83.12 79.12 64.46
GTnohsp/···+v=2 89.66 82.85 78.92 66.31
Oracle CSpln 91.80 83.20 79.10 66.50
Oracle CSv=2 91.70 83.00 78.70 67.40
GThsp/···+v=2 93.38 85.08 80.11 69.11

Table 2: Segmentation, Parsing and Tagging Results us-
ing the Setup of (Cohen and Smith, 2007) (sentence
length ≤ 40). The Models’ are Ordered by Performance.

We first note that the accuracy results of our
system are overall higher on their setup, on all
measures, indicating that theirs may be an easier
dataset. Secondly, for all our models we provide
better fine- and coarse-grained POS-tagging accu-
racy, and all pruned models outperform the Ora-
cle results reported by them.12 In terms of syn-
tactic disambiguation, even the simplest grammar
pruned with HSPELL outperforms their non-Oracle
results. Without HSPELL-pruning, our simpler
grammars are somewhat lagging behind, but as the
grammars improve the gap is bridged. The addi-
tion of vertical markovization enables non-pruned
models to outperform all previously reported re-

12Cohen and Smith (2007) make use of a parameter (α)
which is tuned separately for each of the tasks. This essentially
means that their model does not result in a true joint inference,
as executions for different tasks involve tuning a parameter sep-
arately. In our model there are no such hyper-parameters, and
the performance is the result of truly joint disambiguation.
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Model U SEGTok / no H SEGF CPOS FPOS SY N / SY NCS GS SY N

GTnohsp/pln 7 89.77 / 93.18 91.80 80.36 76.77 60.41 / 61.66 65.00
···+vpi 7 89.80 / 93.18 91.84 80.37 76.74 61.16 / 62.41 66.70
···+ppp 7 89.79 / 93.20 91.86 80.43 76.79 61.47 / 62.86 67.22
···+nph 7 89.78 / 93.20 91.86 80.43 76.87 61.85 / 63.06 68.23
···+v=2 9 89.12 / 92.45 91.77 82.02 77.86 64.53 / 66.02 70.82
GThsp/pln 11 92.00 / 94.81 94.52 82.35 78.11 62.10 / 64.17 65.00
···+vpi 11 92.03 / 94.82 94.58 82.39 78.23 63.00 / 65.06 66.70
···+ppp 11 92.02 / 94.85 94.58 82.48 78.33 63.26 / 65.42 67.22
···+nph 11 92.14 / 94.91 94.73 82.58 78.47 63.98 / 65.98 68.23
···+v=2 13 91.42 / 94.10 94.67 84.23 79.25 66.60 / 68.79 70.82

Table 1: Segmentation, tagging and parsing results on the Standard dev/train Split, for all Sentences

sults. Furthermore, the combination of pruning and
vertical markovization of the grammar outperforms
the Oracle results reported by Cohen and Smith.
This essentially means that a better grammar tunes
the joint model for optimized syntactic disambigua-
tion at least in as much as their hyper parameters
do. An interesting observation is that while vertical
markovization benefits all our models, its effect is
less evident in Cohen and Smith.

On the surface, our model may seem as a special
case of Cohen and Smith in which α = 0. How-
ever, there is a crucial difference: the morphological
probabilities in their model come from discrimina-
tive models based on linear context. Many morpho-
logical decisions are based on long distance depen-
dencies, and when the global syntactic evidence dis-
agrees with evidence based on local linear context,
the two models compete with one another, despite
the fact that the PCFG takes also local context into
account. In addition, as the CRF and PCFG look at
similar sorts of information from within two inher-
ently different models, they are far from independent
and optimizing their product is meaningless. Cohen
and Smith approach this by introducing the α hy-
perparameter, which performs best when optimized
independently for each sentence (cf. Oracle results).

In contrast, our morphological probabilities are
based on a unigram, lexeme-based model, and all
other (local and non-local) contextual considerations
are delegated to the PCFG. This fully generative
model caters for real interaction between the syn-
tactic and morphological levels as a part of a single
coherent process.

8 Discussion and Conclusion
Employing a PCFG-based generative framework to
make both syntactic and morphological disambigua-
tion decisions is not only theoretically clean and

linguistically justified and but also probabilistically
apropriate and empirically sound. The overall per-
formance of our joint framework demonstrates that
a probability distribution obtained over mere syn-
tactic contexts using a Treebank grammar and a
data-driven lexicon outperforms upper bounds pro-
posed by previous joint disambiguation systems and
achieves segmentation and parsing results on a par
with state-of-the-art standalone applications results.

Better grammars are shown here to improve per-
formance on both morphological and syntactic tasks,
providing support for the advantage of a joint frame-
work over pipelined or factorized ones. We conjec-
ture that this trend may continue by incorporating
additional information, e.g., three-dimensional mod-
els as proposed by Tsarfaty and Sima’an (2007). In
the current work morphological analyses and lexi-
cal probabilities are derived from a small Treebank,
which is by no means the best way to go. Using
a wide-coverage morphological analyzer based on
(Itai et al., 2006) should cater for a better cover-
age, and incorporating lexical probabilities learned
from a big (unannotated) corpus (cf. (Levinger et
al., 1995; Goldberg et al., ; Adler et al., 2008)) will
make the parser more robust and suitable for use in
more realistic scenarios.
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Abstract

Many factors are thought to increase the
chances of misrecognizing a word in ASR,
including low frequency, nearby disfluencies,
short duration, and being at the start of a turn.
However, few of these factors have been for-
mally examined. This paper analyzes a variety
of lexical, prosodic, and disfluency factors to
determine which are likely to increase ASR er-
ror rates. Findings include the following. (1)
For disfluencies, effects depend on the type of
disfluency: errorsincreaseby up to 15% (ab-
solute) for words near fragments, butdecrease
by up to 7.2% (absolute) for words near repeti-
tions. This decrease seems to be due to longer
word duration. (2) For prosodic features, there
are more errors for words withextremevalues
than words withtypical values. (3) Although
our results are based on output from a system
with speaker adaptation, speaker differences
are a major factor influencing error rates, and
the effects of features such as frequency, pitch,
and intensity may vary between speakers.

1 Introduction

In order to improve the performance of automatic
speech recognition (ASR) systems on conversational
speech, it is important to understand the factors
that cause problems in recognizing words. Previous
work on recognition of spontaneous monologues
and dialogues has shown that infrequent words are
more likely to be misrecognized (Fosler-Lussier and
Morgan, 1999; Shinozaki and Furui, 2001) and that
fast speech increases error rates (Siegler and Stern,
1995; Fosler-Lussier and Morgan, 1999; Shinozaki

and Furui, 2001). Siegler and Stern (1995) and
Shinozaki and Furui (2001) also found higher er-
ror rates in very slow speech. Word length (in
phones) has also been found to be a useful pre-
dictor of higher error rates (Shinozaki and Furui,
2001). In Hirschberg et al.’s (2004) analysis of
two human-computer dialogue systems, misrecog-
nized turns were found to have (on average) higher
maximum pitch and energy than correctly recog-
nized turns. Results for speech rate were ambiguous:
faster utterances had higher error rates in one corpus,
but lower error rates in the other. Finally, Adda-
Decker and Lamel (2005) demonstrated that both
French and English ASR systems had more trouble
with male speakers than female speakers, and found
several possible explanations, including higher rates
of disfluencies and more reduction.

Many questions are left unanswered by these pre-
vious studies. In the word-level analyses of Fosler-
Lussier and Morgan (1999) and Shinozaki and Fu-
rui (2001), only substitution and deletion errors were
considered, so we do not know how including inser-
tions might affect the results. Moreover, these stud-
ies primarily analyzed lexical, rather than prosodic,
factors. Hirschberg et al.’s (2004) work suggests that
prosodic factors can impact error rates, but leaves
open the question of which factors are important at
the word level and how they influence recognition
of natural conversational speech. Adda-Decker and
Lamel’s (2005) suggestion that higher rates of dis-
fluency are a cause of worse recognition for male
speakers presupposes that disfluencies raise error
rates. While this assumption seems natural, it has
yet to be carefully tested, and in particular we do not
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know whether disfluent words are associated with
errors in adjacent words, or are simply more likely to
be misrecognized themselves. Other factors that are
often thought to affect a word’s recognition, such as
its status as a content or function word, and whether
it starts a turn, also remain unexamined.

The present study is designed to address all of
these questions by analyzing the effects of a wide
range of lexical and prosodic factors on the accu-
racy of an English ASR system for conversational
telephone speech. In the remainder of this paper, we
first describe the data set used in our study and intro-
duce a new measure of error,individual word error
rate (IWER), that allows us to include insertion er-
rors in our analysis, along with deletions and substi-
tutions. Next, we present the features we collected
for each word and the effects of those features indi-
vidually on IWER. Finally, we develop a joint sta-
tistical model to examine the effects of each feature
while controlling for possible correlations.

2 Data

For our analysis, we used the output from the
SRI/ICSI/UW RT-04 CTS system (Stolcke et al.,
2006) on the NIST RT-03 development set. This sys-
tem’s performance was state-of-the-art at the time of
the 2004 evaluation. The data set contains 36 tele-
phone conversations (72 speakers, 38477 reference
words), half from the Fisher corpus and half from
the Switchboard corpus.1

The standard measure of error used in ASR is
word error rate(WER), computed as100(I + D +
S)/R, whereI, D andS are the number of inser-
tions, deletions, and substitutions found by align-
ing the ASR hypotheses with the reference tran-
scriptions, andR is the number of reference words.
Since we wish to know what features of a reference
word increase the probability of an error, we need
a way to measure the errors attributable to individ-
ual words — anindividual word error rate(IWER).
We assume that a substitution or deletion error can
be assigned to its corresponding reference word, but
for insertion errors, there may be two adjacent ref-
erence words that could be responsible. Our so-
lution is to assign any insertion errors to each of

1These conversations are not part of the standard Fisher and
Switchboard corpora used to train most ASR systems.

Ins Del Sub Total % data
Full word 1.6 6.9 10.5 19.0 94.2
Filled pause 0.6 – 16.4 17.0 2.8
Fragment 2.3 – 17.3 19.6 2.0
Backchannel 0.3 30.7 5.0 36.0 0.6
Guess 1.6 – 30.6 32.1 0.4
Total 1.6 6.7 10.9 19.7 100

Table 1: Individual word error rates for different word
types, and the proportion of words belonging to each
type. Deletions of filled pauses, fragments, and guesses
are not counted as errors in the standard scoring method.

the adjacent words. We could then define IWER as
100(ni + nd + ns)/R, whereni, nd, andns are the
insertion, deletion, and substitution counts for indi-
vidual words (withnd = D andns = S). In general,
however,ni > I, so that the IWER for a given data
set would be larger than the WER. To facilitate com-
parisons with standard WER, we therefore discount
insertions by a factorα, such thatαni = I. In this
study,α = .617.

3 Analysis of individual features

3.1 Features

The reference transcriptions used in our analysis
distinguish between five different types of words:
filled pauses (um, uh), fragments (wh-, redistr-),
backchannels (uh-huh, mm-hm), guesses (where the
transcribers were unsure of the correct words), and
full words (everything else). Error rates for each
of these types can be found in Table 1. The re-
mainder of our analysis considers only the 36159 in-
vocabulary full words in the reference transcriptions
(70 OOV full words are excluded). We collected the
following features for these words:

Speaker sexMale or female.

Broad syntactic class Open class (e.g., nouns and
verbs), closed class (e.g., prepositions and articles),
or discourse marker (e.g.,okay, well). Classes were
identified using a POS tagger (Ratnaparkhi, 1996)
trained on the tagged Switchboard corpus.

Log probability The unigram log probability of
each word, as listed in the system’s language model.

Word length The length of each word (in phones),
determined using the most frequent pronunciation
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BefRep FirRep MidRep LastRep AfRep BefFP AfFP BefFr AfFr
yeah i i i think you should um ask for the ref- recommendation

Figure 1: Example illustrating disfluency features: words occurring before and after repetitions, filled pauses, and
fragments; first, middle, and last words in a repeated sequence.

found for that word in the recognition lattices.

Position near disfluency A collection of features
indicating whether a word occurred before or after a
filled pause, fragment, or repeated word; or whether
the word itself was the first, last, or other word in a
sequence of repetitions. Figure 1 illustrates. Only
identical repeated words with no intervening words
or filled pauses were considered repetitions.

First word of turn Turn boundaries were assigned
automatically at the beginning of any utterance fol-
lowing a pause of at least 100 ms during which the
other speaker spoke.

Speech rateThe average speech rate (in phones per
second) was computed for each utterance using the
pronunciation dictionary extracted from the lattices
and the utterance boundary timestamps in the refer-
ence transcriptions.

In addition to the above features, we used Praat
(Boersma and Weenink, 2007) to collect the follow-
ing additional prosodic features on a subset of the
data obtained by excluding all contractions:2

Pitch The minimum, maximum, mean, and range
of pitch for each word.

Intensity The minimum, maximum, mean, and
range of intensity for each word.

Duration The duration of each word.

31017 words (85.8% of the full-word data set) re-
main in the no-contractions data set after removing
words for which pitch and/or intensity features could
not be extracted.

2Contractions were excluded before collecting prosodic fea-
tures for the following reason. In the reference transcriptions
and alignments used for scoring ASR systems, contractions are
treated as two separate words. However, aside from speech rate,
our prosodic features were collected using word-by-word times-
tamps from a forced alignment that used a transcription where
contractions are treated as single words. Thus, the start and end
times for a contraction in the forced alignment correspond to
two words in the alignments used for scoring, and it is not clear
how to assign prosodic features appropriately to those words.

3.2 Results and discussion

Results of our analysis of individual features can be
found in Table 2 (for categorical features) and Figure
2 (for numeric features). Comparing the error rates
for the full-word and the no-contractions data sets in
Table 2 verifies that removing contractions does not
create systematic changes in the patterns of errors,
although it does lower error rates (and significance
values) slightly overall. (First and middle repetitions
are combined as non-final repetitions in the table,
because only 52 words were middle repetitions, and
their error rates were similar to initial repetitions.)

3.2.1 Disfluency features

Perhaps the most interesting result in Table 2 is
that the effects of disfluencies are highly variable de-
pending on the type of disfluency and the position
of a word relative to it. Non-final repetitions and
words next to fragments have an IWER up to 15%
(absolute)higher than the average word, while fi-
nal repetitions and words following repetitions have
an IWER up to 7.2%lower. Words occurring be-
fore repetitions or next to filled pauses do not have
significantly different error rates than words not in
those positions. Our results for repetitions support
Shriberg’s (1995) hypothesis that the final word of a
repeated sequence is in fact fluent.

3.2.2 Other categorical features

Our results support the common wisdom that
open class words have lower error rates than other
words (although the effect we find is small), and that
words at the start of a turn have higher error rates.
Also, like Adda-Decker and Lamel (2005), we find
that male speakers have higher error rates than fe-
males, though in our data set the difference is more
striking (3.6% absolute, compared to their 2.0%).

3.2.3 Word probability and word length

Turning to Figure 2, we find (consistent with pre-
vious results) that low-probability words have dra-
matically higher error rates than high-probability
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Filled Pau. Fragment Repetition Syntactic Class Sex
Bef Aft Bef Aft Bef Aft NonF Fin Clos Open Disc 1st M F All

(a) IWER 17.6 16.9 33.8 21.6 16.7 13.8 26.0 11.6 19.7 18.0 19.6 21.2 20.6 17.0 18.8
% wds 1.7 1.7 1.6 1.5 0.7 0.9 1.2 1.1 43.8 50.5 5.8 6.2 52.5 47.5 100

(b) IWER 17.6 17.2 32.0 21.5 15.8 14.2 25.1 11.6 18.8 17.8 19.0 20.3 20.0 16.4 18.3
% wds 1.9 1.8 1.6 1.5 0.8 0.8 1.4 1.1 43.9 49.6 6.6 6.4 52.2 47.8 100

Table 2: IWER by feature and percentage of words exhibiting each feature for (a) the full-word data set and (b) the no-
contractions data set. Error rates that are significantly different for words with and without a given feature (computed
using 10,000 samples in a Monte Carlo permutation test) are in bold (p < .05) or bold italics (p < .005). Features
shown are whether a word occurs before or after a filled pause,fragment, or repetition; is a non-final or final repetition;
is open class, closed class, or a discourse marker; is the first word of a turn; or is spoken by a male or female.All is
the IWER for the entire data set. (Overall IWER is slightly lower than in Table 1 due to the removal of OOV words.)

words. More surprising is that word length in
phones doesnot seem to have a consistent effect on
IWER. Further analysis reveals a possible explana-
tion: word length is correlated with duration, but
anti-correlated to the same degree with log proba-
bility (the Kendallτ statistics are .50 and -.49). Fig-
ure 2 shows that words with longer duration have
lower IWER. Since words with more phones tend to
have longer duration, but lower frequency, there is
no overall effect of length.

3.2.4 Prosodic features

Figure 2 shows that means of pitch and intensity
have relatively little effect except at extreme val-
ues, where more errors occur. In contrast, pitch
and intensity range show clear linear trends, with
greater range of pitch or intensity leading to lower
IWER.3 As noted above, decreased duration is as-
sociated with increased IWER, and (as in previous
work), we find that IWER increases dramatically
for fast speech. We also see a tendency towards
higher IWER for very slow speech, consistent with
Shinozaki and Furui (2001) and Siegler and Stern
(1995). The effects of pitch minimum and maximum
are not shown for reasons of space, but are similar
to pitch mean. Also not shown are intensity mini-
mum (with more errors at higher values) and inten-
sity maximum (with more errors at lower values).

For most of our prosodic features, as well as log
probability, extreme values seem to be associated

3Our decision to use the log transform of pitch range was
originally based on the distribution of pitch range values in the
data set. Exploratory data analysis also indicated that using the
transformed values would likely lead to a better model fit (Sec-
tion 4) than using the raw values.

with worse recognition than average values. We ex-
plore this possibility further in Section 4.

4 Analysis using a joint model

In the previous section, we investigated the effects
of various individual features on ASR error rates.
However, there are many correlations between these
features – for example, words with longer duration
are likely to have a larger range of pitch and inten-
sity. In this section, we build a single model with all
of our features as potential predictors in order to de-
termine the effects of each feature after controlling
for the others. We use the no-contractions data set so
that we can include prosodic features in our model.
Since only 1% of tokens have an IWER> 1, we
simplify modeling by predicting only whether each
token is responsible for an error or not. That is, our
dependent variable is binary, taking on the value 1 if
IWER > 0 for a given token and 0 otherwise.

4.1 Model

To model data with a binary dependent variable, a
logistic regression model is an appropriate choice.
In logistic regression, we model thelog oddsas a
linear combination of feature valuesx0 . . . xn:

log
p

1− p
= β0x0 + β1x1 + . . . + βnxn

wherep is the probability that the outcome occurs
(here, that a word is misrecognized) andβ0 . . . βn

are coefficients (feature weights) to be estimated.
Standard logistic regression models assume that all
categorical features arefixed effects, meaning that
all possible values for these features are known in
advance, and each value may have an arbitrarily dif-
ferent effect on the outcome. However, features

383



2 4 6 8 10

0
20

40

Word length (phones)

IW
E

R

100 200 300

0
20

40

Pitch mean (Hz)
50 60 70 80

0
20

40

Intensity mean (dB)
0.0 0.2 0.4 0.6 0.8 1.0

0
20

40

Duration (sec)

−5 −4 −3 −2

0
20

40

Log probability

IW
E

R

1 2 3 4 5

0
20

40

log(Pitch range) (Hz)

IW
E

R

10 30 50

0
20

40

Intensity range (dB)
5 10 15 20

0
20

40

Speech rate (phones/sec)

Figure 2: Effects of numeric features on IWER of the SRI systemfor the no-contractions data set. All feature values
were binned, and the average IWER for each bin is plotted, withthe area of the surrounding circle proportional to the
number of points in the bin. Dotted lines show the average IWERover the entire data set.

such as speaker identity do not fit this pattern. In-
stead, we control for speaker differences by assum-
ing that speaker identity is arandom effect, mean-
ing that the speakers observed in the data are a ran-
dom sample from a larger population. The base-
line probability of error for each speaker is therefore
assumed to be a normally distributed random vari-
able, with mean equal to the population mean, and
variance to be estimated by the model. Stated dif-
ferently, a random effect allows us to add a factor
to the model for speaker identity, without allowing
arbitrary variation in error rates between speakers.
Models such as ours, with both fixed and random
effects, are known asmixed-effects models, and are
becoming a standard method for analyzing linguis-
tic data (Baayen, 2008). We fit our models using the
lme4 package (Bates, 2007) of R (R Development
Core Team, 2007).

To analyze the joint effects of all of our features,
we initially built as large a model as possible, and
usedbackwards eliminationto remove features one
at a time whose presence did not contribute signifi-
cantly (atp ≤ .05) to model fit. All of the features
shown in Table 2 were converted to binary variables
and included as predictors in our initial model, along
with a binary feature controlling for corpus (Fisher
or Switchboard), and all numeric features in Figure
2. We did not include minimum and maximum val-
ues for pitch and intensity because they are highly

correlated with the mean values, making parameter
estimation in the combined model difficult. Prelimi-
nary investigation indicated that using the mean val-
ues would lead to the best overall fit to the data.

In addition to these basic fixed effects, our ini-
tial model included quadratic terms for all of the nu-
meric features, as suggested by our analysis in Sec-
tion 3, as well as random effects for speaker iden-
tity and word identity. All numeric features were
rescaled to values between 0 and 1 so that coeffi-
cients are comparable.

4.2 Results and discussion

Figure 3 shows the estimated coefficients and stan-
dard errors for each of the fixed effect categorical
features remaining in the reduced model (i.e., after
backwards elimination). Since all of the features are
binary, a coefficient ofβ indicates that the corre-
sponding feature, when present, adds a weight ofβ
to the log odds (i.e., multiplies the odds of an error
by a factor ofeβ). Thus, features with positive co-
efficientsincreasethe odds of an error, and features
with negative coefficientsdecreasethe odds of an er-
ror. The magnitude of the coefficient corresponds to
the size of the effect.

Interpreting the coefficients for our numeric fea-
tures is less intuitive, since most of these variables
have both linear and quadratic effects. The contribu-
tion to the log odds of a particular numeric feature
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before frag
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non−final rep
open class

Figure 3: Estimates and standard errors of the coefficients
for the categorical predictors in the reduced model.

xi, with linear and quadratic coefficientsa andb, is
axi + bx2

i . We plot these curves for each numeric
feature in Figure 4. Values on thex axes with posi-
tive y values indicate increased odds of an error, and
negativey values indicate decreased odds of an er-
ror. Thex axes in these plots reflect the rescaled
values of each feature, so that 0 corresponds to the
minimum value in the data set, and 1 to the maxi-
mum value.

4.2.1 Disfluencies

In our analysis of individual features, we found
that different types of disfluencies have different ef-
fects: non-final repeated words and words near frag-
ments have higher error rates, while final repetitions
and words following repetitions have lower error
rates. After controlling for other factors, a differ-
ent picture emerges. There is no longer an effect for
final repetitions or words after repetitions; all other
disfluency features increase the odds of an error by
a factor of 1.3 to 2.9. These differences from Sec-
tion 3 can be explained by noting that words near
filled pauses and repetitions have longer durations
than other words (Bell et al., 2003). Longer duration
lowers IWER, so controlling for duration reveals the
negative effect of the nearby disfluencies. Our re-
sults are also consistent with Shriberg’s (1995) find-
ings on fluency in repeated words, since final rep-
etitions have no significant effect in our combined
model, while non-final repetitions incur a penalty.

4.2.2 Other categorical features

Without controlling for other lexical or prosodic
features, we found that a word is more likely to
be misrecognized at the beginning of a turn, and
less likely to be misrecognized if it is an open class
word. According to our joint model, these effects
still hold even after controlling for other features.

Similarly, male speakers still have higher error rates
than females. This last result sheds some light on
the work of Adda-Decker and Lamel (2005), who
suggested several factors that could explain males’
higher error rates. In particular, they showed that
males have higher rates of disfluency, produce words
with slightly shorter durations, and use more alter-
nate (“sloppy”) pronunciations. Our joint model
controls for the first two of these factors, suggesting
that the third factor or some other explanation must
account for the remaining differences between males
and females. One possibility is that female speech is
more easily recognized because females tend to have
expanded vowel spaces (Diehl et al., 1996), a factor
that is associated with greater intelligibility (Brad-
low et al., 1996) and is characteristic of genres with
lower ASR error rates (Nakamura et al., 2008).

4.2.3 Prosodic features

Examining the effects of pitch and intensity indi-
vidually, we found that increased range for these fea-
tures is associated with lower IWER, while higher
pitch and extremes of intensity are associated with
higher IWER. In the joint model, we see the same
effect of pitch mean and an even stronger effect for
intensity, with the predicted odds of an error dra-
matically higher for extreme intensity values. Mean-
while, we no longer see a benefit for increased pitch
range and intensity; rather, we see small quadratic
effects for both features, i.e. words with average
ranges of pitch and intensity are recognized more
easily than words with extreme values for these fea-
tures. As with disfluencies, we hypothesize that the
linear trends observed in Section 3 are primarily due
to effects of duration, since duration is moderately
correlated with both log pitch range (τ = .35) and
intensity range (τ = .41).

Our final two prosodic features, duration and
speech rate, showed strong linear and weak
quadratic trends when analyzed individually. Ac-
cording to our model, both duration and speech rate
are still important predictors of error after control-
ling for other features. However, as with the other
prosodic features, predictions of the joint model are
dominated by quadratic trends, i.e., predicted error
rates are lower for average values of duration and
speech rate than for extreme values.

Overall, the results from our joint analysis suggest
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Figure 4: Predicted effect on the log odds of each numeric feature, including linear and (if applicable) quadratic terms.

Model Neg. log lik. Diff. df
Full 12932 0 32
Reduced 12935 3 26
No lexical 13203 271 16
No prosodic 13387 455 20
No speaker 13432 500 31
No word 13267 335 31
Baseline 14691 1759 1

Table 3: Fit to the data of various models. Degrees of
freedom (df) for each model is the number of fixed ef-
fects plus the number of random effects plus 1 (for the
intercept). Full model contains all predictors;Reduced
contains only predictors contributing significantly to fit;
Baselinecontains only intercept. Other models are ob-
tained by removing features fromFull. Diff is the differ-
ence in log likelihood between each model andFull.

that, after controlling for other factors,extremeval-
ues for prosodic features are associated with worse
recognition thantypicalvalues.

4.2.4 Differences between lexical items

As discussed above, our model contains a random
effect for word identity, to control for the possibil-
ity that certain lexical items have higher error rates
that are not explained by any of the other factors
in the model. It is worth asking whether this ran-
dom effect is really necessary. To address this ques-
tion, we compared the fit to the data of two models,
each containing all of our fixed effects and a ran-
dom effect for speaker identity. One model also con-
tained a random effect for word identity. Results are
shown in Table 3. The model without a random ef-
fect for word identity is significantly worse than the

full model; in fact, this single parameter is more im-
portant than all of the lexical features combined. To
see which lexical items are causing the most diffi-
culty, we examined the items with the highest esti-
mated increases in error. The top 20 items on this
list includeyup, yep, yes, buy, then, than, andr., all
of which are acoustically similar to each other or to
other high-frequency words, as well as the wordsaf-
ter, since, now, and though, which occur in many
syntactic contexts, making them difficult to predict
based on the language model.

4.2.5 Differences between speakers

We examined the importance of the random effect
for speaker identity in a similar fashion to the ef-
fect for word identity. As shown in Table 3, speaker
identity is a very important factor in determining the
probability of error. That is, the lexical and prosodic
variables examined here are not sufficient to fully
explain the differences in error rates between speak-
ers. In fact, the speaker effect is the single most im-
portant factor in the model.

Given that the differences in error rates between
speakers are so large (average IWER for different
speakers ranges from 5% to 51%), we wondered
whether our model is sufficient to capture the kinds
of speaker variation that exist. The model assumes
that each speaker has a different baseline error rate,
but that the effects of each variable are the same for
each speaker. Determining the extent to which this
assumption is justified is beyond the scope of this
paper, however we present some suggestive results
in Figure 5. This figure illustrates some of the dif-
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Figure 5: Estimated effects of various features on the errorrates of two different speakers (top and bottom). Dashed
lines illustrate the baseline probability of error for eachspeaker. Solid lines were obtained by fitting a logistic regres-
sion model to each speaker’s data, with the variable labeledon thex-axis as the only predictor.

ferences between two speakers chosen fairly arbi-
trarily from our data set. Not only are the baseline
error rates different for the two speakers, but the ef-
fects of various features appear to be very different,
in one case even reversed. The rest of our data set
exhibits similar kinds of variability for many of the
features we examined. These differences in ASR be-
havior between speakers are particularly interesting
considering that the system we investigated here al-
ready incorporates speaker adaptation models.

5 Conclusion

In this paper, we introduced theindividual word er-
ror rate (IWER) for measuring ASR performance
on individual words, including insertions as well as
deletions and substitutions. Using IWER, we ana-
lyzed the effects of various word-level lexical and
prosodic features, both individually and in a joint
model. Our analysis revealed the following effects.
(1) Words at the start of a turn have slightly higher
IWER than average, and open class (content) words
have slightly lower IWER. These effects persist even
after controlling for other lexical and prosodic fac-
tors. (2) Disfluencies heavily impact error rates:
IWER for non-final repetitions and words adjacent
to fragments rises by up to 15% absolute, while
IWER for final repetitions and words following rep-
etitions decreases by up to 7.2% absolute. Control-
ling for prosodic features eliminates the latter ben-
efit, and reveals a negative effect of adjacent filled
pauses, suggesting that the effects of these disfluen-

cies are normally obscured by the greater duration of
nearby words. (3) For most acoustic-prosodic fea-
tures, words with extreme values have worse recog-
nition than words with average values. This effect
becomes much more pronounced after controlling
for other factors. (4) After controlling for lexical
and prosodic characteristics, the lexical items with
the highest error rates are primarily homophones or
near-homophones (e.g.,buy vs. by, thenvs. than).
(5) Speaker differences account for much of the vari-
ance in error rates between words. Moreover, the di-
rection and strength of effects of different prosodic
features may vary between speakers.

While we plan to extend our analysis to other
ASR systems in order to determine the generality
of our findings, we have already gained important
insights into a number of factors that increase ASR
error rates. In addition, our results suggest a rich
area for future research in further analyzing the vari-
ability of both lexical and prosodic effects on ASR
behavior for different speakers.
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Abstract

We present a method to transliterate names
in the framework of end-to-end statistical
machine translation. The system is trained
to learn when to transliterate. For Arabic
to English MT, we developed and trained a
transliterator on a bitext of 7 million sen-
tences and Google’s English terabyte ngrams
and achieved better name translation accuracy
than 3 out of 4 professional translators. The
paper also includes a discussion of challenges
in name translation evaluation.

1 Introduction

State-of-the-art statistical machine translation
(SMT) is bad at translating names that are not very
common, particularly across languages with differ-
ent character sets and sound systems. For example,
consider the following automatic translation:1

Arabic input 	à AK. ñ ��ð P@ 	PñÓð pAK. É�JÓ 	áJ
J

�®J
�ñÓ

ÉJ

	̄ @Pð 	¬ñ	JJ
 	KAÒkPð 	àAÓñ ��ð 	á 	̄ñê�JJ
K. ð	­J
J


	̄ñ»ðQK. ðSMT output musicians such as Bach

Correct translation composers such as Bach,
Mozart, Chopin, Beethoven, Schumann,
Rachmaninoff, Ravel and Prokofiev

The SMT system drops most names in this ex-
ample. “Name dropping” and mis-translation hap-
pens when the system encounters an unknown word,
mistakes a name for a common noun, or trains on
noisy parallel data. The state-of-the-art is poor for

1taken from NIST02-05 corpora

two reasons. First, although names are important to
human readers, automatic MT scoring metrics (such
as BLEU) do not encourage researchers to improve
name translation in the context of MT. Names are
vastly outnumbered by prepositions, articles, adjec-
tives, common nouns, etc. Second, name translation
is a hard problem — even professional human trans-
lators have trouble with names. Here are four refer-
ence translations taken from the same corpus, with
mistakes underlined:

Ref1 composers such as Bach,missing name
Chopin, Beethoven, Shumann, Rakmaninov,
Ravel and Prokoviev

Ref2 musicians such as Bach, Mozart, Chopin,
Bethoven, Shuman, Rachmaninoff, Rafaeland
Brokoviev

Ref3 composers including Bach, Mozart, Schopen,
Beethoven,missing nameRaphael, Rahmaniev
and Brokofien

Ref4 composers such as Bach, Mozart,missing
name Beethoven, Schumann, Rachmaninov,
Raphaeland Prokofiev

The task of transliterating names (independent of
end-to-end MT) has received a significant amount
of research, e.g., (Knight and Graehl, 1997; Chen et
al., 1998; Al-Onaizan, 2002). One approach is to
“sound out” words and create new, plausible target-
language spellings that preserve the sounds of the
source-language name as much as possible. Another
approach is to phonetically match source-language
names against a large list of target-language words
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and phrases. Most of this work has been discon-
nected from end-to-end MT, a problem which we
address head-on in this paper.

The simplest way to integrate name handling into
SMT is: (1) run a named-entity identification system
on the source sentence, (2) transliterate identified
entities with a special-purpose transliteration com-
ponent, and (3) run the SMT system on the source
sentence, as usual, but when looking up phrasal
translations for the words identified in step 1, instead
use the transliterations from step 2.

Many researchers have attempted this, and it does
not work. Typically, translation quality is degraded
rather than improved, for the following reasons:

� Automatic named-entity identification makes
errors. Some words and phrases that should
not be transliterated are nonetheless sent to the
transliteration component, which returns a bad
translation.

� Not all named entities should be transliterated.
Many named entities require a mix of translit-
eration and translation. For example, in the pair
A J
 	KPñ

	® J
 ËA » H. ñ
	J k. /jnub kalyfurnya/Southern

California, the first Arabic word is translated,
and the second word is transliterated.

� Transliteration components make errors. The
base SMT system may translate a commonly-
occurring name just fine, due to the bitext it was
trained on, while the transliteration component
can easily supply a worse answer.

� Integration hobbles SMT’s use of longer
phrases. Even if the named-entity identifi-
cation and transliteration components operate
perfectly, adopting their translations means that
the SMT system may no longer have access to
longer phrases that include the name. For ex-
ample, our base SMT system translates�J

KP	© 	J K. ù Ë Z@P 	Pñ Ë@ (as a whole phrase) to “Pre-
mier Li Peng”, based on its bitext knowledge.
However, if we force 	© 	J K. ù Ë to translate as
a separate phrase to “Li Peng”, then the term
Z @P 	PñË@ �J



KP becomes ambiguous (with trans-
lations including “Prime Minister”, “Premier”,
etc.), and we observe incorrect choices being
subsequently made.

To spur better work in name handling, an ACE
entity-translation pilot evaluation was recently de-
veloped (Day, 2007). This evaluation involves
a mixture of entity identification and translation
concerns—for example, the scoring system asks for
coreference determination, which may or may not be
of interest for improving machine translation output.

In this paper, we adopt a simpler metric. We ask:
what percentage of source-language named entities
are translated correctly?This is a precision metric.
We can readily apply it to any base SMT system, and
to human translations as well. Our goal in augment-
ing a base SMT system is to increase this percentage.
A secondary goal is to make sure that our overall
translation quality (as measured by BLEU) does not
degrade as a result of the name-handling techniques
we introduce. We make all our measurements on an
Arabic/English newswire translation task.

Our overall technical approach is summarized
here, along with references to sections of this paper:

� We build a component for transliterating be-
tween Arabic and English (Section 3).

� We automatically learn to tag those words and
phrases in Arabic text, which we believe the
transliteration component will translate cor-
rectly (Section 4).

� We integrate suggested transliterations into the
base SMT search space, with their use con-
trolled by a feature function (Section 5).

� We evaluate both the base SMT system and the
augmented system in terms of entity translation
accuracy and BLEU (Sections 2 and 6).

2 Evaluation

In this section we present the evaluation method that
we use to measure our system and also discuss chal-
lenges in name transliteration evaluation.

2.1 NEWA Evaluation Metric

General MT metrics such as BLEU, TER, METEOR

are not suitable for evaluating named entity transla-
tion and transliteration, because they are not focused
on named entities (NEs). Dropping a comma or athe
is penalized as much as dropping a name. We there-
fore use another metric, jointly developed with BBN
and LanguageWeaver.
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The general idea of the Named Entity Weak Ac-
curacy (NEWA) metric is to

� Count number of NEs in source text: N

� Count number of correctly translated NEs: C

� Divide C/N to get an accuracy figure

In NEWA, an NE is counted as correctly translated
if the target reference NE is found in the MT out-
put. The metric has the advantage that it is easy to
compute, has no special requirements on an MT sys-
tem (such as depending on source-target word align-
ment) and is tokenization independent.

In the result section of this paper, we will use the
NEWA metric to measure and compare the accuracy
of NE translations in our end-to-end SMT transla-
tions and four human reference translations.

2.2 Annotated Corpus

BBN kindly provided us with an annotated Arabic
text corpus, in which named entities were marked
up with their type (e.g. GPE for Geopolitical Entity)
and one or more English translations. Example:
ù 	̄ <GPE alt=”Termoli”>ùËñÓQJ
�K</GPE>
<PER alt=”Abdullah IIj Abdallah II”> é Ê Ë @ Y J. «

ù	KA�JË @</PER>

The BBN annotations exhibit a number of issues.
For the English translations of the NEs, BBN anno-
tators looked at human reference translations, which
may introduce a bias towards those human transla-
tions. Specifically, the BBN annotations are some-
times wrong, because the reference translations were
wrong. Consider for example the Arabic phrase
ù Ëñ ÓQ J
 �K ù 	̄ 	à @Q �KPñ K. © 	J � Ó (mSn‘ burtran
fY tyrmulY), which meansPowertrain plant in Ter-
moli. The mapping fromtyrmulYto Termoli is not
obvious, and even less the one fromburtran to Pow-
ertrain. The human reference translations for this
phrase are

1. Portran site in Tremolo

2. Termoli plant(one name dropped)

3. Portran in Tirnoli

4. Portran assembly plant, in Tirmoli

The BBN annotators adopted the correct transla-
tion Termoli, but also the incorrectPortran. In

other cases the BBN annotators adopted both a cor-
rect (Khatami) and an incorrect translation (Kha-
timi) when referring to the former Iranian president,
which would reward a translation with such an in-
correct spelling.

� <PER alt=”KhatamijKhatimi”>ùÒ�KA 	k</PER>

� <GPE alt=”the American”>
�éJ
»QJ
ÓAË @</GPE>

In other cases, all translations are correct, but ad-
ditional correct translations are missing, as for “the
American” above, for which “the US” is an equally
valid alternative in the specific sentence it was anno-
tated in.

All this raises the question of whatis a correct
answer. For most Western names, there is normally
only one correct spelling. We follow the same con-
ventions as standard media, paying attention to how
an organization or individual spells its own name,
e.g. Senator Jon Kyl, not Senator John Kyle. For
Arabic names, variation is generally acceptable if
there is no one clearly dominant spelling in English,
e.g. GaddafijGadhafijQaddafijQadhafi, as long as a
given variant is not radically rarer than the most con-
ventional or popular form.

2.3 Re-Annotation

Based on the issues we found with the BBN annota-
tions, we re-annotated a sub-corpus of 637 sentences
of the BBN gold standard.

We based this re-annotation on detailed annota-
tion guidelines and sample annotations that had pre-
viously been developed in cooperation with Lan-
guageWeaver, building on three iterations of test an-
notations with three annotators.

We checked each NE in every sentence, using
human reference translations, automatic translitera-
tor output, performing substantial Web research for
many rare names, and checked Google ngrams and
counts for the general Web and news archives to de-
termine whether a variant form met our threshold of
occurring at least 20% as often as the most dominant
form.

3 Transliterator

This section describes how we transliterate Arabic
words or phrases. Given a word such as

	¬ñ	JJ
 	K AÒkP
or a phrase such asÉJ


	̄ @P �K
PñÓ, we want to find
the English transliteration for it. This is not just a
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romanization likerHmanynufand murys rafyl for
the examples above, but a properly spelled English
name such asRachmaninoffandMaurice Ravel. The
transliteration result can contain several alternatives,
e.g. RachmaninoffjRachmaninov. Unlike various
generative approaches (Knight and Graehl, 1997;
Stalls and Knight, 1998; Li et al., 2004; Matthews,
2007; Sherif and Kondrak, 2007; Kashani et al.,
2007), we do not synthesize an English spelling
from scratch, but rather find a translation in very
large lists of English words (3.4 million) and phrases
(47 million).

We develop a similarity metric for Arabic and En-
glish words. Since matching against millions of can-
didates is computationally prohibitive, we store the
English words and phrases in an index, such that
given an Arabic word or phrase, we quickly retrieve
a much smaller set of likely candidates and apply
our similarity metric to that smaller list.

We divide the task of transliteration into two
steps: given an Arabic word or phrase to translit-
erate, we (1) identify a list of English translitera-
tion candidates from indexed lists of English words
and phrases with counts (section 3.1) and (2) com-
pute for each English name candidate the cost for
the Arabic/English name pair (transliteration scor-
ing model, section 3.2).

We then combine the count information with the
transliteration costaccording to the formula:

score(e) = log(count(e))/20 - translitcost(e,f)

3.1 Indexing with consonant skeletons

We identify a list of English transliteration candi-
dates through what we call aconsonant skeletonin-
dex. Arabic consonants are divided into 11 classes,
represented by letters b,f,g,j,k,l,m,n,r,s,t. In a one-
time pre-processing step, all 3,420,339 (unique) En-
glish words from our English unigram language
model (based on Google’s Web terabyte ngram col-
lection) that might be names or part of names
(mostly based on capitalization) are mapped to one
or more skeletons, e.g.

Rachmaninoff! rkmnnf, rmnnf, rsmnnf, rtsmnnf

This yields 10,381,377 skeletons (average of 3.0 per
word) for which a reverse index is created (with
counts). At run time, an Arabic word to be translit-
erated is mapped to its skeleton, e.g.

	¬ñ	JJ
 	K AÒkP ! rmnnf

This skeleton serves as a key for the previously built
reverse index, which then yields the list of English
candidates with counts:
rmnnf ! Rachmaninov (186,216), Rachmaninoff
(179,666), Armenonville (3,445), Rachmaninow
(1,636), plus 8 others.
Shorter words tend to produce more candidates, re-
sulting in slower transliteration, but since there are
relatively few unique short words, this can be ad-
dressed by caching transliteration results.

The same consonant skeleton indexing process is
applied to name bigrams (47,700,548 unique with
167,398,054 skeletons) and trigrams (46,543,712
unique with 165,536,451 skeletons).

3.2 Transliteration scoring model

The cost of an Arabic/English name pair is com-
puted based on 732 rules that assign a cost to a pair
of Arabic and English substrings, allowing for one
or more context restrictions.

1.
��::q == ::0

2.
	¬ð::ough == ::0

3. h::ch == :[aou],::0.1
4.

��::k == ,$:,$::0.1 ; ::0.2
5. Z:: == :,EC::0.1

The first example rule above assigns to the
straightforward pair��/q a cost of 0. The second rule
includes 2 letters on the Arabic and 4 on the English
side. The third rule restricts application to substring
pairs where the English side is preceded by the let-
ters a, o, or u. The fourth rule specifies a cost of 0.1
if the substrings occur at the end of (both) names,
0.2 otherwise. According to the fifth rule, the Ara-
bic letter Z may match an empty string on the En-
glish side, if there is an English consonant (EC) in
the right context of the English side.

The total cost is computed by always applying the
longest applicable rule, without branching, result-
ing in a linear complexity with respect to word-pair
length. Rules may include left and/or right context
for both Arabic and English. The match fails if no
rule applies or the accumulated cost exceeds a preset
limit.

Names may haven words on the English andmon
the Arabic side. For example,New Yorkis one word
in Arabic andAbdullahis two words in Arabic. The
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rules handle spaces (as well as digits, apostrophes
and other non-alphabetic material) just like regular
alphabetic characters, so that our system can handle
cases like where words in English and Arabic names
do not match one to one.

The French nameBeaujolais ( éJ
Ëñk. ñK./bujulyh)
deviates from standard English spelling conventions
in several places. The accumulative cost from the
rules handling these deviations could become pro-
hibitive, with each cost element penalizing the same
underlying offense — being French. We solve this
problem by allowing for additional context in the
form of style flags. The rule for matching eau/ð
specifies, in addition to a cost, an (output) style flag
+fr (as in French), which in turn serves as an ad-
ditional context for the rule that matches ais/éK
 at
a much reduced cost. Style flags are also used for
some Arabic dialects. Extended characters such as
é, ö, and s¸ and spelling idiosyncrasies in names on
the English side of the bitext that come from various
third languages account for a significant portion of
the rule set.

Casting the transliteration model as a scoring
problem thus allows for very powerful rules with
strong contexts. The current set of rules has been
built by hand based on a bitext development corpus;
future work might include deriving such rules auto-
matically from a training set of transliterated names.

This transliteration scoring model described in
this section is used in two ways: (1) to transliter-
ate names at SMT decoding time, and (2) to identify
transliteration pairs in a bitext.

4 Learning what to transliterate

As already mentioned in the introduction, named
entity (NE) identification followed by MT is a bad
idea. We don’t want to identify NEs per se anyway
— we want to identify things that our transliterator
will be good at handling, i.e., things that should be
transliterated. This might even include loanwords
like bnk (bank)andbrlman (parliament), but would
exclude names such asNational Basketball Associ-
ation that are often translated rather transliterated.

Our method follows these steps:

1. Take a bitext.

2. Mark the Arabic words and phrases that have a
recognizable transliteration on the Englishside.

3. Remove the English side of the bitext.
4. Divide the annotated Arabic corpus into a train-

ing and test corpus.
5. Train a monolingual Arabic tagger to identify

which words and phrases (in running Arabic)
are good candidates for transliteration (section
4.2)

6. Apply the tagger to test data and evaluate its
accuracy.

4.1 Mark-up of bitext

Given a tokenized (but unaligned and mixed-case)
bitext, we mark up that bitext with links between
Arabic and English words that appear to be translit-
erations. In the following example, linked words are
underlined, with numbers indicating what is linked.

English The meeting was attended by Omani(1)

Secretary of State for Foreign Affairs Yusif(2)

bin (3) Alawi (6) bin (8) Abdallah(10) and
Special Advisor to Sultan(12) Qabus(13)

for Foreign Affairs Umar(14) bin (17)

Abdul Munim(19) al-Zawawi(21).

Arabic (translit.) uHDr allqa’ uzyr aldule
al‘manY (1) llsh’uun alkharjye yusf(2) bn(3)

‘luY (6) bn (8) ‘bd allh (10) ualmstshar alkhaS
llslTan(12) qabus(13) ll‘laqat alkharjye ‘mr(14)

bn (17) ‘bd almn‘m (19) alzuauY(21) .

For each Arabic word, the linking algorithm tries
to find a matching word on the English side, using
the transliteration scoring model described in sec-
tion 3. If the matcher reaches the end of an Arabic
or English word before reaching the end of the other,
it continues to “consume” additional words until a
word-boundary observing match is found or the cost
threshold exceeded.

When there are several viable linking alternatives,
the algorithm considers the cost provided by the
transliteration scoring model, as well as context to
eliminate inferior alternatives, so that for example
the different occurrences of the name particlebin
in the example above are linked to the proper Ara-
bic words, based on the names next to them. The
number of links depends, of course, on the specific
corpus, but we typically identify about 3.0 links per
sentence.

The algorithm is enhanced by a number of heuris-
tics:
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� English match candidates are restricted to cap-
italized words (with a few exceptions).

� We use a list of about 200 Arabic and English
stopwords and stopword pairs.

� We use lists of countries and their adjective
forms to bridge cross-POS translations such
as Italy’s presidenton the English and�J



KP
ùËA¢K
AË @ (” Italianpresident”) on the Arabic side.

� Arabic prefixes such asÈ/l- (”to”) are treated
in a special way, because they are translated,
not transliterated like the rest of the word. Link
(12) above is an example.

In this bitext mark-up process, we achieve 99.5%
precision and 95% recall based on a manual
visualization-tool based evaluation. Of the 5% re-
call error, 3% are due to noisy data in the bitext such
as typos, incorrect translations, or names missing on
one side of the bitext.

4.2 Training of Arabic name tagger

The task of the Arabic name tagger (or more
precisely, “transliterate-me” tagger) is to predict
whether or not a word in an Arabic text should be
transliterated, and if so, whether it includes a prefix.
Prefixes such asð/u- (“and”) have to be translated
rather than transliterated, so it is important to split
off any prefix from a name before transliterating that
name. This monolingual tagging task is not trivial,
as many Arabic words can be both a name and a non-
name. For example,

�èQK
 	Qj. Ë @ (aljzyre) can mean both
Al-Jazeeraandthe island (or peninsula).

Features include the word itself plus two words
to the left and right, along with various prefixes,
suffixes and other characteristics of all of them, to-
talling about 250 features.

Some of our features depend on large corpus
statistics. For this, we divide the tagged Arabic
side of our training corpus into astat sectionand
a core training section. From the stat section we col-
lect statistics as to how often every word, bigram or
trigram occurs, and what distribution of name/non-
name patterns these ngrams have. The name distri-
bution bigram
�éK
PñºË@

�èQK
 	Qj. Ë @ 3327 00:133 01:3193 11:1

(aljzyre alkurye/“peninsula Korean”) for example
tells us that in 3193 out of 3327 occurrences in the

stat corpus bitext, the first word is a marked up as
a non-name (”0”) and the second as a name (”1”),
which strongly suggests that in such a bigram con-
text,aljzyrebetter betranslated as island or penin-
sula, and not betransliterated as Al-Jazeera.

We train our system on a corpus of6 million stat
sentences, and500; 000 core training sentences. We
employ a sequential tagger trained using the SEARN

algorithm (Daum´e III et al., 2006) with aggressive
updates (� = 1). Our base learning algorithm
is an averaged perceptron, as implemented in the
MEGAM package2.

Reference Precision Recall F-meas.
Raw test corpus 87.4% 95.7% 91.4%
Adjusted for GS 92.1% 95.9% 94.0%

deficiencies

Table 1: Accuracy of “transliterate-me” tagger

Testing on 10,000 sentences, we achieve preci-
sion of 87.4% and a recall of 95.7% with respect to
the automatically marked-up Gold Standard as de-
scribed in section 4.1. A manual error analysis of
500 sentences shows that a large portion are not er-
rors after all, but have been marked as errors because
of noise in the bitext and errors in the bitext mark-
up. After adjusting for these deficiencies in the gold
standard, we achieve precision of 92.1% and recall
of 95.9% in the name tagging task.

5 Integration with SMT

We use the following method to integrate our
transliterator into the overall SMT system:

1. We tag the Arabic source text using the tagger
described in the previous section.

2. We apply the transliterator described in section
3 to the tagged items. We limit this transliter-
ation to words that occur up to 50 times in the
training corpus for single token names (or up
to 100 and 150 times for two and three-word
names). We do this because the general SMT
mechanism tends to do well on more common
names, but does poorly on rare names (and will

2Freely available athttp://hal3.name/megam
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always drop names it has never seen in the
training bitext).

3. On the fly, we add transliterations to SMT
phrase table. Instead of a phrasal probability,
the transliterations have a special binary feature
set to 1. In a tuning step, the Minimim Error
Rate Training component of our SMT system
iteratively adjusts the set of rule weights, in-
cluding the weight associated with the translit-
eration feature, such that the English transla-
tions are optimized with respect to a set of
known reference translations according to the
BLEU translation metric.

4. At run-time, the transliterations then compete
with the translations generated by the gen-
eral SMT system. This means that the MT
system will not always use the transliterator
suggestions, depending on the combination of
language model, translation model, and other
component scores.

5.1 Multi-token names

We try to transliterate names as much as possible in
context. Consider for example the Arabic name:�éJ


	®� ñK. @
	­�ñK
 (”yusf abu Sfye”)

If transliterated as single words without context,
the top results would be JosephjJosefjYusufjYosefj
Youssef, AbujAbojIvojApojIbo, and SephiajSofiaj
SophiajSafiehjSafia respectively. However, when
transliterating the three words together against our
list of 47 million English trigrams (section 3), the
transliterator will select the (correct) translation
Yousef Abu Safieh. Note thatYousefwas not among
the top 5 choices, and thatSafiehwas only choice 4.

Similarly, when transliterating	à A K.ñ ��ð P@ 	Pñ Óð
/umuzar ushuban (”and Mozart and Chopin”) with-
out context, the top results would be MoserjMauserj
MozerjMozartjMouser and ShuppanjShoppingj
SchwabenjSchuppanjShobana (withChopin way
down on place 22). Checking our large English lists
for a matchingname, namepattern, the transliterator
identifies the correct translation “, Mozart, Chopin”.
Note that the transliteration module provides the
overall SMT system with up to 5 alternatives,
augmented with a choice of English translations
for the Arabic prefixes like the comma and the
conjunctionand in the last example.

6 End-to-End results

We applied the NEWA metric (section 2) to both
our SMT translations as well as the four human ref-
erence translations, using both the original named-
entity translation annotation and the re-annotation:

Gold Standard BBN GS Re-annotated GS
Human 1 87.0% 85.0%
Human 2 85.3% 86.9%
Human 3 90.4% 91.8%
Human 4 86.5% 88.3%
SMT System 80.4% 89.7%

Table 2: Name translation accuracy with respect to BBN
and re-annotated Gold Standard on 1730 named entities
in 637 sentences.

Almost all scores went up with re-annotations, be-
cause the re-annotations more properly reward cor-
rect answers.

Based on the original annotations, all human
name translations were much better than our SMT
system. However, based on our re-annotation, the
results are quite different: our system has a higher
NEWA score and better name translations than 3 out
of 4 human annotators.

The evaluation results confirm that the original
annotation method produced a relative bias towards
the human translation its annotations were largely
based on, compared to other translations.

Table 3 provides more detailed NEWA results.
The addition of the transliteration module improves
our overall NEWA score from 87.8% to 89.7%, a
relative gain of 16% over base SMT system. For
names of persons (PER) and facilities (FAC), our
system outperforms all human translators. Hu-
mans performed much better on Person Nominals
(PER.Nom) such asSwede, Dutchmen, Americans.
Note that name translation quality varies greatly
between human translators, with error rates ranging
from 8.2-15.0% (absolute).

To make sure our name transliterator does not de-
grade the overall translation quality, we evaluated
our base SMT system with BLEU, as well as our
transliteration-augmented SMT system. Our stan-
dard newswire training set consists of 10.5 million
words of bitext (English side) and 1491 test sen-
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NE Type Count Baseline SMT with Human 1 Human 2 Human 3 Human 4
SMT Transliteration

PER 342 266 (77.8%) 280 (81.9%) 210 (61.4%) 265 (77.5%) 278 (81.3%) 275 (80.4%)
GPE 910 863 (94.8%) 877 (96.4%) 867 (95.3%) 849 (93.3%) 885 (97.3%) 852 (93.6%)
ORG 332 280 (84.3%) 282 (84.9%) 263 (79.2%) 265 (79.8%) 293 (88.3%) 281 (84.6%)
FAC 27 18 (66.7%) 24 (88.9%) 21 (77.8%) 20 (74.1%) 22 (81.5%) 20 (74.1%)
PER.Nom 61 49 (80.3%) 48 (78.7%) 61 (100.0%) 56 (91.8%) 60 (98.4%) 57 (93.4%)
LOC 58 43 (74.1%) 41 (70.7%) 48 (82.8%) 48 (82.8%) 51 (87.9%) 43 (74.1%)

All types 1730 1519 (87.8%) 1552 (89.7%)1470 (85.0%) 1503 (86.9%) 1589 (91.8%) 1528 (88.3%)

Table 3: Name translation accuracy in end-to-end statistical machine translation (SMT) system for different named
entity (NE) types: Person (PER), Geopolitical Entity, which includes countries, provinces and towns (GPE), Organi-
zation (ORG), Facility (FAC), Nominal Person, e.g.Swede(PER.Nom), other location (LOC).

tences. The BLEU scores for the two systems were
50.70 and 50.96 respectively.

Finally, here are end-to-end machine translation
results for three sentences, with and without the
transliteration module, along with a human refer-
ence translation.

Old: Al-Basha leads a broad list of musicians such
as Bach.
New: Al-Basha leads a broad list of musical acts
such as Bach, Mozart, Beethoven, Chopin, Schu-
mann, Rachmaninoff, Ravel and Prokofiev.
Ref: Al-Bacha performs a long list of works by
composers such as Bach, Chopin, Beethoven,
Shumann, Rakmaninov, Ravel and Prokoviev.

Old: Earlier Israeli military correspondent turn
introduction programme ”Entertainment Bui”
New: Earlier Israeli military correspondent turn to
introduction of the programme ”Play Boy”
Ref: Former Israeli military correspondent turns
host for ”Playboy” program

Old: The Nikkei president company De Beers said
that ...
New: The company De Beers chairman Nicky Op-
penheimer said that ...
Ref:Nicky Oppenheimer, chairman of the De Beers
company, stated that ...

7 Discussion

We have shown that a state-of-the-art statistical ma-
chine translation system can benefit from a dedi-
cated transliteration module to improve the transla-

tion of rare names. Improved named entity transla-
tion accuracy as measured by the NEWA metric in
general, and a reduction in dropped names in par-
ticular is clearly valuable to the human reader of
machine translated documents as well as for sys-
tems using machine translation for further informa-
tion processing. At the same time, there has been no
negative impact on overall quality as measured by
BLEU.

We believe that all components can be further im-
proved, e.g.

� Automatically retune the weights in the
transliteration scoring model.

� Improve robustness with respect to typos, in-
correct or missing translations, and badly
aligned sentences when marking up bitexts.

� Add more features for learning whether or not
a word should be transliterated, possibly using
source language morphology to better identify
non-name words never or rarely seen during
training.

Additionally, our transliterationmethod could be ap-
plied to other language pairs.

We find it encouraging that we already outper-
form some professional translators in name transla-
tion accuracy. The potential to exceed human trans-
lator performance arises from the patience required
to translate names right.
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Abstract

Adaptor grammars (Johnson et al., 2007b) are
a non-parametric Bayesian extension of Prob-
abilistic Context-Free Grammars (PCFGs)
which in effect learn the probabilities of en-
tire subtrees. In practice, this means that an
adaptor grammar learns the structures useful
for generating the training data as well as
their probabilities. We present several differ-
ent adaptor grammars that learn to segment
phonemic input into words by modeling dif-
ferent linguistic properties of the input. One
of the advantages of a grammar-based frame-
work is that it is easy to combine grammars,
and we use this ability to compare models that
capture different kinds of linguistic structure.
We show that incorporating both unsupervised
syllabification and collocation-finding into the
adaptor grammar significantly improves un-
supervised word-segmentation accuracy over
that achieved by adaptor grammars that model
only one of these linguistic phenomena.

1 Introduction

How humans acquire language is arguably the cen-
tral issue in the scientific study of language. Hu-
man language is richly structured, but it is still hotly
debated as to whether this structure can be learnt,
or whether it must be innately specified. Compu-
tational linguistics can contribute to this debate by
identifying which aspects of language can poten-
tially be learnt from the input available to a child.
Here we try to identify linguistic properties that
convey information useful for learning to segment

streams of phonemes into words. We show that si-
multaneously learning syllable structure and collo-
cations improves word segmentation accuracy com-
pared to models that learn these independently. This
suggests that there might be a synergistic interaction
in learning several aspects of linguistic structure si-
multaneously, as compared to learning each kind of
linguistic structure independently.

Because learning collocations and word-initial
syllable onset clusters requires the learner to be able
to identify word boundaries, it might seem that we
face a chicken-and-egg problem here. One of the im-
portant properties of the adaptor grammar inference
procedure is that it gives us a way of learning these
interacting linguistic structures simultaneously.

Adaptor grammars are also interesting because
they can be viewed as directly inferring linguistic
structure. Most well-known machine-learning and
statistical inference procedures are parameter esti-
mation procedures, i.e., the procedure is designed to
find the values of a finite vector of parameters. Stan-
dard methods for learning linguistic structure typi-
cally try to reduce structure learning to parameter
estimation, say, by using an iterative generate-and-
prune procedure in which each iteration consists of
a rule generation step that proposes new rules ac-
cording to some scheme, a parameter estimation step
that estimates the utility of these rules, and pruning
step that removes low utility rules. For example, the
Bayesian unsupervised PCFG estimation procedure
devised by Stolcke (1994) uses a model-merging
procedure to propose new sets of PCFG rules and
a Bayesian version of the EM procedure to estimate
their weights.
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Recently, methods have been developed in the
statistical community for Bayesian inference of
increasingly sophisticated non-parametric models.
(“Non-parametric” here means that the models are
not characterized by a finite vector of parameters,
so the complexity of the model can vary depending
on the data it describes). Adaptor grammars are a
framework for specifying a wide range of such mod-
els for grammatical inference. They can be viewed
as a nonparametric extension of PCFGs.

Informally, there seem to be at least two natu-
ral ways to construct non-parametric extensions of a
PCFG. First, we can construct an infinite number of
more specialized PCFGs by splitting or refining the
PCFG’s nonterminals into increasingly finer states;
this leads to the iPCFG or “infinite PCFG” (Liang et
al., 2007). Second, we can generalize over arbitrary
subtrees rather than local trees in much the way done
in DOP or tree substitution grammar (Bod, 1998;
Joshi, 2003), which leads to adaptor grammars.

Informally, the units of generalization of adap-
tor grammars are entire subtrees, rather than just
local trees, as in PCFGs. Just as in tree substitu-
tion grammars, each of these subtrees behaves as
a new context-free rule that expands the subtree’s
root node to its leaves, but unlike a tree substitu-
tion grammar, in which the subtrees are specified
in advance, in an adaptor grammar the subtrees, as
well as their probabilities, are learnt from the train-
ing data. In order to make parsing and inference
tractable we require the leaves of these subtrees to
be terminals, as explained in section 2. Thus adaptor
grammars are simple models of structure learning,
where the subtrees that constitute the units of gen-
eralization are in effect new context-free rules learnt
during the inference process. (In fact, the inference
procedure for adaptor grammars described in John-
son et al. (2007b) relies on a PCFG approximation
that contains a rule for each subtree generalization
in the adaptor grammar).

This paper applies adaptor grammars to word seg-
mentation and morphological acquisition. Linguis-
tically, these exhibit considerable cross-linguistic
variation, and so are likely to be learned by human
learners. It’s also plausible that semantics and con-
textual information is less important for their acqui-
sition than, say, syntax.

2 From PCFGs to Adaptor Grammars

This section introduces adaptor grammars as an ex-
tension of PCFGs; for a more detailed exposition see
Johnson et al. (2007b). Formally, an adaptor gram-
mar is a PCFG in which a subsetM of the nonter-
minals areadapted. An adaptor grammar generates
the same set of trees as the CFG with the same rules,
but instead of defining a fixed probability distribu-
tion over these trees as a PCFG does, it defines a
distribution over distributions over trees. An adaptor
grammar can be viewed as a kind of PCFG in which
each subtree of each adapted nonterminalA ∈M is
a potential rule, with its own probability, so an adap-
tor grammar is nonparametric if there are infinitely
many possible adapted subtrees. (An adaptor gram-
mar can thus be viewed as a tree substitution gram-
mar with infinitely many initial trees). But any finite
set of sample parses for any finite corpus can only in-
volve a finite number of such subtrees, so the corre-
sponding PCFG approximation only involves a finite
number of rules, which permits us to build MCMC
samplers for adaptor grammars.

A PCFG can be viewed as a set of recursively-
defined mixture distributionsGA over trees, one for
each nonterminal and terminal in the grammar. IfA

is a terminal thenGA is the distribution that puts all
of its mass on the unit tree (i.e., tree consisting of a
single node) labeledA. If A is a nonterminal then
GA is the distribution over trees with root labeledA

that satisfies:

GA =
∑

A→B1...Bn∈RA

θA→B1...Bn
TDA(GB1

, . . . , GBn
)

where RA is the set of rules expandingA,
θA→B1,...,Bn

is the PCFG “probability” parame-
ter associated with the ruleA → B1 . . . Bn and
TDA(GB1

, . . . , GBn
) is the distribution over trees

with root labelA satisfying:

TDA(G1, . . . , Gn)

(

�
�

X
X

A

t1 tn. . .

)

=

n
∏

i=1

Gi(ti).

That is, TDA(G1, . . . , Gn) is the distribution over
trees whose root node is labeledA and each subtree
ti is generatedindependently from the distribution
Gi. This independence assumption is what makes
a PCFG “context-free” (i.e., each subtree is inde-
pendent given its label). Adaptor grammars relax
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this independence assumption by in effect learning
the probability of the subtrees rooted in a specified
subsetM of the nonterminals known as theadapted
nonterminals.

Adaptor grammars achieve this by associating
each adapted nonterminalA ∈ M with a Dirichlet
Process (DP). A DP is a function of abase distri-
bution H and aconcentration parameter α, and it
returns a distribution over distributions DP(α,H).
There are several different ways to define DPs; one
of the most useful is the characterization of the con-
ditional or sampling distribution of a draw from
DP(α,H) in terms of the Polya urn or Chinese
Restaurant Process (Teh et al., 2006). The Polya urn
initially containsαH(x) balls of colorx. We sample
a distribution from DP(α,H) by repeatedly drawing
a ball at random from the urn and then returning it
plus an additional ball of the same color to the urn.

In an adaptor grammar there is one DP for each
adapted nonterminalA ∈ M , whose base distribu-
tion HA is the distribution over trees defined using
A’s PCFG rules. This DP “adapts”A’s PCFG distri-
bution by moving mass from the infrequently to the
frequently occuring subtrees. An adaptor grammar
associates a distributionGA that satisfies the follow-
ing constraints with each nonterminalA:

GA ∼ DP(αA,HA) if A ∈M

GA = HA if A 6∈M

HA =
∑

A→B1...Bn∈RA

θA→B1...Bn
TDA(GB1

, . . . , GBn
)

Unlike a PCFG, an adaptor grammar does not define
a single distribution over trees; rather, each set of
draws from the DPs defines a different distribution.
In the adaptor grammars used in this paper there is
no recursion amongst adapted nonterminals (i.e., an
adapted nonterminal never expands to itself); it is
currently unknown whether there are tree distribu-
tions that satisfy the adaptor grammar constraints for
recursive adaptor grammars.

Inference for an adaptor grammar involves finding
the rule probabilitiesθ and the adapted distributions
over treesG. We put Dirichlet priors over the rule
probabilities, i.e.:

θA ∼ DIR(βA)

whereθA is the vector of probabilities for the rules

expanding the nonterminalA andβA are the corre-
sponding Dirichlet parameters.

The applications described below require unsu-
pervised estimation, i.e., the training data consists
of terminal strings alone. Johnson et al. (2007b)
describe an MCMC procedure for inferring the
adapted tree distributionsGA, and Johnson et al.
(2007a) describe a Bayesian inference procedure for
the PCFG rule parametersθ using a Metropolis-
Hastings MCMC procedure; implementations are
available from the author’s web site.

Informally, the inference procedure proceeds as
follows. We initialize the sampler by randomly as-
signing each string in the training corpus a random
tree generated by the grammar. Then we randomly
select a string to resample, and sample a parse of that
string with a PCFG approximation to the adaptor
grammar. This PCFG contains a production for each
adapted subtree in the parses of the other strings in
the training corpus. A final accept-reject step cor-
rects for the difference in the probability of the sam-
pled tree under the adaptor grammar and the PCFG
approximation.

3 Word segmentation with adaptor
grammars

We now turn to linguistic applications of adap-
tor grammars, specifically, to models of unsu-
pervised word segmentation. We follow previ-
ous work in using the Brent corpus consists of
9790 transcribed utterances (33,399 words) of child-
directed speech from the Bernstein-Ratner corpus
(Bernstein-Ratner, 1987) in the CHILDES database
(MacWhinney and Snow, 1985). The utterances
have been converted to a phonemic representation
using a phonemic dictionary, so that each occur-
rence of a word has the same phonemic transcrip-
tion. Utterance boundaries are given in the input to
the system; other word boundaries are not. We eval-
uated the f-score of the recovered word constituents
(Goldwater et al., 2006b). Using the adaptor gram-
mar software available on the author’s web site, sam-
plers were run for 10,000 epochs (passes through
the training data). We scored the parses assigned
to the training data at the end of sampling, and for
the last two epochs we annealed at temperature 0.5
(i.e., squared the probability) during sampling in or-
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1 10 100 1000

U word 0.55 0.55 0.55 0.53
U morph 0.46 0.46 0.42 0.36
U syll 0.52 0.51 0.49 0.46
C word 0.53 0.64 0.74 0.76

C morph 0.56 0.63 0.73 0.63
C syll 0.77 0.77 0.78 0.74

Table 1: Word segmentation f-score results for all mod-
els, as a function of DP concentration parameterα. “U”
indicates unigram-based grammars, while “C” indicates
collocation-based grammars.

Sentence→ Word+

Word→ Phoneme+

Figure 1: The unigram word adaptor grammar, which
uses a unigram model to generate a sequence of words,
where each word is a sequence of phonemes. Adapted
nonterminals are underlined.

der to concentrate mass on high probability parses.
In all experiments below we setβ = 1, which corre-
sponds to a uniform prior on PCFG rule probabilities
θ. We tied the Dirichlet Process concentration pa-
rametersα, and performed runs withα = 1, 10, 100
and1000; apart from this, no attempt was made to
optimize the hyperparameters. Table 1 summarizes
the word segmentation f-scores for all models de-
scribed in this paper.

3.1 Unigram word adaptor grammar

Johnson et al. (2007a) presented an adaptor gram-
mar that defines a unigram model of word segmen-
tation and showed that it performs as well as the
unigram DP word segmentation model presented by
(Goldwater et al., 2006a). The adaptor grammar that
encodes a unigram word segmentation model shown
in Figure 1.

In this grammar and the grammars below, under-
lining indicates an adapted nonterminal. Phoneme
is a nonterminal that expands to each of the 50 dis-
tinct phonemes present in the Brent corpus. This
grammar defines a Sentence to consist of a sequence
of Words, where a Word consists of a sequence of
Phonemes. The category Word is adapted, which
means that the grammar learns the words that oc-
cur in the training corpus. We present our adap-

Sentence→ Words
Words→ Word
Words→ Word Words
Word→ Phonemes
Phonemes→ Phoneme
Phonemes→ Phoneme Phonemes

Figure 2: The unigram word adaptor grammar of Fig-
ure 1 where regular expressions are expanded using new
unadapted right-branching nonterminals.

Sentence

Word

y u w a n t

Word

t u

Word

s i D 6

Word

b U k

Figure 3: A parse of the phonemic representation of “you
want to see the book” produced by unigram word adap-
tor grammar of Figure 1. Only nonterminal nodes la-
beled with adapted nonterminals and the start symbol are
shown.

tor grammars using regular expressions for clarity,
but since our implementation does not handle reg-
ular expressions in rules, in the grammars actually
used by the program they are expanded using new
non-adapted nonterminals that rewrite in a uniform
right-branching manner. That is, the adaptor gram-
mar used by the program is shown in Figure 2.

The unigram word adaptor grammar generates
parses such as the one shown in Figure 3. Withα =
1 andα = 10 we obtained a word segmentation f-
score of0.55. Depending on the run, between1, 100
and1, 400 subtrees (i.e., new rules) were found for
Word. As reported in Goldwater et al. (2006a) and
Goldwater et al. (2007), a unigram word segmen-
tation model tends to undersegment and misanalyse
collocations as individual words. This is presumably
because the unigram model has no way to capture
dependencies between words in collocations except
to make the collocation into a single word.

3.2 Unigram morphology adaptor grammar

This section investigates whether learning mor-
phology together with word segmentation improves
word segmentation accuracy. Johnson et al. (2007a)
presented an adaptor grammar for segmenting verbs
into stems and suffixes that implements the DP-
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Sentence→ Word+

Word→ Stem(Suffix)
Stem→ Phoneme+

Suffix→ Phoneme+

Figure 4: The unigram morphology adaptor grammar,
which generates each Sentence as a sequence of Words,
and each Word as a Stem optionally followed by a Suffix.
Parentheses indicate optional constituents.

Sentence

Word

Stem

w a n

Suffix

6

Word

Stem

k l o z

Suffix

I t

Sentence

Word

Stem

y u

Suffix

h & v

Word

Stem

t u

Word

Stem

t E l

Suffix

m i

Figure 5: Parses of “wanna close it” and “you have to tell
me” produced by the unigram morphology grammar of
Figure 4. The first parse was chosen because it demon-
strates how the grammar is intended to analyse “wanna”
into a Stem and Suffix, while the second parse shows how
the grammar tends to use Stem and Suffix to capture col-
locations.

based unsupervised morphological analysis model
presented by Goldwater et al. (2006b). Here we
combine that adaptor grammar with the unigram
word segmentation grammar to produce the adap-
tor grammar shown in Figure 4, which is designed
to simultaneously learn both word segmentation and
morphology.

Parentheses indicate optional constituents in these
rules, so this grammar says that a Sentence consists
of a sequence of Words, and each Word consists of a
Stem followed by an optional Suffix. The categories
Word, Stem and Suffix are adapted, which means
that the grammar learns the Words, Stems and Suf-
fixes that occur in the training corpus. Technically
this grammar implements aHierarchical Dirichlet
Process (HDP) (Teh et al., 2006) because the base
distribution for the Word DP is itself constructed
from the Stem and Suffix distributions, which are

themselves generated by DPs.
This grammar recovers words with an f-score of

only 0.46 with α = 1 or α = 10, which is consid-
erably less accurate than the unigram model of sec-
tion 3.1. Typical parses are shown in Figure 5. The
unigram morphology grammar tends to misanalyse
even longer collocations as words than the unigram
word grammar does. Inspecting the parses shows
that rather than capturing morphological structure,
the Stem and Suffix categories typically expand to
words themselves, so the Word category expands to
a collocation. It may be possible to correct this by
“tuning” the grammar’s hyperparameters, but we did
not attempt this here.

These results are not too surprising, since the kind
of regular stem-suffix morphology that this grammar
can capture is not common in the Brent corpus. It
is possible that a more sophisticated model of mor-
phology, or even a careful tuning of the Bayesian
prior parametersα andβ, would produce better re-
sults.

3.3 Unigram syllable adaptor grammar

PCFG estimation procedures have been used to
model the supervised and unsupervised acquisition
of syllable structure (Müller, 2001; Müller, 2002);
and the best performance in unsupervised acquisi-
tion is obtained using a grammar that encodes lin-
guistically detailed properties of syllables whose
rules are inferred using a fairly complex algorithm
(Goldwater and Johnson, 2005). While that work
studied the acquisition of syllable structure from iso-
lated words, here we investigate whether learning
syllable structure together with word segmentation
improves word segmentation accuracy. Modeling
syllable structure is a natural application of adaptor
grammars, since the grammar can learn the possible
onset and coda clusters, rather than requiring them
to be stipulated in the grammar.

In the unigram syllable adaptor grammar shown
in Figure 7, Consonant expands to any consonant
and Vowel expands to any vowel. This gram-
mar defines a Word to consist of up to three Syl-
lables, where each Syllable consists of an Onset
and a Rhyme and a Rhyme consists of a Nucleus
and a Coda. Following Goldwater and Johnson
(2005), the grammar differentiates between OnsetI,
which expands to word-initial onsets, and Onset,
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Sentence

Word

OnsetI

W

Nucleus

A

CodaF

t s

Word

OnsetI

D

Nucleus

I

CodaF

s

Figure 6: A parse of “what’s this” produced by the
unigram syllable adaptor grammar of Figure 7. (Only
adapted non-root nonterminals are shown in the parse).

which expands to non-word-initial onsets, and be-
tween CodaF, which expands to word-final codas,
and Coda, which expands to non-word-final codas.
Note that we do not need to distinguish specific posi-
tions within the Onset and Coda clusters as Goldwa-
ter and Johnson (2005) did, since the adaptor gram-
mar learns these clusters directly. Just like the un-
igram morphology grammar, the unigram syllable
grammar also defines a HDP because the base dis-
tribution for Word is defined in terms of the Onset
and Rhyme distributions.

The unigram syllable grammar achieves a word
segmentation f-score of0.52 atα = 1, which is also
lower than the unigram word grammar achieves. In-
spection of the parses shows that the unigram sylla-
ble grammar also tends to misanalyse long colloca-
tions as Words. Specifically, it seems to misanalyse
function words as associated with the content words
next to them, perhaps because function words tend
to have simpler initial and final clusters.

We cannot compare our syllabification accuracy
with Goldwater’s and others’ previous work because
that work used different, supervised training data
and phonological representations based on British
rather than American pronunciation.

3.4 Collocation word adaptor grammar

Goldwater et al. (2006a) showed that modeling de-
pendencies between adjacent words dramatically
improves word segmentation accuracy. It is not
possible to write an adaptor grammar that directly
implements Goldwater’s bigram word segmentation
model because an adaptor grammar has one DP per
adapted nonterminal (so the number of DPs is fixed
in advance) while Goldwater’s bigram model has
one DP per word type, and the number of word
types is not known in advance. However it is pos-

Sentence→ Word+

Word→ SyllableIF
Word→ SyllableI SyllableF
Word→ SyllableI Syllable SyllableF
Syllable→ (Onset) Rhyme
SyllableI→ (OnsetI) Rhyme
SyllableF→ (Onset) RhymeF
SyllableIF→ (OnsetI) RhymeF
Rhyme→ Nucleus(Coda)
RhymeF→ Nucleus(CodaF)
Onset→ Consonant+

OnsetI→ Consonant+

Coda→ Consonant+

CodaF→ Consonant+

Nucleus→ Vowel+

Figure 7: The unigram syllable adaptor grammar, which
generates each word as a sequence of up to three Sylla-
bles. Word-initial Onsets and word-final Codas are distin-
guished using the suffixes “I” and “F” respectively; these
are propagated through the grammar to ensure that these
appear in the correct positions.

Sentence→ Colloc+

Colloc→ Word+

Word→ Phoneme+

Figure 8: The collocation word adaptor grammar, which
generates a Sentence as sequence of Colloc(ations), each
of which consists of a sequence of Words.

sible for an adaptor grammar to generate a sentence
as a sequence ofcollocations, each of which con-
sists of a sequence of words. These collocations give
the grammar a way to model dependencies between
words.

With the DP concentration parametersα = 1000
we obtained a f-score of0.76, which is approxi-
mately the same as the results reported by Goldwa-
ter et al. (2006a) and Goldwater et al. (2007). This
suggests that the collocation word adaptor grammar
can capture inter-word dependencies similar to those
that improve the performance of Goldwater’s bigram
segmentation model.

3.5 Collocation morphology adaptor grammar

One of the advantages of working within a gram-
matical framework is that it is often easy to combine
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Sentence

Colloc

Word

y u

Word

w a n t

Word

t u

Colloc

Word

s i

Word

D 6

Word

b U k

Figure 9: A parse of “you want to see the book” produced
by the collocation word adaptor grammar of Figure 8.

Sentence→ Colloc+

Colloc→ Word+

Word→ Stem(Suffix)
Stem→ Phoneme+

Suffix→ Phoneme+

Figure 10: The collocation morphology adaptor gram-
mar, which generates each Sentence as a sequence of Col-
loc(ations), each Colloc as a sequence of Words, and each
Word as a Stem optionally followed by a Suffix.

different grammar fragments into a single grammar.
In this section we combine the collocation aspect
of the previous grammar with the morphology com-
ponent of the grammar presented in section 3.2 to
produce a grammar that generates Sentences as se-
quences of Colloc(ations), where each Colloc con-
sists of a sequence of Words, and each Word consists
of a Stem followed by an optional Suffix, as shown
in Figure 10.

This grammar achieves a word segmentation f-
score of0.73 atα = 100, which is much better than
the unigram morphology grammar of section 3.2,
but not as good as the collocation word grammar of
the previous section. Inspecting the parses shows

Sentence

Colloc

Word

Stem

y u

Word

Stem

h & v

Suffix

t u

Colloc

Word

Stem

t E l

Suffix

m i

Figure 11: A parse of the phonemic representation of
“you have to tell me” using the collocation morphology
adaptor grammar of Figure 10.

Sentence

Colloc

Word

OnsetI

h

Nucleus

&

CodaF

v

Colloc

Word

Nucleus

6

Word

OnsetI

d r

Nucleus

I

CodaF

N k

Figure 12: A parse of “have a drink” produced by the col-
location syllable adaptor grammar. (Only adapted non-
root nonterminals are shown in the parse).

that while the ability to directly model collocations
reduces the number of collocations misanalysed as
words, function words still tend to be misanalysed as
morphemes of two-word collocations. In fact, some
of the misanalyses have a certain plausibility to them
(e.g., “to” is often analysed as the suffix of verbs
such as “have”, “want” and “like”, while “me” is of-
ten analysed as a suffix of verbs such as “show” and
“tell”), but they lower the word f-score considerably.

3.6 Collocation syllable adaptor grammar

The collocation syllable adaptor grammar is the
same as the unigram syllable adaptor grammar of
Figure 7, except that the first production is replaced
with the following pair of productions.

Sentence→ Colloc+

Colloc→ Word+

This grammar generates a Sentence as a sequence of
Colloc(ations), each of which is composed of a se-
quence of Words, each of which in turn is composed
of a sequence of Syll(ables).

This grammar achieves a word segmentation f-
score of0.78 at α = 100, which is the highest f-
score of any of the grammars investigated in this pa-
per, including the collocation word grammar, which
models collocations but not syllables. To confirm
that the difference is significant, we ran a Wilcoxon
test to compare the f-scores obtained from 8 runs of
the collocation syllable grammar withα = 100 and
the collocation word grammar withα = 1000, and
found that the difference is significant atp = 0.006.

4 Conclusion and future work

This paper has shown how adaptor grammars can
be used to study a variety of different linguistic hy-
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potheses about the interaction of morphology and
syllable structure with word segmentation. Techni-
cally, adaptor grammars are a way of specifying a
variety of Hierarchical Dirichlet Processes (HDPs)
that can spread their support over an unbounded
number of distinct subtrees, giving them the abil-
ity to learn which subtrees are most useful for de-
scribing the training corpus. Thus adaptor gram-
mars move beyond simple parameter estimation and
provide a principled approach to the Bayesian es-
timation of at least some types of linguistic struc-
ture. Because of this, less linguistic structure needs
to be “built in” to an adaptor grammar compared to a
comparable PCFG. For example, the adaptor gram-
mars for syllable structure presented in sections 3.3
and 3.6 learn more information about syllable onsets
and codas than the PCFGs presented in Goldwater
and Johnson (2005).

We used adaptor grammars to study the effects
of modeling morphological structure, syllabification
and collocations on the accuracy of a standard unsu-
pervised word segmentation task. We showed how
adaptor grammars can implement a previously in-
vestigated model of unsupervised word segmenta-
tion, the unigram word segmentation model. We
then investigated adaptor grammars that incorpo-
rate one additional kind of information, and found
that modeling collocations provides the greatest im-
provement in word segmentation accuracy, result-
ing in a model that seems to capture many of the
same interword dependencies as the bigram model
of Goldwater et al. (2006b).

We then investigated grammars that combine
these kinds of information. There does not seem
to be a straight forward way to design an adaptor
grammar that models both morphology and sylla-
ble structure, as morpheme boundaries typically do
not align with syllable boundaries. However, we
showed that an adaptor grammar that models col-
locations and syllable structure performs word seg-
mentation more accurately than an adaptor grammar
that models either collocations or syllable structure
alone. This is not surprising, since syllable onsets
and codas that occur word-peripherally are typically
different to those that appear word-internally, and
our results suggest that by tracking these onsets and
codas, it is possible to learn more accurate word seg-
mentation.

There are a number of interesting directions for
future work. In this paper all of the hyperparame-
tersαA were tied and varied simultaneously, but it
is desirable to learn these from data as well. Just
before the camera-ready version of this paper was
due we developed a method for estimating the hyper-
parameters by putting a vague Gamma hyper-prior
on eachαA and sampled using Metropolis-Hastings
with a sequence of increasingly narrow Gamma pro-
posal distributions, producing results for each model
that are as good or better than the best ones reported
in Table 1.

The adaptor grammars presented here barely
scratch the surface of the linguistically interesting
models that can be expressed as Hierarchical Dirich-
let Processes. The models of morphology presented
here are particularly naive—they only capture reg-
ular concatenative morphology consisting of one
paradigm class—which may partially explain why
we obtained such poor results using morphology
adaptor grammars. It’s straight forward to design
an adaptor grammar that can capture a finite number
of concatenative paradigm classes (Goldwater et al.,
2006b; Johnson et al., 2007a). We’d like to learn the
number of paradigm classes from the data, but do-
ing this would probably require extending adaptor
grammars to incorporate the kind of adaptive state-
splitting found in the iHMM and iPCFG (Liang et
al., 2007). There is no principled reason why this
could not be done, i.e., why one could not design an
HDP framework that simultaneously learns both the
fragments (as in an adaptor grammar) and the states
(as in an iHMM or iPCFG).

However, inference with these more complex
models will probably itself become more complex.
The MCMC sampler of Johnson et al. (2007a) used
here is satifactory for small and medium-sized prob-
lems, but it would be very useful to have more ef-
ficient inference procedures. It may be possible to
adapt efficient split-merge samplers (Jain and Neal,
2007) and Variational Bayes methods (Teh et al.,
2008) for DPs to adaptor grammars and other lin-
guistic applications of HDPs.
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Abstract

We propose using large-scale clustering of de-
pendency relations between verbs and multi-
word nouns (MNs) to construct a gazetteer for
named entity recognition (NER). Since depen-
dency relations capture the semantics of MNs
well, the MN clusters constructed by using
dependency relations should serve as a good
gazetteer. However, the high level of computa-
tional cost has prevented the use of clustering
for constructing gazetteers. We parallelized
a clustering algorithm based on expectation-
maximization (EM) and thus enabled the con-
struction of large-scale MN clusters. We
demonstrated with the IREX dataset for the
Japanese NER that using the constructed clus-
ters as a gazetteer (cluster gazetteer) is a effec-
tive way of improving the accuracy of NER.
Moreover, we demonstrate that the combina-
tion of the cluster gazetteer and a gazetteer ex-
tracted from Wikipedia, which is also useful
for NER, can further improve the accuracy in
several cases.

1 Introduction

Gazetteers, or entity dictionaries, are important for
performing named entity recognition (NER) accu-
rately. Since building and maintaining high-quality
gazetteers by hand is very expensive, many meth-
ods have been proposed for automatic extraction of
gazetteers from texts (Riloff and Jones, 1999; The-
len and Riloff, 2002; Etzioni et al., 2005; Shinzato et
al., 2006; Talukdar et al., 2006; Nadeau et al., 2006).

Most studies using gazetteers for NER are based
on the assumption that a gazetteer is a mapping

from a multi-word noun (MN)1 to named en-
tity categories such as “Tokyo Stock Exchange →
{ORGANIZATION}”.2 However, since the corre-
spondence between the labels and the NE categories
can be learned by tagging models, a gazetteer will be
useful as long as it returns consistent labels even if
those returned are not the NE categories. By chang-
ing the perspective in such a way, we can explore
more broad classes of gazetteers. For example, we
can use automatically extracted hyponymy relations
(Hearst, 1992; Shinzato and Torisawa, 2004), or au-
tomatically induced MN clusters (Rooth et al., 1999;
Torisawa, 2001).

For instance, Kazama and Torisawa (2007) used
the hyponymy relations extracted from Wikipedia
for the English NER, and reported improved accu-
racies with such a gazetteer.

We focused on the automatically induced clus-
ters of multi-word nouns (MNs) as the source of
gazetteers. We call the constructed gazetteers clus-
ter gazetteers. In the context of tagging, there are
several studies that utilized word clusters to prevent
the data sparseness problem (Kazama et al., 2001;
Miller et al., 2004). However, these methods cannot
produce the MN clusters required for constructing
gazetteers. In addition, the clustering methods used,
such as HMMs and Brown’s algorithm (Brown et
al., 1992), seem unable to adequately capture the se-
mantics of MNs since they are based only on the
information of adjacent words. We utilized richer

1We used the term, “multi-word”, to emphasize that a
gazetteer includes not only one-word expressions but also
multi-word expressions.

2Although several categories can be associated in general,
we assume that only one category is associated.
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syntactic/semantic structures, i.e., verb-MN depen-
dencies to make clean MN clusters. Rooth et al.
(1999) and Torisawa (2001) showed that the EM-
based clustering using verb-MN dependencies can
produce semantically clean MN clusters. However,
the clustering algorithms, especially the EM-based
algorithms, are computationally expensive. There-
fore, performing the clustering with a vocabulary
that is large enough to cover the many named entities
required to improve the accuracy of NER is difficult.
We enabled such large-scale clustering by paralleliz-
ing the clustering algorithm, and we demonstrate the
usefulness of the gazetteer constructed.

We parallelized the algorithm of (Torisawa, 2001)
using the Message Passing Interface (MPI), with the
prime goal being to distribute parameters and thus
enable clustering with a large vocabulary. Apply-
ing the parallelized clustering to a large set of de-
pendencies collected from Web documents enabled
us to construct gazetteers with up to 500,000 entries
and 3,000 classes.

In our experiments, we used the IREX dataset
(Sekine and Isahara, 2000) to demonstrate the use-
fulness of cluster gazetteers. We also compared
the cluster gazetteers with the Wikipedia gazetteer
constructed by following the method of (Kazama
and Torisawa, 2007). The improvement was larger
for the cluster gazetteer than for the Wikipedia
gazetteer. We also investigated whether these
gazetteers improve the accuracies further when they
are used in combination. The experimental results
indicated that the accuracy improved further in sev-
eral cases and showed that these gazetteers comple-
ment each other.

The paper is organized as follows. In Section 2,
we explain the construction of cluster gazetteers and
its parallelization, along with a brief explanation of
the construction of the Wikipedia gazetteer. In Sec-
tion 3, we explain how to use these gazetteers as fea-
tures in an NE tagger. Our experimental results are
reported in Section 4.

2 Gazetteer Induction
2.1 Induction by MN Clustering
Assume we have a probabilistic model of a multi-
word noun (MN) and its class: p(n, c) =
p(n|c)p(c), where n ∈ N is an MN and c ∈ C is a
class. We can use this model to construct a gazetteer
in several ways. The method we used in this study

constructs a gazetteer: n → argmax
c

p(c|n). This

computation can be re-written by the Bayes rule as
argmax

c
p(n|c)p(c) using p(n|c) and p(c).

Note that we do not exclude non-NEs when we
construct the gazetteer. We expect that tagging
models (CRFs in our case) can learn an appropri-
ate weight for each gazetteer match regardless of
whether it is an NE or not.

2.2 EM-based Clustering using Dependency
Relations

To learn p(n|c) and p(c) for Japanese, we use the
EM-based clustering method presented by Torisawa
(2001). This method assumes a probabilistic model
of verb-MN dependencies with hidden semantic
classes:3

p(v, r, n) =
∑

c

p(〈v, r〉|c)p(n|c)p(c), (1)

where v ∈ V is a verb and n ∈ N is an MN that
depends on verb v with relation r. A relation, r,
is represented by Japanese postpositions attached to
n. For example, from the following Japanese sen-
tence, we extract the following dependency: v =
飲む (drink), r = を (”wo” postposition), n =
ビール (beer).

ビール (beer)を (wo)飲む (drink) (≈ drink beer)

In the following, we let vt ≡ 〈v, r〉 ∈ VT for the
simplicity of explanation.

To be precise, we attach various auxiliary verb
suffixes, such as “れる (reru)”, which is for pas-
sivization, into v, since these greatly change the type
of n in the dependent position. In addition, we also
treated the MN-MN expressions, “MN1 の MN2”
(≈ “MN2 of MN1”), as dependencies v = MN2,
r = の, n = MN1, since these expressions also
characterize the dependent MNs well.

Given L training examples of verb-MN depen-
dencies {(vti, ni, fi)}L

i=1, where fi is the number
of dependency (vti, ni) in a corpus, the EM-based
clustering tries to find p(vt|c), p(n|c), and p(c) that
maximize the (log)-likelihood of the training exam-
ples:

LL(p) =
∑

i

fi log(
∑

c

p(vti|c)p(ni|c)p(c)). (2)

3This formulation is based on the formulation presented in
Rooth et al. (1999) for English.
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We iteratively update the probabilities using the EM
algorithm. For the update procedures used, see Tori-
sawa (2001).

The corpus we used for collecting dependencies
was a large set (76 million) of Web documents,
that were processed by a dependency parser, KNP
(Kurohashi and Kawahara, 2005).4 From this cor-
pus, we extracted about 380 million dependencies
of the form {(vti, ni, fi)}L

i .

2.3 Parallelization for Large-scale Data

The disadvantage of the clustering algorithm de-
scribed above is the computational costs. The space
requirements are O(|VT ||C|+ |N ||C|+ |C|) for stor-
ing the parameters, p(vt|c), p(n|c), and p(c)5, plus
O(L) for storing the training examples. The time
complexity is mainly O(L × |C| × I), where I is
the number of update iterations. The space require-
ments are the main limiting factor. Assume that a
floating-point number consumes 8 bytes. With the
setting, |N | = 500, 000, |VT | = 500, 000, and
|C| = 3, 000, the algorithm requires more than 44
GB for the parameters and 4 GB of memory for the
training examples. A machine with more than 48
GB of memory is not widely available even today.

Therefore, we parallelized the clustering algo-
rithm, to make it suitable for running on a cluster
of PCs with a moderate amount of memory (e.g., 8
GB). First, we decided to store the training examples
on a file since otherwise each node would need to
store all the examples when we use the data splitting
described below, and having every node consume 4
GB of memory is memory-consuming. Since the ac-
cess to the training data is sequential, this does not
slow down the execution when we use a buffering
technique appropriately.6

We then split the matrix for the model parameters,
p(n|c) and p(vt|c), along with the class coordinate.
That is, each cluster node is responsible for storing
only a part of classes Cl, i.e., 1/|P | of the parame-
ter matrix, where P is the number of cluster nodes.
This data splitting enables linear scalability of mem-
ory sizes. However, doing so complicates the update
procedure and, in terms of execution speed, may

4Acknowledgements: This corpus was provided by Dr.
Daisuke Kawahara of NICT.

5To be precise, we need two copies of these.
6Each node has a copy of the training data on a local disk.

Algorithm 2.1: Compute p(cl|vti, ni)

localZ = 0, Z = 0
for cl ∈ Cl dod = p(vti|c)p(ni|c)p(c)

p(cl|vti, ni) = d
localZ += d

MPI Allreduce( localZ, Z, 1, MPI DOUBLE,
MPI SUM, MPI COMM WORLD)
for cl ∈ Cl do p(cl|vti, ni) /= Z

Figure 1: Parallelized inner-most routine of EM cluster-
ing algorithm. Each node executes this code in parallel.

offset the advantage of parallelization because each
node needs to receive information about the classes
that are not on the node in the inner-most routine of
the update procedure.

The inner-most routine should compute:

p(c|vti, ni) = p(vti|c)p(ni|c)p(c)/Z, (3)

for each class c, where Z =
∑

c p(vti|c)p(ni|c)p(c)
is a normalizing constant. However, Z cannot be
calculated without knowing the results of other clus-
ter nodes. Thus, if we use MPI for parallelization,
the parallelized version of this routine should re-
semble the algorithm shown in Figure 1. This rou-
tine first computes p(vti|cl)p(ni|cl)p(cl) for each
cl ∈ Cl, and stores the sum of these values as localZ.
The routine uses an MPI function, MPI Allreduce,
to sum up localZ of the all cluster nodes and to
set Z with the resulting sum. We can compute
p(cl|vti, ni) by using this Z to normalize the value.
Although the above is the essence of our paralleliza-
tion, invoking MPI Allreduce in the inner-most loop
is very expensive because the communication setup
is not so cheap. Therefore, our implementation cal-
culates p(cl|vti, ni) in batches of B examples and
calls MPI Allreduce at every B examples.7 We used
a value of B = 4, 096 in this study.

By using this parallelization, we successfully per-
formed the clustering with |N | = 500, 000, |VT | =
500, 000, |C| = 3, 000, and I = 150, on 8 clus-
ter nodes with a 2.6 GHz Opteron processor and 8
GB of memory. This clustering took about a week.
To our knowledge, no one else has performed EM-
based clustering of this type on this scale. The re-
sulting MN clusters are shown in Figure 2. In terms
of speed, our experiments are still at a preliminary

7MPI Allreduce can also take array arguments and apply the
operation to each element of the array in one call.

409



Class 791 Class 2760

ウィン ダ ム 　 　
(WINDOM)

マリン/スタジアム 　　　　　
(Chiba Marine Stadium [abb.])

カ ム リ 　 　 　 　
(CAMRY)

大阪/ドーム 　　　　　　　　
(Osaka Dome)

ディア マ ン テ 　
(DIAMANTE)

ナゴ/ド 　　　　　　　　
(Nagoya Dome [abb.])

オ デッセ イ 　 　
(ODYSSEY)

福岡/ドーム　　　　　　 　　
(Fukuoka Dome)

インスパイア　　
(INSPIRE)

大阪/球場 　　　　　　　　　
(Osaka Stadium)

ス イ フ ト 　 　
(SWIFT)

ハマ/スタ　　　　　　　　　
(Yokohama Stadium [abb.])

Figure 2: Clean MN clusters with named entity entries
(Left: car brand names. Right: stadium names). Names
are sorted on the basis of p(c|n). Stadium names are
examples of multi-word nouns (word boundaries are in-
dicated by “/”) and also include abbreviated expressions
(marked by [abb.]) .

stage. We have observed 5 times faster execution,
when using 8 cluster nodes with a relatively small
setting, |N | = |VT | = 50, 000, |C| = 2, 000.

2.4 Induction from Wikipedia
Defining sentences in a dictionary or an encyclope-
dia have long been used as a source of hyponymy re-
lations (Tsurumaru et al., 1991; Herbelot and Copes-
take, 2006).

Kazama and Torisawa (2007) extracted hy-
ponymy relations from the first sentences (i.e., defin-
ing sentences) of Wikipedia articles and then used
them as a gazetteer for NER. We used this method
to construct the Wikipedia gazetteer.

The method described by Kazama and Torisawa
(2007) is to first extract the first (base) noun phrase
after the first “is”, “was”, “are”, or “were” in the first
sentence of a Wikipedia article. The last word in the
noun phase is then extracted and becomes the hyper-
nym of the entity described by the article. For exam-
ple, from the following defining sentence, it extracts
“guitarist” as the hypernym for “Jimi Hendrix”.

Jimi Hendrix (November 27, 1942) was an Ameri-
can guitarist, singer and songwriter.

The second noun phrase is used when the first noun
phrase ends with “one”, “kind”, “sort”, or “type”,
or it ended with “name” followed by “of”. This
rule is for treating expressions like “... is one of
the landlocked countries.” By applying this method
of extraction to all the articles in Wikipedia, we

# instances
page titles processed 550,832

articles found 547,779
(found by redirection) (189,222)
first sentences found 545,577
hypernyms extracted 482,599

Table 1: Wikipedia gazetteer extraction

construct a gazetteer that maps an MN (a title of a
Wikipedia article) to its hypernym.8 When the hy-
pernym extraction failed, a special hypernym sym-
bol, e.g., “UNK”, was used.

We modified this method for Japanese. After pre-
processing the first sentence of an article using a
morphological analyzer, MeCab9, we extracted the
last noun after the appearance of Japanese postpo-
sition “は (wa)” (≈ “is”). As in the English case,
we also refrained from extracting expressions corre-
sponding to “one of” and so on.

From the Japanese Wikipedia entries of April
10, 2007, we extracted 550,832 gazetteer entries
(482,599 entries have hypernyms other than UNK).
Various statistics for this extraction are shown in
Table 1. The number of distinct hypernyms in
the gazetteer was 12,786. Although this Wikipedia
gazetteer is much smaller than the English version
used by Kazama and Torisawa (2007) that has over
2,000,000 entries, it is the largest gazetteer that can
be freely used for Japanese NER. Our experimen-
tal results show that this Wikipedia gazetteer can be
used to improve the accuracy of Japanese NER.

3 Using Gazetteers as Features of NER

Since Japanese has no spaces between words, there
are several choices for the token unit used in NER.
Asahara and Motsumoto (2003) proposed using
characters instead of morphemes as the unit to alle-
viate the effect of segmentation errors in morpholog-
ical analysis and we also used their character-based
method. The NER task is then treated as a tagging
task, which assigns IOB tags to each character in
a sentence.10 We use Conditional Random Fields
(CRFs) (Lafferty et al., 2001) to perform this tag-
ging.

The information of a gazetteer is incorporated
8They handled “redirections” as well by following redirec-

tion links and extracting a hypernym from the article reached.
9http://mecab.sourceforge.net

10Precisely, we use IOB2 tags.
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ch に ソ ニ ー が 開 発 · · ·
match O B I I O O O · · ·

(w/ class) O B-会社 I-会社 I-会社 O O O · · ·
Figure 3: Gazetteer features for Japanese NER. Here, ‘ソ
ニー” means “SONY”, “会社” means “company”, and “
開発” means “to develop”.

as features in a CRF-based NE tagger. We follow
the method used by Kazama and Torisawa (2007),
which encodes the matching with a gazetteer entity
using IOB tags, with the modification for Japanese.
They describe using two types of gazetteer features.
The first is a matching-only feature, which uses
bare IOB tags to encode only matching information.
The second uses IOB tags that are augmented with
classes (e.g., B-country and I-country).11 When
there are several possibilities for making a match,
the left-most longest match is selected. The small
differences from their work are: (1) We used char-
acters as the unit as we described above, (2) While
Kazama and Torisawa (2007) checked only the word
sequences that start with a capitalized word and thus
exploited the characteristics of English language, we
checked the matching at every character, (3) We
used a TRIE to make the look-up efficient.

The output of gazetteer features for Japanese NER
are thus as those shown in Figure 3. These annotated
IOB tags can be used in the same way as other fea-
tures in a CRF tagger.

4 Experiments

4.1 Data

We used the CRL NE dataset provided in the
IREX competition (Sekine and Isahara, 2000). In
the dataset, 1,174 newspaper articles are annotated
with 8 NE categories: ARTIFACT, DATE, LO-
CATION, MONEY, ORGANIZATION, PERCENT,
PERSON, and TIME.12 We converted the data into
the CoNLL 2003 format, i.e., each row corresponds
to a character in this case. We obtained 11,892 sen-
tences13 with 18,677 named entities. We split this
data into the training set (9,000 sentences), the de-

11Here, we call the value returned by a gazetteer a “class”.
Features are not output when the returned class is UNK in the
case of the Wikipedia gazetteer. We did not observe any signif-
icant change if we also used UNK.

12We ignored OPTIONAL category.
13This number includes the number of -DOCSTART- tokens

in CoNLL 2003 format.

Name Description
ch character itself
ct character type: uppercase alphabet, lower-

case alphabet, katakana, hiragana, Chinese
characters, numbers, numbers in Chinese
characters, and spaces

m mo bare IOB tag indicating boundaries of mor-
phemes

m mm IOB tag augmented by morpheme string,
indicating boundaries and morphemes

m mp IOB tag augmented by morpheme type, in-
dicating boundaries and morpheme types
(POSs)

bm bare IOB tag indicating “bunsetsu” bound-
aries (Bunsetsu is a basic unit in Japanese
and usually contains content words fol-
lowed by function words such as postpo-
sitions)

bi bunsetsu-inner feature. See (Nakano and
Hirai, 2004).

bp adjacent-bunsetsu feature. See (Nakano
and Hirai, 2004).

bh head-of-bunsetsu features. See (Nakano
and Hirai, 2004).

Table 2: Atomic features used in baseline model.

velopment set (1,446 sentences), and the testing set
(1,446 sentences).

4.2 Baseline Model
We extracted the atomic features listed in Table 2
at each character for our baseline model. Though
there may be slight differences, these features are
based on the standard ones proposed and used in
previous studies on Japanese NER such as those by
Asahara and Motsumoto (2003), Nakano and Hirai
(2004), and Yamada (2007). We used MeCab as a
morphological analyzer and CaboCha14 (Kudo and
Matsumoto, 2002) as the dependency parser to find
the boundaries of the bunsetsu. We generated the
node and the edge features of a CRF model as de-
scribed in Table 3 using these atomic features.

4.3 Training
To train CRF models, we used Taku Kudo’s CRF++
(ver. 0.44) 15 with some modifications.16 We

14http://chasen.org/∼taku/software/
CaboCha

15http://chasen.org/˜taku/software/CRF++
16We implemented scaling, which is similar to that for

HMMs (Rabiner, 1989), in the forward-backward phase and re-
placed the optimization module in the original package with the
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Node features:
{””, x−2, x−1, x0, x+1, x+2} × y0

where x = ch, ct, m mm, m mo, m mp, bi,
bp, and bh
Edge features:
{””, x−1, x0, x+1} × y−1 × y0

where x = ch, ct, and m mp
Bigram node features:
{x−2x−1, x−1x0, x0x+1} × y0

x = ch, ct, m mo, m mp, bm, bi, bp, and bh

Table 3: Baseline features. Value of node feature is deter-
mined from current tag, y0, and surface feature (combina-
tion of atomic features in Table 2). Value of edge feature
is determined by previous tag, y−1, current tag, y0, and
surface feature. Subscripts indicate relative position from
current character.

used Gaussian regularization to prevent overfitting.
The parameter of the Gaussian, σ2, was tuned us-
ing the development set. We tested 10 points:
{0.64, 1.28, 2.56, 5.12, . . . , 163.84, 327.68}. We
stopped training when the relative change in the log-
likelihood became less than a pre-defined threshold,
0.0001. Throughout the experiments, we omitted
the features whose surface part described in Table
3 occurred less than twice in the training corpus.

4.4 Effect of Gazetteer Features

We investigated the effect of the cluster gazetteer de-
scribed in Section 2.1 and the Wikipedia gazetteer
described in Section 2.4, by adding each gazetteer
to the baseline model. We added the matching-
only and the class-augmented features, and we gen-
erated the node and the edge features in Table 3.17

For the cluster gazetteer, we made several gazetteers
that had different vocabulary sizes and numbers of
classes. The number of clustering iterations was 150
and the initial parameters were set randomly with a
Dirichlet distribution (αi = 1.0).

The statistics of each gazetteer are summarized
in Table 4. The number of entries in a gazetteer is
given by “# entries”, and “# matches” is the number
of matches that were output for the training set. We
define “# e-matches” as the number of matches that
also match a boundary of a named entity in the train-
ing set, and “# optimal” as the optimal number of “#
e-matches” that can be achieved when we know the

LMVM optimizer of TAO (version 1.9) (Benson et al., 2007)
17Bigram node features were not used for gazetteer features.

oracle of entity boundaries. Note that this cannot
be realized because our matching uses the left-most
longest heuristics. We define “pre.” as the precision
of the output matches (i.e., # e-matches/# matches),
and “rec.” as the recall (i.e., # e-matches/# NEs).
Here, # NEs = 14, 056. Finally, “opt.” is the op-
timal recall (i.e., # optimal/# NEs). “# classes” is
the number of distinct classes in a gazetteer, and
“# used” is the number of classes that were out-
put for the training set. Gazetteers are as follows:
“wikip(m)” is the Wikipedia gazetteer (matching
only), and “wikip(c)” is the Wikipedia gazetteer
(with class-augmentation). A cluster gazetteer,
which is constructed by the clustering with |N | =
|VT | = X × 1, 000 and |C| = Y × 1, 000, is indi-
cated by “cXk-Y k”. Note that “# entries” is slightly
smaller than the vocabulary size since we removed
some duplications during the conversion to a TRIE.

These gazetteers cover 40 - 50% of the named en-
tities, and the cluster gazetteers have relatively wider
coverage than the Wikipedia gazetteer has. The pre-
cisions are very low because there are many erro-
neous matches, e.g., with a entries for a hiragana
character.18 Although this seems to be a serious
problem, removing such one-character entries does
not affect the accuracy, and in fact, makes it worsen
slightly. We think this shows one of the strengths
of machine learning methods such as CRFs. We can
also see that our current matching method is not an
optimal one. For example, 16% of the matches were
lost as a result of using our left-most longest heuris-
tics for the case of the c500k-2k gazetteer.

A comparison of the effect of these gazetteers is
shown in Table 5. The performance is measured
by the F-measure. First, the Wikipedia gazetteer
improved the accuracy as expected, i.e., it repro-
duced the result of Kazama and Torisawa (2007)
for Japanese NER. The improvement for the test-
ing set was 1.08 points. Second, all the tested clus-
ter gazetteers improved the accuracy. The largest
improvement was 1.55 points with the c300k-3k
gazetteer. This was larger than that of the Wikipedia
gazetteer. The results for c300k-Y k gazetteers show
a peak of the improvement at some number of clus-
ters. In this case, |C| = 3, 000 achieved the best
improvement. The results of cXk-2k gazetteers in-

18Wikipedia contains articles explaining each hiragana char-
acter, e.g., “あ is a hiragana character”.
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Name # entries # matches # e-matches # optimal pre. (%) rec. (%) opt. rec. (%) # classes # used
wikip(m) 550,054 225,607 6,804 7,602 3.02 48.4 54.1 N/A N/A
wikip(c) 550,054 189,029 5,441 6,064 2.88 38.7 43.1 12,786 1,708
c100k-2k 99,671 193,897 6,822 8,233 3.52 48.5 58.6 2,000 1,910
c300k-2k 295,695 178,220 7,377 9,436 4.14 52.5 67.1 2,000 1,973
c300k-1k ↑ ↑ ↑ ↑ ↑ ↑ ↑ 1,000 982
c300k-3k ↑ ↑ ↑ ↑ ↑ ↑ ↑ 3,000 2,848
c300k-4k ↑ ↑ ↑ ↑ ↑ ↑ ↑ 4,000 3,681
c500k-2k 497,101 174,482 7,470 9,798 4.28 53.1 69.7 2,000 1,951
c500k-3k ↑ ↑ ↑ ↑ ↑ ↑ ↑ 3,000 2,854

Table 4: Statistics of various gazetteers.

Model F (dev.) F (test.) best σ2

baseline 87.23 87.42 20.48
+wikip 87.60 88.50 2.56

+c300k-1k 88.74 87.98 40.96
+c300k-2k 88.75 88.01 163.84
+c300k-3k 89.12 88.97 20.48
+c300k-4k 88.99 88.40 327.68
+c100k-2k 88.15 88.06 20.48
+c500k-2k 88.80 88.12 40.96
+c500k-3k 88.75 88.03 20.48

Table 5: Comparison of gazetteer features.

Model F (dev.) F (test.) best σ2

+wikip+c300k-1k 88.65 *89.32 0.64
+wikip+c300k-2k *89.22 *89.13 10.24
+wikip+c300k-3k 88.69 *89.62 40.96
+wikip+c300k-4k 88.67 *89.19 40.96
+wikip+c500k-2k *89.26 *89.19 2.56
+wikip+c500k-3k *88.80 *88.60 10.24

Table 6: Effect of combination. Figures with * mean that
accuracy was improved by combining gazetteers.

dicate that the larger a gazetteer is, the larger the im-
provement. However, the accuracies of the c300k-3k
and c500k-3k gazetteers seem to contradict this ten-
dency. It might be caused by the accidental low qual-
ity of the clustering that results from random initial-
ization. We need to investigate this further.

4.5 Effect of Combining the Cluster and the
Wikipedia Gazetteers

We have observed that using the cluster gazetteer
and the Wikipedia one improves the accuracy of
Japanese NER. The next question is whether these
gazetteers improve the accuracy further when they
are used together. The accuracies of models that
use the Wikipedia gazetteer and one of the cluster
gazetteers at the same time are shown in Table 6.
The accuracy was improved in most cases. How-

Model F
(Asahara and Motsumoto, 2003) 87.21

(Nakano and Hirai, 2004) 89.03
(Yamada, 2007) 88.33

(Sasano and Kurohashi, 2008) 89.40
proposed (baseline) 87.62
proposed (+wikip) 88.14

proposed (+c300k-3k) 88.45
proposed (+c500k-2k) 88.41

proposed (+wikip+c300k-3k) 88.93
proposed (+wikip+c500k-2k) 88.71

Table 7: Comparison with previous studies

ever, there were some cases where the accuracy for
the development set was degraded. Therefore, we
should state at this point that while the benefit of
combining these gazetteers is not consistent in a
strict sense, it seems to exist. The best performance,
F = 89.26 (dev.) / 89.19 (test.), was achieved when
we combined the Wikipedia gazetteer and the clus-
ter gazetteer, c500k-2k. This means that there was
a 1.77-point improvement from the baseline for the
testing set.

5 Comparison with Previous Studies

Since many previous studies on Japanese NER used
5-fold cross validation for the IREX dataset, we
also performed it for some our models that had the
best σ2 found in the previous experiments. The re-
sults are listed in Table 7 with references to the re-
sults of recent studies. These results not only re-
confirmed the effects of the gazetteer features shown
in the previous experiments, but they also showed
that our best model is comparable to the state-of-the-
art models. The system recently proposed by Sasano
and Kurohashi (2008) is currently the best system
for the IREX dataset. It uses many structural fea-
tures that are not used in our model. Incorporating
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such features might improve our model further.

6 Related Work and Discussion

There are several studies that used automatically ex-
tracted gazetteers for NER (Shinzato et al., 2006;
Talukdar et al., 2006; Nadeau et al., 2006; Kazama
and Torisawa, 2007). Most of the methods (Shin-
zato et al., 2006; Talukdar et al., 2006; Nadeau et
al., 2006) are oriented at the NE category. They
extracted a gazetteer for each NE category and uti-
lized it in a NE tagger. On the other hand, Kazama
and Torisawa (2007) extracted hyponymy relations,
which are independent of the NE categories, from
Wikipedia and utilized it as a gazetteer. The ef-
fectiveness of this method was demonstrated for
Japanese NER as well by this study.

Inducing features for taggers by clustering has
been tried by several researchers (Kazama et al.,
2001; Miller et al., 2004). They constructed word
clusters by using HMMs or Brown’s clustering algo-
rithm (Brown et al., 1992), which utilize only infor-
mation from neighboring words. This study, on the
other hand, utilized MN clustering based on verb-
MN dependencies (Rooth et al., 1999; Torisawa,
2001). We showed that gazetteers created by using
such richer semantic/syntactic structures improves
the accuracy for NER.

The size of the gazetteers is also a novel point of
this study. The previous studies, with the excep-
tion of Kazama and Torisawa (2007), used smaller
gazetteers than ours. Shinzato et al. (2006) con-
structed gazetteers with about 100,000 entries in
total for the “restaurant” domain; Talukdar et al.
(2006) used gazetteers with about 120,000 entries
in total, and Nadeau et al. (2006) used gazetteers
with about 85,000 entries in total. By paralleliz-
ing the clustering algorithm, we successfully con-
structed a cluster gazetteer with up to 500,000 en-
tries from a large amount of dependency relations
in Web documents. To our knowledge, no one else
has performed this type of clustering on such a large
scale. Wikipedia also produced a large gazetteer
of more than 550,000 entries. However, compar-
ing these gazetteers and ours precisely is difficult at
this point because the detailed information such as
the precision and the recall of these gazetteers were
not reported.19 Recently, Inui et al. (2007) investi-

19Shinzato et al. (2006) reported some useful statistics about

gated the relation between the size and the quality of
a gazetteer and its effect. We think this is one of the
important directions of future research.

Parallelization has recently regained attention in
the machine learning community because of the
need for learning from very large sets of data. Chu
et al. (2006) presented the MapReduce framework
for a wide range of machine learning algorithms, in-
cluding the EM algorithm. Newman et al. (2007)
presented parallelized Latent Dirichlet Allocation
(LDA). However, these studies focus on the distri-
bution of the training examples and relevant com-
putation, and ignore the need that we found for the
distribution of model parameters. The exception,
which we noticed recently, is a study by Wolfe et
al. (2007), which describes how each node stores
only those parameters relevant to the training data
on each node. However, some parameters need to
be duplicated and thus their method is less efficient
than ours in terms of memory usage.

We used the left-most longest heuristics to find
the matching gazetteer entries. However, as shown
in Table 4 this is not an optimal method. We need
more sophisticated matching methods that can han-
dle multiple matching possibilities. Using models
such as Semi-Markov CRFs (Sarawagi and Cohen,
2004), which handle the features on overlapping re-
gions, is one possible direction. However, even if
we utilize the current gazetteers optimally, the cov-
erage is upper bounded at 70%. To cover most of
the named entities in the data, we need much larger
gazetteers. A straightforward approach is to increase
the number of Web documents used for the MN clus-
tering and to use larger vocabularies.

7 Conclusion

We demonstrated that a gazetteer obtained by clus-
tering verb-MN dependencies is a useful feature
for a Japanese NER. In addition, we demonstrated
that using the cluster gazetteer and the gazetteer ex-
tracted from Wikipedia (also shown to be useful)
can together further improves the accuracy in sev-
eral cases. Future work will be to refine the match-
ing method and to construct even larger gazetteers.

their gazetteers.
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Abstract

Roget’s Thesaurus has gone through many re-
visions since it was first published 150 years
ago. But how do these revisions affect Ro-
get’s usefulness for NLP? We examine the
differences in content between the 1911 and
1987 versions of Roget’s, and we test both ver-
sions with each other and WordNet on prob-
lems such as synonym identification and word
relatedness. We also present a novel method
for measuring sentence relatedness that can be
implemented in either version of Roget’s or in
WordNet. Although the 1987 version of the
Thesaurus is better, we show that the 1911 ver-
sion performs surprisingly well and that often
the differences between the versions of Ro-
get’s and WordNet are not statistically signif-
icant. We hope that this work will encourage
others to use the 1911 Roget’s Thesaurus in
NLP tasks.

1 Introduction

Roget’s Thesaurus, first introduced over 150 years
ago, has gone through many revisions to reach its
current state. We compare two versions, the 1987
and 1911 editions of the Thesaurus with each other
and with WordNet 3.0. Roget’s Thesaurus has a
unique structure, quite different from WordNet, of
which the NLP community has yet to take full ad-
vantage. In this paper we demonstrate that although
the 1911 version of the Thesaurus is very old, it can
give results comparable to systems that use WordNet
or newer versions of Roget’s Thesaurus.

The main motivation for working with the 1911
Thesaurus instead of newer versions is that it is in

the public domain, along with related NLP-oriented
software packages. For applications that call for an
NLP-friendly thesaurus, WordNet has become the
de-facto standard. Although WordNet is a fine re-
sources, we believe that ignoring other thesauri is
a serious oversight. We show on three applications
how useful the 1911 Thesaurus is. We ran the well-
established tasks of determining semantic related-
ness of pairs of terms and identifying synonyms (Jar-
masz and Szpakowicz, 2004). We also proposed
a new method of representing the meaning of sen-
tences or other short texts using either WordNet or
Roget’s Thesaurus, and tested it on the data set pro-
vided by Li et al. (2006). We hope that this work
will encourage others to use Roget’s Thesaurus in
their own NLP tasks.

Previous research on the 1987 version of Roget’s
Thesaurus includes work of Jarmasz and Szpakow-
icz (2004). They propose a method of determin-
ing semantic relatedness between pairs of terms.
Terms that appear closer together in the Thesaurus
get higher weights than those farther apart. The
experiments aimed at identifying synonyms using
a modified version of the proposed semantic sim-
ilarity function. Similar experiments were carried
out using WordNet in combination with a variety of
semantic relatedness functions. Roget’s Thesaurus
was found generally to outperform WordNet on these
problems. We have run similar experiments using
the 1911Thesaurus.

Lexical chains have also been developed using the
1987 Roget’s Thesaurus (Jarmasz and Szpakowicz,
2003). The procedure maps words in a text to the
Head (a Roget’s concept) from which they are most
likely to come. Although we did not experiment
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with lexical chains here, they were an inspiration for
our sentence relatedness function.

Roget’s Thesaurus does not explicitly label the
relations between its terms, as WordNet does. In-
stead, it groups terms together with implied rela-
tions. Kennedy and Szpakowicz (2007) show how
disambiguating one of these relations, hypernymy,
can help improve the semantic similarity functions
in (Jarmasz and Szpakowicz, 2004). These hyper-
nym relations were also put towards solving analogy
questions.

This is not the first time the 1911 version of Ro-
get’s Thesaurus has been used in NLP research. Cas-
sidy (2000) used it to build the semantic network
FACTOTUM. This required significant (manual) re-
structuring, so FACTOTUM cannot really be con-
sidered a true version of Roget’s Thesaurus.

The 1987 data come from Penguin’s Roget’s The-
saurus (Kirkpatrick, 1987). The 1911 version is
available from Project Gutenberg1. We use WordNet
3.0, the latest version (Fellbaum, 1998). In the ex-
periments we present here, we worked with an inter-
face to Roget’s Thesaurus implemented in Java 5.02.
It is built around a large index which stores the lo-
cation in the thesaurus of each word or phrase; the
system individually indexes all words within each
phrase, as well as the phrase itself. This was shown
to improve results in a few applications, which we
will discuss later in the paper.

2 Content comparison of the 1911 and
1987 Thesauri

Although the 1987 and 1911 Thesauri are very sim-
ilar in structure, there are a few differences, among
them, the number of levels and the number of parts-
of-speech represented. For example, the 1911 ver-
sion contains some pronouns as well as more sec-
tions dedicated to phrases.

There are nine levels in Roget’s Thesaurus hierar-
chy, from Class down to Word. We show them in
Table 1 along with the counts of instances of each
level. An example of a Class in the 1911 Thesaurus
is “Words Expressing Abstract Relations”, a Section
in that Class is “Quantity” with a Subsection “Com-
parative Quantity”. Heads can be thought of as the
heart of the Thesaurus because it is at this level that

1http://www.gutenberg.org/ebooks/22
2http://rogets.site.uottawa.ca/

Hierarchy 1911 1987
Class 8 8
Section 39 39
Subsection 97 95
Head Group 625 596
Head 1044 990
Part-of-speech 3934 3220
Paragraph 10244 6443
Semicolon Group 43196 59915
Total Words 98924 225124
Unique Words 59768 100470

Table 1: Frequencies of each level of the hierarchy in the
1911 and 1987 Thesauri.

the lexical material, organized into approximately a
thousand concepts, resides. Head Groups often pair
up opposites, for example Head #1 “Existence” and
Head #2 “Nonexistence” are found in the same Head
Group in both versions of the Thesaurus. Terms in
the Thesaurus may be labelled with cross-references
to other words in different Heads. We did not use
these references in our experiments.

The part-of-speech level is a little confusing, since
clearly no such grouping contains an exhaustive list
of all nouns, all verbs etc. We will write “POS” to in-
dicate a structure in Roget’s and “part-of-speech” to
indicate the word category in general. The four main
parts-of-speech represented in a POS are nouns,
verbs, adjectives and adverbs. Interjections are also
included in both the 1911 and 1987 thesauri; they are
usually phrases followed by an exclamation mark,
such as “for God’s sake!” and “pshaw!”. The Para-
graph and Semicolon Group are not given names,
but can often be represented by the first word.

The 1911 version also contains phrases (mostly
quotations), prefixes and pronouns. There are only
three prefixes – “tri-”, “tris-”, “laevo-” – and six pro-
nouns – “he”, “him”, “his”, “she”, “her”, “hers”.

Table 2 shows the frequency of paragraphs, semi-
colon groups and both total and unique words in a
given type of POS. Many terms occur both in the
1911 and 1987 Thesauri, but many more are unique
to either. Surprisingly, quite a few 1911 terms do not
appear in the 1987 data, as shown in Table 3; many
of them may have been considered obsolete and thus
dropped from the 1987 version. For example “in-
grafted” appears in the same semicolon group as

417



POS Paragraph Semicolon Grp
1911 1987 1911 1987

Noun 4495 2884 19215 31174
Verb 2402 1499 10838 13958
Adjective 2080 1501 9097 12893
Adverb 594 499 2028 1825
Interjection 108 60 149 65
Phrase 561 0 1865 0

Total Word Unique Words
1911 1987 1911 1987

Noun 46308 114473 29793 56187
Verb 25295 55724 15150 24616
Adjective 20447 48802 12739 21614
Adverb 4039 5720 3016 4144
Interjection 598 405 484 383
Phrase 2228 0 2038 0

Table 2: Frequencies of paragraphs, semicolon groups,
total words and unique words by their part of speech; we
omitted prefixes and pronouns.

POS Both Only 1911 Only 1987
All 35343 24425 65127
N. 18685 11108 37502
Vb. 8618 6532 15998
Adj. 8584 4155 13030
Adv. 1684 1332 2460
Int. 68 416 315
Phr. 0 2038 0

Table 3: Frequencies of terms in either the 1911 or 1987
Thesaurus, and in both; we omitted prefixes and pro-
nouns.

“implanted” in the older but not the newer version.
Some mismatches may be due to small changes in
spelling, for example, “Nirvana” is capitalized in the
1911 version, but not in the 1987 version.

The lexical data in Project Gutenberg’s 1911 Ro-
get’s appear to have been somewhat added to. For
example, the citation “Go ahead, make my day!”
from the 1971 movie Dirty Harry appears twice (in
Heads #715-Defiance and #761-Prohibition) within
the Phrase POS. It is not clear to what extent new
terms have been added to the original 1911 Roget’s
Thesaurus, or what the criteria for adding such new
elements could have been.

In the end, there are many differences between the
1987 and 1911 Roget’s Thesauri, primarily in con-

tent rather than in structure. The 1987 Thesaurus is
largely an expansion of the 1911 version, with three
POSs (phrases, pronouns and prefixes) removed.

3 Comparison on applications

In this section we consider how the two versions of
Roget’s Thesaurus and WordNet perform in three ap-
plications – measuring word relatedness, synonym
identification, and sentence relatedness.

3.1 Word relatedness
Relatedness can be measured by the closeness of the
words or phrases – henceforth referred to as terms –
in the structure of the thesaurus. Two terms in the
same semicolon group score 16, in the same para-
graph – 14, and so on (Jarmasz and Szpakowicz,
2004). The score is 0 if the terms appear in differ-
ent classes, or if either is missing. Pairs of terms get
higher scores for being closer together. When there
are multiple senses of two terms A and B, we want
to select senses a ∈ A and b ∈ B that maximize the
relatedness score. We define a distance function:

semDist(A,B) = max
a∈A,b∈B

2 ∗ (depth(lca(a, b)))

lca is the lowest common ancestor and depth is the
depth in the Roget’s hierarchy; a Class has depth 0,
Section 1, ..., Semicolon Group 8. If we think of the
function as counting edges between concepts in the
Roget’s hierarchy, then it could also be written as:

semDist(A,B) = max
a∈A,b∈B

16−edgesBetween(a, b)

We do not count links between words in the same
semicolon group, so in effect these methods find
distances between semicolon groups, that is to say,
these two functions will give the same results.

The 1911 and 1987 Thesauri were compared
with WordNet 3.0 on the three data sets contain-
ing pairs of words with manually assigned similarity
scores: 30 pairs (Miller and Charles, 1991), 65 pairs
(Rubenstein and Goodenough, 1965) and 353 pairs3

(Finkelstein et al., 2001). We assume that all terms
are nouns, so that we can have a fair comparison
of the two Thesauri with WordNet. We measure the
correlation with Pearson’s Correlation Coefficient.

3http://www.cs.technion.ac.il/˜gabr/resources/data/
wordsim353/wordsim353.html
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Year Miller & Rubenstein & Finkelstein
Charles Goodenough et. al

Index words and phrase
1911 0.7846 0.7313 0.3449
1987 0.7984 0.7865 0.4214

Index phrase only
1911 0.7090 0.7168 0.3373
1987 0.7471 0.7777 0.3924

Table 4: Pearson’s coefficient values when not breaking /
breaking phrases up.

A preliminary experiment set out to determine
whether there is any advantage to indexing the words
in a phrase separately, for example, whether the
phrase “change of direction” should be indexed only
as a whole, or as all of “change”, “of”, “direction”
and “change of direction”. The outcome of this ex-
periment appears in Table 4. There is a clear im-
provement: breaking phrases up gives superior re-
sults on all three data sets, for both versions of Ro-
get’s. In the remaining experiments, we have each
word in a phrase indexed.

We compare the results for the 1911 and 1987
Roget’s Thesauri with a variety of WordNet-based
semantic relatedness measures – see Table 5. We
consider 10 measures, noted in the table as J&C
(Jiang and Conrath, 1997), Resnik (Resnik, 1995),
Lin (Lin, 1998), W&P (Wu and Palmer, 1994),
L&C (Leacock and Chodorow, 1998), H&SO (Hirst
and St-Onge, 1998), Path (counts edges between
synsets), Lesk (Banerjee and Pedersen, 2002), and
finally Vector and Vector Pair (Patwardhan, 2003).
The latter two work with large vectors of co-
occurring terms from a corpus, so WordNet is only
part of the system. We used Pedersen’s Semantic
Distance software package (Pedersen et al., 2004).

The results suggest that neither version of Ro-
get’s is best for these data sets. In fact, the Vector
method is superior on all three sets, and the Lesk
algorithm performs very closely to Roget’s 1987.
Even on the largest set (Finkelstein et al., 2001),
however, the differences between Roget’s Thesaurus
and the Vector method are not statistically signifi-
cant at the p < 0.05 level for either thesaurus on
a two-tailed test4. The difference between the 1911
Thesaurus and Vector would be statistically signifi-

4http://faculty.vassar.edu/lowry/rdiff.html

Method Miller & Rubenstein & Finkelstein
Charles Goodenough et. al

1911 0.7846 0.7313 0.3449
1987 0.7984 0.7865 0.4214
J&C 0.4735 0.5755 0.2273
Resnik 0.8060 0.8224 0.3531
Lin 0.7388 0.7264 0.2932
W&P 0.7641 0.7973 0.2676
L&C 0.7792 0.8387 0.3094
H&SO 0.6668 0.7258 0.3548
Path 0.7550 0.7842 0.3744
Lesk 0.7954 0.7780 0.4220
Vector 0.8645 0.7929 0.4621
Vct Pair 0.5101 0.5810 0.3722

Table 5: Pearson’s coefficient values for three data sets
on a variety of relatedness functions.

cant at p < 0.07.
On the (Miller and Charles, 1991) and (Ruben-

stein and Goodenough, 1965) data sets the best sys-
tem did not show a statistically significant improve-
ment over the 1911 or 1987 Roget’s Thesauri, even
at p < 0.1 for a two-tailed test. These data sets are
too small for a meaningful comparison of systems
with close correlation scores.

3.2 Synonym identification
In this problem we take a term q and we seek the
correct synonym s from a setC. There are two steps.
We used the system from (Jarmasz and Szpakowicz,
2004) for identifying synonyms with Roget’s. First
we find a set of terms B ⊆ C with the maximum
relatedness between q and each term x ∈ C:

B = {x | argmax
x∈C

semDist(x, q)}

Next, we take the set of terms A ⊆ B where each
a ∈ A has the maximum number of shortest paths
between a and q.

A = {x | argmax
x∈B

numberShortestPaths(x, q)}

If s ∈ A and |A| = 1, the correct synonym has been
selected. Often the sets A and B will contain just
one item. If s ∈ A and |A| > 1, there is a tie. If
s /∈ A then the selected synonyms are incorrect. If
a multi-word phrase c ∈ C of length n is not found,
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ESL
Method Yes Tie No QNF ANF ONF
1911 27 3 20 0 3 3
1987 36 6 8 0 0 1
J&C 30 4 16 4 4 10
Resnik 26 6 18 4 4 10
Lin 31 5 14 4 4 10
W&P 31 6 13 4 4 10
L&C 29 11 10 4 4 10
H&SO 34 4 12 0 0 0
Path 30 11 9 4 4 10
Lesk 38 0 12 0 0 0
Vector 39 0 11 0 0 0
VctPair 40 0 10 0 0 0

TOEFL
1911 52 3 25 10 5 25
1987 59 7 14 4 4 17
J&C 34 37 9 33 31 90
Resnik 37 37 6 33 31 90
Lin 33 41 6 33 31 90
W&P 39 36 5 33 31 90
L&C 38 36 6 33 31 90
H&SO 60 16 4 1 0 1
Path 38 36 6 33 31 90
Lesk 70 1 9 1 0 1
Vector 69 1 10 1 0 1
VctPair 65 2 13 1 0 1

RDWP
1911 157 13 130 57 13 76
1987 198 17 85 22 5 17
J&C 100 146 54 62 58 150
Resnik 114 114 72 62 58 150
Lin 94 160 46 62 58 150
W&P 147 87 66 62 58 150
L&C 149 93 58 62 58 150
H&SO 170 82 48 4 6 5
Path 148 96 56 62 58 150
Lesk 220 7 73 4 6 5
Vector 216 7 73 4 6 5
VctPair 187 10 103 4 6 5

Table 6: Synonym selection experiments.

it is replaced by each of its words c1, c2..., cn, and
each of these words is considered in turn. The ci
that is closest to q is chosen to represent c. When
searching for a word in Roget’s or WordNet, we look
for all forms of the word.

The results of these experiments appear in Ta-
ble 6. “Yes” indicates correct answers, “No” – in-
correct answers, and “Tie” is for ties. QNF stands
for “Question word Not Found”, ANF for “Answer
word Not Found” and ONF for “Other word Not
Found”. We used three data sets for this applica-
tion: 80 questions taken from the Test of English as a
Foreign Language (TOEFL) (Landauer and Dumais,
1997), 50 questions – from the English as a Second
Language test (ESL) (Turney, 2001) and 300 ques-
tions – from the Reader’s Digest Word Power Game
(RDWP) (Lewis, 2000 and 2001).

Lesk and the Vector-based systems perform bet-
ter than all others, including Roget’s 1911 and 1987.
Even so, both versions of Roget’s Thesaurus per-
formed well, and were never worse than the worst
WordNet systems. In fact, six of the ten Word-
Net-based methods are consistently worse than the
1911 Thesaurus. Since the two Vector-based sys-
tems make use of additional data beyond WordNet,
Lesk is the only completely WordNet-based system
to outperform Roget’s 1987. One advantage of Ro-
get’s Thesaurus is that both versions generally have
fewer missing terms than WordNet, though Lesk,
Hirst & St-Onge and the two vector based methods
had fewer missing terms than Roget’s. This may be
because the other WordNet methods will only work
for nouns and verbs.

3.3 Sentence relatedness

Our final experiment concerns sentence relatedness.
We worked with a data set from (Li et al., 2006)5.
They took a subset of the term pairs from (Ruben-
stein and Goodenough, 1965) and chose sentences
to represent these terms; the sentences are defini-
tions from the Collins Cobuild dictionary (Sinclair,
2001). Thirty people were then asked to assign re-
latedness scores to these sentences, and the average
of these similarities was taken for each sentence.

Other methods of determining sentence seman-
tic relatedness expand term relatedness functions to

5http://www.docm.mmu.ac.uk/STAFF/D.McLean/
SentenceResults.htm
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create a sentence relatedness function (Islam and
Inkpen, 2007; Mihalcea et al., 2006). We propose
to approach the task by exploiting in other ways the
commonalities in the structure of Roget’s Thesaurus
and of WordNet. We use the OpenNLP toolkit6 for
segmentation and part-of-speech tagging.

We use a method of sentence representation that
involves mapping the sentence into weighted con-
cepts in either Roget’s or WordNet. We mean a
concept in Roget’s to be either a Class, Section, ...,
Semicolon Group, while a concept in WordNet is any
synset. Essentially a concept is a grouping of words
from either resource. Concepts are weighted by two
criteria. The first is how frequently words from the
sentence appear in these concepts. The second is the
depth (or specificity) of the concept itself.

3.3.1 Weighting based on word frequency
Each word and punctuation mark w in a sentence

is given a score of 1. (Naturally, only open-category
words will be found in the thesaurus.) If w has n
word senses w1, ..., wn, each sense gets a score of
1/n, so that 1/n is added to each concept in the
Roget’s hierarchy (semicolon group, paragraph, ...,
class) or WordNet hierarchy that contains wi. We
weight concepts in this way simply because, unable
to determine which sense is correct, we assume that
all senses are equally probable. Each concept in Ro-
get’s Thesaurus and WordNet gets the sum of the
scores of the concepts below it in its hierarchy.

We will define the scores recursively for a concept
c in a sentence s and sub-concepts ci. For example,
in Roget’s if the concept c were a Class, then each ci
would be a Section. Likewise, in WordNet if c were
a synset, then each ci would be a hyponym synset of
c. Obviously if c is a word sense wi (a word in either
a synset or a Semicolon Group), then there can be no
sub-concepts ci. When c = wi, the score for c is the
sum of all occurrences of the word w in sentence s
divided by the number of senses of the word w.

score(c, s) =

{
instancesOf(w,s)

sensesOf(w) if c = wi∑
ci∈c score(ci, s) otherwise

See Table 7 for an example of how this sentence
representation works. The sentence “A gem is a
jewel or stone that is used in jewellery.” is repre-
sented using the 1911 Roget’s. A concept is identi-

6http://opennlp.sourceforge.net

fied by a name and a series of up to 9 numbers that
indicate where in the thesaurus it appears. The first
number represents the Class, the second the Sec-
tion, ..., the ninth the word. We only show con-
cepts with weights greater than 1.0. Words not in
the thesaurus keep a weight of 1.0, but this weight
will not increase the weight of any concepts in Ro-
get’s or WordNet. Apart from the function words
“or”, “in”, “that” and “a” and the period, only the
word “jewellery” had a weight above 1.0. The cat-
egories labelled 6, 6.2 and 6.2.2 are the only an-
cestors of the word “use” that ended up with the
weights above 1.0. The words “gem”, “is”, “jewel”,
“stone” and “used” all contributed weight to the cat-
egories shown in Table 7, and to some categories
with weights lower than 1.0, but no sense of the
words themselves had a weight greater than 1.0.

It is worth noting that this method only relies on
the hierarchies in Roget’s and WordNet. We do not
take advantage of other WordNet relations such as
hyponymy, nor do we use any cross-reference links
that exist in Roget’s Thesaurus. Including such re-
lations might improve our sentence relatedness sys-
tem, but that has been left for future work.

3.3.2 Weighting based on specificity
To determine sentence relatedness, one could, for

example, flatten the structures like those in Table 7
into vectors and measure their closeness by some
vector distance function such as cosine similarity.
There is a problem with this, though. A concept in-
herits the weights of all its sub-concepts, so the con-
cepts that appear closer to the root of the tree will far
outweigh others. Some sort of weighting function
should be used to re-adjust the weights of particular
concepts. Were this an Information Retrieval task,
weighting schemes such as tf.idf for each concept
could apply, but for sentence relatedness we propose
an ad hoc weighting scheme based on assumptions
about which concepts are most important to sentence
representation. This weighting scheme is the second
element of our sentence relatedness function.

We weight a concept in Roget’s and in WordNet
by how many words in a sentence give weight to it.
We need to re-weight it based on how specific it is.
Clearly, concepts near the leaves of the hierarchy are
more specific than those close to the root of the hier-
archy. We define specificity as the distance in levels
between a given word and each concept found above
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Identifier Concept Weight
6 Words Relating to the Voluntary Powers - Individual Volition 2.125169028274
6.2 Prospective Volition 1.504066255252
6.2.2 Subservience to Ends 1.128154077172
8 Words Relating to the Sentiment and Moral Powers 3.13220884041
8.2 Personal Affections 1.861744448402
8.2.2 Discriminative Affections 1.636503978149
8.2.2.2 Ornament/Jewelry/Blemish [Head Group] 1.452380952380
8.2.2.2.886 Jewelry [Head] 1.452380952380
8.2.2.2.886.1 Jewelry [Noun] 1.452380952380
8.2.2.2.886.1.1 jewel [Paragraph] 1.452380952380
8.2.2.2.886.1.1.1 jewel [Semicolon Group] 1.166666666666
8.2.2.2.886.1.1.1.3 jewellery [Word Sense] 1.0
or - 1.0
in - 1.0
that - 1.0
a - 2.0
. - 1.0

Table 7: “A gem is a jewel or stone that is used in jewellery.” as represented using Roget’s 1911.

it in the hierarchy. In Roget’s Thesaurus there are ex-
actly 9 levels from the term to the class. In WordNet
there will be as many levels as a word has ances-
tors up the hypernymy chain. In Roget’s, a term has
specificity 1, a Semicolon Group 2, a Paragraph 3,
..., a Class 9. In WordNet, the specificity of a word
is 1, its synset – 2, the synset’s hypernym – 3, its
hypernym – 4, and so on. Words not found in the
Thesaurus or in WordNet get specificity 1.

We seek a function that, given s, assigns to
all concepts of specificity s a weight progressively
larger than to their neighbours. The weights in this
function should be assigned based on specificity, so
that all concepts of the same specificity receive the
same score. Weights will differ depending on a com-
bination of specificity and how frequently words that
signal the concepts appear in a sentence. The weight
of concepts with specificity s should be the highest,
of those with specificity s± 1 – lower, of those with
specificity s ± 2 lower still, and so on. In order to
achieve this effect, we weight the concepts using a
normal distribution, where the mean is s:

f(x) =
1

σ
√

2π
e

„
− (x−s)2

2σ2

«

Since the Head is often considered the main cat-
egory in Roget’s, we expect a specificity of 5 to be
best, but we decided to test the values 1 through 9
as a possible setting for specificity. We do not claim
that this weighting scheme is optimal; other weight-
ing schemes might do better. For the purpose of

comparing the 1911 and 1987 Thesauri and Word-
Net, however, this method appears sufficient.

With this weighting scheme, we determine the
distance between two sentences using cosine simi-
larity:

cosSim(A,B) =
∑
ai ∗ bi√∑

a2
i ∗

√∑
b2i

For this problem we used the MIT Java WordNet In-
terface version 1.1.17.

3.3.3 Sentence similarity results
We used this method of representation for Roget’s

of 1911 and of 1987, as well as for WordNet 3.0 –
see Figure 1. For comparison, we also implemented
a baseline method that we refer to as Simple: we
built vectors out of words and their count.

It can be seen in Figure 1 that each system is su-
perior for at least one of the nine specificities. The
Simple method is best at a specificity of 1, 8 and 9,
Roget’s Thesaurus 1911 is best at 6, Roget’s The-
saurus 1987 is best at 4, 5 and 7, and WordNet is
best at 2 and 3. The systems based on Roget’s and
WordNet more or less followed a bell-shaped curve,
with the curves of the 1911 and 1987 Thesauri fol-
lowing each other fairly closely and peaking close
together. WordNet clearly peaked first and then fell
the farthest.

7http://www.mit.edu/˜markaf/projects/wordnet/
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The best correlation result for the 1987 Roget’s
Thesaurus is 0.8725 when the mean is 4, the POS.
The maximum correlation for the 1911 Thesaurus is
0.8367, where the mean is 5, the Head. The max-
imum for WordNet is 0.8506, where the mean is 3,
or the first hypernym synset. This suggests that the
POS and Head are most important for representing
text in Roget’s Thesaurus, while the first hypernym
is most important for representing text using Word-
Net. For the Simple method, we found a more mod-
est correlation of 0.6969.

Figure 1: Correlation data for all four systems.

Several other methods have given very good
scores on this data set. For the system in (Li et
al., 2006), where this data set was first introduced, a
correlation of 0.816 with the human annotators was
achieved. The mean of all human annotators had a
score of 0.825, with a standard deviation of 0.072.
In (Islam and Inkpen, 2007), an even better system
was proposed, with a correlation of 0.853.

Selecting the mean that gives the best correlation
could be considered as training on test data. How-
ever, were we simply to have selected a value some-
where in the middle of the graph, as was our original
intuition, it would have given an unfair advantage
to either version of Roget’s Thesaurus over Word-
Net. Our system shows good results for both ver-
sions of Roget’s Thesauri and WordNet. The 1987
Thesaurus once again performs better than the 1911
version and than WordNet. Much like (Miller and
Charles, 1991), the data set used here is not large
enough to determine if any system’s improvement is
statistically significant.

4 Conclusion and future work

The 1987 version of Roget’s Thesaurus performed
better than the 1911 version on all our tests, but we
did not find the differences to be statistically signifi-
cant. It is particularly interesting that the 1911 The-
saurus performed as well as it did, given that it is al-
most 100 years old. On problems such as semantic
word relatedness, the 1911 Thesaurus performance
was fairly close to that of the 1987 Thesaurus, and
was comparable to many WordNet-based measures.
For problems of identifying synonyms both versions
of Roget’s Thesaurus performed relatively well com-
pared to most WordNet-based methods.

We have presented a new method of sentence
representation that attempts to leverage the struc-
ture found in Roget’s Thesaurus and similar lexi-
cal ontologies (among them WordNet). We have
shown that given this style of text representation
both versions of Roget’s Thesaurus work compara-
bly to WordNet. All three perform fairly well com-
pared to the baseline Simple method. Once again,
the 1987 version is superior to the 1911 version, but
the 1911 version still works quite well.

We hope to investigate further the representation
of sentences and other short texts using Roget’s
Thesaurus. These kinds of measurements can help
with problems such as identifying relevant sentences
for extractive text summarization, or possibly para-
phrase identification (Dolan et al., 2004). Another
– longer-term – direction of future work could be
merging Roget’s Thesaurus with WordNet.

We also plan to study methods of automatically
updating the 1911 Roget’s Thesaurus with modern
words. Some work has been done on adding new
terms and relations to WordNet (Snow et al., 2006)
and FACTOTUM (O’Hara and Wiebe, 2003). Sim-
ilar methods could be used for identifying related
terms and assigning them to a correct semicolon
group or paragraph.
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Abstract

Chinese abbreviations are widely used in

modern Chinese texts. Compared with

English abbreviations (which are mostly

acronyms and truncations), the formation of

Chinese abbreviations is much more complex.

Due to the richness of Chinese abbreviations,

many of them may not appear in available par-

allel corpora, in which case current machine

translation systems simply treat them as un-

known words and leave them untranslated. In

this paper, we present a novel unsupervised

method that automatically extracts the relation

between a full-form phrase and its abbrevia-

tion from monolingual corpora, and induces

translation entries for the abbreviation by us-

ing its full-form as a bridge. Our method does

not require any additional annotated data other

than the data that a regular translation system

uses. We integrate our method into a state-of-

the-art baseline translation system and show

that it consistently improves the performance

of the baseline system on various NIST MT

test sets.

1 Introduction

The modern Chinese language is a highly abbrevi-

ated one due to the mixed use of ancient single-

character words with modern multi-character words

and compound words. According to Chang and Lai

(2004), approximately 20% of sentences in a typical

news article have abbreviated words in them. Ab-

breviations have become even more popular along

with the development of Internet media (e.g., online

chat, weblog, newsgroup, and so on). While En-

glish words are normally abbreviated by either their

Full-form Abbreviation Translation

&¬¬¬ �ÒÒÒ ¬Ò Hong Kong Governor

���\ ®®®/ÌÌÌ �®Ì Security Council

Figure 1: Chinese Abbreviations Examples

first letters (i.e. acronyms) or via truncation, the for-

mation of Chinese abbreviations is much more com-

plex. Figure 1 shows two examples for Chinese ab-

breviations. Clearly, an abbreviated form of a word

can be obtained by selecting one or more characters

from this word, and the selected characters can be at

any position in the word. In an extreme case, there

are even re-ordering between a full-form phrase and

its abbreviation.

While the research in statistical machine trans-

lation (SMT) has made significant progress, most

SMT systems (Koehn et al., 2003; Chiang, 2007;

Galley et al., 2006) rely on parallel corpora to extract

translation entries. The richness and complexness

of Chinese abbreviations imposes challenges to the

SMT systems. In particular, many Chinese abbrevi-

ations may not appear in available parallel corpora,

in which case current SMT systems treat them as

unknown words and leave them untranslated. This

affects the translation quality significantly.

To be able to translate a Chinese abbreviation that

is unseen in available parallel corpora, one may an-

notate more parallel data. However, this is very

expensive as there are too many possible abbrevia-

tions and new abbreviations are constantly created.

Another approach is to transform the abbreviation
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into its full-form for which the current SMT system

knows how to translate. For example, if the baseline

system knows that the translation for “&¬�Ò” is

“Hong Kong Governor”, and it also knows that “¬

Ò” is an abbreviation of “&¬¬¬ �ÒÒÒ” , then it can

translate “¬Ò” to “Hong Kong Governor”.

Even if an abbreviation has been seen in parallel

corpora, it may still be worth to consider its full-

form phrase as an additional alternative to the ab-

breviation since abbreviated words are normally se-

mantically ambiguous, while its full-form contains

more context information that helps the MT system

choose a right translation for the abbreviation.

Conceptually, the approach of translating an ab-

breviation by using its full-form as a bridge in-

volves four components: identifying abbreviations,

learning their full-forms, inducing their translations,

and integrating the abbreviation translations into the

baseline SMT system. None of these components is

trivial to realize. For example, for the first two com-

ponents, we may need manually annotated data that

tags an abbreviation with its full-form. We also need

to make sure that the baseline system has at least

one valid translation for the full-form phrase. On

the other hand, integrating an additional component

into a baseline SMT system is notoriously tricky as

evident in the research on integrating word sense

disambiguation (WSD) into SMT systems: different

ways of integration lead to conflicting conclusions

on whether WSD helps MT performance (Chan et

al., 2007; Carpuat and Wu, 2007).

In this paper, we present an unsupervised ap-

proach to translate Chinese abbreviations. Our ap-

proach exploits the data co-occurrence phenomena

and does not require any additional annotated data

except the parallel and monolingual corpora that the

baseline SMT system uses. Moreover, our approach

integrates the abbreviation translation component

into the baseline system in a natural way, and thus is

able to make use of the minimum-error-rate training

(Och, 2003) to automatically adjust the model pa-

rameters to reflect the change of the integrated sys-

tem over the baseline system. We carry out experi-

ments on a state-of-the-art SMT system, i.e., Moses

(Koehn et al., 2007), and show that the abbreviation

translations consistently improve the translation per-

formance (in terms of BLEU (Papineni et al., 2002))

on various NIST MT test sets.

2 Background: Chinese Abbreviations

In general, Chinese abbreviations are formed based

on three major methods: reduction, elimination and

generalization (Lee, 2005; Yin, 1999). Table 1

presents examples for each category.

Among the three methods, reduction is the most

popular one, which generates an abbreviation by

selecting one or more characters from each of the

words in the full-form phrase. The selected char-

acters can be at any position of the word. Table 1

presents examples to illustrate how characters at dif-

ferent positions are selected to generate abbrevia-

tions. While the abbreviations mostly originate from

noun phrases (in particular, named entities), other

general phrases are also abbreviatable. For example,

the second example “Save Energy” is a verb phrase.

In an extreme case, reordering may happen between

an abbreviation and its full-form phrase. For exam-

ple, for the seventh example in Table 1, a monotone

abbreviation should be “�X¢”, however, “X�

¢” is a more popular ordering in Chinese texts.

In elimination, one or more words of the origi-

nal full-form phrase are eliminated and the rest parts

remain as an abbreviation. For example, in the full-

form phrase “8�L¦”, the word “L¦” is elim-

inated and the remaining word “8�” alone be-

comes the abbreviation.

In generalization, an abbreviation is created

by generalizing parallel sub-parts of the full-form

phrase. For example, “®3 (three preventions)” in

Table 1 is an abbreviation for the phrase “3Û�3

x�3b//ù (fire prevention, theft prevention,

and traffic accident prevention)”. The character “3

(prevention)” is common to the three sub-parts of the

full-form, so it is being generalized.

3 Unsupervised Translation Induction for

Chinese Abbreviations

In this section, we describe an unsupervised method

to induce translation entries for Chinese abbrevia-

tions, even when these abbreviations never appear in

the Chinese side of the parallel corpora. Our basic

idea is to automatically extract the relation between

a full-form phrase and its abbreviation (we refer the

relation as full-abbreviation) from monolingual cor-

pora, and then induce translation entries for the ab-

breviation by using its full-form phrase as a bridge.
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Category Full-form Abbreviation Translation

Reduction ððð® LLL¦ ðL Peking University

���Õ ���Í �� Save Energy

&¬¬¬ �ÒÒÒ ¬Ò Hong Kong Governor

iiib \��� i� Foreign Minister

|ÌÌÌ ´́́� Ì´ People’s Police

���\ ®®®/ÌÌÌ �®Ì Security Council

���� XXX� ��¢¢¢ X�¢ No.1 Nuclear Energy Power Plant

Elimination 888��� L¦ 8� Tsinghua University

Generalization 333Û�333x�333b//ù ®3 Three Preventions

Table 1: Chinese Abbreviation: Categories and Examples

Our approach involves five major steps:

• Step-1: extract a list of English entities from

English monolingual corpora;

• Step-2: translate the list into Chinese using a

baseline translation system;

• Step-3: extract full-abbreviation relations from

Chinese monolingual corpora by treating the

Chinese translations obtained in Step-2 as full-

form phrases;

• Step-4: induce translation entries for Chinese

abbreviations by using their full-form phrases

as bridges;

• Step-5: augment the baseline system with

translation entries obtained in Step-4.

Clearly, the main purpose of Step-1 and -2 is to

obtain a list of Chinese entities, which will be treated

as full-form phrases in Step-3. One may use a named

entity tagger to obtain such a list. However, this re-

lies on the existence of a Chinese named entity tag-

ger with high-precision. Moreover, obtaining a list

using a dedicated tagger does not guarantee that the

baseline system knows how to translate the list. On

the contrary, in our approach, since the Chinese en-

tities are translation outputs for the English entities,

it is ensured that the baseline system has translations

for these Chinese entities.

Regarding the data resource used, Step-1, -2, and

-3 rely on the English monolingual corpora, paral-

lel corpora, and the Chinese monolingual corpora,

respectively. Clearly, our approach does not re-

quire any additional annotated data compared with

the baseline system. Moreover, our approach uti-

lizes both Chinese and English monolingual data

to help MT, while most SMT systems utilizes only

the English monolingual data to build a language

model. This is particularly interesting since we nor-

mally have enormous monolingual data, but a small

amount of parallel data. For example, in the transla-

tion task between Chinese and English, both the Chi-

nese and English Gigaword have billions of words,

but the parallel data has only about 30 million words.

Step-4 and -5 are natural ways to integrate the ab-

breviation translation component with the baseline

translation system. This is critical to make the ab-

breviation translation get performance gains over the

baseline system as will be clear later.

In the remainder of this section, we will present a

specific instantiation for each step.

3.1 English Entity Extraction from English

Monolingual Corpora

Though one can exploit a sophisticated named-entity

tagger to extract English entities, in this paper we

identify English entities based on the capitalization

information. Specifically, to be considered as an en-

tity, a continuous span of English words must satisfy

the following conditions:
• all words must start from a capital letter except

for function words “of”, “the”, and “and”;

• each function word can appear only once;

• the number of words in the span must be

smaller than a threshold (e.g., 10);

• the occurrence count of this span must be

greater than a threshold (e.g., 1).
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3.2 English Entity Translation

For the Chinese-English language pair, most MT re-

search is on translation from Chinese to English, but

here we need the reverse direction. However, since

most of statistical translation models (Koehn et al.,

2003; Chiang, 2007; Galley et al., 2006) are sym-

metrical, it is relatively easy to train a translation

system to translate from English to Chinese, except

that we need to train a Chinese language model from

the Chinese monolingual data.

It is worth pointing out that the baseline system

may not be able to translate all the English enti-

ties. This is because the entities are extracted from

the English monolingual corpora, which has a much

larger vocabulary than the English side of the par-

allel corpora. Therefore, we should remove all the

Chinese translations that contain any untranslated

English words before proceeding to the next step.

Moreover, it is desirable to generate an n-best list

instead of a 1-best translation for the English entity.

3.3 Full-abbreviation Relation Extraction from

Chinese Monolingual Corpora

We treat the Chinese entities obtained in Section 3.2

as full-form phrases. To identify their abbreviations,

one can employ an HMM model (Chang and Teng,

2006). Here we propose a much simpler approach,

which is based on the data co-occurrence intuition.

3.3.1 Data Co-occurrence

In a monolingual corpus, relevant words tend to

appear together (i.e., co-occurrence). For example,

Bill Gates tends to appear together with Microsoft.

The co-occurrence may imply a relationship (e.g.,

Bill Gates is the founder of Microsoft). By inspec-

tion of the Chinese text, we found that the data

co-occurrence phenomena also applies to the full-

Title Ñ�ÁÁÁ£££ÌÌÌ
ô*Rí<ÞÜ

Text c�öÑ�2Û9��(�V¶cÕ

÷)�20�ÁÁÁ���£££äääÌÌÌ{
ô*R�

h��-10�t8�óÑ�£õ�.

�¸�t*y
�³{ÁÃ�

Table 2: Data Co-occurrence Example for the Full-

abbreviation Relation (ÁÁÁ�£££äÌÌÌ,Á£Ì) meaning

“winter olympics”

abbreviation relation. Table 2 shows an example,

where the abbreviation “Á£Ì” appears in the title

while its full-form “ÁÁÁ�£££äÌÌÌ” appears in the text

of the same document. In general, the occurrence

distance between an abbreviation and its full-form

varies. For example, they may appear in the same

sentence, or in the neighborhood sentences.

3.3.2 Full-abbreviation Relation Extraction

Algorithm

By exploiting the data co-occurrence phenom-

ena, we identify possible abbreviations for full-form

phrases. Figure 2 presents the pseudocode of the

full-abbreviation relation extraction algorithm.

Relation-Extraction(Corpus ,Full-list)

1 contexts ← NIL

2 for i ← 1 to length[Corpus]

3 sent1 ← Corpus[i ]
4 contexts ← UPDATE(contexts ,Corpus , i)
5 for full in sent1

6 if full in Full-list
7 for sent2 in contexts

8 for abbr in sent2

9 if RL(full , abbr ) = TRUE

10 Count[abbr , full]++

11 return Count

Figure 2: Full-abbreviation Relation Extraction

Given a monolingual corpus and a list of full-form

phrases (i.e., Full-list, which is obtained in Sec-

tion 3.2), the algorithm returns a Count that con-

tains full-abbreviation relations and their occurrence

counts. Specifically, the algorithm linearly scans

over the whole corpus as indicated by line 1. Along

the linear scan, the algorithm maintains contexts of

the current sentence (i.e., sent1), and the contexts

remember the sentences from where the algorithm

identifies possible abbreviations. In our implemen-

tation, the contexts include current sentence, the ti-

tle of current document, and previous and next sen-

tence in the document. Then, for each ngram (i.e.,

full) of the current sentence (i.e., sent1) and for each

ngram (i.e., abbr) of a context sentence (i.e., sent2),

the algorithm calls a function RL, which decides

whether the full-abbreviation relation holds between

full and abbr. If RL returns TRUE, the count table
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(i.e., Count) is incremented by one for this relation.

Note that the filtering through the full-form phrases

list (i.e., Full-list) as shown in line 6 is the key to

make the algorithm efficient enough to run through

large-size monolingual corpora.

In function RL, we run a simple alignment algo-

rithm that links the characters in abbr with the words

in full. In the alignment, we assume that there is no

reordering between full and abbr. To be considered

as a valid full-abbreviation relation, full and abbr

must satisfy the following conditions:

• abbr must be shorter than full by a relative

threshold (e.g., 1.2);

• each character in abbr must be aligned to full;

• each word in full must have at least one charac-

ter aligned to abbr;

• abbr must not be a continuous sub-part of full;

Clearly, due to the above conditions, our approach

may not be able to handle all possible abbreviations

(e.g., the abbreviations formed by the generalization

method described in Section 2). One can modify

the conditions and the alignment algorithm to handle

more complex full-abbreviation relations.

With the count table Count, we can calculate the

relative frequency and get the following probability,

P (full|abbr) =
Count[abbr, full]
∑

Count[abbr, ∗]
(1)

3.4 Translation Induction for Chinese

Abbreviations

Given a Chinese abbreviation and its full-form, we

induce English translation entries for the abbrevia-

tion by using the full-form as a bridge. Specifically,

we first generate n-best translations for each full-

form Chinese phrase using the baseline system.1 We

then post-process the translation outputs such that

they have the same format (i.e., containing the same

set of model features) as a regular phrase entry in

1In our method, it is guaranteed that each Chinese full-form

phrase will have at least one English translation, i.e., the En-

glish entity that has been used to produce this full-form phrase.

However, it does not mean that this English entity is the best

translation that the baseline system has for the Chinese full-

form phrase. This is mainly due to the asymmetry introduced

by the different LMs in different translation directions.

the baseline phrase table. Once we get the transla-

tion entries for the full-form, we can replace the full-

form Chinese with its abbreviation to generate trans-

lation entries for the abbreviation. Moreover, to deal

with the case that an abbreviation may have several

candidate full-form phrases, we normalize the fea-

ture values using the following equation,

Φj(e, abbr) = Φj(e, full)× P (full|abbr) (2)

where e is an English translation, and Φj is the j-th

model feature indexed as in the baseline system.

3.5 Integration with Baseline Translation

System

Since the obtained translation entries for abbrevia-

tions have the same format as the regular transla-

tion entries in the baseline phrase table, it is rela-

tively easy to add them into the baseline phrase ta-

ble. Specifically, if a translation entry (signatured by

its Chinese and English strings) to be added is not in

the baseline phrase table, we simply add the entry

into the baseline table. On the other hand, if the en-

try is already in the baseline phrase table, then we

merge the entries by enforcing the translation prob-

ability as we obtain the same translation entry from

two different knowledge sources (one is from par-

allel corpora and the other one is from the Chinese

monolingual corpora).

Once we obtain the augmented phrase table, we

should run the minimum-error-rate training (Och,

2003) with the augmented phrase table such that the

model parameters are properly adjusted. As will be

shown in the experimental results, this is critical to

obtain performance gain over the baseline system.

4 Experimental Results

4.1 Corpora

We compile a parallel dataset which consists of var-

ious corpora distributed by the Linguistic Data Con-

sortium (LDC) for NIST MT evaluation. The paral-

lel dataset has about 1M sentence pairs, and about

28M words. The monolingual data we use includes

the English Gigaword V2 (LDC2005T12) and the

Chinese Gigaword V2 (LDC2005T14).

4.2 Baseline System Training

Using the toolkit Moses (Koehn et al., 2007), we

built a phrase-based baseline system by following
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the standard procedure: running GIZA++ (Och and

Ney, 2000) in both directions, applying refinement

rules to obtain a many-to-many word alignment, and

then extracting and scoring phrases using heuristics

(Och and Ney, 2004). The baseline system has eight

feature functions (see Table 8). The feature func-

tions are combined under a log-linear framework,

and the weights are tuned by the minimum-error-rate

training (Och, 2003) using BLEU (Papineni et al.,

2002) as the optimization metric.

To handle different directions of translation be-

tween Chinese and English, we built two tri-

gram language models with modified Kneser-Ney

smoothing (Chen and Goodman, 1998) using the

SRILM toolkit (Stolcke, 2002).

4.3 Statistics on Intermediate Steps

As described in Section 3, our approach involves

five major steps. Table 3 reports the statistics for

each intermediate step. While about 5M English en-

tities are extracted and 2-best Chinese translations

are generated for each English entity, we get only

4.7M Chinese entities. This is because many of the

English entities are untranslatable by the baseline

system. The number of full-abbreviation relations2

extracted from the Chinese monolingual corpora is

51K. For each full-form phrase we generate 5-best

English translations, however only 210k (<51K×5)

translation entries are obtained. This is because the

baseline system may have less than 5 unique trans-

lations for some of the full-form phrases. Lastly, the

number of translation entries added due to abbrevi-

ations is very small compared with the total number

of translation entries (i.e., 50M).

Measure Value

number of English entities 5M

number of Chinese entities 4.7M

number of full-abbreviation relations 51K

number of translation entries added 210K

total number of translation entries 50M

Table 3: Statistics on Intermediate Steps

2Note that many of the “abbreviations” extracted by our al-

gorithm are not true abbreviations in the linguistic sense, instead

they are just continuous-span of words. This is analogous to the

concept of “phrase” in phrase-based MT.

4.4 Precision on Full-abbreviation Relations

Table 4 reports the precision on the extracted full-

abbreviation relations. We classify the relations into

several classes based on their occurrence counts. In

the second column, we list the fraction of the rela-

tions in the given class among all the relations we

have extracted (i.e., 51K relations). For each class,

we randomly select 100 relations, manually tag them

as correct or wrong, and then calculate the precision.

Intuitively, a class that has a higher occurrence count

should have a higher precision, and this is generally

true as shown in the fourth column of Table 4. In

comparison, Chang and Teng (2006) reports a preci-

sion of 50% over relations between single-word full-

forms and single-character abbreviations. One can

imagine a much lower precision on general relations

(e.g., the relations between multi-word full-forms

and multi-character abbreviations) that we consider

here. Clearly, our results are very competitive3.

Count Fraction (%)
Precision (%)

Baseline Ours

(0, 1] 35.2 8.9 42.6

(1, 5] 33.8 7.8 54.4

(5, 10] 10.7 8.9 60.0

(10, 100] 16.5 7.6 55.9

(100,+∞) 3.8 12.1 59.9

Average Precision (%) 8.4 51.3

Table 4: Full-abbreviation Relation Extraction Precision

To further show the advantage of our relation ex-

traction algorithm (see Section 3.3), in the third col-

umn of Table 4 we report the results on a simple

baseline. To create the baseline, we make use of the

dominant abbreviation patterns shown in Table 5,

which have been reported in Chang and Lai (2004).

The abbreviation pattern is represented using the

format “(bit pattern|length)” where the bit pattern

encodes the information about how an abbreviated

form is obtained from its original full-form word,

and the length represents the number of characters in

the full-form word. In the bit pattern, a “1” indicates

that the character at the corresponding position of

the full-form word is kept in the abbreviation, while

a “0” means the character is deleted. Now we dis-

3However, it is not a strict comparison because the dataset is

different and the recall may also be different.
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Pattern Fraction (%) Example

(1|1) 100 (¥¥¥,¥)

(10|2) 87 (ÆÆÆ³,Æ)

(101|3) 44 (®®®/ÌÌÌ,®Ì)

(1010|4) 56 (ÚÚÚÌ===¦,Ú=)

Table 5: Dominant Abbreviation Patterns reported in

Chang and Lai (2004)

cuss how to create the baseline. For each full-form

phrase in the randomly selected relations, we gener-

ate a baseline hypothesis (i.e., abbreviation) as fol-

lows. We first generate an abbreviated form for each

word in the full-form phrase by using the dominant

abbreviation pattern, and then concatenate these ab-

breviated words to form a baseline abbreviation for

the full-form phrase. As shown in Table 4, the base-

line performs significantly worse than our relation

extraction algorithm. Compared with the baseline,

our relation extraction algorithm allows arbitrary ab-

breviation patterns as long as they satisfy the align-

ment constraints. Moreover, our algorithm exploits

the data co-occurrence phenomena to generate and

rank hypothesis (i.e., abbreviation). The above two

reasons explain the large performance gain.

It is interesting to examine the statistics on abbre-

viation patterns over the relations automatically ex-

tracted by our algorithm. Table 6 reports the statis-

tics. We obtain the statistics on the relations that

are manually tagged as correct before, and there are

in total 263 unique words in the corresponding full-

form phrases. Note that the results here are highly

biased to our relation extraction algorithm (see Sec-

tion 3.3). For the statistics on manually collected

examples, please refer to Chang and Lai (2004).

4.5 Results on Translation Performance

4.5.1 Precision on Translations of Chinese

Full-form Phrases

For the relations manually tagged as correct in

Section 4.4, we manually look at the top-5 transla-

tions for the full-form phrases. If the top-5 transla-

tions contain at least one correct translation, we tag

it as correct, otherwise as wrong. We get a precision

of 97.5%. This precision is extremely high because

the BLEU score (precision with brevity penalty) that

one obtains for a Chinese sentence is normally be-

tween 30% to 50%. Two reasons explain such a high

Pattern Fraction (%) Example

(1|1) 100 (¥¥¥,¥)

(10|2) 74.3 (ÆÆÆ³,Æ)

(01|2) 7.6 (ð®®®,®)

(11|2) 18.1 (���jjj,�j)

(100|3) 58.5 (���n.,�)

(010|3) 3.1 (quuuÓ,u)

(001|3) 4.6 (ÏÄÄÄÄ,Ä)

(110|3) 13.8 (£££äääÌ,£ä)

(101|3) 3.1 (®®®/ÌÌÌ,®Ì)

(111|3) 16.9 ()))¦¦¦���,)¦�)

Table 6: Statistics on Abbreviation Patterns

precision. Firstly, the full-form phrase is short com-

pared with a regular Chinese sentence, and thus it is

easier to translate. Secondly, the full-form phrase it-

self contains enough context information that helps

the system choose a right translation for it. In fact,

this shows the importance of considering the full-

form phrase as an additional alternative to the ab-

breviation even if the baseline system already has

translation entries for the abbreviation.

4.5.2 BLEU on NIST MT Test Sets

We use MT02 as the development set4 for mini-

mum error rate training (MERT) (Och, 2003). The

MT performance is measured by lower-case 4-gram

BLEU (Papineni et al., 2002). Table 7 reports the re-

sults on various NIST MT test sets. As shown in the

table, our Abbreviation Augmented MT (AAMT)

systems perform consistently better than the base-

line system (described in Section 4.2).

Task Baseline
AAMT

No MERT With MERT

MT02 29.87 29.96 30.46

MT03 29.03 29.23 29.71

MT04 29.05 29.88 30.55

Average Gain +0.52 +1.18

Table 7: MT Performance measured by BLEU Score

As clear in Table 7, it is important to re-run MERT

(on MT02 only) with the augmented phrase table

in order to get performance gains. Table 8 reports

4On the dev set, about 20K (among 210K) abbreviation

translation entries are matched in the Chinese side.
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the MERT weights with different phrase tables. One

may notice the change of the weight in word penalty

feature. This is very intuitive in order to prevent the

hypothesis being too long due to the expansion of

the abbreviations into their full-forms.

Feature Baseline AAMT

language model 0.137 0.133

phrase translation 0.066 0.023

lexical translation 0.061 0.078

reverse phrase translation 0.059 0.103

reverse lexical translation 0.112 0.090

phrase penalty -0.150 -0.162

word penalty -0.327 -0.356

distortion model 0.089 0.055

Table 8: Weights obtained by MERT

5 Related Work

Though automatically extracting the relations be-

tween full-form Chinese phrases and their abbrevi-

ations is an interesting and important task for many

natural language processing applications (e.g., ma-

chine translation, question answering, information

retrieval, and so on), not much work is available

in the literature. Recently, Chang and Lai (2004),

Chang and Teng (2006), and Lee (2005) have in-

vestigated this task. Specifically, Chang and Lai

(2004) describes a hidden markov model (HMM) to

model the relationship between a full-form phrase

and its abbreviation, by treating the abbreviation as

the observation and the full-form words as states in

the model. Using a set of manually-created full-

abbreviation relations as training data, they report

experimental results on a recognition task (i.e., given

an abbreviation, the task is to obtain its full-form, or

the vice versa). Clearly, their method is supervised

because it requires the full-abbreviation relations as

training data.5 Chang and Teng (2006) extends the

work in Chang and Lai (2004) to automatically ex-

tract the relations between full-form phrases and

their abbreviations. However, they have only con-

sidered relations between single-word phrases and

single-character abbreviations. Moreover, the HMM

model is computationally-expensive and unable to

exploit the data co-occurrence phenomena that we

5However, the HMM model aligns the characters in the ab-

breviation to the words in the full-form in an unsupervised way.

have exploited efficiently in this paper. Lee (2005)

gives a summary about how Chinese abbreviations

are formed and presents many examples. Manual

rules are created to expand an abbreviation to its full-

form, however, no quantitative results are reported.

None of the above work has addressed the Chi-

nese abbreviation issue in the context of a machine

translation task, which is the primary goal in this

paper. To the best of our knowledge, our work is

the first to systematically model Chinese abbrevia-

tion expansion to improve machine translation.

The idea of using a bridge (i.e., full-form) to ob-

tain translation entries for unseen words (i.e., abbre-

viation) is similar to the idea of using paraphrases in

MT (see Callison-Burch et al. (2006) and references

therein) as both are trying to introduce generaliza-

tion into MT. At last, the goal that we aim to exploit

monolingual corpora to help MT is in-spirit similar

to the goal of using non-parallel corpora to help MT

as aimed in a large amount of work (see Munteanu

and Marcu (2006) and references therein).

6 Conclusions

In this paper, we present a novel method that

automatically extracts relations between full-form

phrases and their abbreviations from monolingual

corpora, and induces translation entries for these ab-

breviations by using their full-form as a bridge. Our

method is scalable enough to handle large amount

of monolingual data, and is essentially unsupervised

as it does not require any additional annotated data

than the baseline translation system. Our method

exploits the data co-occurrence phenomena that is

very useful for relation extractions. We integrate our

method into a state-of-the-art phrase-based baseline

translation system, i.e., Moses (Koehn et al., 2007),

and show that the integrated system consistently im-

proves the performance of the baseline system on

various NIST machine translation test sets.
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Abstract

In this work, we develop and evaluate a wide
range of feature spaces for deriving Levin-
style verb classifications (Levin, 1993). We
perform the classification experiments using
Bayesian Multinomial Regression (an effi-
cient log-linear modeling framework which
we found to outperform SVMs for this task)
with the proposed feature spaces. Our exper-
iments suggest that subcategorization frames
are not the most effective features for auto-
matic verb classification. A mixture of syntac-
tic information and lexical information works
best for this task.

1 Introduction

Much research in lexical acquisition of verbs has
concentrated on the relation between verbs and their
argument frames. Many scholars hypothesize that
the behavior of a verb, particularly with respect to
the expression of arguments and the assignment of
semantic roles is to a large extent driven by deep
semantic regularities (Dowty, 1991; Green, 1974;
Goldberg, 1995; Levin, 1993). Thus measurements
of verb frame patterns can perhaps be used to probe
for linguistically relevant aspects of verb meanings.
The correspondence between meaning regularities
and syntax has been extensively studied in Levin
(1993) (hereafter Levin). Levin’s verb classes are
based on the ability of a verb to occur or not occur
in pairs of syntactic frames that are in some sense
meaning preserving (diathesis alternation). The fo-
cus is on verbs for which distribution of syntactic
frames is a useful indicator of class membership,

and, correspondingly, on classes which are relevant
for such verbs. By using Levin’s classification, we
obtain a window on some (but not all) of the poten-
tially useful semantic properties of verbs.

Levin’s verb classification, like others, helps re-
duce redundancy in verb descriptions and enables
generalizations across semantically similar verbs
with respect to their usage. When the information
about a verb type is not available or sufficient for us
to draw firm conclusions about its usage, the infor-
mation about the class to which the verb type be-
longs can compensate for it, addressing the perva-
sive problem of data sparsity in a wide range of NLP
tasks, such as automatic extraction of subcategoriza-
tion frames (Korhonen, 2002), semantic role label-
ing (Swier and Stevenson, 2004; Gildea and Juraf-
sky, 2002), natural language generation for machine
translation (Habash et al., 2003), and deriving pre-
dominant verb senses from unlabeled data (Lapata
and Brew, 2004).

Although there exist several manually-created
verb lexicons or ontologies, including Levin’s verb
taxonomy, VerbNet, and FrameNet, automatic verb
classification (AVC) is still necessary for extend-
ing existing lexicons (Korhonen and Briscoe, 2004),
building and tuning lexical information specific to
different domains (Korhonen et al., 2006), and boot-
strapping verb lexicons for new languages (Tsang
et al., 2002).

AVC helps avoid the expensive hand-coding of
such information, but appropriate features must be
identified and demonstrated to be effective. In this
work, our primary goal is not necessarily to obtain
the optimal classification, but rather to investigate
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the linguistic conditions which are crucial for lex-
ical semantic classification of verbs. We develop
feature sets that combine syntactic and lexical infor-
mation, which are in principle useful for any Levin-
style verb classification. We test the general ap-
plicability and scalability of each feature set to the
distinctions among 48 verb classes involving 1,300
verbs, which is, to our knowledge, the largest in-
vestigation on English verb classification by far. To
preview our results, a feature set that combines both
syntactic information and lexical information works
much better than either of them used alone. In ad-
dition, mixed feature sets also show potential for
scaling well when dealing with larger number of
verbs and verb classes. In contrast, subcategoriza-
tion frames, at least on their own, are largely inef-
fective for AVC, despite their evident effectiveness
in supporting Levin’s initial intuitions.

2 Related Work

Earlier work on verb classification has generally
adopted one of the two approaches for devising sta-
tistical, corpus-based features.

Subcategorization frame (SCF): Subcategoriza-
tion frames are obviously relevant to alternation
behaviors. It is therefore unsurprising that much
work on verb classification has adopted them as fea-
tures (Schulte im Walde, 2000; Brew and Schulte im
Walde, 2002; Korhonen et al., 2003). However, rely-
ing solely on subcategorization frames also leads to
the loss of semantic distinctions. Consider the frame
NP-V-PPwith. The semantic interpretation of this
frame depends to a large extent on the NP argument
selected by the preposition with. In (1), the same
surface form NP-V-PPwith corresponds to three dif-
ferent underlying meanings. However, such seman-
tic distinctions are totally lost if lexical information
is disregarded.

(1) a. I ate with a fork. [INSTRUMENT]

b. I left with a friend. [ACCOMPANIMENT]

c. I sang with confidence. [MANNER]

This deficiency of unlexicalized subcategoriza-
tion frames leads researchers to make attempts to
incorporate lexical information into the feature rep-
resentation. One possible improvement over subcat-
egorization frames is to enrich them with lexical in-
formation. Lexicalized frames are usually obtained

by augmenting each syntactic slot with its head noun
(2).

(2) a. NP(I)-V-PP(with:fork)

b. NP(I)-V-PP(with:friend)

c. NP(I)-V-PP(with:confidence)

With the potentially improved discriminatory
power also comes increased exposure to sparse data
problems. Trying to overcome the problem of data
sparsity, Schulte im Walde (2000) explores the ad-
ditional use of selectional preference features by
augmenting each syntactic slot with the concept to
which its head noun belongs in an ontology (e.g.
WordNet). Although the problem of data sparsity
is alleviated to certain extent (3), these features
do not generally improve classification performance
(Schulte im Walde, 2000; Joanis, 2002).

(3) a. NP(PERSON)-V-PP(with:ARTIFACT)

b. NP(PERSON)-V-PP(with:PERSON)

c. NP(PERSON)-V-PP(with:FEELING)

JOANIS07: Incorporating lexical information di-
rectly into subcategorization frames has proved in-
adequate for AVC. Other methods for combining
syntactic information with lexical information have
also been attempted (Merlo and Stevenson, 2001;
Joanis et al., 2007). These studies use a small col-
lection of features that require some degree of expert
linguistic analysis to devise. The deeper linguistic
analysis allows their feature set to cover a variety of
indicators of verb semantics, beyond that of frame
information. Joanis et al. (2007) reports an experi-
ment that involves 15 Levin verb classes. They de-
fine a general feature space that is supposed to be
applicable to all Levin classes. The features they
use fall into four different groups: syntactic slots,
slot overlaps, tense, voice and aspect, and animacy
of NPs.

• Syntactic slots: They encode the frequency of
the syntactic positions (e.g. SUBJECT, OB-
JECT, PPat). They are considered approxima-
tion to subcategorization frames.

• Slot overlaps: They are supposed to capture
the properties of alternation by identifying if
a given noun can occur in different syntactic
positions relative to a particular verb. For in-
stance, in the alternation The ice melted and
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The sun melted the ice, ice occurs in the sub-
ject position in the first sentence but in the ob-
ject position in the second sentence. An over-
lap feature records that there is a subject-object
alternation for melt.

• Tense, voice and aspect: Verb meaning and al-
ternations also interact in interesting ways with
tense, voice, and aspect. For example, mid-
dle construction is usually used in present tense
(e.g. The bread cuts easily).

• Animacy of NPs: The animacy of the seman-
tic role corresponding to the head noun in each
syntactic slot can also distinguish classes of
verbs.

Joanis et al. (2007) demonstrates that the gen-
eral feature space they devise achieves a rate of
error reduction ranging from 48% to 88% over a
chance baseline accuracy, across classification tasks
of varying difficulty. However, they also show that
their general feature space does not generally im-
prove the classification accuracy over subcategoriza-
tion frames (see table 1).

Experimental Task All Features SCF
Average 2-way 83.2 80.4
Average 3-way 69.6 69.4
Average (≥ 6)-way 61.1 62.8

Table 1: Results from Joanis et al. (2007) (%)

3 Integration of Syntactic and Lexical
Information

In this study, we explore a wider range of features
for AVC, focusing particularly on various ways to
mix syntactic with lexical information.

Dependency relation (DR): Our way to over-
come data sparsity is to break lexicalized frames into
lexicalized slots (a.k.a. dependency relations). De-
pendency relations contain both syntactic and lexical
information (4).

(4) a. SUBJ(I), PP(with:fork)

b. SUBJ(I), PP(with:friend)

c. SUBJ(I), PP(with:confidence)

However, augmenting PP with nouns selected by
the preposition (e.g. PP(with:fork)) still gives rise

to data sparsity. We therefore decide to break it
into two individual dependency relations: PP(with),
PP-fork. Although dependency relations have been
widely used in automatic acquisition of lexical infor-
mation, such as detection of polysemy (Lin, 1998)
and WSD (McCarthy et al., 2004), their utility in
AVC still remains untested.

Co-occurrence (CO): CO features mostly convey
lexical information only and are generally consid-
ered not particularly sensitive to argument structures
(Rohde et al., 2004). Nevertheless, it is worthwhile
testing whether the meaning components that are
brought out by syntactic alternations are also cor-
related to the neighboring words. In other words,
Levin verbs may be distinguished on the dimension
of neighboring words, in addition to argument struc-
tures. A test on this claim can help answer the ques-
tion of whether verbs in the same Levin class also
tend to share their neighboring words.

Adapted co-occurrence (ACO): Conventional
CO features generally adopt a stop list to filter out
function words. However, some of the functions
words, prepositions in particular, are known to carry
great amount of syntactic information that is related
to lexical meanings of verbs (Schulte im Walde,
2003; Brew and Schulte im Walde, 2002; Joanis
et al., 2007). In addition, whereas most verbs tend to
put a strong selectional preference on their nominal
arguments, they do not care much about the iden-
tity of the verbs in their verbal arguments. Based on
these observations, we propose to adapt the conven-
tional CO features by (1) keeping all prepositions
(2) replacing all verbs in the neighboring contexts of
each target verb with their part-of-speech tags. ACO
features integrate at least some degree of syntactic
information into the feature space.

SCF+CO: Another way to mix syntactic informa-
tion with lexical information is to use subcategoriza-
tion frames and co-occurrences together in hope that
they are complementary to each other, and therefore
yield better results for AVC.

4 Experiment Setup

4.1 Corpus

To collect each type of features, we use the Giga-
word Corpus, which consists of samples of recent
newswire text data collected from four distinct in-
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ternational sources of English newswire.

4.2 Feature Extraction

We evaluate six different feature sets for their effec-
tiveness in AVC: SCF, DR, CO, ACO, SCF+CO,
and JOANIS07. SCF contains mainly syntactic in-
formation, whereas CO lexical information. The
other four feature sets include both syntactic and lex-
ical information.

SCF and DR: These more linguistically informed
features are constructed based on the grammatical
relations generated by the C&C CCG parser (Clark
and Curran, 2007). Take He broke the door with a
hammer as an example. The grammatical relations
generated are given in table 2.

he broke the door with a hammer.
(det door 3 the 2)
(dobj broke 1 door 3)
(det hammer 6 a 5)
(dobj with 4 hammer 6)
(iobj broke 1 with 4)
(ncsubj broke 1 He 0 )

Table 2: grammatical relations generated by the parser

We first build a lexicalized frame for the verb
break: NP1(he)-V-NP2(door)-PP(with:hammer).
This is done by matching each grammatical label
onto one of the traditional syntactic constituents.
The set of syntactic constituents we use is summa-
rized in table 3.

constituent remark
NP1 subject of the verb
NP2 object of the verb
NP3 indirect object of the verb
PPp prepositional phrase
TO infinitival clause

GER gerund
THAT sentential complement headed by that
WH sentential complement headed by a wh-word

ADJP adjective phrase
ADVP adverb phrase

Table 3: Syntactic constituents used for building SCFs

Based on the lexicalized frame, we construct
an SCF NP1-NP2-PPwith for break. The set of
DRs generated for break is [SUBJ(he), OBJ(door),
PP(with), PP-hammer].

CO: These features are collected using a flat 4-
word window, meaning that the 4 words to the

left/right of each target verb are considered poten-
tial CO features. However, we eliminate any CO
features that are in a stopword list, which con-
sists of about 200 closed class words including
mainly prepositions, determiners, complementizers
and punctuation. We also lemmatize each word us-
ing the English lemmatizer as described in Minnen
et al. (2000), and use lemmas as features instead of
words.

ACO: As mentioned before, we adapt the conven-
tional CO features by (1) keeping all prepositions
(2) replacing all verbs in the neighboring contexts of
each target verb with their part-of-speech tags. (3)
keeping words in the left window only if they are
tagged as a nominal.

SCF+CO: We combine the SCF and CO features.
JOANIS07: We use the feature set proposed in

Joanis et al. (2007), which consists of 224 features.
We extract features on the basis of the output gener-
ated by the C&C CCG parser.

4.3 Verb Classes
Our experiments involve two separate sets of verb
classes:

Joanis15: Joanis et al. (2007) manually selects
pairs, or triples of classes to represent a range of
distinctions that exist among the 15 classes they in-
vestigate. For example, some of the pairs/triples are
syntactically dissimilar, while others show little syn-
tactic distinction across the classes.

Levin48: Earlier work has focused only on a
small set of verbs or a small number of verb classes.
For example, Schulte im Walde (2000) uses 153
verbs in 30 classes, and Joanis et al. (2007) takes
on 835 verbs and 15 verb classes. Since one of our
primary goals is to identify a general feature space
that is not specific to any class distinctions, it is of
great importance to understand how the classifica-
tion accuracy is affected when attempting to classify
more verbs into a larger number of classes. In our
automatic verb classification, we aim for a larger
scale experiment. We select our experimental verb
classes and verbs as follows: We start with all Levin
197 verb classes. We first remove all verbs that be-
long to at least two Levin classes. Next, we remove
any verb that does not occur at least 100 times in
the English Gigaword Corpus. All classes that are
left with at least 10 verbs are chosen for our experi-
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ment. This process yields 48 classes involving about
1,300 verbs. In our automatic verb classification ex-
periment, we test the applicability of each feature
set to distinctions among up to 48 classes 1. To our
knowledge, this is, by far, the largest investigation
on English verb classification.

5 Machine Learning Method

5.1 Preprocessing Data

We represent the semantic space for verbs as a ma-
trix of frequencies, where each row corresponds to
a Levin verb and each column represents a given
feature. We construct a semantic space with each
feature set. Except for JONAIS07 which only con-
tains 224 features, all the other feature sets lead to a
very high-dimensional space. For instance, the se-
mantic space with CO features contains over one
million columns, which is too huge and cumber-
some. One way to avoid these high-dimensional
spaces is to assume that most of the features are irrel-
evant, an assumption adopted by many of the previ-
ous studies working with high-dimensional seman-
tic spaces (Burgess and Lund, 1997; Pado and La-
pata, 2007; Rohde et al., 2004). Burgess and Lund
(1997) suggests that the semantic space can be re-
duced by keeping only the k columns (features) with
the highest variance. However, Rohde et al. (2004)
have found it is simpler and more effective to dis-
card columns on the basis of feature frequency, with
little degradation in performance, and often some
improvement. Columns representing low-frequency
features tend to be noisier because they only involve
few examples. We therefore apply a simple fre-
quency cutoff for feature selection. We only use fea-
tures that occur with a frequency over some thresh-
old in our data.

In order to reduce undue influence of outlier fea-
tures, we employ the four normalization strategies in
table 4, which help reduce the range of extreme val-
ues while having little effect on others (Rohde et al.,
2004). The raw frequency (wv,f ) of a verb v oc-
curring with a feature f is replaced with the normal-

1In our experiment, we only use monosemous verbs from
these 48 verb classes. Due to the space limit, we do not list the
48 verb classes. The size of the most classes falls in the range
between 10 to 30, with a couple of classes having a size over
100.

ized value (w′
v,f ), according to each normalization

method. Our experiments show that using correla-
tion for normalization generally renders the best re-
sults. The results reported below are obtained from
using correlation for normalization.

w′
v,f =

row
wv,fP
j wv,j

column
wv,fP
i wi,f

length
wv,fP

j w2
v,j

1/2

correlation
Twv,f−

P
j wv,j

P
i wi,f

(
P

j wv,j(T−
P

j wv,j)
P

i wi,f (T−
P

i wi,f ))1/2

T =
P

i

P
j wi,j

Table 4: Normalization techniques

To preprocess data, we first apply a frequency cut-
off to our data set, and then normalize it using the
correlation method. To find the optimal threshold
for frequency cut, we consider each value between 0
and 10,000 at an interval of 500. In our experiments,
results on training data show that performance de-
clines more noticeably when the threshold is lower
than 500 or higher than 10,000. For each task and
feature set, we select the frequency cut that offers
the best accuracy on the preprocessed training set
according to k-fold stratified cross validation 2.

5.2 Classifier

For all of our experiments, we use the software that
implements the Bayesian multinomial logistic re-
gression (a.k.a BMR). The software performs the so-
called 1-of-k classification (Madigan et al., 2005).
BMR is similar to Maximum Entropy. It has been
shown to be very efficient with handling large num-
bers of features and extremely sparsely populated
matrices, which characterize the data we have for
AVC 3. To begin, let x = [x1, ..., xj , ..., xd]T be a
vector of feature values characterizing a verb to be
classified. We encode the fact that a verb belongs
to a class k ∈ 1, ...,K by a K-dimensional 0/1 val-
ued vector y = (y1, ..., yK)T , where yk = 1 and all
other coordinates are 0. Multinomial logistic regres-

210-fold for Joanis15 and 9-fold for Levin48. We use a bal-
anced training set, which contains 20 verbs from each class in
Joanis15, but only 9 verbs from each class in Levin48.

3We also tried Chang and Lin (2001)’s LIBSVM library for
Support Vector Machines (SVMs), however, BMR generally
outperforms SVMs.
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sion is a conditional probability model of the form,
parameterized by the matrix β = [β1, ..., βK ]. Each
column of β is a parameter vector corresponding to
one of the classes: βk = [βk1, ..., βkd]T .

P (yk = 1|βk, x) = exp(βT
k x)/

X
ki

exp(βT
ki

x)

6 Results and Discussion

6.1 Evaluation Metrics
Following Joanis et al. (2007), we adopt a single
evaluation measure - macro-averaged recall - for all
of our classification tasks. As discussed below, since
we always use balanced training sets for each indi-
vidual task, it makes sense for our accuracy metric to
give equal weight to each class. Macro-averaged re-
call treats each verb class equally, so that the size of
a class does not affect macro-averaged recall. It usu-
ally gives a better sense of the quality of classifica-
tion across all classes. To calculate macro-averaged
recall, the recall value for each individual verb class
has to be computed first.

recall =
no. of test verbs in class c correctly labeled

no. of test verbs in class c

With a recall value computed for each verb class,
the macro-averaged recall can be defined by:

macro-averaged recall =
1

|C|
X
c∈C

recall for class c

C : a set of verb classes

c : an individual verb class

|C| : the number of verb classes

6.2 Joanis15
With those manually-selected 15 classes, Joanis
et al. (2007) conducts 11 classification tasks includ-
ing six 2-way classifications, two 3-way classifica-
tions, one 6-way classification, one 8-way classifi-
cation, and one 14-way classification. In our exper-
iments, we replicate these 11 classification tasks us-
ing the proposed six different feature sets. For each
classification task in this task set, we randomly se-
lect 20 verbs from each class as the training set. We

repeat this process 10 times for each task. The re-
sults reported for each task is obtained by averaging
the results of the 10 trials. Note that for each trial,
each feature set is trained and tested on the same
training/test split.

The results for the 11 classification tasks are sum-
marized in table 5. We provide a chance baseline
and the accuracy reported in Joanis et al. (2007) 4 for
comparison of our results. A few points are worth
noting:

• Although widely used for AVC, SCF, at least
when used alone, is not the most effective fea-
ture set. Our experiments show that the per-
formance achieved by using SCF is generally
worse than using the feature sets that mix syn-
tactic and lexical information. As a matter of
fact, it even loses to the simplest feature set CO
on 4 tasks, including the 14-way task.

• The two feature sets (DR, SCF+CO) we pro-
pose that combine syntactic and lexical infor-
mation generally perform better than those fea-
ture sets (SCF, CO) that only include syntactic
or lexical information. Although there is not a
clear winner, DR and SCF+CO generally out-
perform other feature sets, indicating that they
are effective ways for combining syntactic and
lexical information. In particular, these two
feature sets perform comparatively well on the
tasks that involve more classes (e.g. 14-way),
exhibiting the tendency to scale well with larger
number of verb classes and verbs. Another fea-
ture set that combines syntactic and lexical in-
formation, ACO, which keeps function words
in the feature space to preserve syntactic infor-
mation, outperforms the conventional CO on
the majority of tasks. All these observations
suggest that how to mix syntactic and lexical
information is one of keys to an improved verb
classification.

• Although JOANIS07 also combines syntactic
and lexical information, its performance is not
comparable to that of other feature sets that mix
syntactic and lexical information. In fact, SCF

4Joanis et al. (2007) is different from our experiments in that
they use a chunker for feature extraction and the Support Vector
Machine for classification.
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Experimental Task Random As Reported in Feature Set
Baseline Joanis et al. (2007) SCF DR CO ACO SCF+CO JOANIS07

1) Benefactive/Recipient 50 86.4 88.6 88.4 88.2 89.1 90.7 88.9
2) Admire/Amuse 50 93.9 96.7 97.5 92.1 90.5 96.4 96.6
3) Run/Sound 50 86.8 85.4 89.6 91.8 90.2 90.5 87.1
4) Light/Sound 50 75.0 74.8 90.8 86.9 89.7 88.8 82.1
5) Cheat/Steal 50 76.5 77.6 80.6 72.1 75.5 77.8 76.4
6) Wipe/Steal 50 80.4 84.8 80.6 79.0 79.4 84.4 83.9
7) Spray/Fill/Putting 33.3 65.6 73.0 72.8 59.6 66.6 73.8 69.6
8) Run/State Change/Object drop 33.3 74.2 74.8 77.2 76.9 77.6 80.5 75.5
9) Cheat/Steal/Wipe/Spray/Fill/Putting 16.7 64.3 64.9 65.1 54.8 59.1 65.0 64.3
10) 9)/Run/Sound 12.5 61.7 62.3 65.8 55.7 60.8 66.9 63.1
11) 14-way (all except Benefactive) 7.1 58.4 56.4 65.7 57.5 59.6 66.3 57.2

Table 5: Experimental results for Joanis15 (%)

and JOANIS07 yield similar accuracy in our
experiments, which agrees with the findings in
Joanis et al. (2007) (compare table 1 and 5).

6.3 Levin48

Recall that one of our primary goals is to identify
the feature set that is generally applicable and scales
well while we attempt to classify more verbs into a
larger number of classes. If we could exhaust all the
possible n-way (2 ≤ n ≤ 48) classification tasks
with the 48 Levin classes we will investigate, it will
allow us to draw a firmer conclusion about the gen-
eral applicability and scalability of a particular fea-
ture set. However, the number of classification tasks
grows really huge when n takes on certain value (e.g.
n = 20). For our experiments, we set n to be 2, 5,
10, 20, 30, 40, or 48. For the 2-way classification,
we perform all the possible 1,028 tasks. For the 48-
way classification, there is only one possible task.
We randomly select 100 n-way tasks each for n =
5, 10, 20, 30, 40. We believe that this series of tasks
will give us a reasonably good idea of whether a par-
ticular feature set is generally applicable and scales
well.

The smallest classes in Levin48 have only 10
verbs. We therefore reduce the number of training
verbs to 9 for each class. For each n = 2, 5, 10, 20,
30, 40, 48, we will perform certain number of n-way
classification tasks. For each n-way task, we ran-
domly select 9 verbs from each class as training data,
and repeat this process 10 times. The accuracy for
each n-way task is then computed by averaging the
results from these 10 trials. The accuracy reported
for the overall n-way classification for each selected
n, is obtained by averaging the results from each in-

dividual n-way task for that particular n. Again, for
each trial, each feature set is trained and tested on
the same training/test split.

The results for Levin48 are presented in table 6,
which clearly reveals the general applicability and
scalability of each feature set.

• Results from Levin48 reconfirm our finding
that SCF is not the most effective feature set for
AVC. Although it achieves the highest accuracy
on the 2-way classification, its accuracy drops
drastically as n gets bigger, indicating that SCF
does not scale as well as other feature sets when
dealing with larger number of verb classes. On
the other hand, the co-occurrence feature (CO),
which is believed to convey only lexical infor-
mation, outperforms SCF on every n-way clas-
sification when n ≥ 10, suggesting that verbs
in the same Levin classes tend to share their
neighboring words.

• The three feature sets we propose that com-
bine syntactic and lexical information generally
scale well. Again, DR and SCF+CO gener-
ally outperform all other feature sets on all n-
way classifications, except the 2-way classifica-
tion. In addition, ACO achieves a better perfor-
mance on every n-way classification than CO.
Although SCF and CO are not very effective
when used individually, they tend to yield the
best performance when combined together.

• Again, JOANIS07 does not match the perfor-
mance of other feature sets that combine both
syntactic and lexical information, but yields
similar accuracy as SCF.
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Experimental Task No of Tasks Random Baseline Feature Set
SCF DR CO ACO SCF+CO JOANIS07

2-way 1,028 50 84.0 83.4 77.8 80.9 82.9 82.4
5-way 100 20 71.9 76.4 70.4 73.0 77.3 72.2

10-way 100 10 65.8 73.7 68.8 71.2 72.8 65.9
20-way 100 5 51.4 65.1 58.8 60.1 65.8 50.7
30-way 100 3.3 46.7 56.9 48.6 51.8 57.8 47.1
40-way 100 2.5 43.6 54.8 47.3 49.9 55.1 44.2
48-way 1 2.2 39.1 51.6 42.4 46.8 52.8 38.9

Table 6: Experimental results for Levin48 (%)

6.4 Further Discussion

Previous studies on AVC have focused on using
SCFs. Our experiments reveal that SCFs, at least
when used alone, compare poorly to the feature sets
that mix syntactic and lexical information. One ex-
planation for the poor performance could be that we
use all the frames generated by the CCG parser in
our experiment. A better way of doing this would
be to use some expert-selected SCF set. Levin clas-
sifies English verbs on the basis of 78 SCFs, which
should, at least in principle, be good at separating
verb classes. To see if Levin-selected SCFs are
more effective for AVC, we match each SCF gen-
erated by the C&C CCG parser (CCG-SCF) to one
of 78 Levin-defined SCFs, and refer to the resulting
SCF set as unfiltered-Levin-SCF. Following stud-
ies on automatic SCF extraction (Brent, 1993), we
apply a statistical test (Binomial Hypothesis Test) to
the unfiltered-Levin-SCF to filter out noisy SCFs,
and denote the resulting SCF set as filtered-Levin-
SCF. We then perform the 48-way task (one of
Levin48) with these two different SCF sets. Recall
that using CCG-SCF gives us a macro-averaged re-
call of 39.1% on the 48-way task. Our experiments
show that using unfiltered-Levin-SCF and filtered-
Levin-SCF raises the accuracy to 39.7% and 40.3%
respectively. Although a little performance gain has
been obtained by using expert-defined SCFs, the ac-
curacy level is still far below that achieved by using
a feature set that combines syntactic and semantic
information. In fact, even the simple co-occurrence
feature (CO) yields a better performance (42.4%)
than these Levin-selected SCF sets.

7 Conclusion and Future Work

We have performed a wide range of experiments
to identify which features are most informative in

AVC. Our conclusion is that both syntactic and lex-
ical information are useful for verb classification.
Although neither SCF nor CO performs well on its
own, a combination of them proves to be the most in-
formative feature for this task. Other ways of mixing
syntactic and lexical information, such as DR, and
ACO, work relatively well too. What makes these
mixed feature sets even more appealing is that they
tend to scale well in comparison to SCF and CO. In
addition, these feature sets are devised on a general
level without relying on any knowledge about spe-
cific classes, thus potentially applicable to a wider
range of class distinctions. Assuming that Levin’s
analysis is generally applicable across languages in
terms of the linking of semantic arguments to their
syntactic expressions, these mixed feature sets are
potentially useful for building verb classifications
for other languages.

For our future work, we aim to test whether an
automatically created verb classification can be ben-
eficial to other NLP tasks. One potential applica-
tion of our verb classification is parsing. Lexicalized
PCFGs (where head words annotate phrasal nodes)
have proved a key tool for high performance PCFG
parsing, however its performance is hampered by
the sparse lexical dependency exhibited in the Penn
Treebank. Our experiments on verb classification
have offered a class-based approach to alleviate data
sparsity problem in parsing. It is our goal to test
whether this class-based approach will lead to an im-
proved parsing performance.
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Abstract

Question answering research has only recently
started to spread from short factoid questions
to more complex ones. One significant chal-
lenge is the evaluation: manual evaluation is a
difficult, time-consuming process and not ap-
plicable within efficient development of sys-
tems. Automatic evaluation requires a cor-
pus of questions and answers, a definition of
what is a correct answer, and a way to com-
pare the correct answers to automatic answers
produced by a system. For this purpose we
present a Wikipedia-based corpus of Why-
questions and corresponding answers and arti-
cles. The corpus was built by a novel method:
paid participants were contacted through a
Web-interface, a procedure which allowed dy-
namic, fast and inexpensive development of
data collection methods. Each question in the
corpus has several corresponding, partly over-
lapping answers, which is an asset when es-
timating the correctness of answers. In ad-
dition, the corpus contains information re-
lated to the corpus collection process. We be-
lieve this additional information can be used to
post-process the data, and to develop an auto-
matic approval system for further data collec-
tion projects conducted in a similar manner.

1 Introduction

Automatic question answering (QA) is an alternative
to traditional word-based search engines. Instead of
returning a long list of documents more or less re-
lated to the query parameters, the aim of a QA sys-
tem is to isolate the exact answer as accurately as

possible, and to provide the user only a short text
clip containing the required information.

One of the major development challenges is eval-
uation. The conferences such as TREC1, CLEF2

and NTCIR3 have provided valuable QA evaluation
methods, and in addition produced and distributed
corpora of questions, answers and corresponding
documents. However, these conferences have fo-
cused mainly on fact-based questions with short an-
swers, so called factoid questions. Recently more
complex tasks such as list, definition and discourse-
based questions have also been included in TREC in
a limited fashion (Dang et al., 2007). More complex
how- and why-questions (for Asian languages) were
also included in the NTCIR07, but the provided data
comprised only 100 questions, of which some were
also factoids (Fukumoto et al., 2007). Not only is
the available non-factoid data quite limited in size,
it is also questionable whether the data sets are us-
able in development outside the conferences. Lin
and Katz (2006) suggest that training data has to be
more precise, and, that it should be collected, or at
least cleaned, manually.

Some corpora of why-questions have been col-
lected manually: corpora described in (Verberne et
al., 2006) and (Verberne et al., 2007) both com-
prise fewer than 400 questions and corresponding
answers (one or two per question) formulated by na-
tive speakers. However, we believe one answer per
question is not enough. Even with factoid questions
it is sometimes difficult to define what is a correct

1http://trec.nist.gov/
2http://www.clef-campaign.org/
3http://research.nii.ac.jp/ntcir/
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answer, and complex questions result in a whole new
level of ambiguity. Correctness depends greatly on
the background knowledge and expectations of the
person asking the question. For example, a correct
answer to the question “Why did Mr. X take Ms. Y
to a coffee shop?” could be very different depending
on whether we knew that Mr. X does not drink cof-
fee or that he normally drinks it alone, or that Mr. X
and Ms. Y are known enemies.

The problem of several possible answers and, in
consequence, automatic evaluation has been tackled
for years within another field of study: automatic
summarisation (Hori et al., 2003; Lin and Hovy,
2003). We believe that the best method of provid-
ing “correct” answers is to do what has been done in
that field: combine a multitude of answers to ensure
both diversity and consensus among the answers.

Correctness of an answer is also closely related to
the required level of detail. The Internet FAQ pages
were successfully used to develop QA-systems (Jijk-
oun and de Rijke, 2005; Soricut and Brill, 2006), as
have the human-powered question sites such as An-
swers.com, Yahoo Answers and Google Answers,
where individuals can post questions and receive an-
swers from peers (Mizuno et al., 2007). Both re-
sources can be assumed to contain adequately error-
free information. FAQ pages are created so as to
answer typical questions well enough that the ques-
tions do not need to be repeated. Question sites typ-
ically rank the answers and offer bonuses for peo-
ple providing good ones. However, both sites suffer
from excess of information. FAQ-pages tend to also
answer questions which are not asked, and also con-
tain practical examples. Human-powered answers
often contain unrelated information and discourse-
like elements. Additionally, the answers do not al-
ways have a connection to the source material from
which they could be extracted.

One purpose of our project was to take part in
the development of QA systems by providing the
community with a new type of corpus. The cor-
pus includes not only the questions with multiple
answers and corresponding articles, but also certain
additional information that we believe is essential to
enhance the usability of the data.

In addition to providing a new QA corpus, we
hope our description of the data collection process
will provide insight, resources and motivation for

further research and projects using similar collection
methods. We collected our corpus through Amazon
Mechanical Turk service4 (MTurk). The MTurk
infrastructure allowed us to distribute our tasks to
a multitude of workers around the world, without
the burden of advertising. The system also allowed
us to test the workers suitability, and to reward the
work without the bureaucracy of employment. To
our knowledge, this is the first time that the MTurk
service has been used in equivalent purpose.

We conducted the data collection in three steps:
generation, answering and rephrasing of questions.
The workers were provided with a set of Wikipedia
articles, based on which the questions were created
and the answers determined by sentence selection.
The WhyQA-corpus consists of three parts: original
questions along with their rephrased versions, 8-10
partly overlapping answers for each question, and
the Wikipedia articles including the ones corre-
sponding to the questions. The WhyQA-corpus is
in XML-format and can be downloaded and used
under the GNU Free Documentation License from
www.furui.cs.titech.ac.jp/ .

2 Setup

Question-answer pairs have previously been gen-
erated for example by asking workers to both ask
a question and then answer it based on a given
text (Verberne et al., 2006; Verberne et al., 2007).
We decided on a different approach for two reasons.
Firstly, based on our experience such an approach is
not optimal in the MTurk framework. The tasks that
were welcomed by workers required a short atten-
tion span, and reading long texts was negatively re-
ceived with many complaints, sloppy work and slow
response times. Secondly, we believe that the afore-
mentioned approach can produce unnatural ques-
tions that are not actually based on the information
need of the workers.

We divided the QA-generation task into two
phases: question-generation (QGenHIT) and an-
swering (QAHIT). We also trimmed the amount of
the text that the workers were required to read to cre-
ate the questions. These measures were taken both
in order to lessen the cognitive burden of the task

4http://www.mturk.com
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and to produce more natural questions.
In the first phase the workers generated the ques-

tions based on a part of Wikipedia article. The re-
sulting questions were then uploaded to the system
as new HITs with the corresponding articles, and
answered by available (different) workers. Our hy-
pothesis is that the questions are more natural if their
answer is not known at the time of the creation.

Finally, in an additional third phase, 5 rephrased
versions of each question were created in order to
gain variation (QRepHIT). The data quality was en-
sured by requiring the workers to achieve a certain
result from a test (or aQualification) before they
could work on the aforementioned tasks.

Below we explain the MTurk system, and then our
collection process in detail.

2.1 Mechanical Turk

Mechanical Turk is a Web-based service, offered by
Amazon.com, Inc. It provides an API through which
employers can obtain a connection to people to per-
form a variety of simple tasks. With tools provided
by Amazon.com, the employer creates tasks, and up-
loads them to the MTurk Web-site. Workers can then
browse the tasks and, if they find them profitable
and/or interesting enough, work on them. When the
tasks are completed, the employer can download the
results, and accept or reject them. Some key con-
cepts of the system are listed below, with short de-
scriptions of the functionality.

• HIT Human Intelligence Task, the unit of a
payable chore in MTurk.

• RequesterAn “employer”, creates and uploads
newHITs and rewards theworkers. Requesters
can upload simple HITs through the MTurk Re-
quester web site, and more complicated ones
through the MTurk Web Service APIs.

• Worker An “employee”, works on the hits
through the MTurk Workers’ web site.

• Assignment. One HIT consists of one or more
assignments. One worker can complete a sin-
gle HIT only once, so if the requester needs
multiple results per HIT, he needs to set the
assignment-count to the desired figure. A HIT
is considered completed when all the assign-
ments have been completed.

• Rewards At upload time, each HIT has to be
assigned a fixed reward, that cannot be changed
later. Minimum reward is $0.01. Amazon.com
collects a 10% (or a minimum of $0.05) service
fee per each paid reward.

• Qualifications To improve the data quality,
a HIT can also be attached to certain tests,
“qualifications” that are either system-provided
or created by the requester. An example of
a system-provided qualification is the average
approval ratio of the worker.

Even if it is possible to create tests that workers
have to pass before being allowed to work on a HIT
so as to ensure the worker’s ability, it is impossible
to test the motivation (for instance, they cannot be
interviewed). Also, as they are working through the
Web, their working conditions cannot be controlled.

2.2 Collection process

The document collection used in our research was
derived from the Wikipedia XML Corpus by De-
noyer and Gallinari (2006). We selected a total of
84 articles, based on their length and contents. A
certain length was required so that we could expect
the article to contain enough interesting material to
produce a wide selection of natural questions. The
articles varied in topic, degree of formality and the
amount of details; from ”Horror film” and ”Christ-
mas worldwide” to ”G-Man (Half-Life)” and ”His-
tory of London”. Articles consisting of bulleted lists
were removed, but filtering based on the topic of the
article was not performed. Essentially, the articles
were selected randomly.

2.2.1 QGenHIT

The first phase of the question-answer generation
was to generate the questions. In QGenHIT we pre-
sented the worker with only part of a Wikipedia ar-
ticle, and instructed them to think of a why-question
that they felt could be answered based on the origi-
nal, whole article which they were not shown. This
approach was expected to lead to natural curiosity
and questions. Offering too little information would
have lead to many questions that would finally be
left unanswered, and it also did not give the workers
enough to work on. Giving too much information

445



Qualification The workers were required to pass a test before working on the HITs.
QGenHIT Questions were generated based on partial Wikipedia articles. These questions were

then used to create the QAHITs.
QAHIT Workers were presented with a question and a corresponding article. The task was to

answer the questions (if possible) through sentence selection.
QRepHIT To ensure variation in the questions, each question was rephrased by 5 different workers.

Table 1: Main components of the corpus collection process.

Article topic: Fermi paradox
Original question Why is the moon crucial to the rare earth hypothesis?
Rephrased Q 1How does the rare earth theory depend upon the moon?
Rephrased Q 2What makes the moon so important to rare earth theory?
Rephrased Q 3What is the crucial regard for the moon in the rare earth hypothesis?
Rephrased Q 4Why is the moon so important in the rare earth hypothesis?
Rephrased Q 5What makes the moon necessary, in regards to the rare earth hypothesis?
Answer 1. Sentence ids: 20,21. Duplicates: 4.The moon is important because its gravitational pull
creates tides that stabilize Earth’s axis. Without this stability, its variation, known as precession of
the equinoxes, could cause weather to vary so dramatically that it could potentially suppress the more
complex forms of life.
Answer 2. Sentence ids: 18,19,20. Duplicates: 2.The popular Giant impact theory asserts that it
was formed by a rare collision between the young Earth and a Mars-sized body, usually referred to as
Orpheus or Theia, approximately 4.45 billion years ago. The collision had to occur at a precise angle,
as a direct hit would have destroyed the Earth, and a shallow hit would have deflected the Mars-sized
body. The moon is important because its gravitational pull creates tides that stabilize Earth’s axis.
Answer 3. Sentence ids: 20,21,22. Duplicates: 2.The moon is important because its gravitational
pull creates tides that stabilize Earth’s axis. Without this stability, its variation, known as precession
of the equinoxes, could cause weather to vary so dramatically that it could potentially suppress the
more complex forms of life. The heat generated by the Earth/Theia impact, as well as subsequent
Lunar tides, may have also significantly contributed to the total heat budget of the Earth’s interior,
thereby both strengthening and prolonging the life of the dynamos that generate Earth’s magnetic field
Dynamo 1.
Answer 4. Sentence ids: 18,20,21. No duplicates.The popular Giant impact theory asserts that
it was formed by a rare collision between the young Earth and a Mars-sizedbody, usually referred
to as Orpheus or Theia, approximately 4.45 billion years ago. The moon is important because its
gravitational pull creates tides that stabilize Earth’s axis. Without this stability,its variation, known
as precession of the equinoxes, could cause weather to vary so dramatically that it could potentially
suppress the more complex forms of life.
Answer 5. Sentence ids: 18,21. No duplicates.The popular Giant impact theory asserts that it
was formed by a rare collision between the young Earth and a Mars-sized body, usually referred to as
Orpheus or Theia, approximately 4.45 billion years ago. Without this stability, itsvariation, known
as precession of the equinoxes, could cause weather to vary so dramatically that it could potentially
suppress the more complex forms of life.

Table 2: Data example: Question with rephrased versions andanswers.

446



(long excerpts from the articles) was severely dis-
liked among the workers simply because it took a
long time to read.

We finally settled on a solution where the partial
content consisted of the title and headers of the arti-
cle, along with the first sentences of each paragraph.
The instructions to the questions demanded rigidly
that the question starts with the word “Why”, as it
was surprisingly difficult to explain what we meant
by why-questions if the question word was not fixed.

The reward per HIT was $0.04, and 10 questions
were collected for each article. We did not force the
questions to be different, and thus in the later phase
some of the questions were removed manually as
they were deemed to mean exactly the same thing.
However, there were less than 30 of these duplicate
questions in the whole data set.

2.2.2 QAHIT

After generating the questions based on partial ar-
ticles, the resulting questions were uploaded to the
system as HITs. Each of these QAHITs presented a
single question with the corresponding original arti-
cle. The worker’s task was to select either 1-3 sen-
tences from the text, or a No-answer-option (NoA).
Sentence selection was conducted with Javascript
functionality, so the workers had no chance to in-
clude freely typed information within the answer (al-
though a comment field was provided). The reward
per HIT was $0.06. At the beginning, we collected
10 answers per question, but we cut that down to 8
because the HITs were not completed fast enough.

The workers for QAHITs were drawn from the
same pool as the workers for QGenHIT, and it was
possible for the workers to answer the questions they
had generated themselves.

2.2.3 QRepHIT

As the final step 5 rephrased versions of each
question were generated. This was done to com-
pensate the rigid instructions of the QGenHIT and
to ensure variation in the questions. We have not yet
measured how well the rephrased questions match
the answers of their original versions. In the final
QRepHIT questions were grouped into groups of 5.
Each HIT consisted of 5 assignments, and a $0.05
reward was offered for each HIT.

QRepHIT required the least amount of design and

trials, and workers were delighted with the task. The
HITs were completed fast and well even in the case
when we accidentally uploaded a set of HITs with
no reward.

As with QAHIT, the worker pool for creating and
rephrasing questions was the same. The questions
were rephrased by their creator in 4 cases.

2.3 Qualifications

To improve the data quality, we used the qualifi-
cations to test the workers. For the QGenHITs we
only used the system-provided “HIT approval rate”-
qualification. Only workers whose previous work
had been approved in 80% of the cases were able to
work on our HITs.

In addition to the system-provided qualification,
we created a why-question-specific qualification.
The workers were presented with 3 questions, and
they were to answer each by either selecting 1-
3 most relevant sentences from a list of about 10
sentences, or by deciding that there is no answer
present. The possible answer-sentences were di-
vided into groups of essential, OK and wrong, and
one of the questions did quite clearly have no an-
swer. The scoring was such that it was impossible
to get approved results if not enough essential sen-
tences were included. Selecting sentences from the
OK-group only was not sufficient, and selecting sen-
tences from the wrong-group was penalized. A min-
imum score per question was required, but also the
total score was relevant – component scores could
compensate each other up to a point. However, if
the question with no answer was answered, the score
could not be of an approvable level. This qualifica-
tion was, in addition to the minimum HIT approval
rate of 80%, a prerequisite for both the QRepHITs
and the QAHITs.

A total of 2355 workers took the test, and 1571
(67%) of them passed it, thus becoming our avail-
able worker pool. However, in the end the actual
number of different workers was only 173.

Examples of each HIT, their instructions and the
Qualification form are included in the final corpus.
The collection process is summarised in Table 1.
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3 Corpus description

The final corpus consists of questions with their
rephrased versions and answers. There are total of
695 questions, of which 159 were considered unan-
swerable based on the articles, and 536 that have 8-
10 answers each. The total cost of producing the
corpus was about $350, consisting of $310 paid in
workers rewards and $40 in Mechanical Turk fees,
including all the trials conducted during the devel-
opment of the final system.

Also included is a set of Wikipedia documents
(WikiXML, about 660 000 articles or 670MB in com-
pressed format), including the ones corresponding to
the questions (84 documents). The source of Wik-
iXML is the English part of the Wikipedia XML
Corpus by Denoyer and Gallinari (2006). In the
original data some of the HTML-structures like lists
and tables occurred within sentences. Our sentence-
selection approach to QA required a more fine-
grained segmentation and for our purpose, much
of the HTML-information was redundant anyway.
Consequently we removed most of the HTML-
structures, and the table-cells, list-items and other
similar elements were converted into sentences.
Apart from sentence-information, only the section-
title information was maintained. Example data is
shown in Table 2.

3.1 Task-related information

Despite the Qualifications and other measures taken
in the collection phase of the corpus, we believe the
quality of the data remains open to question. How-
ever, the Mechanical Turk framework provided addi-
tional information for each assignment, for example
the time workers spent on the task. We believe this
information can be used to analyse and use our data
better, and have included it in the corpus to be used
in further experiments.

• Worker Id Within the MTurk framework, each
worker is assigned a unique id. Worker id can
be used to assign a reliability-value to the work-
ers, based on the quality of their previous work.
It was also used to examine whether the same
workers worked on the same data in different
phases: Of the original questions, only 7 were
answered and 4 other rephrased by the same
worker they were created by. However, it has

to be acknowledged that it is also possible for
one worker to have had several accounts in the
system, and thus be working under several dif-
ferent worker ids.

• Time On Task The MTurk framework also
provides the requester the time it took for the
worker to complete the assignment after ac-
cepting it. This information is also included in
the corpus, although it is impossible to know
precisely how much time the workers actually
spent on each task. For instance, it is possible
that one worker had several assignments open
at the same time, or that they were not concen-
trating fully on working on the task. A high
value of Time On Task thus does not necessar-
ily mean that the worker actually spent a long
time on it. However, a low value indicates that
he/she did only spend a short time on it.

• Reward Over the period spent collecting the
data, we changed the reward a couple of times
to speed up the process. The reward is reported
per HIT.

• Approval Status Within the collection pro-
cess we encountered some clearly unacceptable
work, and rejected it. The rejected work is also
included in the corpus, but marked as rejected.
The screening process was by no means per-
fect, and it is probable that some of the ap-
proved work should have been rejected.

• HIT id, Assignment id, Upload Time HIT and
assignment ids and original upload times of the
HITs are provided to make it possible to retrace
the collection steps if needed.

• Completion Time Completion time is the
timestamp of the moment when the task was
completed by a worker and returned to the sys-
tem. The time between the completion time
and the upload time is presumably highly de-
pendent on the reward, and on the appeal of the
task in question.

3.2 Quality experiments

As an example of the post-processing of the data,
we conducted some preliminary experiments on the
answer agreement between workers.
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Out of the 695 questions, 159 were filtered out in
the first part of QAHIT. We first uploaded only 3 as-
signments, and the questions that 2 out of 3 work-
ers deemed unanswerable were filtered out. This
left 536 questions which were considered answered,
each one having 8-10 answers from different work-
ers. Even though in the majority of cases (83% of the
questions) one of the workers replied with the NoA,
the ones that answered did agree up to a point: of
all the answers, 72% were such that all of their sen-
tences were selected by at least two different work-
ers. On top of this, an additional 17% of answers
shared at least one sentence that was selected by
more than one worker.

To understand the agreement better, we also cal-
culated the average agreement of selected sentences
based on sentence ids and N-gram overlaps between
the answers. In both of these experiments, only
those 536 questions that were considered answer-
able were included.

3.2.1 Answer agreement on sentence ids

As the questions were answered by means of sen-
tence selection, the simplest method to check the
agreement between the workers was to compare
the ids of the selected sentences. The agreement
was calculated as follows: each answer was com-
pared to all the other answers for the same ques-
tion. For each case, the agreement was defined as
Agreement =

CommonIds

AllIds
, whereCommonIds

is the number of sentence ids that existed in both
answers, andAllIds is the number of different ids
in both answers. We calculated the overall average
agreement ratio (Total Avg) and the average of the
best matches between two assignments within one
HIT (Best Match). We ran the test for two data sets:
The most typical case of the workers cheating was
to mark the question unaswerable. Because of this
the first data set included only the real answers, and
the NoAs were removed (NoA not included, 3872
answers). If an answer was compared with a NoA,
the agreement was 0, and if two NoAs were com-
pared, the agreement was 1. We did, however, also
include the figures for the whole data set (NoA in-
cluded, 4638 answers). The results are shown in Ta-
ble 3.

The Best Match -results were quite high com-
pared to the Total Avg. From this we can conclude

Total Avg Best Match
NoA not included 0.39 0.68
NoA included 0.34 0.68

Table 3: Answer agreement based on sentence ids.

that in the majority of cases, there was at least one
quite similar answer among those for that HIT. How-
ever, comparing the sentence ids is only an indica-
tive measure, and it does not tell the whole story
about agreement. For each document there may ex-
ist several separate sentences that contain the same
kind of information, and so two answers can be alike
even though the sentence ids do not match.

3.2.2 Answer agreement based on ROUGE

Defining the agreement over several passages of
texts has for a long time been a research prob-
lem within the field of automatic summarisation.
For each document it is possible to create several
summarisations that can each be considered cor-
rect. The problem has been approached by using
the ROUGE-metric: calculating the N-gram over-
lap between manual, “correct” summaries, and the
automatic summaries. ROUGE has been proven to
correlate well with human evaluation (Lin and Hovy,
2003).

Overlaps of higher order N-grams are more usable
within speech summarisation as they take the gram-
matical structure and fluency of the summary into
account. When selecting sentences, this is not an is-
sue, so we decided to use only unigram and bigram
counts (Table 4:R-1, R2), as well as the skip-bigram
values (R-SU) and the longest common N-gram met-
ric R-L. We calculated the figures for two data sets
in the same way as in the case of sentence id agree-
ment. Finally, we set a lower bound for the results
by comparing the answers to each other randomly
(the NoAs were also included).

The final F-measures of the ROUGE results are
presented in Table 4. The figures vary from 0.37 to
0.56 for the first data set, and from 0.28 to 0.42 to
the second. It is debatable how the results should
be interpreted, as we have not defined a theoretical
upper bound to the values, but the difference to the
randomised results is substantial. In the field of au-
tomatic summarisation, the overlap of the automatic
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results and corresponding manual summarisations is
generally much lower than the overlap between our
answers (Chali and Kolla, 2004). However, it is dif-
ficult to draw detailed conclusions based on compar-
ison between these two very different tasks.

R-1 R-2 R-SU R-L
NoA not included 0.56 0.46 0.37 0.52
NoA included 0.42 0.35 0.28 0.39
Random Answers 0.13 0.01 0.02 0.09

Table 4: Answer agreement: ROUGE-1, -2, -SU and -L.

The sentence agreement and ROUGE-figures do
not tell us much by themselves. However, they are
an example of a procedure that can be used to post-
process the data and in further projects of similar
nature. For example, the ROUGE similarity could
be used in the data collection phase as a tool of au-
tomatic approval and rejection of workers’ assign-
ments.

4 Discussion and future work

During the initial trials of data collection we encoun-
tered some unexpected phenomena. For example,
increasing the reward did have a positive effect in
reducing the time it took for HITs to be completed,
however it did not correlate in desirable way with
data quality. Indeed the quality actually decreased
with increasing reward. We believe that this unex-
pected result is due to the distributed nature of the
worker pool in Mechanical Turk. Clearly the moti-
vation of some workers is other than monetary re-
ward. Especially if the HIT is interesting and can
be completed in a short period of time, it seems that
there are people willing to work on them even for
free.

MTurk requesters cannot however rely on this
voluntary workforce. From MTurk Forums it is clear
that some of the workers rely on the money they
get from completing the HITs. There seems to be a
critical reward-threshold after which the “real work-
force”, i.e. workers who are mainly interested in per-
forming the HITs as fast as possible, starts to partic-
ipate. When the motivation changes from voluntary
participation to maximising the monetary gain, the
quality of the obtained results often understandably
suffers.

It would be ideal if a requester could rely on the
voluntary workforce alone for results, but in many
cases this may result either in too few workers and/or
too slow a rate of data acquisition. Therefore it is of-
ten necessary to raise the reward and rely on efficient
automatic validation of the data.

We have looked into the answer agreement of
the workers as an experimental post-processing step.
We believe that further work in this area will provide
the tools required for automatic data quality control.

5 Conclusions

In this paper we have described a dynamic and inex-
pensive method of collecting a corpus of questions
and answers using the Amazon Mechanical Turk
framework. We have provided to the community
a corpus of questions, answers and corresponding
documents, that we believe can be used in the de-
velopment of QA-systems for why-questions. We
propose that combining several answers from dif-
ferent people is an important factor in defining the
“correct” answer to a why-question, and to that goal
have included several answers for each question in
the corpus.

We have also included data that we believe is
valuable in post-processing the data: the work his-
tory of a single worker, the time spent on tasks, and
the agreement on a single HIT between a set of dif-
ferent workers. We believe that this information, es-
pecially the answer agreement of workers, can be
successfully used in post-processing and analysing
the data, as well as automatically accepting and re-
jecting workers’ submissions in similar future data
collection exercises.
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Abstract

We present a simple linguistically-motivated
method for characterizing the semantic rela-
tions that hold between two nouns. The ap-
proach leverages the vast size of the Web
in order to build lexically-specific features.
The main idea is to look for verbs, preposi-
tions, and coordinating conjunctions that can
help make explicit the hidden relations be-
tween the target nouns. Using these fea-
tures in instance-based classifiers, we demon-
strate state-of-the-art results on various rela-
tional similarity problems, including mapping
noun-modifier pairs to abstract relations like
TIME, LOCATION and CONTAINER, charac-
terizing noun-noun compounds in terms of ab-
stract linguistic predicates like CAUSE, USE,
and FROM, classifying the relations between
nominals in context, and solving SAT verbal
analogy problems. In essence, the approach
puts together some existing ideas, showing
that they apply generally to various semantic
tasks, finding that verbs are especially useful
features.

1 Introduction

Despite the tremendous amount of work on word
similarity (see (Budanitsky and Hirst, 2006) for an
overview), there is surprisingly little research on the
important related problem of relational similarity –
semantic similarity between pairs of words. Stu-
dents who took the SAT test before 2005 or who

∗After January 2008 at the Linguistic Modeling Depart-
ment, Institute for Parallel Processing, Bulgarian Academy of
Sciences, nakov@lml.bas.bg

are taking the GRE test nowadays are familiar with
an instance of this problem – verbal analogy ques-
tions, which ask whether, e.g., the relationship be-
tween ostrich and bird is more similar to that be-
tween lion and cat, or rather between primate and
monkey. These analogies are difficult, and the aver-
age test taker gives a correct answer 57% of the time
(Turney and Littman, 2005).

Many NLP applications could benefit from solv-
ing relational similarity problems, including but
not limited to question answering, information re-
trieval, machine translation, word sense disambigua-
tion, and information extraction. For example, a
relational search engine like TextRunner, which
serves queries like “find all X such that X causes
wrinkles”, asking for all entities that are in a par-
ticular relation with a given entity (Cafarella et al.,
2006), needs to recognize that laugh wrinkles is
an instance of CAUSE-EFFECT. While there are
not many success stories so far, measuring seman-
tic similarity has proven its advantages for textual
entailment (Tatu and Moldovan, 2005).

In this paper, we introduce a novel linguistically-
motivated Web-based approach to relational simi-
larity, which, despite its simplicity, achieves state-
of-the-art performance on a number of problems.
Following Turney (2006b), we test our approach
on SAT verbal analogy questions and on mapping
noun-modifier pairs to abstract relations like TIME,
LOCATION and CONTAINER. We further apply it
to (1) characterizing noun-noun compounds using
abstract linguistic predicates like CAUSE, USE, and
FROM, and (2) classifying the relation between pairs
of nominals in context.
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2 Related Work

2.1 Characterizing Semantic Relations

Turney and Littman (2005) characterize the relation-
ship between two words as a vector with coordinates
corresponding to the Web frequencies of 128 fixed
phrases like “X for Y ” and “Y for X” instantiated
from a fixed set of 64 joining terms like for, such
as, not the, is *, etc. These vectors are used in a
nearest-neighbor classifier to solve SAT verbal anal-
ogy problems, yielding 47% accuracy. The same ap-
proach is applied to classifying noun-modifier pairs:
using the Diverse dataset of Nastase and Szpakow-
icz (2003), Turney&Littman achieve F-measures of
26.5% with 30 fine-grained relations, and 43.2%
with 5 course-grained relations.

Turney (2005) extends the above approach by in-
troducing the latent relational analysis (LRA), which
uses automatically generated synonyms, learns suit-
able patterns, and performs singular value decom-
position in order to smooth the frequencies. The full
algorithm consists of 12 steps described in detail in
(Turney, 2006b). When applied to SAT questions,
it achieves the state-of-the-art accuracy of 56%. On
the Diverse dataset, it yields an F-measure of 39.8%
with 30 classes, and 58% with 5 classes.

Turney (2006a) presents an unsupervised algo-
rithm for mining the Web for patterns expressing
implicit semantic relations. For example, CAUSE
(e.g., cold virus) is best characterized by “Y * causes
X”, and “Y in * early X” is the best pattern for
TEMPORAL (e.g., morning frost). With 5 classes,
he achieves F-measure=50.2%.

2.2 Noun-Noun Compound Semantics

Lauer (1995) reduces the problem of noun com-
pound interpretation to choosing the best paraphras-
ing preposition from the following set: of, for, in,
at, on, from, with or about. He achieved 40% accu-
racy using corpus frequencies. This result was im-
proved to 55.7% by Lapata and Keller (2005) who
used Web-derived n-gram frequencies.

Barker and Szpakowicz (1998) use syntactic clues
and the identity of the nouns in a nearest-neighbor
classifier, achieving 60-70% accuracy.

Rosario and Hearst (2001) used a discriminative
classifier to assign 18 relations for noun compounds
from biomedical text, achieving 60% accuracy.

Rosario et al. (2002) reported 90% accuracy with
a “descent of hierarchy” approach which character-
izes the relationship between the nouns in a bio-
science noun-noun compound based on the MeSH
categories the nouns belong to.

Girju et al. (2005) apply both classic (SVM and
decision trees) and novel supervised models (seman-
tic scattering and iterative semantic specialization),
using WordNet, word sense disambiguation, and a
set of linguistic features. They test their system
against both Lauer’s 8 prepositional paraphrases and
another set of 21 semantic relations, achieving up to
54% accuracy on the latter.

In a previous work (Nakov and Hearst, 2006), we
have shown that the relationship between the nouns
in a noun-noun compound can be characterized us-
ing verbs extracted from the Web, but we provided
no formal evaluation.

Kim and Baldwin (2006) characterized the se-
mantic relationship in a noun-noun compound us-
ing the verbs connecting the two nouns by compar-
ing them to predefined seed verbs. Their approach
is highly resource intensive (uses WordNet, CoreLex
and Moby’s thesaurus), and is quite sensitive to the
seed set of verbs: on a collection of 453 examples
and 19 relations, they achieved 52.6% accuracy with
84 seed verbs, but only 46.7% with 57 seed verbs.

2.3 Paraphrase Acquisition

Our method of extraction of paraphrasing verbs and
prepositions is similar to previous paraphrase ac-
quisition approaches. Lin and Pantel (2001) ex-
tract paraphrases from dependency tree paths whose
ends contain semantically similar sets of words by
generalizing over these ends. For example, given
“X solves Y”, they extract paraphrases like “X finds
a solution to Y”, “X tries to solve Y”, “X resolves
Y”, “Y is resolved by X”, etc. The approach is ex-
tended by Shinyama et al. (2002), who use named
entity recognizers and look for anchors belong-
ing to matching semantic classes, e.g., LOCATION,
ORGANIZATION. The idea is further extended by
Nakov et al. (2004), who apply it in the biomedical
domain, imposing the additional restriction that the
sentences from which the paraphrases are extracted
cite the same target paper.
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2.4 Word Similarity

Another important group of related work is on us-
ing syntactic dependency features in a vector-space
model for measuring word similarity, e.g., (Alshawi
and Carter, 1994), (Grishman and Sterling, 1994),
(Ruge, 1992), and (Lin, 1998). For example, given a
noun, Lin (1998) extracts verbs that have that noun
as a subject or object, and adjectives that modify it.

3 Method

Given a pair of nouns, we try to characterize the
semantic relation between them by leveraging the
vast size of the Web to build linguistically-motivated
lexically-specific features. We mine the Web for
sentences containing the target nouns, and we ex-
tract the connecting verbs, prepositions, and coordi-
nating conjunctions, which we use in a vector-space
model to measure relational similarity.

The process of extraction starts with exact phrase
queries issued against a Web search engine (Google)
using the following patterns:

“infl1 THAT * infl2”
“infl2 THAT * infl1”

“infl1 * infl2”
“infl2 * infl1”

where: infl1 and infl2 are inflected variants of
noun1 and noun2 generated using the Java Word-
Net Library1; THAT is a complementizer and can be
that, which, or who; and * stands for 0 or more (up
to 8) instances of Google’s star operator.

The first two patterns are subsumed by the last
two and are used to obtain more sentences from the
search engine since including e.g. that in the query
changes the set of returned results and their ranking.

For each query, we collect the text snippets from
the result set (up to 1,000 per query). We split them
into sentences, and we filter out all incomplete ones
and those that do not contain the target nouns. We
further make sure that the word sequence follow-
ing the second mentioned target noun is nonempty
and contains at least one nonnoun, thus ensuring
the snippet includes the entire noun phrase: snippets
representing incomplete sentences often end with a
period anyway. We then perform POS tagging us-
ing the Stanford POS tagger (Toutanova et al., 2003)

1JWNL: http://jwordnet.sourceforge.net

Freq. Feature POS Direction
2205 of P 2→ 1
1923 be V 1→ 2
771 include V 1→ 2
382 serve on V 2→ 1
189 chair V 2→ 1
189 have V 1→ 2
169 consist of V 1→ 2
148 comprise V 1→ 2
106 sit on V 2→ 1
81 be chaired by V 1→ 2
78 appoint V 1→ 2
77 on P 2→ 1
66 and C 1→ 2
66 be elected V 1→ 2
58 replace V 1→ 2
48 lead V 2→ 1
47 be intended for V 1→ 2
45 join V 2→ 1
. . . . . . . . . . . .

4 be signed up for V 2→ 1

Table 1: The most frequent Web-derived features for
committee member. Here V stands for verb (possibly
+preposition and/or +particle), P for preposition and C
for coordinating conjunction; 1 → 2 means committee
precedes the feature and member follows it; 2→ 1 means
member precedes the feature and committee follows it.

and shallow parsing with the OpenNLP tools2, and
we extract the following types of features:

Verb: We extract a verb if the subject NP of that
verb is headed by one of the target nouns (or an in-
flected form), and its direct object NP is headed by
the other target noun (or an inflected form). For ex-
ample, the verb include will be extracted from “The
committee includes many members.” We also ex-
tract verbs from relative clauses, e.g., “This is a com-
mittee which includes many members.” Verb parti-
cles are also recognized, e.g., “The committee must
rotate off 1/3 of its members.” We ignore modals
and auxiliaries, but retain the passive be. Finally, we
lemmatize the main verb using WordNet’s morpho-
logical analyzer Morphy (Fellbaum, 1998).

Verb+Preposition: If the subject NP of a verb is
headed by one of the target nouns (or an inflected
form), and its indirect object is a PP containing an
NP which is headed by the other target noun (or an
inflected form), we extract the verb and the preposi-

2OpenNLP: http://opennlp.sourceforge.net
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tion heading that PP, e.g., “The thesis advisory com-
mittee consists of three qualified members.” As in
the verb case, we extract verb+preposition from rel-
ative clauses, we include particles, we ignore modals
and auxiliaries, and we lemmatize the verbs.

Preposition: If one of the target nouns is the head
of an NP containing a PP with an internal NP headed
by the other target noun (or an inflected form), we
extract the preposition heading that PP, e.g., “The
members of the committee held a meeting.”

Coordinating conjunction: If the two target
nouns are the heads of coordinated NPs, we extract
the coordinating conjunction.

In addition to the lexical part, for each extracted
feature, we keep a direction. Therefore the preposi-
tion of represents two different features in the fol-
lowing examples “member of the committee” and
“committee of members”. See Table 1 for examples.

We use the above-described features to calculate
relational similarity, i.e., similarity between pairs of
nouns. In order to downweight very common fea-
tures like of, we use TF.IDF-weighting:

w(x) = TF (x)× log
(

N

DF (x)

)
(1)

In the above formula, TF (x) is the number of
times the feature x has been extracted for the tar-
get noun pair, DF (x) is the total number of training
noun pairs that have that feature, and N is the total
number of training noun pairs.

Given two nouns and their TF.IDF-weighted fre-
quency vectors A and B, we calculate the similarity
between them using the following generalized vari-
ant of the Dice coefficient:

Dice(A,B) =
2×

∑n
i=1 min(ai, bi)∑n

i=1 ai +
∑n

i=1 bi
(2)

Other variants are also possible, e.g., Lin (1998).

4 Relational Similarity Experiments

4.1 SAT Verbal Analogy

Following Turney (2006b), we use SAT verbal anal-
ogy as a benchmark problem for relational similar-
ity. We experiment with the 374 SAT questions
collected by Turney and Littman (2005). Table 2
shows two sample questions: the top word pairs

ostrich:bird palatable:toothsome
(a) lion:cat (a) rancid:fragrant
(b) goose:flock (b) chewy:textured
(c) ewe:sheep (c) coarse:rough
(d) cub:bear (d) solitude:company
(e) primate:monkey (e) no choice

Table 2: SAT verbal analogy: sample questions. The
stem is in bold, the correct answer is in italic, and the
distractors are in plain text.

are called stems, the ones in italic are the solu-
tions, and the remaining ones are distractors. Tur-
ney (2006b) achieves 56% accuracy on this dataset,
which matches the average human performance of
57%, and represents a significant improvement over
the 20% random-guessing baseline.

Note that the righthand side example in Table
2 is missing one distractor; so do 21 questions.
The dataset also mixes different parts of speech:
while solitude and company are nouns, all remaining
words are adjectives. Other examples contain verbs
and adverbs, and even relate pairs of different POS.
This is problematic for our approach, which requires
that both words be nouns3. After having filtered all
examples containing nonnouns, we ended up with
184 questions, which we used in the evaluation.

Given a verbal analogy example, we build six fea-
ture vectors – one for each of the six word pairs. We
then calculate the relational similarity between the
stem of the analogy and each of the five candidates,
and we choose the pair with the highest score; we
make no prediction in case of a tie.

The evaluation results for a leave-one-out cross-
validation are shown in Table 3. We also show 95%-
confidence intervals for the accuracy. The last line
in the table shows the performance of Turney’s LRA
when limited to the 184 noun-only examples. Our
best model v + p + c performs a bit better, 71.3%
vs. 67.4%, but the difference is not statistically sig-
nificant. However, this “inferred” accuracy could be
misleading, and the LRA could have performed bet-
ter if it was restricted to solve noun-only analogies,
which seem easier than the general ones, as demon-
strated by the significant increase in accuracy for
LRA when limited to nouns: 67.4% vs. 56%.

3It can be extended to handle adjective-noun pairs as well,
as demonstrated in section 4.2 below.
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Model X × ∅ Accuracy Cover.
v + p + c 129 52 3 71.3±7.0 98.4
v 122 56 6 68.5±7.2 96.7
v + p 119 61 4 66.1±7.2 97.8
v + c 117 62 5 65.4±7.2 97.3
p + c 90 90 4 50.0±7.2 97.8
p 84 94 6 47.2±7.2 96.7
baseline 37 147 0 20.0±5.2 100.0
LRA 122 59 3 67.4±7.1 98.4

Table 3: SAT verbal analogy: 184 noun-only examples.
v stands for verb, p for preposition, and c for coordinating
conjunction. For each model, the number of correct (X),
wrong (×), and nonclassified examples (∅) is shown, fol-
lowed by accuracy and coverage (in %s).

Model X × ∅ Accuracy Cover.
v + p 240 352 8 40.5±3.9 98.7
v + p + c 238 354 8 40.2±3.9 98.7
v 234 350 16 40.1±3.9 97.3
v + c 230 362 8 38.9±3.8 98.7
p + c 114 471 15 19.5±3.0 97.5
p 110 475 15 19.1±3.0 97.5
baseline 49 551 0 8.2±1.9 100.0
LRA 239 361 0 39.8±3.8 100.0

Table 4: Head-modifier relations, 30 classes: evaluation
on the Diverse dataset, micro-averaged (in %s).

4.2 Head-Modifier Relations

Next, we experiment with the Diverse dataset of
Barker and Szpakowicz (1998), which consists of
600 head-modifier pairs: noun-noun, adjective-noun
and adverb-noun. Each example is annotated with
one of 30 fine-grained relations, which are fur-
ther grouped into the following 5 coarse-grained
classes (the fine-grained relations are shown in
parentheses): CAUSALITY (cause, effect, purpose,
detraction), TEMPORALITY (frequency, time at,
time through), SPATIAL (direction, location, lo-
cation at, location from), PARTICIPANT (agent,
beneficiary, instrument, object, object property,
part, possessor, property, product, source, stative,
whole) and QUALITY (container, content, equa-
tive, material, measure, topic, type). For example,
exam anxiety is classified as effect and therefore as
CAUSALITY, and blue book is property and there-
fore also PARTICIPANT.

Some examples in the dataset are problematic for
our method. First, in three cases, there are two mod-

ifiers, e.g., infectious disease agent, and we had to
ignore the first one. Second, seven examples have
an adverb modifier, e.g., daily exercise, and 262 ex-
amples have an adjective modifier, e.g., tiny cloud.
We treat them as if the modifier was a noun, which
works in many cases, since many adjectives and ad-
verbs can be used predicatively, e.g., ‘This exercise
is performed daily.’ or ‘This cloud looks very tiny.’

For the evaluation, we created a feature vector for
each head-modifier pair, and we performed a leave-
one-out cross-validation: we left one example for
testing and we trained on the remaining 599 ones,
repeating this procedure 600 times so that each ex-
ample be used for testing. Following Turney and
Littman (2005) we used a 1-nearest-neighbor classi-
fier. We calculated the similarity between the feature
vector of the testing example and each of the train-
ing examples’ vectors. If there was a unique most
similar training example, we predicted its class, and
if there were ties, we chose the class predicted by the
majority of tied examples, if there was a majority.

The results for the 30-class Diverse dataset are
shown in Table 4. Our best model achieves 40.5%
accuracy, which is slightly better than LRA’s 39.8%,
but the difference is not statistically significant.

Table 4 shows that the verbs are the most impor-
tant features, yielding about 40% accuracy regard-
less of whether used alone or in combination with
prepositions and/or coordinating conjunctions; not
using them results in 50% drop in accuracy.

The reason coordinating conjunctions do not help
is that head-modifier relations are typically ex-
pressed with verbal or prepositional paraphrases.
Therefore, coordinating conjunctions only help with
some infrequent relations like equative, e.g., finding
player and coach on the Web suggests an equative
relation for player coach (and for coach player).

As Table 3 shows, this is different for SAT ver-
bal analogy, where verbs are still the most important
feature type and the only whose presence/absence
makes a statistical difference. However, this time
coordinating conjunctions (with prepositions) do
help a bit (the difference is not statistically signifi-
cant) since SAT verbal analogy questions ask for a
broader range of relations, e.g., antonymy, for which
coordinating conjunctions like but are helpful.
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Model Accuracy
v + p + c + sent + query (type C) 68.1±4.0
v 67.9±4.0
v + p + c 67.8±4.0
v + p + c + sent (type A) 67.3±4.0
v + p 66.9±4.0
sent (sentence words only) 59.3±4.2
p 58.4±4.2
Baseline (majority class) 57.0±4.2
v + p + c + sent + query (C), 8 stars 67.0±4.0
v + p + c + sent (A), 8 stars 65.4±4.1
Best type C on SemEval 67.0±4.0
Best type A on SemEval 66.0±4.1

Table 5: Relations between nominals: evaluation on the
SemEval dataset. Accuracy is macro-averaged (in %s),
up to 10 Google stars are used unless otherwise stated.

4.3 Relations Between Nominals

We further experimented with the SemEval’07 task
4 dataset (Girju et al., 2007), where each example
consists of a sentence, a target semantic relation, two
nominals to be judged on whether they are in that re-
lation, manually annotated WordNet senses, and the
Web query used to obtain the sentence:

"Among the contents of the

<e1>vessel</e1> were a set of

carpenter’s <e2>tools</e2>, several

large storage jars, ceramic utensils,

ropes and remnants of food, as well

as a heavy load of ballast stones."

WordNet(e1) = "vessel%1:06:00::",

WordNet(e2) = "tool%1:06:00::",

Content-Container(e2, e1) = "true",

Query = "contents of the * were a"

The following nonexhaustive and possibly over-
lapping relations are possible: Cause-Effect
(e.g., hormone-growth), Instrument-Agency
(e.g., laser-printer), Theme-Tool (e.g., work-
force), Origin-Entity (e.g., grain-alcohol),
Content-Container (e.g., bananas-basket),
Product-Producer (e.g., honey-bee), and
Part-Whole (e.g., leg-table). Each relation is
considered in isolation; there are 140 training and at
least 70 test examples per relation.

Given an example, we reduced the target entities
e1 and e2 to single nouns by retaining their heads
only. We then mined the Web for sentences con-

taining these nouns, and we extracted the above-
described feature types: verbs, prepositions and co-
ordinating conjunctions. We further used the follow-
ing problem-specific contextual feature types:

Sentence words: after stop words removal and
stemming with the Porter (1980) stemmer;

Entity words: lemmata of the words in e1 and e2;
Query words: words part of the query string.
Each feature type has a specific prefix which pre-

vents it from mixing with other feature types; the
last feature type is used for type C only (see below).

The SemEval competition defines four types of
systems, depending on whether the manually anno-
tated WordNet senses and the Google query are used:
A (WordNet=no, Query=no), B (WordNet=yes,
Query=no), C (WordNet=no, Query=yes), and D
(WordNet=yes, Query=yes). We experimented with
types A and C only since we believe that having the
manually annotated WordNet sense keys is an unre-
alistic assumption for a real-world application.

As before, we used a 1-nearest-neighbor classifier
with TF.IDF-weighting, breaking ties by predicting
the majority class on the training data. The evalu-
ation results are shown in Table 5. We studied the
effect of different subsets of features and of more
Google star operators. As the table shows, using
up to ten Google stars instead of up to eight (see
section 3) yields a slight improvement in accuracy
for systems of both type A (65.4% vs. 67.3%) and
type C (67.0% vs. 68.1%). Both results represent
a statistically significant improvement over the ma-
jority class baseline and over using sentence words
only, and a slight improvement over the best type A
and type C systems on SemEval’07, which achieved
66% and 67% accuracy, respectively.4

4.4 Noun-Noun Compound Relations

The last dataset we experimented with is a subset
of the 387 examples listed in the appendix of (Levi,
1978). Levi’s theory is one of the most impor-
tant linguistic theories of the syntax and semantics
of complex nominals – a general concept grouping

4The best type B system on SemEval achieved 76.3% ac-
curacy using the manually-annotated WordNet senses in context
for each example, which constitutes an additional data source,
as opposed to an additional resource. The systems that used
WordNet as a resource only, i.e., ignoring the manually anno-
tated senses, were classified as type A or C. (Girju et al., 2007)
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USING THAT NOT USING THAT
Model Accuracy Cover. ANF ASF Accuracy Cover. ANF ASF

Human: all v 78.4±6.0 99.5 34.3 70.9 – – –
Human: first v from each worker 72.3±6.4 99.5 11.6 25.5 – – – –
v + p + c 50.0±6.7 99.1 216.6 1716.0 49.1±6.7 99.1 206.6 1647.6
v + p 50.0±6.7 99.1 208.9 1427.9 47.6±6.6 99.1 198.9 1359.5
v + c 46.7±6.6 99.1 187.8 1107.2 43.9±6.5 99.1 177.8 1038.8
v 45.8±6.6 99.1 180.0 819.1 42.9±6.5 99.1 170.0 750.7
p 33.0±6.0 99.1 28.9 608.8 33.0±6.0 99.1 28.9 608.8
p + c 32.1±5.9 99.1 36.6 896.9 32.1±5.9 99.1 36.6 896.9
Baseline 19.6±4.8 100.0 – – – – – –

Table 6: Noun-noun compound relations, 12 classes: evaluation on Levi-214 dataset. Shown are micro-averaged
accuracy and coverage in %s, followed by average number of features (ANF) and average sum of feature frequencies
(ASF) per example. The righthand side reports the results when the query patterns involving THAT were not used. For
comparison purposes, the top rows show the performance with the human-proposed verbs used as features.

together the partially overlapping classes of nom-
inal compounds (e.g., peanut butter), nominaliza-
tions (e.g., dream analysis), and nonpredicate noun
phrases (e.g., electric shock).

In Levi’s theory, complex nominals can be derived
from relative clauses by removing one of the fol-
lowing 12 abstract predicates: CAUSE1 (e.g., tear
gas), CAUSE2 (e.g., drug deaths), HAVE1 (e.g., ap-
ple cake), HAVE2 (e.g., lemon peel), MAKE1 (e.g.,
silkworm), MAKE2 (e.g., snowball), USE (e.g., steam
iron), BE (e.g., soldier ant), IN (e.g., field mouse),
FOR (e.g., horse doctor), FROM (e.g., olive oil), and
ABOUT (e.g., price war). In the resulting nominals,
the modifier is typically the object of the predicate;
when it is the subject, the predicate is marked with
the index 2. The second derivational mechanism in
the theory is nominalization; it produces nominals
whose head is a nominalized verb.

Since we are interested in noun compounds only,
we manually cleansed the set of 387 examples. We
first excluded all concatenations (e.g., silkworm) and
examples with adjectival modifiers (e.g., electric
shock), thus obtaining 250 noun-noun compounds
(Levi-250 dataset). We further filtered out all nom-
inalizations for which the dataset provides no ab-
stract predicate (e.g., city planner), thus ending up
with 214 examples (Levi-214 dataset).

As in the previous experiments, for each of the
214 noun-noun compounds, we mined the Web
for sentences containing both target nouns, from
which we extracted paraphrasing verbs, prepositions

and coordinating conjunctions. We then performed
leave-one-out cross-validation experiments with a
1-nearest-neighbor classifier, trying to predict the
correct predicate for the testing example. The re-
sults are shown in Table 6. As we can see, us-
ing prepositions alone yields about 33% accuracy,
which is a statistically significant improvement over
the majority-class baseline. Overall, the most impor-
tant features are the verbs: they yield 45.8% accu-
racy when used alone, and 50% together with prepo-
sitions. Adding coordinating conjunctions helps a
bit with verbs, but not with prepositions. Note how-
ever that none of the differences between the differ-
ent feature combinations involving verbs are statis-
tically significant.

The righthand side of the table reports the results
when the query patterns involving THAT (see section
3) were not used. We can observe a small 1-3% drop
in accuracy for all models involving verbs, but it is
not statistically significant.

We also show the average number of distinct fea-
tures and sum of feature counts per example: as we
can see, there is a strong positive correlation be-
tween number of features and accuracy.

5 Comparison to Human Judgments

Since in all above tasks the most important fea-
tures were the verbs, we decided to compare our
Web-derived verbs to human-proposed ones for all
noun-noun compounds in the Levi-250 dataset. We
asked human subjects to produce verbs, possibly

458



followed by prepositions, that could be used in a
paraphrase involving that. For example, olive oil
can be paraphrased as ‘oil that comes from olives’,
‘oil that is obtained from olives’ or ‘oil that is from
olives’. Note that this implicitly allows for prepo-
sitional paraphrases – when the verb is to be and is
followed by a preposition, as in the last paraphrase.

We used the Amazon Mechanical Turk Web ser-
vice5 to recruit human subjects, and we instructed
them to propose at least three paraphrasing verbs
per noun-noun compound, if possible. We randomly
distributed the noun-noun compounds into groups of
5 and we requested 25 different human subjects per
group. Each human subject was allowed to work
on any number of groups, but not on the same one
twice. A total of 174 different human subjects pro-
duced 19,018 verbs. After filtering the bad submis-
sions and normalizing the verbs, we ended up with
17,821 verbs. See (Nakov, 2007) for further de-
tails on the process of extraction and cleansing. The
dataset itself is freely available (Nakov, 2008).

We compared the human-proposed and the Web-
derived verbs for Levi-214, aggregated by relation.
Given a relation, we collected all verbs belong-
ing to noun-noun compounds from that relation to-
gether with their frequencies. From a vector-space
model point of view, we summed their correspond-
ing frequency vectors. We did this separately for
the human- and the program-generated verbs, and
we compared the resulting vectors using Dice co-
efficient with TF.IDF, calculated as before. Figure
1 shows the cosine correlations using all human-
proposed verbs and the first verb from each judge.
We can see a very-high correlation (mid-70% to
mid-90%) for relations like CAUSE1, MAKE1, BE,
but low correlations of 11-30% for reverse relations
like HAVE2 and MAKE2. Interestingly, using the first
verb only improves the results for highly-correlated
relations, but negatively affects low-correlated ones.

Finally, we repeated the cross-validation exper-
iment with the Levi-214 dataset, this time using
the human-proposed verbs6 as features. As Table
6 shows, we achieved 78.4% accuracy using all
verbs (and and 72.3% with the first verb from each
worker), which is a statistically significant improve-

5http://www.mturk.com
6Note that the human subjects proposed their verbs without

any context and independently of our Web-derived sentences.

Figure 1: Cosine correlation (in %s) between the
human- and the program- generated verbs by rela-
tion: using all human-proposed verbs vs. the first verb.

ment over the 50% of our best Web-based model.
This result is strong for a 12-way classification prob-
lem, and confirms our observation that verbs and
prepositions are among the most important features
for relational similarity problems. It further suggests
that the human-proposed verbs might be an upper
bound on the accuracy that could be achieved with
automatically extracted features.

6 Conclusions and Future Work

We have presented a simple approach for character-
izing the relation between a pair of nouns in terms
of linguistically-motivated features which could be
useful for many NLP tasks. We found that verbs
were especially useful features for this task. An im-
portant advantage of the approach is that it does not
require knowledge about the semantics of the indi-
vidual nouns. A potential drawback is that it might
not work well for low-frequency words.

The evaluation on several relational similarity
problems, including SAT verbal analogy, head-
modifier relations, and relations between complex
nominals has shown state-of-the-art performance.
The presented approach can be further extended to
other combinations of parts of speech: not just noun-
noun and adjective-noun. Using a parser with a
richer set of syntactic dependency features, e.g., as
proposed by Padó and Lapata (2007), is another
promising direction for future work.
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Abstract

Rapid and inexpensive techniques for auto-
matic transcription of speech have the po-
tential to dramatically expand the types of
content to which information retrieval tech-
niques can be productively applied, but lim-
itations in accuracy and robustness must be
overcome before that promise can be fully
realized. Combining retrieval results from
systems built on various errorful representa-
tions of the same collection offers some po-
tential to address these challenges. This pa-
per explores that potential by applying Gener-
alized Additive Models to optimize the combi-
nation of ranked retrieval results obtained us-
ing transcripts produced automatically for the
same spoken content by substantially differ-
ent recognition systems. Topic-averaged re-
trieval effectiveness better than any previously
reported for the same collection was obtained,
and even larger gains are apparent when using
an alternative measure emphasizing results on
the most difficult topics.

1 Introduction

Speech retrieval, like other tasks that require trans-
forming the representation of language, suffers from
both random and systematic errors that are intro-
duced by the speech-to-text transducer. Limita-
tions in signal processing, acoustic modeling, pro-
nunciation, vocabulary, and language modeling can
be accommodated in several ways, each of which
make different trade-offs and thus induce different

∗ Dept. of Mathematics/AMSC, UMD
† College of Information Studies, UMD

error characteristics. Moreover, different applica-
tions produce different types of challenges and dif-
ferent opportunities. As a result, optimizing a sin-
gle recognition system for all transcription tasks is
well beyond the reach of present technology, and
even systems that are apparently similar on average
can make different mistakes on different sources. A
natural response to this challenge is to combine re-
trieval results from multiple systems, each imper-
fect, to achieve reasonably robust behavior over a
broader range of tasks. In this paper, we compare
alternative ways of combining these ranked lists.
Note, we do not assume access to the internal work-
ings of the recognition systems, or even to the tran-
scripts produced by those systems.

System combination has a long history in infor-
mation retrieval. Most often, the goal is to combine
results from systems that search different content
(“collection fusion”) or to combine results from dif-
ferent systems on the same content (“data fusion”).
When working with multiple transcriptions of the
same content, we are again presented with new op-
portunities. In this paper we compare some well
known techniques for combination of retrieval re-
sults with a new evidence combination technique
based on a general framework known as Gener-
alized Additive Models (GAMs). We show that
this new technique significantly outperforms sev-
eral well known information retrieval fusion tech-
niques, and we present evidence that it is the ability
of GAMs to combine inputs non-linearly that at least
partly explains our improvements.

The remainder of this paper is organized as fol-
lows. We first review prior work on evidence com-
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bination in information retrieval in Section 2, and
then introduce Generalized Additive Models in Sec-
tion 3. Section 4 describes the design of our ex-
periments with a 589 hour collection of conversa-
tional speech for which information retrieval queries
and relevance judgments are available. Section 5
presents the results of our experiments, and we con-
clude in Section 6 with a brief discussion of implica-
tions of our results and the potential for future work
on this important problem.

2 Previous Work

One approach for combining ranked retrieval results
is to simply linearly combine the multiple system
scores for each topic and document. This approach
has been extensively applied in the literature (Bartell
et al., 1994; Callan et al., 1995; Powell et al., 2000;
Vogt and Cottrell, 1999), with varying degrees of
success, owing in part to the potential difficulty of
normalizing scores across retrieval systems. In this
study, we partially abstract away from this poten-
tial difficulty by using the same retrieval system on
both representations of the collection documents (so
that we don’t expect score distributions to be signif-
icantly different for the combination inputs).

Of course, many fusion techniques using more ad-
vanced score normalization methods have been pro-
posed. Shaw and Fox (1994) proposed a number
of such techniques, perhaps the most successful of
which is known as CombMNZ. CombMNZ has been
shown to achieve strong performance and has been
used in many subsequent studies (Lee, 1997; Mon-
tague and Aslam, 2002; Beitzel et al., 2004; Lillis et
al., 2006). In this study, we also use CombMNZ
as a baseline for comparison, and following Lil-
lis et al. (2006) and Lee (1997), compute it in the
following way. First, we normalize each score si

as norm(si) = si−min(s)
max(s)−min(s) , where max(s) and

min(s) are the maximum and minimum scores seen
in the input result list. After normalization, the
CombMNZ score for a document d is computed as

CombMNZd =
L∑
`

Ns,d × |Nd > 0|.

Here, L is the number of ranked lists to be com-
bined, N`,d is the normalized score of document d

in ranked list `, and |Nd > 0| is the number of non-
zero normalized scores given to d by any result set.

Manmatha et al. (2001) showed that retrieval
scores from IR systems could be modeled using a
Normal distribution for relevant documents and ex-
ponential distribution for non-relevant documents.
However, in their study, fusion results using these
comparatively complex normalization approaches
achieved performance no better than the much sim-
pler CombMNZ.

A simple rank-based fusion technique is inter-
leaving (Voorhees et al., 1994). In this approach,
the highest ranked document from each list is taken
in turn (ignoring duplicates) and placed at the top of
the new, combined list.

Many probabilistic combination approaches have
also been developed, a recent example being Lillis
et al. (2006). Perhaps the most closely related pro-
posal, using logistic regression, was made first by
Savoy et al. (1988). Logistic regression is one exam-
ple from the broad class of models which GAMs en-
compass. Unlike GAMs in their full generality how-
ever, logistic regression imposes a comparatively
high degree of linearity in the model structure.

2.1 Combining speech retrieval results
Previous work on single-collection result fusion has
naturally focused on combining results from multi-
ple retrieval systems. In this case, the potential for
performance improvements depends critically on the
uniqueness of the different input systems being com-
bined. Accordingly, small variations in the same
system often do not combine to produce results bet-
ter than the best of their inputs (Beitzel et al., 2004).

Errorful document collections such as conversa-
tional speech introduce new difficulties and oppor-
tunities for data fusion. This is so, in particular,
because even the same system can produce drasti-
cally different retrieval results when multiple repre-
sentations of the documents (e.g., multiple transcript
hypotheses) are available. Consider, for example,
Figure 1 which shows, for each term in each of our
title queries, the proportion of relevant documents
containing that term in only one of our two tran-
script hypotheses. Critically, by plotting this propor-
tion against the term’s inverse document frequency,
we observe that the most discriminative query terms
are often not available in both document represen-
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Figure 1: For each term in each query, the proportion of
relevant documents containing the term vs. inverse doc-
ument frequency. For increasingly discriminative terms
(higher idf ), we observe that the probability of only one
transcript containing the term increases dramatically.

tations. As these high-idf terms make large contri-
butions to retrieval scores, this suggests that even an
identical retrieval system may return a large score
using one transcript hypothesis, and yet a very low
score using another. Accordingly, a linear combina-
tion of scores is unlikely to be optimal.

A second example illustrates the difficulty. Sup-
pose recognition system A can recognize a particu-
lar high-idf query term, but system B never can. In
the extreme case, the term may simply be out of vo-
cabulary, although this may occur for various other
reasons (e.g., poor language modeling or pronuncia-
tion dictionaries). Here again, a linear combination
of scores will fail, as will rank-based interleaving.
In the latter case, we will alternate between taking a
plausible document from systemA and an inevitably
worse result from the crippled system B.

As a potential solution for these difficulties, we
consider the use of generalized additive models for
retrieval fusion.

3 Generalized Additive Models

Generalized Additive Models (GAMs) are a gen-
eralization of Generalized Linear Models (GLMs),

while GLMs are a generalization of the well known
linear model. In a GLM, the distribution of an ob-
served random variable Yi is related to the linear pre-
dictor ηi through a smooth monotonic link function
g,

g(µi) = ηi = Xiβ.

Here, Xi is the ith row of the model matrix X (one
set of observations corresponding to one observed
yi) and β is a vector of unknown parameters to be
learned from the data. If we constrain our link func-
tion g to be the identity transformation, and assume
Yi is Normal, then our GLM reduces to a simple lin-
ear model.

But GLMs are considerably more versatile than
linear models. First, rather than only the Normal dis-
tribution, the response Yi is free to have any distribu-
tion belonging to the exponential family of distribu-
tions. This family includes many useful distributions
such as the Binomial, Normal, Gamma, and Poisson.
Secondly, by allowing non-identity link functions g,
some degree of non-linearity may be incorporated in
the model structure.

A well known GLM in the NLP community is lo-
gistic regression (which may alternatively be derived
as a maximum entropy classifier). In logistic regres-
sion, the response is assumed to be Binomial and the
chosen link function is the logit transformation,

g(µi) = logit(µi) = log
(

µi

1− µi

)
.

Generalized additive models allow for additional
model flexibility by allowing the linear predictor to
now also contain learned smooth functions fj of the
covariates xk. For example,

g(µi) = X∗i θ + f1(x1i) + f2(x2i) + f3(x3i, x4i).

As in a GLM, µi ≡ E(Yi) and Yi belongs to the
exponential family. Strictly parametric model com-
ponents are still permitted, which we represent as a
row of the model matrix X∗i (with associated param-
eters θ).

GAMs may be thought of as GLMs where one
or more covariate has been transformed by a basis
expansion, f(x) =

∑q
j bj(x)βj . Given a set of q

basis functions bj spanning a q-dimensional space

463



of smooth transformations, we are back to the lin-
ear problem of learning coefficients βj which “opti-
mally” fit the data. If we knew the appropriate trans-
formation of our covariates (say the logarithm), we
could simply apply it ourselves. GAMs allow us to
learn these transformations from the data, when we
expect some transformation to be useful but don’t
know it’s form a priori. In practice, these smooth
functions may be represented and the model pa-
rameters may be learned in various ways. In this
work, we use the excellent open source package
mgcv (Wood, 2006), which uses penalized likeli-
hood maximization to prevent arbitrarily “wiggly”
smooth functions (i.e., overfitting). Smooths (in-
cluding multidimensional smooths) are represented
by thin plate regression splines (Wood, 2003).

3.1 Combining speech retrieval results with
GAMs

The chief difficulty introduced in combining ranked
speech retrieval results is the severe disagreement in-
troduced by differing document hypotheses. As we
saw in Figure 1, it is often the case that the most dis-
criminative query terms occur in only one transcript
source.

3.1.1 GLM with factors
Our first new approach for handling differences in

transcripts is an extension of the logistic regression
model previously used in data fusion work, (Savoy
et al., 1988). Specifically, we augment the model
with the first-order interaction of scores x1x2 and
the factor αi, so that

logit{E(Ri)} = β0 +αi +x1β1 +x2β2 +x1x2β3,

where the relevance Ri ∼ Binomial. A factor is
essentially a learned intercept for different subsets
of the response. In this case,

αi =


βBOTH if both representations matched qi
βIBM only di,IBM matched qi
βBBN only di,BBN matched qi

where αi corresponds to data row i, with associ-
ated document representations di,source and query
qi. The intuition is simply that we’d like our model
to have different biases for or against relevance

based on which transcript source retrieved the doc-
ument. This is a small-dimensional way of damp-
ening the effects of significant disagreements in the
document representations.

3.1.2 GAM with multidimensional smooth

If a document’s score is large in both systems, we
expect it to have high probability of relevance. How-
ever, as a document’s score increases linearly in one
source, we have no reason to expect its probability
of relevance to also increase linearly. Moreover, be-
cause the most discriminative terms are likely to be
found in only one transcript source, even an absent
score for a document does not ensure a document
is not relevant. It is clear then that the mapping
from document scores to probability of relevance is
in general a complex nonlinear surface. The limited
degree of nonlinear structure afforded to GLMs by
non-identity link functions is unlikely to sufficiently
capture this intuition.

Instead, we can model this non-linearity using a
generalized additive model with multidimensional
smooth f(xIBM , xBBN ), so that

logit{E(Ri)} = β0 + f(xIBM , xBBN ).

Again, Ri ∼ Binomial and β0 is a learned inter-
cept (which, alternatively, may be absorbed by the
smooth f ).

Figure 2 shows the smoothing transformation f
learned during our evaluation. Note the small de-
crease in predicted probability of relevance as the
retrieval score from one system decreases, while the
probability curves upward again as the disagreement
increases. This captures our intuition that systems
often disagree strongly because discriminative terms
are often not recognized in all transcript sources.

We can think of the probability of relevance map-
ping learned by the factor model of Section 3.1.1 as
also being a surface defined over the space of input
document scores. That model, however, was con-
strained to be linear. It may be visualized as a col-
lection of affine planes (with common normal vec-
tors, but each shifted upwards by their factor level’s
weight and the common intercept).
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4 Experiments

4.1 Dataset
Our dataset is a collection of 272 oral history inter-
views from the MALACH collection. The task is
to retrieve short speech segments which were man-
ually designated as being topically coherent by pro-
fessional indexers. There are 8,104 such segments
(corresponding to roughly 589 hours of conversa-
tional speech) and 96 assessed topics. We follow the
topic partition used for the 2007 evaluation by the
Cross Language Evaluation Forum’s cross-language
speech retrieval track (Pecina et al., 2007). This
gives us 63 topics on which to train our combination
systems and 33 topics for evaluation.

4.2 Evaluation
4.2.1 Geometric Mean Average Precision

Average precision (AP) is the average of the pre-
cision values obtained after each document relevant
to a particular query is retrieved. To assess the
effectiveness of a system across multiple queries,
a commonly used measure is mean average preci-
sion (MAP). Mean average precision is defined as
the arithmetic mean of per-topic average precision,
MAP = 1

n

∑
n APn. A consequence of the arith-

metic mean is that, if a system improvement dou-
bles AP for one topic from 0.02 to 0.04, while si-
multaneously decreasing AP on another from 0.4 to
0.38, the MAP will be unchanged. If we prefer to
highlight performance differences on the lowest per-
forming topics, a widely used alternative is the geo-
metric mean of average precision (GMAP), first in-
troduced in the TREC 2004 robust track (Voorhees,
2006).

GMAP = n

√∏
n

APn

Robertson (2006) presents a justification and analy-
sis of GMAP and notes that it may alternatively be
computed as an arithmetic mean of logs,

GMAP = exp
1
n

∑
n

log APn.

4.2.2 Significance Testing for GMAP
A standard way of measuring the significance of

system improvements in MAP is to compare aver-
age precision (AP) on each of the evaluation queries

using the Wilcoxon signed-rank test. This test, while
not requiring a particular distribution on the mea-
surements, does assume that they belong to an in-
terval scale. Similarly, the arithmetic mean of MAP
assumes AP has interval scale. As Robertson (2006)
has pointed out, it is in no sense clear that AP
(prior to any transformation) satisfies this assump-
tion. This becomes an argument for GMAP, since it
may also be defined using an arithmetic mean of log-
transformed average precisions. That is to say, the
logarithm is simply one possible monotonic trans-
formation which is arguably as good as any other,
including the identify transform, in terms of whether
the transformed value satisfies the interval assump-
tion. This log transform (and hence GMAP) is use-
ful simply because it highlights improvements on
the most difficult queries.

We apply the same reasoning to test for statistical
significance in GMAP improvements. That is, we
test for significant improvements in GMAP by ap-
plying the Wilcoxon signed rank test to the paired,
transformed average precisions, log AP. We handle
tied pairs and compute exact p-values using the Stre-
itberg & Röhmel Shift-Algorithm (1990). For topics
with AP = 0, we follow the Robust Track conven-
tion and add ε = 0.00001. The authors are not aware
of significance tests having been previously reported
on GMAP.

4.3 Retrieval System
We use Okapi BM25 (Robertson et al., 1996) as
our basic retrieval system, which defines a document
D’s retrieval score for query Q as

s(D,Q) =
n∑

i=1

idf(qi)
(k3+1)qfi

k3+qfi
)f(qi, D)(k1 + 1)

f(qi, D) + k1(1− b+ b |D|avgdl )
,

where the inverse document frequency (idf ) is de-
fined as

idf(qi) = log
N − n(qi) + 0.5
n(qi) + 0.5

,

N is the size of the collection, n(qi) is the docu-
ment frequency for term qi, qfi is the frequency of
term qi in query Q, f(qi, D) is the term frequency
of query term qi in document D, |D| is the length
of the matching document, and avgdl is the average
length of a document in the collection. We set the
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Figure 2: The two dimensional smooth f(sIBM, sBBN)
learned to predict relevance given input scores from IBM
and BBN transcripts.

parameters to k1 = 1, k3 = 1, b = .5, which gave
good results on a single transcript.

4.4 Speech Recognition Transcripts

Our first set of speech recognition transcripts was
produced by IBM for the MALACH project, and
used for several years in the CLEF cross-language
speech retrieval (CL-SR) track (Pecina et al., 2007).
The IBM recognizer was built using a manually
produced pronunciation dictionary and 200 hours
of transcribed audio. The resulting interview tran-
scripts have a reported mean word error rate (WER)
of approximately 25% on held out data, which was
obtained by priming the language model with meta-
data available from pre-interview questionnaires.
This represents significant improvements over IBM
transcripts used in earlier CL-SR evaluations, which
had a best reported WER of 39.6% (Byrne et al.,
2004). This system is reported to have run at ap-
proximately 10 times real time.

4.4.1 New Transcripts for MALACH
We were graciously permitted to use BBN Tech-

nology’s speech recognition system to produce a
second set of ASR transcripts for our experiments
(Prasad et al., 2005; Matsoukas et al., 2005). We se-
lected the one side of the audio having largest RMS

amplitude for training and decoding. This channel
was down-sampled to 8kHz and segmented using an
available broadcast news segmenter. Because we did
not have a pronunciation dictionary which covered
the transcribed audio, we automatically generated
pronunciations for roughly 14k words using a rule-
based transliterator and the CMU lexicon. Using
the same 200 hours of transcribed audio, we trained
acoustic models as described in (Prasad et al., 2005).
We use a mixture of the training transcripts and var-
ious newswire sources for our language model train-
ing. We did not attempt to prime the language model
for particular interviewees or otherwise utilize any
interview metadata. For decoding, we ran a fast (ap-
proximately 1 times real time) system, as described
in (Matsoukas et al., 2005). Unfortunately, as we do
not have the same development set used by IBM, a
direct comparison of WER is not possible. Testing
on a small held out set of 4.3 hours, we observed our
system had a WER of 32.4%.

4.5 Combination Methods

For baseline comparisons, we ran our evaluation on
each of the two transcript sources (IBM and our new
transcripts), the linear combination chosen to opti-
mize MAP (LC-MAP), the linear combination cho-
sen to optimize GMAP (LC-GMAP), interleaving
(IL), and CombMNZ. We denote our additive fac-
tor model as Factor GLM, and our multidimensional
smooth GAM model as MD-GAM.

Linear combination parameters were chosen to
optimize performance on the training set, sweeping
the weight for each source at intervals of 0.01. For
the generalized additive models, we maximized the
penalized likelihood of the training examples under
our model, as described in Section 3.

5 Results

Table 1 shows our complete set of results. This
includes baseline scores from our new set of
transcripts, each of our baseline combination ap-
proaches, and results from our proposed combina-
tion models. Although we are chiefly interested in
improvements on difficult topics (i.e., GMAP), we
present MAP for comparison. Results in bold in-
dicate the largest mean value of the measure (ei-
ther AP or log AP), while daggers (†) indicate the
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Type Model MAP GMAP
T IBM 0.0531 (-.2) 0.0134 (-11.8)
- BBN 0.0532 0.0152
- LC-MAP 0.0564 (+6.0) 0.0158 (+3.9)
- LC-GMAP 0.0587 (+10.3) 0.0154 (+1.3)
- IL 0.0592 (+11.3) 0.0165 (+8.6)
- CombMNZ 0.0550 (+3.4) 0.0150 (-1.3)
- Factor GLM 0.0611 (+14.9)† 0.0161 (+5.9)
- MD-GAM 0.0561 (+5.5)† 0.0180 (+18.4)†

TD IBM 0.0415 (-15.1) 0.0173 (-9.9)
- BBN 0.0489 0.0192
- LC-MAP 0.0519 (+6.1)† 0.0201 (+4.7)†

- LC-GMAP 0.0531 (+8.6)† 0.0200 (+4.2)
- IL 0.0507 (+3.7) 0.0210 (+9.4)
- CombMNZ 0.0495 (+1.2)† 0.0196 (+2.1)
- Factor GLM 0.0526 (+7.6)† 0.0198 (+3.1)
- MD-GAM 0.0529 (+8.2)† 0.0223 (+16.2)†

Table 1: MAP and GMAP for each combination ap-
proach, using the evaluation query set from the CLEF-
2007 CL-SR (MALACH) collection. Shown in paren-
theses is the relative improvement in score over the best
single transcripts results (i.e., using our new set of tran-
scripts). The best (mean) score for each condition is in
bold.

combination is a statistically significant improve-
ment (α = 0.05) over our new transcript set (that
is, over the best single transcript result). Tests for
statistically significant improvements in GMAP are
computed using our paired log AP test, as discussed
in Section 4.2.2.

First, we note that the GAM model with multi-
dimensional smooth gives the largest GMAP im-
provement for both title and title-description runs.
Secondly, it is the only combination approach able
to produce statistically significant relative improve-
ments on both measures for both conditions. For
GMAP, our measure of interest, these improve-
ments are 18.4% and 16.2% respectively.

One surprising observation from Table 1 is that
the mean improvement in log AP for interleaving is
fairly large and yet not statistically significant (it is
in fact a larger mean improvement than several other
baseline combination approaches which are signifi-
cant improvements. This may suggest that interleav-
ing suffers from a large disparity between its best
and worst performance on the query set.
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Figure 3: The proportion of relevant documents returned
in IBM and BBN transcripts for discriminative title words
(title words occurring in less than .01 of the collection).
Point size is proportional to the improvement in average
precision using (1) the best linear combination chosen to
optimize GMAP (4) and (2) the combination using MD-
GAM (©).

Figure 3 examines whether our improvements
come systematically from only one of the transcript
sources. It shows the proportion of relevant docu-
ments in each transcript source containing the most
discriminative title words (words occurring in less
than .01 of the collection). Each point represents
one term for one topic. The size of the point is pro-
portional to the difference in AP observed on that
topic by using MD-GAM and by using LC-GMAP.
If the difference is positive (MD-GAM wins), we
plot ©, otherwise 4. First, we observe that, when
it wins, MD-GAM tends to increase AP much more
than when LC-GMAP wins. While there are many
wins also for LC-GMAP, the effects of the larger
MD-GAM improvements will dominate for many of
the most difficult queries. Secondly, there does not
appear to be any evidence that one transcript source
has much higher term-recall than the other.

5.1 Oracle linear combination

A chief advantage of our MD-GAM combination
model is that it is able to map input scores non-
linearly onto a probability of document relevance.
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Type Model GMAP
T Oracle-LC-GMAP 0.0168
- MD-GAM 0.0180 (+7.1)

TD Oracle-LC-GMAP 0.0222
- MD-GAM 0.0223 (+0.5)

Table 2: GMAP results for an oracle experiment in
which MD-GAM was fairly trained and LC-GMAP was
unfairly optimized on the test queries.

To make an assessment of how much this capabil-
ity helps the system, we performed an oracle exper-
iment where we again constrained MD-GAM to be
fairly trained but allowed LC-GMAP to cheat and
choose the combination optimizing GMAP on the
test data. Table 2 lists the results. While the im-
provement with MD-GAM is now not statistically
significant (primarily because of our small query
set), we found it still out-performed the oracle linear
combination. For title-only queries, this improve-
ment was surprisingly large at 7.1% relative.

6 Conclusion

While speech retrieval is one example of retrieval
under errorful document representations, other sim-
ilar tasks may also benefit from these combination
models. This includes the task of cross-language re-
trieval, as well as the retrieval of documents obtained
by optical character recognition.

Within speech retrieval, further work also remains
to be done. For example, various other features are
likely to be useful in predicting optimal system com-
bination. These might include, for example, confi-
dence scores, acoustic confusability, or other strong
cues that one recognition system is unlikely to have
properly recognized a query term. We look forward
to investigating these possibilities in future work.

The question of how much a system should ex-
pose its internal workings (e.g., its document rep-
resentations) to external systems is a long standing
problem in meta-search. We’ve taken the rather nar-
row view that systems might only expose the list of
scores they assigned to retrieved documents, a plau-
sible scenario considering the many systems now
emerging which are effectively doing this already.
Some examples include EveryZing,1 the MIT Lec-

1http://www.everyzing.com/

ture Browser,2 and Comcast’s video search.3 This
trend is likely to continue as the underlying repre-
sentations of the content are themselves becoming
increasingly complex (e.g., word and subword level
lattices or confusion networks). The cost of expos-
ing such a vast quantity of such complex data rapidly
becomes difficult to justify.

But if the various representations of the con-
tent are available, there are almost certainly other
combination approaches worth investigating. Some
possible approaches include simple linear combi-
nations of the putative term frequencies, combina-
tions of one best transcript hypotheses (e.g., us-
ing ROVER (Fiscus, 1997)), or methods exploiting
word-lattice information (Evermann and Woodland,
2000).

Our planet’s 6.6 billion people speak many more
words every day than even the largest Web search
engines presently index. While much of this is
surely not worth hearing again (or even once!), some
of it is surely precious beyond measure. Separating
the wheat from the chaff in this cacophony is the rai-
son d’etre for information retrieval, and it is hard to
conceive of an information retrieval challenge with
greater scope or greater potential to impact our soci-
ety than improving our access to the spoken word.
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Abstract

We assess the current state of the art in speech
summarization, by comparing a typical sum-
marizer on two different domains: lecture data
and the SWITCHBOARD corpus. Our re-
sults cast significant doubt on the merits of this
area’s accepted evaluation standards in terms
of: baselines chosen, the correspondence of
results to our intuition of what “summaries”
should be, and the value of adding speech-
related features to summarizers that already
use transcripts from automatic speech recog-
nition (ASR) systems.

1 Problem definition and related literature

Speech is arguably the most basic, most natural form
of human communication. The consistent demand
for and increasing availability of spoken audio con-
tent on web pages and other digital media should
therefore come as no surprise. Along with this avail-
ability comes a demand for ways to better navigate
through speech, which is inherently more linear or
sequential than text in its traditional delivery.

Navigation connotes a number of specific tasks,
including search, but also browsing (Hirschberg et
al., 1999) and skimming, which can involve far
more analysis and manipulation of content than the
spoken document retrieval tasks of recent NIST
fame (1997 2000). These would include time com-
pression of the speech signal and/or “dichotic” pre-
sentations of speech, in which a different audio track
is presented to either ear (Cherry and Taylor, 1954;
Ranjan et al., 2006). Time compression of speech,
on the other hand, excises small slices of digitized

speech data out of the signal so that the voices speak
all of the content but more quickly. The excision
can either be fixed rate, for which there have been
a number of experiments to detect comprehension
limits, or variable rate, where the rate is determined
by pause detection and shortening (Arons, 1992),
pitch (Arons, 1994) or longer-term measures of lin-
guistic salience (Tucker and Whittaker, 2006). A
very short-term measure based on spectral entropy
can also be used (Ajmal et al., 2007), which has
the advantage that listeners cannot detect the vari-
ation in rate, but they nevertheless comprehend bet-
ter than fixed-rate baselines that preserve pitch pe-
riods. With or without variable rates, listeners can
easily withstand a factor of two speed-up, but Likert
response tests definitively show that they absolutely
hate doing it (Tucker and Whittaker, 2006) relative
to word-level or utterance-level excisive methods,
which would include the summarization-based strat-
egy that we pursue in this paper.

The strategy we focus on here is summariza-
tion, in its more familiar construal from compu-
tational linguistics and information retrieval. We
view it as an extension of the text summarization
problem in which we use automatically prepared,
imperfect textual transcripts to summarize speech.
Other details are provided in Section 2.2. Early
work on speech summarization was either domain-
restricted (Kameyama and Arima, 1994), or prided
itself on not using ASR at all, because of its unreli-
ability in open domains (Chen and Withgott, 1992).
Summaries of speech, however, can still be delivered
audially (Kikuchi et al., 2003), even when (noisy)
transcripts are used.
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The purpose of this paper is not so much to in-
troduce a new way of summarizing speech, as to
critically reappraise how well the current state of
the art really works. The earliest work to con-
sider open-domain speech summarization seriously
from the standpoint of text summarization technol-
ogy (Valenza et al., 1999; Zechner and Waibel,
2000) approached the task as one of speech tran-
scription followed by text summarization of the re-
sulting transcript (weighted by confidence scores
from the ASR system), with the very interesting re-
sult that transcription and summarization errors in
such systems tend to offset one another in overall
performance. In the years following this work, how-
ever, some research by others on speech summa-
rization (Maskey and Hirschberg, 2005; Murray et
al., 2005; Murray et al., 2006, inter alia) has fo-
cussed de rigueur on striving for and measuring the
improvements attainable over the transcribe-then-
summarize baseline with features available from
non-transcriptional sources (e.g., pitch and energy
of the acoustic signal) or those, while evident in tex-
tual transcripts, not germane to texts other than spo-
ken language transcripts (e.g., speaker changes or
question-answer pair boundaries).

These “novel” features do indeed seem to help,
but not by nearly as much as some of this recent
literature would suggest. The experiments and the
choice of baselines have largely been framed to il-
luminate the value of various knowledge sources
(“prosodic features,” “named entity features” etc.),
rather than to optimize performance per se — al-
though the large-dimensional pattern recognition al-
gorithms and classifiers that they use are inappropri-
ate for descriptive hypothesis testing.

First, most of the benefit attained by these novel
sources can be captured simply by measuring the
lengths of candidate utterances. Only one paper we
are aware of (Christensen et al., 2004) has presented
the performance of length on its own, although the
objective there was to use length, position and other
simple textual feature baselines (no acoustics) to
distinguish the properties of various genres of spo-
ken audio content, a topic that we will return to in
Section 2.1.1 Second, maximal marginal relevance

1Length features are often mentioned in the text of other
work as the most beneficial single features in more hetero-

(MMR) has also fallen by the wayside, although it
too performs very well. Again, only one paper that
we are aware of (Murray et al., 2005) provides an
MMR baseline, and there MMR significantly out-
performs an approach trained on a richer collection
of features, including acoustic features. MMR was
the method of choice for utterance selection in Zech-
ner and Waibel (2000) and their later work, but it
is often eschewed perhaps because textbook MMR
does not directly provide a means to incorporate
other features. There is a simple means of doing so
(Section 2.3), and it is furthermore very resilient to
low word-error rates (WERs, Section 3.3).

Third, as inappropriate uses of optimization meth-
ods go, the one comparison that has not made it
into print yet is that of the more traditional “what-is-
said” features (MMR, length in words and named-
entity features) vs. the avant-garde “how-it-is-said”
features (structural, acoustic/prosodic and spoken-
language features). Maskey & Hirschberg (2005)
divide their features into these categories, but only
to compute a correlation coefficient between them
(0.74). The former in aggregate still performs sig-
nificantly better than the latter in aggregate, even if
certain members of the latter do outperform certain
members of the former. This is perhaps the most re-
assuring comparison we can offer to text summariza-
tion and ASR enthusiasts, because it corroborates
the important role that ASR still plays in speech
summarization in spite of its imperfections.

Finally, and perhaps most disconcertingly, we
can show that current speech summarization per-
forms just as well, and in some respects even bet-
ter, with SWITCHBOARD dialogues as it does with
more coherent spoken-language content, such as lec-
tures. This is not a failing of automated systems
themselves — even humans exhibit the same ten-
dency under the experimental conditions that most
researchers have used to prepare evaluation gold
standards. What this means is that, while speech
summarization systems may arguably be useful and
are indeed consistent with whatever it is that humans
are doing when they are enlisted to rank utterances,
this evaluation regime simply does not reflect how
well the “summaries” capture the goal-orientation or

geneous systems, but without indicating their performance on
their own.
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higher-level purpose of the data that they are trained
on. As a community, we have been optimizing an
utterance excerpting task, we have been moderately
successful at it, but this task in at least one impor-
tant respect bears no resemblance to what we could
convincingly call speech summarization.

These four results provide us with valuable insight
into the current state of the art in speech summariza-
tion: it is not summarization, the aspiration to mea-
sure the relative merits of knowledge sources has
masked the prominence of some very simple base-
lines, and the Zechner & Waibel pipe-ASR-output-
into-text-summarizer model is still very competitive
— what seems to matter more than having access
to the raw spoken data is simply knowing that it is
spoken data, so that the most relevant, still textu-
ally available features can be used. Section 2 de-
scribes the background and further details of the ex-
periments that we conducted to arrive at these con-
clusions. Section 3 presents the results that we ob-
tained. Section 4 concludes by outlining an ecologi-
cally valid alternative for evaluating real summariza-
tion in light of these results.

2 Setting of the experiment

2.1 Provenance of the data

Speech summarizers are generally trained to sum-
marize either broadcast news or meetings. With
the exception of one paper that aspires to compare
the “styles” of spoken and written language ceteris
paribus (Christensen et al., 2004), the choice of
broadcast news as a source of data in more recent
work is rather curious. Broadcast news, while open
in principle in its range of topics, typically has a
range of closely parallel, written sources on those
same topics, which can either be substituted for spo-
ken source material outright, or at the very least
be used corroboratively alongside them. Broadcast
news is also read by professional news readers, using
high quality microphones and studio equipment, and
as a result has very lower WER — some even call
ASR a solved problem on this data source. Broad-
cast news is also very text-like at a deeper level. Rel-
ative position within a news story or dialogue, the
dreaded baseline of text summarization, works ex-
tremely well in spoken broadcast news summariza-
tion, too. Within the operating region of the receiver

operating characteristics (ROC) curve most relevant
to summarizers (0.1–0.3), Christensen et al. (2004)
showed that position was by far the best feature in
a read broadcast news system with high WER, and
that position and length of the extracted utterance
were the two best with low WER. Christensen et
al. (2004) also distinguished read news from “spon-
taneous news,” broadcasts that contain interviews
and/or man-in-the-field reports, and showed that in
the latter variety position is not at all prominent
at any level of WER, but length is. Maskey &
Hirschberg’s (2005) broadcast news is a combina-
tion of read news and spontaneous news.

Spontaneous speech, in our view, particularly in
the lecture domain, is our best representative of what
needs to be summarized. Here, the positional base-
line performs quite poorly (although length does ex-
tremely well, as discussed below), and ASR per-
formance is far from perfect. In the case of lec-
tures, there are rarely exact transcripts available, but
there are bulleted lines from presentation slides, re-
lated research papers on the speaker’s web page and
monographs on the same topic that can be used to
improve the language models for speech recogni-
tion systems. Lectures have just the right amount of
props for realistic ASR, but still very open domain
vocabularies and enough spontaneity to make this a
problem worth solving. As discussed further in Sec-
tion 4, the classroom lecture genre also provides us
with a task that we hope to use to conduct a better
grounded evaluation of real summarization quality.

To this end, we use a corpus of lectures recorded
at the University of Toronto to train and test our sum-
marizer. Only the lecturer is recorded, using a head-
worn microphone, and each lecture lasts 50 minutes.
The lectures in our experiments are all undergradu-
ate computer science lectures. The results reported
in this paper used four different lectures, each from
a different course and spoken by a different lecturer.
We used a leave-one-out cross-validation approach
by iteratively training on three lectures worth of ma-
terial and testing on the one remaining. We combine
these iterations by averaging. The lectures were di-
vided at random into 8–15 minute intervals, how-
ever, in order to provide a better comparison with
the SWITCHBOARD dialogues. Each interval was
treated as a separate document and was summarized
separately. So the four lectures together actually
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provide 16 SWITCHBOARD-sized samples of ma-
terial, and our cross-validation leaves on average
four of them out in a turn.

We also use part of the SWITCHBOARD cor-
pus in one of our comparisons. SWITCHBOARD
is a collection of telephone conversations, in which
two participants have been told to speak on a cer-
tain topic, but with no objective or constructive
goal to proceed towards. While the conversations
are locally coherent, this lack of goal-orientation is
acutely apparent in all of them — they may be as
close as any speech recording can come to being
about nothing.2 We randomly selected 27 conver-
sations, containing a total of 3665 utterances (iden-
tified by pause length), and had three human anno-
tators manually label each utterance as in- or out-
of-summary. Interestingly, the interannotator agree-
ment on SWITCHBOARD ( ��� �����	�	�

) is higher
than on the lecture corpus (0.372) and higher than
the � -score reported by Galley (2006) for the ICSI
meeting data used by Murray et al. (2005; 2006),
in spite of the fact that Murray et al. (2005) primed
their annotators with a set of questions to consider
when annotating the data.3 This does not mean that
the SWITCHBOARD summaries are qualitatively
better, but rather that annotators are apt to agree
more on which utterances to include in them.

2.2 Summarization task

As with most work in speech summarization, our
strategy involves considering the problem as one
of utterance extraction, which means that we are
not synthesizing new text or speech to include in
summaries, nor are we attempting to extract small
phrases to sew together with new prosodic contours.
Candidate utterances are identified through pause-
length detection, and the length of these pauses has
been experimentally calibrated to 200 msec, which
results in roughly sentence-sized utterances. Sum-
marization then consists of choosing the best N% of
these utterances for the summary, where N is typ-

2It should be noted that the meandering style of SWITCH-
BOARD conversations does have correlates in text processing,
particularly in the genres of web blogs and newsgroup- or wiki-
based technical discussions.

3Although we did define what a summary was to each anno-
tator beforehand, we did not provide questions or suggestions
on content for either corpus.

ically between 10 and 30. We will provide ROC
curves to indicate performance as a function over all
N. An ROC is plotted along an x-axis of specificity
(true-negative-rate) and a y-axis of sensitivity (true-
positive-rate). A larger area under the ROC corre-
sponds to better performance.

2.3 Utterance isolation

The framework for our extractive summarization ex-
periments is depicted in Figure 1. With the excep-
tion of disfluency removal, it is very similar in its
overall structure to that of Zechner’s (2001). The
summarizer takes as input either manual or auto-
matic transcripts together with an audio file, and
has three modules to process disfluencies and extract
features important to identifying sentences.

Figure 1: Experimental framework for summarizing
spontaneous conversations.

During sentence boundary detection, words that
are likely to be adjacent to an utterance boundary
are determined. We call these words trigger words.

False starts are very common in spontaneous
speech. According to Zechner’s (2001) statistics on
the SWITCHBOARD corpus, they occur in 10-15%
of all utterances. A decision tree (C4.5, Release
8) is used to detect false starts, trained on the POS
tags and trigger-word status of the first and last four
words of sentences from a training set. Once false
starts are detected, these are removed.

We also identify repetitions as a sequence of be-
tween 1 and 4 words which is consecutively re-
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peated in spontaneous speech. Generally, repetitions
are discarded. Repetitions of greater length are ex-
tremely rare statistically and are therefore ignored.

Question-answer pairs are also detected and
linked. Question-answer detection is a two-stage
process. The system first identifies the questions and
then finds the corresponding answer. For (both WH-
and Yes/No) question identification, another C4.5
classifier was trained on 2,000 manually annotated
sentences using utterance length, POS bigram oc-
currences, and the POS tags and trigger-word status
of the first and last five words of an utterance. After
a question is identified, the immediately following
sentence is labelled as the answer.

2.4 Utterance selection

To obtain a trainable utterance selection module that
can utilize and compare rich features, we formu-
lated utterance selection as a standard binary clas-
sification problem, and experimented with several
state-of-the-art classifiers, including linear discrim-
inant analysis LDA, support vector machines with
a radial basis kernel (SVM), and logistic regression
(LR), as shown in Figure 2 (computed on SWITCH-
BOARD data). MMR, Zechner’s (2001) choice, is
provided as a baseline. MMR linearly interpolates
a relevance component and a redundancy compo-
nent that balances the need for new vs. salient in-
formation. These two components can just as well
be mixed through LR, which admits the possibility
of adding more features and the benefit of using LR
over held-out estimation.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

R
ec

al
l

Precision

 

 

LR−full−fea
LDA−full−fea
SVM−full−fea
LR−MMR−fea
MMR

Figure 2: Precision-recall curve for several classifiers on
the utterance selection task.

As Figure 2 indicates, there is essentially no dif-
ference in performance among the three classifiers
we tried, nor between MMR and LR restricted to
the two MMR components. This is important, since
we will be comparing MMR to LR-trained classi-
fiers based on other combinations of features below.
The ROC curves in the remainder of this paper have
been prepared using the LR classifier.

2.5 Features extracted

While there is very little difference realized across
pattern recognition methods, there is much more at
stake with respect to which features the methods use
to characterize their input. We can extract and use
the features in Figure 3, arranged there according to
their knowledge source.

We detect disfluencies in the same manner as
Zechner (2001)). Taking ASR transcripts as input,
we use the Brill tagger (Brill, 1995) to assign POS
tags to each word. There are 42 tags: Brill’s 38 plus
four which identify filled-pause disfluencies:

� empty coordinating conjunctions (CO),

� lexicalized filled pauses (DM),

� editing terms (ET), and

� non-lexicalized filled pauses (UH).

Our disfluency features include the number of each
of these, their total, and also the number of repeti-
tions. Disfluencies adjacent to a speaker turn are ig-
nored, however, because they occur as a normal part
of turn coordination between speakers.

Our preliminary experiments suggest that speaker
meta-data do not improve on the quality of summa-
rization, and so this feature is not included.

We indicate with bold type the features that indi-
cate some quantity of length, and we will consider
these as members of another class called “length,”
in addition to their given class above. In all of the
data on which we have measured, the correlation be-
tween time duration and number of words is nearly
1.00 (although pause length is not).

2.6 Evaluation of summary quality

We plot receiver operating characteristic (ROC)
curves along a range of possible compression pa-
rameters, and in one case, ROUGE scores. ROUGE
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1. Lexical features
� MMR score4,
� utterance length (in words),

2. Named entity features — number of:
� person names,
� location names
� organization names
� the sum of these

3. Structural features
� utterance position, labelled as first, middle, or

last one-third of the conversation
� a Boolean feature indicating whether an utter-

ance is adjacent to a speaker turn

1. Acoustic features — min, max and avg. of:5

� pitch
� energy
� speaking rate
� (unfilled) pause length
� time duration (in msec)

2. “Spoken language” features
� disfluencies
� given/new information
� question/answer pair identification

Figure 3: Features available for utterance selection by knowledge source. Features in bold type quantify length. In our
experiments, we exclude these from their knowledge sources, and study them as a separate length category.

and F-measure are both widely used in speech sum-
marization, and they have been shown by others
to be broadly consistent on speech summarization
tasks (Zhu and Penn, 2005).

3 Results and analysis

3.1 Lecture corpus

The results of our evaluation on the lecture data ap-
pear in Figure 4. As is evident, there is very little
difference among the combinations of features with
this data source, apart from the positional baseline,
“lead,” which simply chooses the first N% of the
utterances. This performs quite poorly. The best
performance is achieved by using all of the features
together, but the length baseline, which uses only
those features in bold type from Figure 3, is very
close (no statistically significant difference), as is
MMR.6

4When evaluated on its own, the MMR interpolating param-
eter is set through experimentation on a held-out dataset, as in
Zechner (2001). When combined with other features, its rele-
vance and redundancy components are provided to the classifier
separately.

5All of these features are calculated on the word level and
normalized by speaker.

6We conducted the same evaluation without splitting the lec-
tures into 8–15 minute segments (so that the summaries sum-
marize an entire lecture), and although space here precludes
the presentation of the ROC curves, they are nearly identical

Figure 4: ROC curve for utterance selection with the lec-
ture corpus with several feature combinations.

3.2 SWITCHBOARD corpus

The corresponding results on SWITCHBOARD are
shown in Figure 5. Again, length and MMR are
very close to the best alternative, which is again all
of features combined. The difference with respect
to either of these baselines is statistically significant
within the popular 10–30% compression range, as
is the classifier trained on all features but acoustic

to those on the segments shown here.
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Figure 5: ROC curve for SWITCHBOARD utterance se-
lection with several feature combinations.

(not shown). The classifier trained on all features
but spoken language features (not shown) is not sig-
nificantly better, so it is the spoken language fea-
tures that make the difference, not the acoustic fea-
tures. The best score is also significantly better than
on the lecture data, however, particularly in the 10–
30% range. Our analysis of the difference suggests
that the much greater variance in utterance length in
SWITCHBOARD is what accounts for the overall
better performance of the automated system as well
as the higher human interannotator agreement. This
also goes a long way to explaining why the length
baseline is so good.

Still another perspective is to classify features as
either “what-is-said” (MMR, length and NE fea-
tures) or “how-it-is-said” (structural, acoustic and
spoken-language features), as shown in Figure 6.
What-is-said features are better, but only barely so
within the usual operating region of summarizers.

3.3 Impact of WER

Word error rates (WERs) arising from speech recog-
nition are usually much higher in spontaneous con-
versations than in read news. Having trained ASR
models on SWITCHBOARD section 2 data with
our sample of 27 conversations removed, the WER
on that sample is 46%. We then train a language
model on SWITCHBOARD section 2 without re-
moving the 27-conversation sample so as to delib-
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Figure 6: ROC curves for textual and non-textual fea-
tures.

erately overfit the model. This pseudo-WER is then
39%. We might be able to get less WER by tuning
the ASR models or by using more training data, but
that is not the focus here. Summarizing the auto-
matic transcripts generated from both of these sys-
tems using our LR-based classifier with all features,
as well as manual (perfect) transcripts, we obtain the
ROUGE–1 scores in Table 1.

WER 10% 15% 20% 25% 30%
0.46 .615 .591 .556 .519 .489
0.39 .615 .591 .557 .526 .491
0 .619 .600 .566 .530 .492

Table 1: ROUGE–1 of LR system with all features under
different WERs.

Table 1 shows that WERs do not impact summa-
rization performance significantly. One reason is
that the acoustic and structural features are not af-
fected by word errors, although WERs can affect
the MMR, spoken language, length and NE features.
Figures 7 and 8 present the ROC curves of the MMR
and spoken language features, respectively, under
different WERs. MMR is particularly resilient,
even on SWITCHBOARD. Keywords are still often
correctly recognized, even in the presence of high
WER, although possibly because the same topic is
discussed in many SWITCHBOARD conversations.

476



Figure 7: ROC curves for the effectiveness of MMR
scores on transcripts under different WERs.

Figure 8: ROC curves for the effectiveness of spoken lan-
guage features on transcripts under different WERs.

When some keywords are misrecognized (e.g. hat),
furthermore, related words (e.g. dress, wear) still
may identify important utterances. As a result, a
high WER does not necessarily mean a worse tran-
script for bag-of-keywords applications like sum-
marization and classification, regardless of the data
source. Utterance length does not change very much
when WERs vary, and in addition, it is often a la-
tent variable that underlies some other features’ role,
e.g., a long utterance often has a higher MMR score
than a short utterance, even when the WER changes.

Note that the effectiveness of spoken language
features varies most between manually and automat-
ically generated transcripts just at around the typi-

cal operating region of most summarization systems.
The features of this category that respond most to
WER are disfluencies. Disfluency detection is also
at its most effective in this same range with respect
to any transcription method.

4 Future Work

In terms of future work in light of these results,
clearly the most important challenge is to formu-
late an experimental alternative to measuring against
a subjectively classified gold standard in which an-
notators are forced to commit to relative salience
judgements with no attention to goal orientation and
no requirement to synthesize the meanings of larger
units of structure into a coherent message. It is here
that using the lecture domain offers us some addi-
tional assistance. Once these data have been tran-
scribed and outlined, we will be able to formulate
examinations for students that test their knowledge
of the topics being lectured upon: both their higher-
level understanding of goals and conceptual themes,
as well as factoid questions on particular details. A
group of students can be provided with access to a
collection of entire lectures to establish a theoreti-
cal limit. Experimental and control groups can then
be provided with access only to summaries of those
lectures, prepared using different sets of features, or
different modes of delivery (text vs. speech), for ex-
ample. This task-based protocol involves quite a bit
more work, and at our university, at least, there are
regulations that preclude us placing a group of stu-
dents in a class at a disadvantage with respect to an
examination for credit that need to be dealt with. It
is, however, a far better means of assessing the qual-
ity of summaries in an ecologically valid context.

It is entirely possible that, within this protocol, the
baselines that have performed so well in our experi-
ments, such as length or, in read news, position, will
utterly fail, and that less traditional acoustic or spo-
ken language features will genuinely, and with sta-
tistical significance, add value to a purely transcript-
based text summarization system. To date, how-
ever, that case has not been made. He et al. (1999)
conducted a study very similar to the one suggested
above and found no significant difference between
using pitch and using slide transition boundaries. No
ASR transcripts or length features were used.
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Abstract

Despite its long history, and a great deal
of research producing many useful algo-
rithms and observations, research in coop-
erative response generation has had little
impact on the recent commercialization of
dialogue technologies, particularly within
the spoken dialogue community. We hy-
pothesize that a particular type of cooper-
ative response, intensional summaries, are
effective for when users are unfamiliar with
the domain. We evaluate this hypothe-
sis with two experiments with cruiser,
a DS for in-car or mobile users to access
restaurant information. First, we compare
cruiser with a baseline system-initiative
DS, and show that users prefer cruiser.
Then, we experiment with four algorithms
for constructing intensional summaries in
cruiser, and show that two summary
types are equally effective: summaries that
maximize domain coverage and summaries
that maximize utility with respect to a
user model.

1 Introduction

Research in cooperative response generation has
had a long history and produced many useful
algorithms and observations (Mays 1980; Pol-
lack et al.1982; Joshi et al., 1986; Kalita et
al., 1986) inter alia. However, it has had little
impact on the recent commercialization of dia-
logue technologies, particularly within the spo-
ken dialogue community. We believe that this
lack of interest in cooperative response genera-
tion arises from two limitations of previous work:
(1) There has been relatively little empirical re-
search showing that cooperative responses lead

U1: Tell me about restaurants in London.
SI1: What kind of cuisine are you interested in?
C1: I know of 596 restaurants in London. I know

of 3 inexpensive vegetarian restaurants and 14
inexpensive Chinese restaurants. I also know
of 4 inexpensive Greek restaurants.

U2: Chinese.
SI2: Do you have a price range in mind?
C2: I know of 27 restaurants in London that

serve Chinese food. There are 8 inexpen-
sive Chinese restaurants in Chinatown and
2 inexpensive Chinese restaurants in Hamp-
stead/Kilburn. I also know of 1 inexpensive
Chinese restaurant in Soho.

U3: How about a cheap one?
SI3: What neighborhood would you like?
C3: I know of 1 inexpensive Chinese restaurant

in Hampstead/Kilburn with very good food
quality and 1 in Bayswater with good food
quality. I also know of 2 in Chinatown with
medium food quality.

Figure 1: Intensional summaries (C = cruiser) as
compared with a system initiative (SI) strategy in
the London restaurant domain. U = User

to more natural, effective, or efficient dialogues
(Litman et al.1998; Demberg and Moore, 2006);
and (2) Previous work has hand-crafted such re-
sponses, or hand-annotated the database to sup-
port them (Kaplan, 1984; Kalita et al., 1986;
Cholvy, 1990; Polifroni et al., 2003; Benamara,
2004), which has made it difficult to port and
scale these algorithms.

Moreover, we believe that there is an even
greater need today for cooperative response gen-
eration. Larger and more complex datasets are
daily being created on the Web, as information
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is integrated across multiple sites and vendors.
Many users will want to access this information
from a mobile device and will have little knowl-
edge of the domain. We hypothesize that these
users will need cooperative responses that select
and generalize the information provided.

In particular, we hypothesize that a partic-
ular type of cooperative response, intensional
summaries, when provided incrementally dur-
ing a dialogue, are effective for large or com-
plex domains, or when users are unfamiliar
with the domain. These intensional summaries
have the ability to describe the data that forms
the knowledge base of the system, as well as
relationships among the components of that
database. We have implemented intensional
summaries in cruiser (Cooperative Responses
Using Intensional Summaries of Entities and Re-
lations), a DS for in-car or mobile users to access
restaurant information (Becker et al.2006; Weng
et al.2005; Weng et al.2006). Figure 1 contrasts
our proposed intensional summary strategy with
the system initiative strategy used in many di-
alogue systems (Walker et al., 2002; VXML,
2007).

Previous research on cooperative responses
has noted that summary strategies should
vary according to the context (Sparck Jones,
1993), and the interests and preferences of the
user (Gaasterland et al., 1992; Carenini and
Moore, 2000; Demberg and Moore, 2006).
A number of proposals have emphasized the
importance of making generalizations (Kaplan,
1984; Kalita et al., 1986; Joshi et al., 1986).
In this paper we explore different methods for
constructing intensional summaries and inves-
tigate their effectiveness. We present fully
automated algorithms for constructing inten-
sional summaries using knowledge discovery
techniques (Acar, 2005; Lesh and Mitzen-
macher, 2004; Han et al., 1996), and decision-
theoretic user models (Carenini and Moore,
2000).

We first explain in Sec. 2 our fully automated,
domain-independent algorithm for constructing
intensional summaries. Then we evaluate our
intensional summary strategy with two experi-
ments. First, in Sec. 3, we test the hypothesis
that users prefer summary responses in dialogue

systems. We also test a refinement of that hy-
pothesis, i.e., that users prefer summary type
responses when they are unfamiliar with a do-
main. We compare several versions of cruiser
with the system-initiative strategy, exemplified
in Fig. 1, and show that users prefer cruiser.
Then, in Sec. 4, we test four different algo-
rithms for constructing intensional summaries,
and show in Sec. 4.1 that two summary types
are equally effective: summaries that maximize
domain coverage and summaries that maximize
utility with respect to a user model. We also
show in Sec. 4.2 that we can predict with 68%
accuracy which summary type to use, a signifi-
cant improvement over the majority class base-
line of 47%. We sum up in Sec. 5.

2 Intensional Summaries

This section describes algorithms which result in
the four types of intensional summaries shown in
Fig. 2. We first define intensional summaries as
follows. Let D be a domain comprised of a set R
of database records {ri, ...rn}. Each record con-
sists of a set of attributes {Aj , ..., An}, with as-
sociated values v: D(Ai)={vi,1, vi,2, ..., vi,n}. In
a dialogue system, a constraint is a value intro-
duced by a user with either an explicit or implied
associated attribute. A constraint c is a func-
tion over records in D such that cj(R) returns a
record r if r ⊆ D and r : Ai = c. The set of all
dialogue constraints {ci, ..., cn} is the context C
at any point in the dialogue. The set of records
R in D that satisfy C is the focal information:
R is the extension of C in D. For example, the
attribute cuisine in a restaurant domain has val-
ues such as “French” or “Italian”. A user utter-
ance instantiating a constraint on cuisine, e.g.,
“I’m interested in Chinese food”, results in a set
of records for restaurants serving Chinese food.
Intensional summaries as shown in Fig. 2 are
descriptions of the focal information, that high-
light particular subsets of the focal information
and make generalizations over these subsets.

The algorithm for constructing intensional
summaries takes as input the focal information
R, and consists of the following steps:

• Rank attributes in context C, using one of two
ranking methods (Sec. 2.1);
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Type Ranking #atts Clusters Scoring Summary
Ref-
Sing

Refiner 3 Single
value

Size I know of 35 restaurants in London serving Indian
food. All price ranges are represented. Some of the
neighborhoods represented are Mayfair, Soho, and
Chelsea. Some of the nearby tube stations are Green
Park, South Kensington and Piccadilly Circus.

Ref-
Assoc

Refiner 2 Associative Size I know of 35 restaurants in London serving Indian
food. There are 3 medium-priced restaurants in May-
fair and 3 inexpensive ones in Soho. There are also
2 expensive ones in Chelsea.

UM-
Sing

User
model

3 Single
value

Utility I know of 35 restaurants in London serving Indian
food. There are 6 with good food quality. There are
also 12 inexpensive restaurants and 4 with good ser-
vice quality.

UM-
Assoc

User
model

2 Associative Utility I know of 35 restaurants in London serving Indian
food. There are 4 medium-priced restaurants with
good food quality and 10 with medium food quality.
There are also 4 that are inexpensive but have poor
food quality.

Figure 2: Four intensional summary types for a task specifying restaurants with Indian cuisine in London.

• Select top-N attributes and construct clusters
using selected attributes (Sec. 2.2);

• Score and select top-N clusters (Sec. 2.3);

• Construct frames for generation, perform aggre-
gation and generate responses.

2.1 Attribute Ranking

We explore two candidates for attribute ranking:
User model and Refiner.

User model: The first algorithm utilizes
decision-theoretic user models to provide an at-
tribute ranking specific to each user (Carenini
and Moore, 2000). The database contains 596
restaurants in London, with up to 19 attributes
and their values. To utilize a user model, we
first elicit user ranked preferences for domain
attributes. Attributes that are unique across
all entities, or missing for many entities, are
automatically excluded, leaving six attributes:
cuisine, decor quality, food quality, price, ser-
vice, and neighborhood. These are ranked using
the SMARTER procedure (Edwards and Bar-
ron, 1994). Rankings are converted to weights
(w) for each attribute, with a formula which
guarantees that the weights sum to 1:

wk =
1
K

K∑
i=k

1
i

where K equals the number of attributes in the
ranking. The absolute rankings are used to se-
lect attributes. The weights are also used for
cluster scoring in Sec. 2.3. User model ranking
is used to produce UM-Sing and UM-Assoc
in Fig. 2.

Refiner method: The second attribute
ranking method is based on the Refiner algo-
rithm for summary construction (Polifroni et al.,
2003). The Refiner returns values for every at-
tribute in the focal information in frames or-
dered by frequency. If the counts for the top-N
(typically, 4) values for a particular attribute,
e.g., cuisine, exceeded M% (typically 80%) of
the total counts for all values, then that at-
tribute is selected. For example, 82% of In-
dian restaurants in the London database are in
the neighborhoods Mayfair, Soho, and Chelsea.
Neighborhood would, therefore, be chosen as an
attribute to speak about for Indian restaurants.
The thresholds M and N in the original Refiner
were set a priori, so it was possible that no at-
tribute met or exceeded the thresholds for a par-
ticular subset of the data. In addition, some en-
tities could have many unknown values for some
attributes.

Thus, to insure that all user queries result in
some summary response, we modify the Refiner
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method to include a ranking function for at-
tributes. This function favors attributes that
contain fewer unknown values but always re-
turns a ranked set of attributes. Refiner ranking
is used to produce Ref-Sing and Ref-Assoc in
Fig. 2.

2.2 Subset Clustering

Because the focal information is typically too
large to be enumerated, a second parameter at-
tempts to find interesting clusters representing
subsets of the focal information to use for the
content of intensional summaries. We assume
that the coverage of the summary is important,
i.e., the larger the cluster, the more general the
summary.

The simplest algorithm for producing clusters
utilizes a specified number of the top-ranked at-
tributes to define a cluster. Single attributes,
as in the Ref-Sing and UM-Sing examples in
Fig. 2, typically produce large clusters. Thus
one algorithm uses the top three attributes to
produce clusters, defined by either a single value
(e.g., UM-Sing) or by the set of values that
comprise a significant portion of the total (e.g.,
Ref-Sing).

price_range

medium inexpensive

food_quality food_quality

good medium poor
(4) (10) (4)

Figure 3: A partial tree for Indian restaurants in
London, using price range as the predictor variable
and food quality as the dependent variable. The
numbers in parentheses are the size of the clusters
described by the path from the root.

However, we hypothesize that more informa-
tive and useful intensional summaries might be
constructed from clusters of discovered associ-
ations between attributes. For example, as-
sociations between price and cuisine produce
summaries such as There are 49 medium-priced

restaurants that serve Italian cuisine. We apply
c4.5 decision tree induction to compute associ-
ations among attributes (Kamber et al., 1997;
Quinlan, 1993). Each attribute in turn is desig-
nated as the dependent variable, with other at-
tributes used as predictors. Thus, each branch
in the tree represents a cluster described by the
attribute/value pairs that predict the leaf node.
Fig. 3 shows clusters of different sizes induced
from Indian restaurants in London. The cluster
size is determined by the number of attributes
used in tree induction. With two attributes, the
average cluster size at the leaf node is 60.4, but
drops to 4.2 with three attributes. Thus, we use
two attributes to produce associative clusters, as
shown in Fig. 2 (i.e., the Ref-Assoc and UM-
Assoc responses), to favor larger clusters.

2.3 Cluster Scoring

The final parameter scores the clusters. One
scoring metric is based on cluster size. Single
attributes produce large clusters, while associa-
tion rules produce smaller clusters.

The second scoring method selects clusters
of high utility according to a user model. We
first assign scalar values to the six ranked at-
tributes (Sec. 2.1), using clustering methods as
described in (Polifroni et al., 2003) The weights
from the user model and the scalar values for
the attributes in the user model yield an overall
utility U for a cluster h, similar to utilities as
calculated for individual entities (Edwards and
Barron, 1994; Carenini and Moore, 2000):

Uh =
K∑

k=1

wk(xhk)

We use cluster size scoring with Refiner rank-
ing and utility scoring with user model ranking.
For conciseness, all intensional summaries are
based on the three highest scoring clusters.

2.4 Summary

The algorithms for attribute selection and clus-
ter generation and scoring yield the four sum-
mary types in Table 2. Summary Ref-Sing is
constructed using (1) the Refiner attribute rank-
ing; and (2) no association rules. (The quanti-
fier (e.g., some, many) is based on the cover-
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age.) Summary Ref-Assoc is constructed us-
ing (1) the Refiner attribute ranking; and (2)
association rules for clustering. Summary UM-
Sing is constructed using (1) a user model with
ranking as above; and (2) no association rules.
Summary UM-Assoc is constructed using (1) a
user model with ranking of price, food, cuisine,
location, service, and decor; and (2) association
rules.

3 Experiment One

This experiment asks whether subjects prefer
intensional summaries to a baseline system-
initiative strategy. We compare two types of in-
tensional summary responses from Fig. 2, Ref-
Assoc and UM-Assoc to system-initiative.

The 16 experimental subjects are asked to as-
sume three personas, in random order, chosen to
typify a range of user types, as in (Demberg and
Moore, 2006). Subjects were asked to read the
descriptions of each persona, which were avail-
able for reference, via a link, throughout the ex-
periment.

The first persona is the Londoner, represent-
ing someone who knows London and its restau-
rants quite well. The Londoner persona typi-
cally knows the specific information s/he is look-
ing for. We predict that the system-initiative
strategy in Fig. 1 will be preferred by this per-
sona, since our hypothesis is that users prefer
intensional summaries when they are unfamiliar
with the domain.

The second persona is the Generic tourist
(GT), who doesn’t know London well and does
not have strong preferences when it comes to
selecting a restaurant. The GT may want to
browse the domain, i.e. to learn about the struc-
ture of the domain and retrieve information by
recognition rather than specification (Belkin et
al., 1994). We hypothesize that the Ref-Assoc
strategy in Fig. 2 will best fit the GT, since the
corresponding clusters have good domain cover-
age.

The third persona is the UM tourist (UMT).
This persona may also want to browse the
database, since they are unfamiliar with Lon-
don. However, this user has expressed prefer-
ences about restaurants through a previous in-
teraction. The UMT in our experiment is con-

cerned with price and food quality (in that or-
der), and prefers restaurants in Central London.
After location, the UMT is most concerned with
cuisine type. The intensional summary labelled
Um-Assoc in Fig. 2 is based on this user model,
and is computed from discovered associations
among preferred attributes.

As each persona, subjects rate responses on
a Likert scale from 1-7, for each of four dia-
logues, each containing between three and four
query/response pairs. We do not allow tie votes
among the three choices.

3.1 Experimental results

The primary hypothesis of this work is that
users prefer summary responses in dialogue sys-
tems, without reference to the context. To test
this hypothesis, we first compare Londoner re-
sponses (average rating 4.64) to the most highly
rated of the two intensional summaries (average
rating 5.29) for each query/response pair. This
difference is significant (df = 263, p < .0001),
confirming that over users prefer an intensional
summary strategy to a system-initiative strat-
egy.

Table 1 shows ratings as a function of persona
and response type. Overall, subjects preferred
the responses tailored to their persona. The
Londoner persona signifcantly preferred Lon-
doner over UMT responses (df = 95, p < .05),
but not more than GT responses. This con-
firms our hypothesis that users prefer incremen-
tal summaries in dialogue systems. Further,
it disconfirms our refinement of that hypothe-
sis, that users prefer summaries only when they
are unfamiliar with the domain. The fact that
no difference was found between Londoner and
GT responses indicates that GT responses con-
tain information that is perceived as useful even
when users are familiar with the domain.

The Generic Tourist persona also preferred
the GT responses, significantly more than the
Londoner responses (df = 95, p < .05), but
not significantly more than the UMT responses.
We had hypothesized that the optimal summary
type for users completely new to a domain would
describe attributes that have high coverage of
the focal information. This hypothesis is discon-
firmed by these findings, that indicate that user
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Response Type
Persona London GT UMT
London 5.02 4.55 4.32
GT 4.14 4.67 4.39
UM tourist 3.68 4.86 5.23

Table 1: Ratings by persona assumed. London =
Londoner persona, GT = Generic tourist, UMT =
User Model tourist

model information is helpful when constructing
summaries for any user interested in browsing.

Finally, the UM Tourist persona overwhelm-
ingly preferred UMT responses over Londoner
responses (df = 95, p < .0001). However, UMT
responses were not significantly preferred to GT
responses. This confirms our hypothesis that
users prefer summary responses when they are
unfamiliar with the domain, but disconfirms
the hypothesis that users will prefer summaries
based on a user model. The results for both the
Generic Tourist and the UM Tourist show that
both types of intensional summaries contain use-
ful information.

4 Experiment Two

The first experiment shows that users prefer in-
tensional summaries; the purpose of the sec-
ond experiment is to investigate what makes a
good intensional summary. We test the different
ways of constructing such summaries described
in Sec. 2, and illustrated in Fig. 2.

Experimental subjects were 18 students whose
user models were collected as described in
Sec. 2.3. For each user, the four summary types
were constructed for eight tasks in the London
restaurant domain, where a task is defined by a
query instantiating a particular attribute/value
combination in the domain (e.g., I’m interested
in restaurants in Soho). The tasks were selected
to utilize a range of attributes. The focal in-
formation for four of the tasks (large set tasks)
were larger than 100 entities, while the focal in-
formation for the other four tasks were smaller
than 100 entities (small set tasks). Each task
was presented to the subject on its own web
page with the four intensional summaries pre-
sented as text on the web page. Each subject
was asked to carefully read and rate each al-

User model Refiner
Association rules 3.4 2.9
Single attributes 3.0 3.4

User model Refiner
Small dataset 3.1 3.4
Large dataset 3.2 2.9

Table 2: User ratings showing the interaction be-
tween clustering method, attribute ranking, and
dataset size in summaries.

ternative summary response on a Likert scale
of 1 . . . 5 in response to the statement, This re-
sponse contains information I would find useful
when choosing a restaurant. The subjects were
also asked to indicate which response they con-
sidered the best and the worst, and to provide
free-text comments about each response.

4.1 Hypothesis Testing Results
We performed an analysis of variance with at-
tribute ranking (user model vs. refiner), clus-
tering method (association rules vs. single at-
tributes), and set size (large vs. small) as in-
dependent variables and user ratings as the de-
pendent variable. There was a main effect for set
size (df = 1, f = 6.7, p < .01), with summaries
describing small datasets (3.3 average rating)
rated higher than those for large datasets (3.1
average rating).

There was also a significant interaction be-
tween attribute ranking and clustering method
(df = 1, f = 26.8, p < .001). Table 2 shows
ratings for the four summary types. There are
no differences between the two highest rated
summaries: Ref-Sing (average 3.4) and UM-
Assoc (average 3.4). See Fig. 2. This suggests
that discovered associations provide useful con-
tent for intensional summaries, but only for at-
tributes ranked highly by the user model.

In addition, there was another significant in-
teraction between ranking method and setsize
(df = 1, f = 11.7, p < .001). The ratings at the
bottom of Table 2 shows that overall, users rate
summaries of small datasets higher, but users
rate summaries higher for large datasets when a
user model is used. With small datasets, users
prefer summaries that don’t utilize user model
information.
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We also calculate the average utility for each
response (Sec. 2.1) and find a strong correlation
between the rating and its utility (p < .005).
When considering this correlation, it is impor-
tant to remember that utility can be calculated
for all responses, and there are cases where the
Refiner responses have high utility scores.

4.2 Summary Type Prediction

Our experimental data suggest that characteris-
tics associated with the set of restaurants being
described are important, as well as utility in-
formation derived from application of a a user
model. The performance of a classifier in pre-
dicting summary type will indicate if trends we
discovered among user judgements carry over to
an automated means of selecting which response
type to use in a given context.

In a final experiment, for each task, we use the
highest rated summary as a class to be predicted
using C4.5 (Quinlan, 1993). Thus we have 4
classes: Ref-Sing, Ref-Assoc, UM-Sing, and
UM-Assoc. We derive two types of feature sets
from the responses: features derived from each
user model and features derived from attributes
of the query/response pair itself. The five fea-
ture sets for the user model are:

• umInfo: 6 features for the rankings for each at-
tribute for each user’s model, e.g. a summary
whose user had rated food quality most highly
would receive a ’5’ for the feature food quality;

• avgUtility: 4 features representing an average
utility score for each alternative summary re-
sponse, based on its clusters (Sec. 2.3).

• hiUtility: 4 features representing the highest
utility score among the three clusters selected
for each response;

• loUtility: 4 features representing the lowest util-
ity score among the three clusters selected for
each response;

• allUtility: 12 features consisting of the high,
low, and average utility scores from the previous
three feature sets.

Three feature sets are derived from the query
and response pair:

• numRests: 4 features for the coverage of each
response. For summary Ref-Assoc in Ta-
ble 2, numRests is 43; for summary UM-
Assoc, numrests is 53.;

Sys Feature Sets Acc(%)
S1 allUtility 47.1
S2 task, numRests 51.5
S3 allUtility,umInfo 62.3∗

S4 allUtility,umInfo,numRests,task 63.2∗

S5 avgUtility,umInfo,numRests,task 62.5∗

S6 hiUtility,umInfo,numRests,task 66.9∗

S7 hiUtility,umInfo,numRests,task,dataset68.4∗

S8 loUtility,umInfo,numRests,task 60.3∗

S9 hiUtility,umInfo 64.0∗

Table 3: Accuracy of feature sets for predicting pre-
ferred summary type. ∗ = p < .05 as compared to
the Baseline (S1)).

• task: A feature for the type of constraint used
to generate the focal information (e.g., cuisine,
price range).

• dataset: A feature for the size of the focal in-
formation subset (i.e., big, small), for values
greater and less than 100.

Table 3 shows the relative strengths of the two
types of features on classification accuracy. The
majority class baseline (System S1) is 47.1%.
The S2 system uses only features associated
with the query/response pair, and its accuracy
(51.5%) is not significantly higher than the base-
line. User model features perform better than
the baseline (S3 in Table 3), and combining
features from the query/response pair and the
user model significantly increases accuracy in all
cases. We experimented with using all the utility
scores (S4), as well as with using just the aver-
age (S5), the high (S6), and the low (S8). The
best performance (68.4%)is for the (S7) system
combination of features.

The classification rules in Table 4 for the best
system (S7) suggests some bases for users’ deci-
sions. The first rule is very simple, simply stat-
ing that, if the highest utility value of the Ref-
Sing response is lower than a particular thresh-
old, then use the UM-Assoc response. In other
words, if one of the two highest scoring response
types has a low utility, use the other.

The second rule in Table 4 shows the effect
that the number of restaurants in the response
has on summary choice. In this rule, the Ref-
Sing response is preferred when the highest util-
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IF (HighestUtility: Ref-Sing) < 0.18
THEN USE UM-Assoc

----------------------------------------
IF (HighestUtility: Ref-Assoc) > 0.18) &&

(NumRestaurants: UM-Assoc < 400) &&
(HighestUtility: UM-Assoc < .47)
THEN USE Ref-Sing

----------------------------------------
IF (NumRestaurants: UM-Assoc < 400) &&

(HighestUtility: UM-Assoc < .57) &&
(HighestUtility: Ref-Assoc > .2)
THEN USE Ref-Assoc

Table 4: Example classification rules from System 7
in Table 3.

ity value of that response is over a particular
threshold.

The final rule in Table 4 predicts Ref-Assoc,
the lowest overall scoring response type. When
the number of restaurants accounted for by
UM-Assoc, as well as the highest utility for
that response, are both below a certain thresh-
old, and the highest utility for the Ref-Assoc
response is above a certain threshold, then use
Ref-Assoc. The utility for any summary type
using the Refiner method is usually lower than
those using the user model, since overall utility is
not taken into account in summary construction.
However, even low utility summaries may men-
tion attributes the user finds important. That,
combined with higher coverage, could make that
summary type preferable over one constructed
to maximize user model utility.

5 Conclusion

We first compared intensional summary coop-
erative responses against a system initiative di-
alogue strategy in cruiser. Subjects assumed
three “personas”, a native Londoner, a tourist
who was interacting with the system for the first
time (GT), or a tourist for which the system
has a user model (UMT). The personas were
designed to reflect differing ends of the spectra
defined by Belkin to characterize information-
seeking strategies (Belkin et al., 1994). There
was a significant preference for intensional sum-
maries across all personas, but especially when
the personas were unfamiliar with the domain.

This preference indicates that the benefits of
intensional summaries outweigh the increase in
verbosity.

We then tested four algorithms for summary
construction. Results show that intensional
summaries based on a user model with associa-
tion rules, or on the Refiner method (Polifroni et
al., 2003), are equally effective. While (Dem-
berg and Moore, 2006) found that their user
model stepwise refinement (UMSR) method was
superior to the Refiner method, they also found
many situations (70 out of 190) in which the
Refiner method was preferred. Our experiment
was structured differently, but it suggests that,
in certain circumstances, or within certain do-
mains, users may wish to hear about choices
based on an analysis of focal information, irre-
spective of user preferences.

Our intensional summary algorithms auto-
matically construct summaries from a database,
along with user models collected via a domain-
independent method; thus we believe that
the methods described here are domain-
independent. Furthermore, in tests to deter-
mine whether a classifier can predict the best
summary type to use in a given context, we
achieved an accuracy of 68% as compared to a
majority class baseline of 47%, using dialogue
context features. Both of these results point
hopefully towards a different way of automating
dialogue design, one based on a combination of
user modelling and an analysis of contextual in-
formation. In future work we hope to test these
algorithms in other domains, and show that in-
tensional summaries can not only be automati-
cally derived but also lead to reduced task times
and increased task success.
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Abstract

Statistical machine learning methods are em-
ployed to train a Named Entity Recognizer
from annotated data. Methods like Maxi-
mum Entropy and Conditional Random Fields
make use of features for the training purpose.
These methods tend to overfit when the avail-
able training corpus is limited especially if the
number of features is large or the number of
values for a feature is large. To overcome
this we proposed two techniques for feature
reduction based on word clustering and se-
lection. A number of word similarity mea-
sures are proposed for clustering words for
the Named Entity Recognition task. A few
corpus based statistical measures are used for
important word selection. The feature reduc-
tion techniques lead to a substantial perfor-
mance improvement over baseline Maximum
Entropy technique.

1 Introduction

Named Entity Recognition (NER) involves locat-
ing and classifying the names in a text. NER is
an important task, having applications in informa-
tion extraction, question answering, machine trans-
lation and in most other Natural Language Process-
ing (NLP) applications. NER systems have been de-
veloped for English and few other languages with
high accuracy. These belong to two main cate-
gories based on machine learning (Bikel et al., 1997;
Borthwick, 1999; McCallum and Li, 2003) and lan-
guage or domain specific rules (Grishman, 1995;
Wakao et al., 1996).

In English, the names are usually capitalized
which is an important clue for identifying a name.
Absence of capitalization makes the Hindi NER task
difficult. Also, person names are more diverse in In-
dian languages, many common words being used as
names.

A pioneering work on Hindi NER is by Li and
McCallum (2003) where they used Conditional Ran-
dom Fields (CRF) and feature induction to auto-
matically construct only the features that are impor-
tant for recognition. In an effort to reduce overfit-
ting, they use a combination of a Gaussian prior and
early-stopping.

In their Maximum Entropy (MaxEnt) based ap-
proach for Hindi NER development, Saha et al.
(2008) also observed that the performance of the
MaxEnt based model often decreases when huge
number of features are used in the model. This is
due to overfitting which is a serious problem in most
of the NLP tasks in resource poor languages where
annotated data is scarce.

This paper is a study on effectiveness of word
clustering and selection as feature reduction tech-
niques for MaxEnt based NER. For clustering we
use a number of word similarities like cosine sim-
ilarity among words and co-occurrence, along with
the k-means clustering algorithm. The clusters are
then used as features instead of words. For impor-
tant word selection we use corpus based statistical
measurements to find the importance of the words in
the NER task. A significant performance improve-
ment over baseline MaxEnt was observed after using
the above feature reduction techniques.

The paper is organized as follows. The MaxEnt
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based NER system is described in Section 2. Vari-
ous approaches for word clustering are discussed in
Section 3. Next section presents the procedure for
selecting the important words. In Section 5 experi-
mental results and related discussions are given. Fi-
nally Section 6 concludes the paper.

2 Maximum Entropy Based Model for
Hindi NER

Maximum Entropy (MaxEnt) principle is a com-
monly used technique which provides probability of
belongingness of a token to a class. MaxEnt com-
putes the probability p(o|h) for any o from the space
of all possible outcomes O, and for every h from
the space of all possible histories H . In NER, his-
tory can be viewed as all information derivable from
the training corpus relative to the current token. The
computation of probability (p(o|h)) of an outcome
for a token in MaxEnt depends on a set of features
that are helpful in making predictions about the out-
come. The features may be binary-valued or multi-
valued. Given a set of features and a training corpus,
the MaxEnt estimation process produces a model in
which every feature fi has a weight αi. We can
compute the conditional probability as (Berger et al.,
1996):

p(o|h) =
1

Z(h)

∏
i

αi
fi(h,o) (1)

Z(h) =
∑
o

∏
i

αi
fi(h,o) (2)

The conditional probability of the outcome is the
product of the weights of all active features, normal-
ized over the products of all the features. For our
development we have used a Java based open-nlp
MaxEnt toolkit1. A beam search algorithm is used
to get the most probable class from the probabilities.

2.1 Training Corpus

The training data for the Hindi NER task is com-
posed of about 243K words which is collected
from the popular daily Hindi newspaper “Dainik
Jagaran”. This corpus has been manually anno-
tated and contains about 16,491 Named Entities
(NEs). In this study we have considered 4 types

1http://sourceforge.net/projects/maxent/

Type Features
Word wi, wi−1, wi−2, wi+1, wi+2

NE Tag ti−1, ti−2

Digit infor-
mation

Contains digit, Only digit, Four
digit, Numerical word

Affix infor-
mation

Fixed length suffix, Suffix list,
Fixed length prefix

POS infor-
mation

POS of words, Coarse-grained
POS, POS based binary features

Table 1: Features used in the MaxEnt based Hindi NER
system

of NEs, these are Person (Per), Location (Loc),
Organization (Org) and Date (Dat). To recognize
entity boundaries each name class N has 4 types
of labels: N Begin, N Continue, N End and
N Unique. For example, Kharagpur is annotated
as Loc Unique and Atal Bihari Vajpeyi is annotated
as Per Begin Per Continue Per End. Hence,
there are a total of 17 classes including one class for
not-name. The corpus contains 6298 person, 4696
location, 3652 organization and 1845 date entities.

2.2 Feature Description

We have identified a number of candidate features
for the Hindi NER task. Several experiments were
conducted with the identified features, individually
and in combination. Some of the features are men-
tioned below. They are summarized in Table 1.

Static Word Feature: Recognition of NE is
highly dependent on contexts. So the surrounding
words of a particular word (wi) are used as fea-
tures. During our experiments different combina-
tions of previous 3 words (wi−3...wi−1) to next 3
words (wi+1...wi+3) are treated as features. This is
represented by L binary features where L is the size
of lexicon.

Dynamic NE tag: NE tags of the previous words
(ti−m...ti−1) are used as features. During decoding,
the value of this feature for a word (wi) is obtained
only after the computation of the NE tag for the pre-
vious word (wi−1).

Digit Information: If a word (wi) contains
digit(s) then the feature ContainsDigit is set to 1.
This feature is used with some modifications also.
OnlyDigit, which is set to 1 if the word contains
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Feature Id Feature Per Loc Org Dat Total
F1 wi, wi−1, wi+1 61.36 68.29 52.12 88.9 67.26
F2 wi, wi−1, wi−2, wi+1, wi+2 64.10 67.81 58 92.30 69.09
F3 wi, wi−1, wi−2, wi−3, wi+1,

wi+2, wi+3

60.42 67.81 51.48 90.18 66.84

F4 wi, wi−1, wi−2, wi+1, wi+2,
ti−1, ti−2, Suffix

66.67 73.36 58.58 89.09 71.2

F5 wi, wi−1, wi+1, ti−1, Suffix 69.65 75.8 59.31 89.09 73.42
F6 wi, wi−1, wi+1, ti−1, Prefix 66.67 71 58.58 87.8 70.02
F7 wi, wi−1, wi+1, ti−1, Prefix,

Suffix
70.61 71 59.31 89.09 72.5

F8 wi, wi−1, wi+1, ti−1, Suffix,
Digit

70.61 75.8 60.54 93.8 74.26

F9 wi, wi−1, wi+1, ti−1, POS (28
tags)

64.25 71 60.54 89.09 70.39

F10 wi, wi−1, wi+1, ti−1, POS
(coarse grained)

69.65 75.8 59.31 92.82 74.16

F11 wi, wi−1, wi+1, Ti−1, Suffix,
Digit, NomPSP

72.26 78.6 61.36 92.82 75.6

F12 wi, wi−1, wi+1, wi−2, wi+2,
Ti−1, Prefix, Suffix, Digit,
NomPSP

65.26 78.01 52.12 93.33 72.65

Table 2: F-values for different features in the MaxEnt based Hindi NER system

only digits, 4Digit, which is set to 1 if the word
contains only 4 digits, etc. are some modifications
of the feature which are helpful.

Numerical Word: For a word (wi) if it is a nu-
merical word i.e. word denoting a number (e.g. eka2

(one), do (two), tina (three) etc.) then the feature
NumWord is set to 1.

Word Suffix: Word suffix information is helpful
to identify the NEs. Two types of suffix features
have been used. Firstly a fixed length word suffix
(set of characters occurring at the end of the word) of
the current and surrounding words are used as fea-
tures. Secondly we compiled list of common suf-
fixes of place names in Hindi. For example, pura,
bAda, nagara etc. are location suffixes. We used
binary feature corresponding to the list - whether a
given word has a suffix from the list.

Word Prefix: Prefix information of a word may
be also helpful in identifying whether it is a NE. A

2All Hindi words are written in italics using the ‘Itrans’
transliteration.

fixed length word prefix (set of characters occur-
ring at the beginning of the word) of current and
surrounding words are treated as features. List of
important prefixes, which are used frequently in the
NEs, are also effective.

Parts-of-Speech (POS) Information: The POS
of the current word and the surrounding words are
used as feature for NER. We have used a Hindi POS
tagger developed at IIT Kharagpur, India which has
an accuracy about 90%. We have used the POS val-
ues of the current and surrounding words as features.

We realized that the detailed POS tagging is not
very relevant. Since NEs are noun phrases, the noun
tag is very relevant. Further the postposition follow-
ing a name may give a clue to the NE type. So we de-
cided to use a coarse-grained tagset with only three
tags - nominal (Nom), postposition (PSP) and other
(O).

The POS information is also used by defining sev-
eral binary features. An example is the NomPSP
binary feature. The value of this feature is defined
to be 1 if the current word is nominal and the next
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word is a PSP.

2.3 Performance of Hindi NER using MaxEnt
Method

The performance of the MaxEnt based Hindi NER
using the above mentioned features is reported here
as a baseline. We have evaluated the system us-
ing a blind test corpus of 25K words. The test
corpus contains 521 person, 728 location, 262 or-
ganization and 236 date entities. The accuracies
are measured in terms of the f-measure, which is
the weighted harmonic mean of precision and re-
call. Precision is the fraction of the correct anno-
tations and recall is the fraction of the total NEs
that are successfully annotated. The general formula
for measuring the f-measure or f-value is, Fβ =
(1+β2) . (precision . recall) \ (β2 . precision +
recall). Here the value of β is taken as 1. In Table 2
we have shown the accuracy values for few feature
sets.

While experimenting with static word features,
we have observed that a window of previous and
next two words (wi−2...wi+2) gives best result
(69.09) using the word features only. But whenwi−3

and wi+3 are added with it, the f-value is reduced
to 66.84. Again when wi−2 and wi+2 are deducted
from the feature set (i.e. only wi−1 and wi+1 as fea-
ture), the f-value is reduced to 67.26. This demon-
strates thatwi−2 andwi+2 are helpful features in NE
identification.

When suffix, prefix and digit information are
added to the feature set, the f-value is increased upto
74.26. The value is obtained using the feature set
F8 [wi, wi−1, wi+1, ti−1, Suffix, Digit]. It is ob-
served that when wi−2 and wi+2 are added with the
feature, the accuracy decreases by 2%. It contra-
dicts the results using the word features only. An-
other interesting observation is that prefix informa-
tion are helpful features in NE identification as these
increase accuracy when separately added with the
word features (F6). Similarly the suffix information
helps in increasing the accuracy. But when both the
suffix and prefix information are used in combina-
tion along with the word features, the f-value is de-
creased. From Table 2, a f-value of 73.42 is obtained
using F5 [wi, wi−1, wi+1, ti−1, Suffix] but when
prefix information are added with it (F7), the f-value
is reduced to 72.5.

POS information are important features in NER.
In general it is observed that coarse grained POS
information performs better than the finer grained
POS information. The best accuracy (75.6 f-value)
of the baseline system is obtained using the binary
NomPSP feature along with word feature (wi−1,
wi+1), suffix and digit information. It is noted that
when wi−2, wi+2 and prefix information are added
with the best feature, the f-value is reduced to 72.65.

From the above discussion it is clear that the sys-
tem suffers from overfitting if a large number of fea-
tures are used to train the system. Note that the sur-
rounding word (wi−2, wi−1, wi+1, wi+2 etc.) fea-
tures can take any value from the lexicon and hence
are of high dimensionality. These cause the degra-
dation of performance of the system. However it is
obvious that few words in the lexicon are important
in identification of NEs.

To solve the problem of high dimensionality we
use clustering to group the words present in the cor-
pus into much smaller number of clusters. Then
the word clusters are used as features instead of
the word features (for surrounding words). For ex-
ample, our Hindi corpus contains 17,456 different
words, which are grouped into N (say 100) clusters.
Then for a particular word, it is assigned to a cluster
and the corresponding cluster-id is used as feature.
Hence the number of features is reduced to 100 in-
stead of 17,456.

Similarly, selection of important words can also
solve the problem of high dimensionality. As some
of the words in the lexicon play important role in
the NE identification process, we aim to select these
particular words. Only these important words are
used in NE identification instead of all words in the
corpus.

3 Word Clustering

Clustering is the process of grouping together ob-
jects based on their similarity. The measure of sim-
ilarity is critical for good quality clustering. We
have experimented with some approaches to com-
pute word-word similarity. These are described in
details in the following section.
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3.1 Cosine Similarity based on Sentence Level
Co-occurrence

A word is represented by a binary vector of dimen-
sion same as the number of sentences in the cor-
pus. A component of the vector is 1 if the word
occurs in the corresponding sentence and zero oth-
erwise. Then we measure cosine similarity between
the word vectors. The cosine similarity between two
word vectors ( ~A and ~B) with dimension d is mea-
sured as:

CosSim( ~A, ~B) =
∑

dAdBd

(
∑

dA
2
d)

1
2 × (

∑
dB

2
d)

1
2

(3)

This measures the number of co-occurring sen-
tences.

3.2 Cosine Similarity based on Proximal
Words

In this measure a word is represented by a vector
having dimension same as the lexicon size. For
ease of implementation we have taken a dimen-
sion of 2 × 200, where each component of the vec-
tor corresponds to one of the 200 most frequent
preceding and following words of a token word.
List Prev containing the most frequent (top 200)
previous words (wi−1 or wi−2 if wi is the first word
of a NE) and List Next contains 200 most frequent
next words (wi+1 or wi+2 if wi is the last word of a
NE). A particular word wk may occur several times
(say n) in the corpus. For each occurrence of wk
find if its previous word (wk−1 or wk−2) matches
any element of List Prev. If matches, then set 1 to
the corresponding position of the vector and set zero
to all other positions related to List Prev. Sim-
ilarly check the next word (wk+1 or wk+2) in the
List Next and find the values of the corresponding
positions. The final word vector ~Wk is obtained by
taking the average of all occurrences of wk. Then
the cosine similarity is measured between the word
vectors. This measures the similarity of the contexts
of the occurrences of the word in terms of the prox-
imal words.

3.3 Similarity based on Proximity to NE
Categories

Here, for each word (wi) in the corpus four binary
vectors are defined corresponding to two preceding

and two following positions (i-1, i-2, i+1, i+2). Each
binary vector is of dimension five corresponding
to four NE classes (Cj) and one for the not-name
class. For a particular word wk, find all the words
occur in a particular position (say, +1). Measure
the fraction (Pj(wk)) of these words belonging to a
class Cj . The component of the word vector ~Wk for
the position corresponding to Cj is Pj(wk).

Pj(wk) = No. of times wk+1 is a NE of class Cj

Total occurrence of wk in corpus

The Euclidean distance is used to find the simi-
larity between the above word vectors as a similar-
ity measure. Some of the word vectors for the +1
position are given in Table 3. In this table we have
given the word vectors for a few Hindi words, which
are, sthita (located), shahara (city), jAkara (go), na-
gara (township), gA.nva (village), nivAsI (resident),
mishrA (a surname) and limiTeDa (ltd.). From the
table we observe that the word vectors are close for
sthita [0 0.478 0 0 0.522], shahara [0 0.585 0.001
0.024 0.39], nagara [0 0.507 0.019 0 0.474] and
gA.nva [0 0.551 0 0 0.449]. So these words are con-
sidered as close.

Word Per Loc Org Dat Not
sthita 0 0.478 0 0 0.522
shahara 0 0.585 0.001 0.024 0.39
jAkara 0 0.22 0 0 0.88
nagara 0 0.507 0.019 0 0.474
gA.nva 0 0.551 0 0 0.449
nivAsI 0.108 0.622 0 0 0.27
mishrA 0.889 0 0 0 0.111
limiTeDa 0 0 1 0 0

Table 3: Example of some word vectors for next (+1)
position (see text for glosses)

3.4 K-means Clustering
Using the above similarity measures we have used
the k-means algorithm. The seeds were randomly
selected. The value of k (number of clusters) was
varied till the best result is obtained.

4 Important Word Selection

It is noted that not all words are equally important
in determining the NE category. Some of the words
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in the lexicon are typically associated with a partic-
ular NE category and hence have important role to
play in the classification process. We describe be-
low a few statistical techniques that has been used to
identify the important words.

4.1 Class Independent Important Word
Selection

We define context words as those which occur in
proximity of a NE. In other words, context words
are the words present in the wi−2, wi−1, wi+1

or wi+2 position if wi is a NE. Note that only a
subset of the lexicon are context words. For all
the context words, its N weight is calculated as
the ratio between the occurrence of the word as a
context word and its total number of occurrence in
the corpus. The context words having the higher
N weight are considered as important words for
NER. For our experiments we have considered top
500 words as important words.

N weight(wi) = Occurrence of wi as context word
Total occurrence of wi in corpus

4.2 Important Words for Each Class

Similar to the class independent important word se-
lection from the contexts, important words are se-
lected for individual classes also. This is an exten-
sion of the previous context word considering only
NEs of a particular class. For person, location, or-
ganization and date classes we have considered top
150, 120, 50 and 50 words respectively as impor-
tant words. Four binary features are also defined for
these four classes. These are defined as having value
1 if any of the context words belongs to the impor-
tant words list for a particular class.

4.3 Important Words for Each Position

Position based important words are also selected
from the corpus. Here instead of context, particu-
lar positions are considered. Four lists are compiled
for two preceding and two following positions (-2,
-1, +1 and +2).

5 Evaluation of NE Recognition

The following subsections contain the experimental
results using word clustering and important word se-
lection. The results demonstrate the effectiveness of

k Per Loc Org Dat Total
20 66.33 74.57 43.64 91.30 69.54
50 64.13 76.35 52 93.62 71.7
80 66.33 74.57 53.85 93.62 72.08
100 70.1 73.1 57.7 96.62 72.78
120 66.15 73.43 54.9 93.62 71.52
150 66.88 74.94 53.06 95.65 72.33
200 66.09 73.82 52 92 71.13

Table 4: Variation of MaxEnt based system accuracy de-
pending on number of clusters (k)

word clustering and important word selection over
the baseline MaxEnt model.

5.1 Using Word Clusters

To evaluate the effectiveness of the clustering ap-
proaches in Hindi NER, we have used cluster fea-
tures instead of word features. For the surrounding
words, corresponding cluster-ids are used as feature.

Choice of k : We have already mentioned that,
for k-means clustering number of classes (k) should
be determined initially. To find suitable k we had
conducted the following experiments. We have se-
lected a feature F1 (mentioned in Table 2) and ap-
plied the clusters with different k as features replac-
ing the word features. In Table 4 we have summa-
rized the experimental results, in order to find a suit-
able k for clustering, the word vectors obtained us-
ing the procedure described in Section 3.3. From
the table we observe that the best result is obtained
when k is 100. We have used k = 100 for the sub-
sequent experiments for comparing the effectiveness
of the features. Similarly when we deal with all the
words in the corpus (17,465 words), we got best re-
sults when the words are clustered into 1100 clus-
ters. ♦

The details of the comparison between the base-
line word features and the reduced features obtained
using clustering are given in Table 5. In general it
is observed that clustering has improved the perfor-
mance over baseline features. Using only cluster
features the system provides a maximum f-value of
74.26 where the corresponding word features give
f-value of 69.09.

Among the various similarity measures of clus-
tering, improved results are obtained using the clus-
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Feature Using
Word
Features

Using
Clusters
(C1)

Using
Clusters
(C2)

Using
Clusters
(C3)

wi, window(-1, +1) 67.26 69.67 72.05 72.78
wi, window(-2, +2) 69.09 71.52 72.65 74.26
wi, window(-1, +1), Suffix 73.42 74.24 75.44 75.84
wi, window(-1, +1), Prefix, Suffix 72.5 74.76 75.7 76.33
wi, window(-1, +1), Prefix, Suffix, Digit 74.26 75.09 75.91 76.41
wi, window(-1, +1), Prefix, Suffix, Digit,
NomPSP

75.6 77.2 77.39 77.61

wi, window(-2, +2), Prefix, Suffix, Digit,
NomPSP

72.65 77.86 78.61 79.03

Table 5: F-values for different features in a MaxEnt based Hindi NER with clustering based feature reduction
[window(−m,+n) refers to the cluster or word features corresponding to previous m positions and next n posi-
tions; C1 is the clusters which use sentence level co-occurrence based cosine similarity (3.1), C2 denotes the clusters
which use proximal word based cosine similarity (3.2), C3 denotes the clusters for each positions related to NE (3.3)]

ters which uses the similarity measurement based on
proximity of the words to NE categories (defined in
Section 3.3).

Using clustering features the best f-value (79.03)
is obtained using clusters for previous two and next
two words along with the suffix, prefix, digit and
POS information.

It is observed that the prefix information increases
the accuracy if applied along with suffix informa-
tion when cluster features are used. More interest-
ingly, addition of cluster features for positions −2
and +2 over the feature [window(-1, +1), Suffix,
Prefix, Digit, NomPSP] increase the f-value from
77.61 to 79.03. But in the baseline system addition
of word features (wi−2 and wi+2) over the same fea-
ture decrease the f-value from 75.6 to 72.65.

5.2 Using Important Word Selection

The details of the comparison between the word fea-
ture and the reduced features based on important
word selection are given in Table 6. For the sur-
rounding word features, find whether the particular
word (e.g. at position -1, -2 etc.) presents in the
important words list (corresponding to the particu-
lar position if position based important words are
considered). If the word occurs in the list then the
word is used as features. In general it is observed
that word selection also improves performance over
baseline features. Among the different approaches,

the best result is obtained when important words for
two preceding and two following positions (defined
in Section 4.3) are selected. Using important word
based features, the highest f-value of 79.85 is ob-
tained by using the important words for previous two
and next two positions along with the suffix, prefix,
digit and POS information.

5.3 Relative Effectiveness of Clustering and
Word Selection

In most of the cases clustering based features per-
form better then the important word based feature
reduction. But the best f-value (79.85) of the sys-
tem (using the clustering based and important word
based features separately) is obtained by using im-
portant word based features.

Next we have made an experiment by consider-
ing both the clusters and important words combined.
We have defined the combined feature as, if the word
(wi) is in the corresponding important word list then
the word is used as feature otherwise the correspond-
ing cluster-id (in which wi belongs to) is considered
as feature. Using the combined feature, we have
achieved further improvement. Here we are able to
achieve the highest f-value of 80.01.

6 Conclusion

A hierarchical word clustering technique, where
clusters are driven automatically from large unan-
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Feature Using
Word
Features

Using
Words
(I1)

Using
Words
(I2)

Using
Words
(I3)

wi, window(-1, +1) 67.26 66.31 67.53 66.8
wi, window(-2, +2) 69.09 72.04 72.9 73.34
wi, window(-1, +1), Suffix 73.42 73.85 73.12 74.61
wi, window(-1, +1), Prefix, Suffix 72.5 73.52 73.94 74.87
wi, window(-1, +1), Prefix, Suffix, Digit 74.26 73.97 74.13 74.7
wi, window(-1, +1), Prefix, Suffix, Digit,
NomPSP

75.6 75.84 76.6 77.22

wi, window(-2, +2), Prefix, Suffix, Digit,
NomPSP

72.65 76.69 77.42 79.85

Table 6: F-values for different features in a MaxEnt based Hindi NER with important word based feature reduction
[window(−m,+n) refers to the important word or baseline word features corresponding to previous m positions and
next n positions; I1 is the class independent important words (4.1), I2 denotes the important words for each class (4.2),
I3 denotes the important words for each positions (4.3)]

notated corpus, is used by Miller et al. (2004) for
augmenting annotated training data. Note that our
clustering approach is different, where the clusters
are obtained using some statistics derived from the
annotated corpus, and also the purpose is different
as we have used the clusters for feature reduction.

In this paper we propose two feature reduction
techniques for Hindi NER based on word cluster-
ing and word selection. A number of word similar-
ity measures are used for clustering. A few statisti-
cal approaches are used for the selection of impor-
tant words. It is observed that significant enhance-
ment of accuracy over the baseline system which use
word features is obtained. This is probably due to
reduction of overfitting. This is more important for
a resource poor languages like Hindi where there is
scarcity in annotated training data and other NER
resources (like, gazetteer lists).
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Abstract

This paper presents an innovative, complex
approach to semantic verb classification that
relies on selectional preferences as verb prop-
erties. The probabilistic verb class model un-
derlying the semantic classes is trained by
a combination of the EM algorithm and the
MDL principle, providing soft clusters with
two dimensions (verb senses and subcategori-
sation frames with selectional preferences) as
a result. A language-model-based evaluation
shows that after 10 training iterations the verb
class model results are above the baseline re-
sults.

1 Introduction

In recent years, the computational linguistics com-
munity has developed an impressive number of se-
mantic verb classifications, i.e., classifications that
generalise over verbs according to their semantic
properties. Intuitive examples of such classifica-
tions are the MOTION WITH A VEHICLE class, in-
cluding verbs such asdrive, fly, row, etc., or the
BREAK A SOLID SURFACE WITH AN INSTRUMENT

class, including verbs such asbreak, crush, frac-
ture, smash, etc. Semantic verb classifications are
of great interest to computational linguistics, specifi-
cally regarding the pervasive problem of data sparse-
ness in the processing of natural language. Up to
now, such classifications have been used in applica-
tions such as word sense disambiguation (Dorr and
Jones, 1996; Kohomban and Lee, 2005), machine
translation (Prescher et al., 2000; Koehn and Hoang,
2007), document classification (Klavans and Kan,
1998), and in statistical lexical acquisition in gen-
eral (Rooth et al., 1999; Merlo and Stevenson, 2001;
Korhonen, 2002; Schulte im Walde, 2006).

Given that the creation of semantic verb classi-
fications is not an end task in itself, but depends
on the application scenario of the classification, we
find various approaches to an automatic induction of
semantic verb classifications. For example, Siegel
and McKeown (2000) used several machine learn-
ing algorithms to perform an automatic aspectual
classification of English verbs into event and sta-
tive verbs. Merlo and Stevenson (2001) presented
an automatic classification of three types of English
intransitive verbs, based on argument structure and
heuristics to thematic relations. Pereira et al. (1993)
and Rooth et al. (1999) relied on the Expectation-
Maximisation algorithm to induce soft clusters of
verbs, based on the verbs’ direct object nouns. Sim-
ilarly, Korhonen et al. (2003) relied on the Informa-
tion Bottleneck (Tishby et al., 1999) and subcate-
gorisation frame types to induce soft verb clusters.

This paper presents an innovative, complex ap-
proach to semantic verb classes that relies on se-
lectional preferences as verb properties. The un-
derlying linguistic assumption for this verb class
model is that verbs which agree on their selec-
tional preferences belong to a common seman-
tic class. The model is implemented as a soft-
clustering approach, in order to capture the poly-
semy of the verbs. The training procedure uses the
Expectation-Maximisation (EM) algorithm (Baum,
1972) to iteratively improve the probabilistic param-
eters of the model, and applies the Minimum De-
scription Length (MDL) principle (Rissanen, 1978)
to induce WordNet-based selectional preferences for
arguments within subcategorisation frames. Our
model is potentially useful for lexical induction
(e.g., verb senses, subcategorisation and selectional
preferences, collocations, and verb alternations),
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and for NLP applications in sparse data situations.
In this paper, we provide an evaluation based on a
language model.

The remainder of the paper is organised as fol-
lows. Section 2 introduces our probabilistic verb
class model, the EM training, and how we incor-
porate the MDL principle. Section 3 describes the
clustering experiments, including the experimental
setup, the evaluation, and the results. Section 4 re-
ports on related work, before we close with a sum-
mary and outlook in Section 5.

2 Verb Class Model

2.1 Probabilistic Model

This paper suggests a probabilistic model of verb
classes that groups verbs into clusters with simi-
lar subcategorisation frames and selectional prefer-
ences. Verbs may be assigned to several clusters
(soft clustering) which allows the model to describe
the subcategorisation properties of several verb read-
ings separately. The number of clusters is defined
in advance, but the assignment of the verbs to the
clusters is learnt during training. It is assumed that
all verb readings belonging to one cluster have simi-
lar subcategorisation and selectional properties. The
selectional preferences are expressed in terms of se-
mantic concepts from WordNet, rather than a set of
individual words. Finally, the model assumes that
the different arguments are mutually independent for
all subcategorisation frames of a cluster. From the
last assumption, it follows that any statistical depen-
dency between the arguments of a verb has to be ex-
plained by multiple readings.

The statistical model is characterised by the fol-
lowing equation which defines the probability of a
verb v with a subcategorisation framef and argu-
mentsa1, ..., anf

:

p(v, f, a1, ..., anf
) =

∑

c

p(c) p(v|c) p(f |c) ∗

nf∏

i=1

∑

r∈R

p(r|c, f, i) p(ai|r)

The model describes a stochastic process which gen-
erates a verb-argument tuple like〈speak, subj-pp.to,
professor, audience〉 by

1. selecting some clusterc, e.g. c3 (which might

correspond to a set ofcommunicationverbs),
with probabilityp(c3),

2. selecting a verbv, here the verbspeak, from
clusterc3 with probabilityp(speak|c3),

3. selecting a subcategorisation framef , here
subj-pp.to, with probability p(subj-pp.to|c3);
note that the frame probability only depends on
the cluster, and not on the verb,

4. selecting a WordNet conceptr for each argu-
ment slot, e.g. person for the first slot with
probability p(person|c3, subj-pp.to, 1) and so-
cial group for the second slot with probability
p(social group|c3, subj-pp.to, 2),

5. selecting a wordai to instantiate each con-
cept as argumenti; in our example, we
might choose professor for person with
probability p(professor|person) and au-
dience for social group with probability
p(audience|social group).

The model contains twohidden variables, namely
the clustersc and the selectional preferencesr. In or-
der to obtain the overall probability of a given verb-
argument tuple, we have to sum over all possible val-
ues of these hidden variables.

The assumption that the arguments are indepen-
dent of the verb given the cluster is essential for ob-
taining a clustering algorithm because it forces the
EM algorithm to make the verbs within a cluster as
similar as possible.1 The assumption that the differ-
ent arguments of a verb are mutually independent is
important to reduce the parameter set to a tractable
size

The fact that verbs select for concepts rather than
individual words also reduces the number of param-
eters and helps to avoid sparse data problems. The
application of the MDL principle guarantees that no
important information is lost.

The probabilitiesp(r|c, f, i) and p(a|r) men-
tioned above are not represented as atomic enti-
ties. Instead, we follow an approach by Abney

1The EM algorithm adjusts the model parameters in such a
way that the probability assigned to the training tuples is max-
imised. Given the model constraints, the data probability can
only be maximised by making the verbs within a cluster as sim-
ilar to each other as possible, regarding the required arguments.
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and Light (1999) and turn WordNet into a Hidden
Markov model (HMM). We create a new pseudo-
concept for each WordNet noun and add it as a hy-
ponym to each synset containing this word. In ad-
dition, we assign a probability to each hypernymy–
hyponymy transition, such that the probabilities of
the hyponymy links of a synset sum up to 1. The
pseudo-concept nodes emit the respective word with
a probability of 1, whereas the regular concept nodes
are non-emitting nodes. The probability of a path
in this (a priori) WordNet HMM is the product of
the probabilities of the transitions within the path.
The probabilityp(a|r) is then defined as the sum
of the probabilities of all paths from the conceptr

to the worda. Similarly, we create a partial Word-
Net HMM for each argument slot〈c, f, i〉 which en-
codes the selectional preferences. It contains only
the WordNet concepts that the slot selects for, ac-
cording to the MDL principle (cf. Section 2.3), and
the dominating concepts. The probabilityp(r|c, f, i)
is the total probability of all paths from the top-most
WordNet conceptentity to the terminal noder.

2.2 EM Training

The model is trained on verb-argument tuples of
the form described above, i.e., consisting of a verb
and a subcategorisation frame, plus the nominal2

heads of the arguments. The tuples may be ex-
tracted from parsed data, or from a treebank. Be-
cause of the hidden variables, the model is trained
iteratively with the Expectation-Maximisation algo-
rithm (Baum, 1972). The parameters are randomly
initialised and then re-estimated with the Inside-
Outside algorithm (Lari and Young, 1990) which is
an instance of the EM algorithm for training Proba-
bilistic Context-Free Grammars (PCFGs).

The PCFG training algorithm is applicable here
because we can define a PCFG for each of our mod-
els which generates the same verb-argument tuples
with the same probability. The PCFG is defined as
follows:

(1) The start symbol is TOP.

(2) For each clusterc, we add a rule TOP→ Vc Ac

whose probability isp(c).

2Arguments with lexical heads other than nouns (e.g., sub-
categorised clauses) are not included in the selectional prefer-
ence induction.

(3) For each verbv in cluster c, we add a rule
Vc → v with probabilityp(v|c).

(4) For each subcategorisation framef of clusterc
with lengthn, we add a rule Ac → f Rc,f,1,entity

... Rc,f,n,entity with probabilityp(f |c).

(5) For each transition from a noder to a noder′

in the selectional preference model for sloti of
the subcategorisation framef of clusterc, we
add a rule Rc,f,i,r → Rc,f,i,r′ whose probability
is the transition probability fromr to r′ in the
respective WordNet-HMM.

(6) For each terminal noder in the selectional pref-
erence model, we add a rule Rc,f,i,r →Rr whose
probability is 1. With this rule, we “jump” from
the selectional restriction model to the corre-
sponding node in the a priori model.

(7) For each transition from a noder to a noder′

in the a priori model, we add a rule Rr → Rr′

whose probability is the transition probability
from r to r′ in the a priori WordNet-HMM.

(8) For each word nodea in the a priori model, we
add a rule Ra → a whose probability is 1.

Based on the above definitions, a partial “parse” for
〈speak subj-pp.to professor audience〉, referring to
cluster 3 and one possible WordNet path, is shown in
Figure 1. The connections withinR3 (R3,...,entity–
R3,...,person/group) and within R (Rperson/group–
Rprofessor/audience) refer to sequential applications
of rule types (5) and (7), respectively.

TOP

V3

speak

A3

subj-pp.to R3,subj−pp.to,1,entity

R3,subj−pp.to,1,person

Rperson

Rprofessor

professor

R3,subj−pp.to,2,entity

R3,subj−pp.to,2,group

Rgroup

Raudience

audience

Figure 1: Example parse tree.

The EM training algorithm maximises the likelihood
of the training data.
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2.3 MDL Principle

A model with a large number of fine-grained con-
cepts as selectional preferences assigns a higher
likelihood to the data than a model with a small num-
ber of general concepts, because in general a larger
number of parameters is better in describing train-
ing data. Consequently, the EM algorithm a pri-
ori prefers fine-grained concepts but – due to sparse
data problems – tends to overfit the training data. In
order to find selectional preferences with an appro-
priate granularity, we apply the Minimum Descrip-
tion Length principle, an approach from Information
Theory. According to the MDL principle, the model
with minimal description lengthshould be chosen.
The description length itself is the sum of themodel
length and thedata length, with the model length
defined as the number of bits needed to encode the
model and its parameters, and the data length de-
fined as the number of bits required to encode the
training data with the given model. According to
coding theory, an optimal encoding uses−log2p

bits, on average, to encode data whose probability
is p. Usually, the model length increases and the
data length decreases as more parameters are added
to a model. The MDL principle finds a compromise
between the size of the model and the accuracy of
the data description.

Our selectional preference model relies on Li and
Abe (1998), applying the MDL principle to deter-
mine selectional preferences of verbs and their argu-
ments, by means of a concept hierarchy ordered by
hypernym/hyponym relations. Given a set of nouns
within a specific argument slot as a sample, the ap-
proach finds the cut3 in a concept hierarchy which
minimises the sum of encoding both the model and
the data. Themodel length (ML)is defined as

ML =
k

2
∗ log2 |S|,

with k the number of concepts in the partial hierar-
chy between the top concept and the concepts in the
cut, and|S| the sample size, i.e., the total frequency
of the data set. Thedata length (DL)is defined as

DL = −
∑

n∈S

log2 p(n).

3A cut is defined as a set of concepts in the concept hier-
archy that defines a partition of the ”leaf” concepts (the lowest
concepts in the hierarchy), viewing each concept in the cut as
representing the set of all leaf concepts it dominates.

The probability of a nounp(n) is determined by di-
viding the total probability of the concept class the
noun belongs to,p(concept), by the size of that
class,|concept|, i.e., the number of nouns that are
dominated by that concept:

p(n) =
p(concept)

|concept|
.

The higher the concept within the hierarchy, the
more nouns receive an equal probability, and the
greater is the data length.

The probability of the concept class in turn is de-
termined by dividing the frequency of the concept
classf(concept) by the sample size:

p(concept) =
f(concept)

|S|
,

wheref(concept) is calculated by upward propaga-
tion of the frequencies of the nominal lexemes from
the data sample through the hierarchy. For exam-
ple, if the nounscoffee, tea, milkappeared with fre-
quencies25, 50, 3, respectively, within a specific ar-
gument slot, then their hypernym conceptbeverage
would be assigned a frequency of78, and these78
would be propagated further upwards to the next hy-
pernyms, etc. As a result, each concept class is as-
signed a fraction of the frequency of the whole data
set (and the top concept receives the total frequency
of the data set). For calculatingp(concept) (and the
overall data length), though, only the concept classes
within the cut through the hierarchy are relevant.

Our model uses WordNet 3.0 as the concept hier-
archy, and comprises one (complete) a priori Word-
Net model for the lexical head probabilitiesp(a|r)
and one (partial) model for each selectional proba-
bility distribution p(r|c, f, i), cf. Section 2.1.

2.4 Combining EM and MDL

The training procedure that combines the EM train-
ing with the MDL principle can be summarised as
follows.

1. The probabilities of a verb class model withc
classes and a pre-defined set of verbs and frames
are initialised randomly. The selectional preference
models start out with the most general WordNet con-
cept only, i.e., the partial WordNet hierarchies un-
derlying the probabilitiesp(r|c, f, i) initially only
contain the conceptr for entity.
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2. The model is trained for a pre-defined num-
ber of iterations. In each iteration, not only the
model probabilities are re-estimated and maximised
(as done by EM), but also the cuts through the con-
cept hierarchies that represent the various selectional
preference models are re-assessed. In each iteration,
the following steps are performed.

(a) The partial WordNet hierarchies that represent
the selectional preference models are expanded to
include the hyponyms of the respective leaf con-
cepts of the partial hierarchies. I.e., in the first itera-
tion, all models are expanded towards the hyponyms
of entity, and in subsequent iterations each selec-
tional preference model is expanded to include the
hyponyms of the leaf nodes in the partial hierarchies
resulting from the previous iteration. This expansion
step allows the selection models to become more and
more detailed, as the training proceeds and the verb
clusters (and their selectional restrictions) become
increasingly specific.

(b) The training tuples are processed: For each tu-
ple, a PCFG parse forest as indicated by Figure 1
is done, and the Inside-Outside algorithm is applied
to estimate the frequencies of the ”parse tree rules”,
given the current model probabilities.

(c) The MDL principle is applied to each selectional
preference model: Starting from the respective leaf
concepts in the partial hierarchies, MDL is calcu-
lated to compare each set of hyponym concepts that
share a hypernym with the respective hypernym con-
cept. If the MDL is lower for the set of hyponyms
than the hypernym, the hyponyms are left in the par-
tial hierarchy. Otherwise the expansion of the hyper-
nym towards the hyponyms is undone and we con-
tinue recursively upwards the hierarchy, calculating
MDL to compare the former hypernym and its co-
hyponyms with the next upper hypernym, etc. The
recursion allows the training algorithm to remove
nodes which were added in earlier iterations and are
no longer relevant. It stops if the MDL is lower for
the hyponyms than for the hypernym.
This step results in selectional preference models
that minimally contain the top conceptentity, and
maximally contain the partial WordNet hierarchy
betweenentity and the concept classes that have
been expanded within this iteration.

(d) The probabilities of the verb class model are

maximised based on the frequency estimates ob-
tained in step (b).

3 Experiments

The model is generally applicable to all languages
for which WordNet exists, and for which the Word-
Net functions provided by Princeton University are
available. For the purposes of this paper, we choose
English as a case study.

3.1 Experimental Setup

The input data for training the verb class mod-
els were derived from Viterbi parses of the whole
British National Corpus, using the lexicalised PCFG
for English by Carroll and Rooth (1998). We took
only active clauses into account, and disregarded
auxiliary and modal verbs as well as particle verbs,
leaving a total of 4,852,371 Viterbi parses. Those in-
put tuples were then divided into 90% training data
and 10% test data, providing 4,367,130 training tu-
ples (over 2,769,804 types), and 485,241 test tuples
(over 368,103 types).

As we wanted to train and assess our verb class
model under various conditions, we used different
fractions of the training data in different training
regimes. Because of time and memory constraints,
we only used training tuples that appeared at least
twice. (For the sake of comparison, we also trained
one model on all tuples.) Furthermore, we dis-
regarded tuples with personal pronoun arguments;
they are not represented in WordNet, and even if
they are added (e.g. to general concepts such as
person, entity) they have a rather destructive ef-
fect. We considered two subsets of the subcate-
gorisation frames with 10 and 20 elements, which
were chosen according to their overall frequency in
the training data; for example, the 10 most frequent
frame types weresubj:obj, subj, subj:ap, subj:to,
subj:obj:obj2, subj:obj:pp-in, subj:adv, subj:pp-in,
subj:vbase, subj:that.4 When relying on theses
10/20 subcategorisation frames, plus including the
above restrictions, we were left with 39,773/158,134
and 42,826/166,303 training tuple types/tokens, re-
spectively. The overall number of training tuples

4A frame lists its arguments, separated by ’:’. Most argu-
ments within the frame types should be self-explanatory.ap is
an adjectival phrase.
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was therefore much smaller than the generally avail-
able data. The corresponding numbers including tu-
ples with a frequency of one were 478,717/597,078
and 577,755/701,232.

The number of clusters in the experiments was ei-
ther 20 or 50, and we used up to 50 iterations over
the training tuples. The model probabilities were
output after each 5th iteration. The output comprises
all model probabilities introduced in Section 2.1.
The following sections describe the evaluation of the
experiments, and the results.

3.2 Evaluation

One of the goals in the development of the presented
verb class model was to obtain an accurate statistical
model of verb-argument tuples, i.e. a model which
precisely predicts the tuple probabilities. In order
to evaluate the performance of the model in this re-
spect, we conducted an evaluation experiment, in
which we computed the probability which the verb
class model assigns to our test tuples and compared
it to the corresponding probability assigned by a
baseline model. The model with the higher proba-
bility is judged the better model.

We expected that the verb class model would
perform better than the baseline model on tuples
where one or more of the arguments were not ob-
served with the respective verb, because either the
argument itself or a semantically similar argument
(according to the selectional preferences) was ob-
served with verbs belonging to the same cluster. We
also expected that the verb class model assigns a
lower probability than the baseline model to test tu-
ples which frequently occurred in the training data,
since the verb class model fails to describe precisely
the idiosyncratic properties of verbs which are not
shared by the other verbs of its cluster.

The Baseline Model The baseline model decom-
poses the probability of a verb-argument tuple into a
product of conditional probabilities:5

p(v, f, a
nf

1
) = p(v) p(f |v)

nf∏

i=1

p(ai|a
i−1

1
, 〈v, f〉, fi)

5fi is the label of the ith slot. The verb and the subcategori-
sation frame are enclosed in angle brackets because they are
treated as a unit during smoothing.

The probability of our example tuple〈speak,
subj-pp.to, professor, audience〉 in the base-
line model is thenp(speak) p(subj-pp.to|speak)
p(professor|〈speak, subj-pp.to〉, subj) p(audience|
professor, 〈speak, subj-pp.to〉, pp.to).

The model contains no hidden variables. Thus the
parameters can be directly estimated from the train-
ing data with relative frequencies. The parameter
estimates are smoothed with modified Kneser-Ney
smoothing (Chen and Goodman, 1998), such that
the probability of each tuple is positive.

Smoothing of the Verb Class Model Although
the verb class model has a built-in smoothing capac-
ity, it needs additional smoothing for two reasons:
Firstly, some of the nouns in the test data did not
occur in the training data. The verb class model
assigns a zero probability to such nouns. Hence
we smoothed the concept instantiation probabilities
p(noun|concept) with Witten-Bell smoothing (Chen
and Goodman, 1998). Secondly, we smoothed the
probabilities of the concepts in the selectional pref-
erence models where zero probabilities may occur.

The smoothing ensures that the verb class model
assigns a positive probability to each verb-argument
tuple with a known verb, a known subcategorisation
frame, and arguments which are in WordNet. Other
tuples were excluded from the evaluation because
the verb class model cannot deal with them.

3.3 Results

The evaluation results of our classification experi-
ments are presented in Table 1, for 20 and 50 clus-
ters, with 10 and 20 subcategorisation frame types.
The table cells provide theloge of the probabilities
per tuple token. The probabilities increase with the
number of iterations, flattening out after approx. 25
iterations, as illustrated by Figure 2. Both for 10
and 20 frames, the results are better for 50 than for
20 clusters, with small differences between 10 and
20 frames. The results vary between -11.850 and
-10.620 (for 5-50 iterations), in comparison to base-
line values of -11.546 and -11.770 for 10 and 20
frames, respectively. The results thus show that our
verb class model results are above the baseline re-
sults after 10 iterations; this means that our statis-
tical model then assigns higher probabilities to the
test tuples than the baseline model.
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No. of Iteration
Clusters 5 10 15 20 25 30 35 40 45 50

10 frames
20 -11.770 -11.408 -10.978 -10.900 -10.853 -10.841 -10.831 -10.823 -10.817 -10.812
50 -11.850 -11.452 -11.061 -10.904 -10.730 -10.690 -10.668 -10.628 -10.625 -10.620

20 frames
20 -11.769 -11.430 -11.186 -10.971 -10.921 -10.899 -10.886 -10.875 -10.873 -10.869
50 -11.841 -11.472 -11.018 -10.850 -10.737 -10.728 -10.706 -10.680 -10.662 -10.648

Table 1: Clustering results – BNC tuples.

Figure 2: Illustration of clustering results.

Including input tuples with a frequency of one in
the training data with 10 subcategorisation frames
(as mentioned in Section 3.1) decreases theloge per
tuple to between -13.151 and -12.498 (for 5-50 it-
erations), with similar training behaviour as in Fig-
ure 2, and in comparsion to a baseline of -17.988.
The differences in the result indicate that the mod-
els including the hapax legomena are worse than the
models that excluded the sparse events; at the same
time, the differences between baseline and cluster-
ing model are larger.

In order to get an intuition about the qualitative
results of the clusterings, we select two example
clusters that illustrate that the idea of the verb class
model has been realised within the clusters. Ac-
cording to our own intuition, the clusters are over-
all semantically impressive, beyond the examples.
Future work will assess by semantics-based eval-
uations of the clusters (such as pseudo-word dis-
ambiguation, or a comparison against existing verb
classifications), whether this intuition is justified,
whether it transfers to the majority of verbs within
the cluster analyses, and whether the clusters cap-
ture polysemic verbs appropriately.

The two examples are taken from the 10 frame/50
cluster verb class model, with probabilities of 0.05
and 0.04. The ten most probable verbs in the first
cluster areshow, suggest, indicate, reveal, find, im-
ply, conclude, demonstrate, state, mean, with the
two most probable frame typessubj and subj:that,
i.e., the intransitive frame, and a frame that subcat-
egorises athat clause. As selectional preferences
within the intransitive frame (and quite similarly
in the subj:that frame), the most probable concept
classes6 are study, report, survey, name, research,
result, evidence. The underlined nouns represent
specific concept classes, because they are leaf nodes
in the selectional preference hierarchy, thus refer-
ring to very specific selectional preferences, which
are potentially useful for collocation induction. The
ten most probable verbs in the second cluster are
arise, remain, exist, continue, need, occur, change,
improve, begin, become, with the intransitive frame
being most probable. The most probable concept
classes areproblem, condition, question, natural
phenomenon, situation. The two examples illustrate
that the verbs within a cluster are semantically re-
lated, and that they share obvious subcategorisation
frames with intuitively plausible selectional prefer-
ences.

4 Related Work

Our model is an extension of and thus most closely
related to the latent semantic clustering (LSC) model
(Rooth et al., 1999) for verb-argument pairs〈v, a〉
which defines their probability as follows:

p(v, a) =
∑

c

p(c) p(v|c) p(a|c)

In comparison to our model, the LSC model only
considers a single argument (such as direct objects),

6For readability, we only list one noun per WordNet concept.

502



or a fixed number of arguments from one particu-
lar subcategorisation frame, whereas our model de-
fines a probability distribution over all subcategori-
sation frames. Furthermore, our model specifies se-
lectional preferences in terms of general WordNet
concepts rather than sets of individual words.

In a similar vein, our model is both similar and
distinct in comparison to the soft clustering ap-
proaches by Pereira et al. (1993) and Korhonen et
al. (2003). Pereira et al. (1993) suggested determin-
istic annealing to cluster verb-argument pairs into
classes of verbs and nouns. On the one hand, their
model is asymmetric, thus not giving the same in-
terpretation power to verbs and arguments; on the
other hand, the model provides a more fine-grained
clustering for nouns, in the form of an additional hi-
erarchical structure of the noun clusters. Korhonen
et al. (2003) used verb-frame pairs (instead of verb-
argument pairs) to cluster verbs relying on the Infor-
mation Bottleneck (Tishby et al., 1999). They had
a focus on the interpretation of verbal polysemy as
represented by the soft clusters. The main difference
of our model in comparison to the above two models
is, again, that we incorporate selectional preferences
(rather than individual words, or subcategorisation
frames).

In addition to the above soft-clustering models,
various approaches towards semantic verb classifi-
cation have relied on hard-clustering models, thus
simplifying the notion of verbal polysemy. Two
large-scale approaches of this kind are Schulte im
Walde (2006), who used k-Means on verb subcat-
egorisation frames and verbal arguments to cluster
verbs semantically, and Joanis et al. (2008), who ap-
plied Support Vector Machines to a variety of verb
features, including subcategorisation slots, tense,
voice, and an approximation to animacy. To the
best of our knowledge, Schulte im Walde (2006) is
the only hard-clustering approach that previously in-
corporated selectional preferences as verb features.
However, her model was not soft-clustering, and
she only used a simple approach to represent selec-
tional preferences by WordNet’s top-level concepts,
instead of making use of the whole hierarchy and
more sophisticated methods, as in the current paper.

Last but not least, there are other models of se-
lectional preferences than the MDL model we used
in our paper. Most such models also rely on the

WordNet hierarchy (Resnik, 1997; Abney and Light,
1999; Ciaramita and Johnson, 2000; Clark and Weir,
2002). Brockmann and Lapata (2003) compared
some of the models against human judgements on
the acceptability of sentences, and demonstrated that
the models were significantly correlated with human
ratings, and that no model performed best; rather,
the different methods are suited for different argu-
ment relations.

5 Summary and Outlook

This paper presented an innovative, complex ap-
proach to semantic verb classes that relies on se-
lectional preferences as verb properties. The prob-
abilistic verb class model underlying the semantic
classes was trained by a combination of the EM al-
gorithm and the MDL principle, providing soft clus-
ters with two dimensions (verb senses and subcate-
gorisation frames with selectional preferences) as a
result. A language model-based evaluation showed
that after 10 training iterations the verb class model
results are above the baseline results.

We plan to improve the verb class model with re-
spect to (i) a concept-wise (instead of a cut-wise)
implementation of the MDL principle, to operate on
concepts instead of combinations of concepts; and
(ii) variations of the concept hierarchy, using e.g. the
sense-clustered WordNets from the Stanford Word-
Net Project (Snow et al., 2007), or a WordNet ver-
sion improved by concepts from DOLCE (Gangemi
et al., 2003), to check on the influence of concep-
tual details on the clustering results. Furthermore,
we aim to use the verb class model in NLP tasks, (i)
as resource for lexical induction of verb senses, verb
alternations, and collocations, and (ii) as a lexical
resource for the statistical disambiguation of parse
trees.
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Abstract

We propose a succinct randomized language
model which employs a perfect hash func-
tion to encode fingerprints of n-grams and
their associated probabilities, backoff weights,
or other parameters. The scheme can repre-
sent any standard n-gram model and is easily
combined with existing model reduction tech-
niques such as entropy-pruning. We demon-
strate the space-savings of the scheme via ma-
chine translation experiments within a dis-
tributed language modeling framework.

1 Introduction

Language models (LMs) are a core component in
statistical machine translation, speech recognition,
optical character recognition and many other areas.
They distinguish plausible word sequences from a
set of candidates. LMs are usually implemented
as n-gram models parameterized for each distinct
sequence of up to n words observed in the train-
ing corpus. Using higher-order models and larger
amounts of training data can significantly improve
performance in applications, however the size of the
resulting LM can become prohibitive.

With large monolingual corpora available in ma-
jor languages, making use of all the available data
is now a fundamental challenge in language mod-
eling. Efficiency is paramount in applications such
as machine translation which make huge numbers
of LM requests per sentence. To scale LMs to larger
corpora with higher-order dependencies, researchers

∗Work completed while this author was at Google Inc.

have considered alternative parameterizations such
as class-based models (Brown et al., 1992), model
reduction techniques such as entropy-based pruning
(Stolcke, 1998), novel represention schemes such as
suffix arrays (Emami et al., 2007), Golomb Coding
(Church et al., 2007) and distributed language mod-
els that scale more readily (Brants et al., 2007).

In this paper we propose a novel randomized lan-
guage model. Recent work (Talbot and Osborne,
2007b) has demonstrated that randomized encod-
ings can be used to represent n-gram counts for
LMs with signficant space-savings, circumventing
information-theoretic constraints on lossless data
structures by allowing errors with some small prob-
ability. In contrast the representation scheme used
by our model encodes parameters directly. It can
be combined with any n-gram parameter estimation
method and existing model reduction techniques
such as entropy-based pruning. Parameters that are
stored in the model are retrieved without error; how-
ever, false positives may occur whereby n-grams not
in the model are incorrectly ‘found’ when requested.
The false positive rate is determined by the space us-
age of the model.

Our randomized language model is based on the
Bloomier filter (Chazelle et al., 2004). We encode
fingerprints (random hashes) of n-grams together
with their associated probabilities using a perfect
hash function generated at random (Majewski et al.,
1996). Lookup is very efficient: the values of 3 cells
in a large array are combined with the fingerprint of
an n-gram. This paper focuses on machine transla-
tion. However, many of our findings should transfer
to other applications of language modeling.
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2 Scaling Language Models

In statistical machine translation (SMT), LMs are
used to score candidate translations in the target lan-
guage. These are typically n-gram models that ap-
proximate the probability of a word sequence by as-
suming each token to be independent of all but n−1
preceding tokens. Parameters are estimated from
monolingual corpora with parameters for each dis-
tinct word sequence of length l ∈ [n] observed in
the corpus. Since the number of parameters grows
somewhat exponentially with n and linearly with the
size of the training corpus, the resulting models can
be unwieldy even for relatively small corpora.

2.1 Scaling Strategies

Various strategies have been proposed to scale LMs
to larger corpora and higher-order dependencies.
Model-based techniques seek to parameterize the
model more efficiently (e.g. latent variable models,
neural networks) or to reduce the model size directly
by pruning uninformative parameters, e.g. (Stolcke,
1998), (Goodman and Gao, 2000). Representation-
based techniques attempt to reduce space require-
ments by representing the model more efficiently or
in a form that scales more readily, e.g. (Emami et al.,
2007), (Brants et al., 2007), (Church et al., 2007).

2.2 Lossy Randomized Encodings

A fundamental result in information theory (Carter
et al., 1978) states that a random set of objects can-
not be stored using constant space per object as the
universe from which the objects are drawn grows
in size: the space required to uniquely identify an
object increases as the set of possible objects from
which it must be distinguished grows. In language
modeling the universe under consideration is the
set of all possible n-grams of length n for given
vocabulary. Although n-grams observed in natu-
ral language corpora are not randomly distributed
within this universe no lossless data structure that we
are aware of can circumvent this space-dependency
on both the n-gram order and the vocabulary size.
Hence as the training corpus and vocabulary grow, a
model will require more space per parameter.

However, if we are willing to accept that occa-
sionally our model will be unable to distinguish be-
tween distinct n-grams, then it is possible to store

each parameter in constant space independent of
both n and the vocabulary size (Carter et al., 1978),
(Talbot and Osborne, 2007a). The space required in
such a lossy encoding depends only on the range of
values associated with the n-grams and the desired
error rate, i.e. the probability with which two dis-
tinct n-grams are assigned the same fingerprint.

2.3 Previous Randomized LMs

Recent work (Talbot and Osborne, 2007b) has used
lossy encodings based on Bloom filters (Bloom,
1970) to represent logarithmically quantized cor-
pus statistics for language modeling. While the ap-
proach results in significant space savings, working
with corpus statistics, rather than n-gram probabil-
ities directly, is computationally less efficient (par-
ticularly in a distributed setting) and introduces a
dependency on the smoothing scheme used. It also
makes it difficult to leverage existing model reduc-
tion strategies such as entropy-based pruning that
are applied to final parameter estimates.

In the next section we describe our randomized
LM scheme based on perfect hash functions. This
scheme can be used to encode any standard n-gram
model which may first be processed using any con-
ventional model reduction technique.

3 Perfect Hash-based Language Models

Our randomized LM is based on the Bloomier filter
(Chazelle et al., 2004). We assume the n-grams and
their associated parameter values have been precom-
puted and stored on disk. We then encode the model
in an array such that each n-gram’s value can be re-
trieved. Storage for this array is the model’s only
significant space requirement once constructed.1

The model uses randomization to map n-grams
to fingerprints and to generate a perfect hash func-
tion that associates n-grams with their values. The
model can erroneously return a value for an n-gram
that was never actually stored, but will always return
the correct value for an n-gram that is in the model.
We will describe the randomized algorithm used to
encode n-gram parameters in the model, analyze the
probability of a false positive, and explain how we
construct and query the model in practice.

1Note that we do not store the n-grams explicitly and there-
fore that the model’s parameter set cannot easily be enumerated.
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3.1 N -gram Fingerprints
We wish to encode a set of n-gram/value pairs

S = {(x1, v(x1)), (x2, v(x2)), . . . , (xN , v(xN ))}

using an array A of size M and a perfect hash func-
tion. Each n-gram xi is drawn from some set of pos-
sible n-grams U and its associated value v(xi) from
a corresponding set of possible values V .

We do not store the n-grams and their proba-
bilities directly but rather encode a fingerprint of
each n-gram f(xi) together with its associated value
v(xi) in such a way that the value can be retrieved
when the model is queried with the n-gram xi.

A fingerprint hash function f : U → [0, B − 1]
maps n-grams to integers between 0 and B − 1.2

The array A in which we encode n-gram/value pairs
has addresses of size dlog2 Be hence B will deter-
mine the amount of space used per n-gram. There
is a trade-off between space and error rate since the
larger B is, the lower the probability of a false pos-
itive. This is analyzed in detail below. For now we
assume only that B is at least as large as the range
of values stored in the model, i.e. B ≥ |V|.

3.2 Composite Perfect Hash Functions
The function used to associate n-grams with their
values (Eq. (1)) combines a composite perfect hash
function (Majewski et al., 1996) with the finger-
print function. An example is shown in Fig. 1.
The composite hash function is made up of k in-
dependent hash functions h1, h2, . . . , hk where each
hi : U → [0,M − 1] maps n-grams to locations in
the array A. The lookup function is then defined as
g : U → [0, B − 1] by3

g(xi) = f(xi)⊗

(
k⊗

i=1

A[hi(xi)]

)
(1)

where f(xi) is the fingerprint of n-gram xi and
A[hi(xi)] is the value stored in location hi(xi) of the
array A. Eq. (1) is evaluated to retrieve an n-gram’s
parameter during decoding. To encode our model
correctly we must ensure that g(xi) = v(xi) for all
n-grams in our set S. Generating A to encode this

2The analysis assumes that all hash functions are random.
3We use ⊗ to denote the exclusive bitwise OR operator.

Figure 1: Encoding an n-gram’s value in the array.

function for a given set of n-grams is a significant
challenge described in the following sections.

3.3 Encoding n-grams in the model
All addresses in A are initialized to zero. The proce-
dure we use to ensure g(xi) = v(xi) for all xi ∈ S
updates a single, unique location in A for each n-
gram xi. This location is chosen from among the k
locations given by hj(xi), j ∈ [k]. Since the com-
posite function g(xi) depends on the values stored at
all k locations A[h1(xi)], A[h2(xi)], . . . , A[hk(xi)]
in A, we must also ensure that once an n-gram xi

has been encoded in the model, these k locations
are not subsequently changed since this would inval-
idate the encoding; however, n-grams encoded later
may reference earlier entries and therefore locations
in A can effectively be ‘shared’ among parameters.

In the following section we describe a randomized
algorithm to find a suitable order in which to enter
n-grams in the model and, for each n-gram xi, de-
termine which of the k hash functions, say hj , can
be used to update A without invalidating previous
entries. Given this ordering of the n-grams and the
choice of hash function hj for each xi ∈ S, it is clear
that the following update rule will encode xi in the
array A so that g(xi) will return v(xi) (cf. Eq.(1))

A[hj(xi)] = v(xi)⊗ f(xi)⊗
k⊗

i=1∩i6=j

A[hi(xi)]. (2)

3.4 Finding an Ordered Matching
We now describe an algorithm (Algorithm 1; (Ma-
jewski et al., 1996)) that selects one of the k hash
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functions hj , j ∈ [k] for each n-gram xi ∈ S and
an order in which to apply the update rule Eq. (2) so
that g(xi) maps xi to v(xi) for all n-grams in S.

This problem is equivalent to finding an ordered
matching in a bipartite graph whose LHS nodes cor-
respond to n-grams in S and RHS nodes correspond
to locations in A. The graph initially contains edges
from each n-gram to each of the k locations in A
given by h1(xi), h2(xi), . . . , hk(xi) (see Fig. (2)).
The algorithm uses the fact that any RHS node that
has degree one (i.e. a single edge) can be safely
matched with its associated LHS node since no re-
maining LHS nodes can be dependent on it.

We first create the graph using the k hash func-
tions hj , j ∈ [k] and store a list (degree one)
of those RHS nodes (locations) with degree one.
The algorithm proceeds by removing nodes from
degree one in turn, pairing each RHS node with
the unique LHS node to which it is connected. We
then remove both nodes from the graph and push the
pair (xi, hj(xi)) onto a stack (matched). We also
remove any other edges from the matched LHS node
and add any RHS nodes that now have degree one
to degree one. The algorithm succeeds if, while
there are still n-grams left to match, degree one
is never empty. We then encode n-grams in the order
given by the stack (i.e., first-in-last-out).

Since we remove each location in A (RHS node)
from the graph as it is matched to an n-gram (LHS
node), each location will be associated with at most
one n-gram for updating. Moreover, since we match
an n-gram to a location only once the location has
degree one, we are guaranteed that any other n-
grams that depend on this location are already on
the stack and will therefore only be encoded once
we have updated this location. Hence dependencies
in g are respected and g(xi) = v(xi) will remain
true following the update in Eq. (2) for each xi ∈ S.

3.5 Choosing Random Hash Functions
The algorithm described above is not guaranteed to
succeed. Its success depends on the size of the array
M , the number of n-grams stored |S| and the choice
of random hash functions hj , j ∈ [k]. Clearly we
require M ≥ |S|; in fact, an argument from Majew-
ski et al. (1996) implies that if M ≥ 1.23|S| and
k = 3, the algorithm succeeds with high probabil-

Figure 2: The ordered matching algorithm: matched =
[(a, 1), (b, 2), (d, 4), (c, 5)]

ity. We use 2-universal hash functions (L. Carter
and M. Wegman, 1979) defined for a range of size
M via a prime P ≥ M and two random numbers
1 ≤ aj ≤ P and 0 ≤ bj ≤ P for j ∈ [k] as

hj(x) ≡ ajx + bj mod P

taken modulo M . We generate a set of k hash
functions by sampling k pairs of random numbers
(aj , bj), j ∈ [k]. If the algorithm does not find
a matching with the current set of hash functions,
we re-sample these parameters and re-start the algo-
rithm. Since the probability of failure on a single
attempt is low when M ≥ 1.23|S|, the probability
of failing multiple times is very small.

3.6 Querying the Model and False Positives
The construction we have described above ensures
that for any n-gram xi ∈ S we have g(xi) = v(xi),
i.e., we retrieve the correct value. To retrieve a value
given an n-gram xi we simply compute the finger-
print f(xi), the hash functions hj(xi), j ∈ [k] and
then return g(xi) using Eq. (1). Note that unlike the
constructions in (Talbot and Osborne, 2007b) and
(Church et al., 2007) no errors are possible for n-
grams stored in the model. Hence we will not make
errors for common n-grams that are typically in S.

508



Algorithm 1 Ordered Matching
Input : Set of n-grams S; k hash functions hj , j ∈ [k];
number of available locations M .
Output : Ordered matching matched or FAIL.
matched⇐ [ ]
for all i ∈ [0, M − 1] do
r2li ⇐ ∅

end for
for all xi ∈ S do
l2ri ⇐ ∅
for all j ∈ [k] do
l2ri ⇐ l2ri ∪ hj(xi)
r2lhj(xi) ⇐ r2lhj(xi) ∪ xi

end for
end for
degree one⇐ {i ∈ [0, M − 1] | |r2li| = 1}
while |degree one| ≥ 1 do
rhs⇐ POP degree one

lhs⇐ POP r2lrhs

PUSH (lhs, rhs) onto matched

for all rhs′ ∈ l2rlhs do
POP r2lrhs′

if |r2lrhs′ | = 1 then
degree one⇐ degree one ∪ rhs′

end if
end for

end while
if |matched| = |S| then

return matched

else
return FAIL

end if

On the other hand, querying the model with an n-
gram that was not stored, i.e. with xi ∈ U \ S we
may erroneously return a value v ∈ V .

Since the fingerprint f(xi) is assumed to be dis-
tributed uniformly at random (u.a.r.) in [0, B − 1],
g(xi) is also u.a.r. in [0, B−1] for xi ∈ U\S . Hence
with |V| values stored in the model, the probability
that xi ∈ U \ S is assigned a value in v ∈ V is

Pr{g(xi) ∈ V|xi ∈ U \ S} = |V|/B.

We refer to this event as a false positive. If V is fixed,
we can obtain a false positive rate ε by setting B as

B ≡ |V|/ε.

For example, if |V| is 128 then taking B = 1024
gives an error rate of ε = 128/1024 = 0.125 with
each entry in A using dlog2 1024e = 10 bits. Clearly
B must be at least |V| in order to distinguish each
value. We refer to the additional bits allocated to

each location (i.e. dlog2 Be − log2 |V| or 3 in our
example) as error bits in our experiments below.

3.7 Constructing the Full Model
When encoding a large set of n-gram/value pairs S,
Algorithm 1 will only be practical if the raw data
and graph can be held in memory as the perfect hash
function is generated. This makes it difficult to en-
code an extremely large set S into a single array A.
The solution we adopt is to split S into t smaller
sets S′

i, i ∈ [t] that are arranged in lexicographic or-
der.4 We can then encode each subset in a separate
array A′

i, i ∈ [t] in turn in memory. Querying each
of these arrays for each n-gram requested would be
inefficient and inflate the error rate since a false posi-
tive could occur on each individual array. Instead we
store an index of the final n-gram encoded in each
array and given a request for an n-gram’s value, per-
form a binary search for the appropriate array.

3.8 Sanity Checks
Our models are consistent in the following sense

(w1, w2, . . . , wn) ∈ S =⇒ (w2, . . . , wn) ∈ S.

Hence we can infer that an n-gram can not be
present in the model, if the n− 1-gram consisting of
the final n − 1 words has already tested false. Fol-
lowing (Talbot and Osborne, 2007a) we can avoid
unnecessary false positives by not querying for the
longer n-gram in such cases.

Backoff smoothing algorithms typically request
the longest n-gram supported by the model first, re-
questing shorter n-grams only if this is not found. In
our case, however, if a query is issued for the 5-gram
(w1, w2, w3, w4, w5) when only the unigram (w5) is
present in the model, the probability of a false posi-
tive using such a backoff procedure would not be ε as
stated above, but rather the probability that we fail to
avoid an error on any of the four queries performed
prior to requesting the unigram, i.e. 1−(1−ε)4 ≈ 4ε.
We therefore query the model first with the unigram
working up to the full n-gram requested by the de-
coder only if the preceding queries test positive. The
probability of returning a false positive for any n-
gram requested by the decoder (but not in the model)
will then be at most ε.

4In our system we use subsets of 5 million n-grams which
can easily be encoded using less than 2GB of working space.
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4 Experimental Set-up

4.1 Distributed LM Framework

We deploy the randomized LM in a distributed
framework which allows it to scale more easily
by distributing it across multiple language model
servers. We encode the model stored on each lan-
guagage model server using the randomized scheme.

The proposed randomized LM can encode param-
eters estimated using any smoothing scheme (e.g.
Kneser-Ney, Katz etc.). Here we choose to work
with stupid backoff smoothing (Brants et al., 2007)
since this is significantly more efficient to train and
deploy in a distributed framework than a context-
dependent smoothing scheme such as Kneser-Ney.
Previous work (Brants et al., 2007) has shown it to
be appropriate to large-scale language modeling.

4.2 LM Data Sets

The language model is trained on four data sets:
target: The English side of Arabic-English parallel
data provided by LDC (132 million tokens).
gigaword: The English Gigaword dataset provided
by LDC (3.7 billion tokens).
webnews: Data collected over several years, up to
January 2006 (34 billion tokens).
web: The Web 1T 5-gram Version 1 corpus provided
by LDC (1 trillion tokens).5

An initial experiment will use the Web 1T 5-gram
corpus only; all other experiments will use a log-
linear combination of models trained on each cor-
pus. The combined model is pre-compiled with
weights trained on development data by our system.

4.3 Machine Translation

The SMT system used is based on the framework
proposed in (Och and Ney, 2004) where translation
is treated as the following optimization problem

ê = arg max
e

M∑
i=1

λiΦi(e, f). (3)

Here f is the source sentence that we wish to trans-
late, e is a translation in the target language, Φi, i ∈
[M ] are feature functions and λi, i ∈ [M ] are
weights. (Some features may not depend on f .)

5N -grams with count < 40 are not included in this data set.

Full Set Entropy-Pruned
# 1-grams 13,588,391 13,588,391
# 2-grams 314,843,401 184,541,402
# 3-grams 977,069,902 439,430,328
# 4-grams 1,313,818,354 407,613,274
# 5-grams 1,176,470,663 238,348,867
Total 3,795,790,711 1,283,522,262

Table 1: Num. of n-grams in the Web 1T 5-gram corpus.

5 Experiments

This section describes three sets of experiments:
first, we encode the Web 1T 5-gram corpus as a ran-
domized language model and compare the result-
ing size with other representations; then we mea-
sure false positive rates when requesting n-grams
for a held-out data set; finally we compare transla-
tion quality when using conventional (lossless) lan-
guages models and our randomized language model.

Note that the standard practice of measuring per-
plexity is not meaningful here since (1) for efficient
computation, the language model is not normalized;
and (2) even if this were not the case, quantization
and false positives would render it unnormalized.

5.1 Encoding the Web 1T 5-gram corpus

We build a language model from the Web 1T 5-gram
corpus. Parameters, corresponding to negative loga-
rithms of relative frequencies, are quantized to 8-bits
using a uniform quantizer. More sophisticated quan-
tizers (e.g. (S. Lloyd, 1982)) may yield better results
but are beyond the scope of this paper.

Table 1 provides some statistics about the corpus.
We first encode the full set of n-grams, and then a
version that is reduced to approx. 1/3 of its original
size using entropy pruning (Stolcke, 1998).

Table 2 shows the total space and number of bytes
required per n-gram to encode the model under dif-
ferent schemes: “LDC gzip’d” is the size of the files
as delivered by LDC; “Trie” uses a compact trie rep-
resentation (e.g., (Clarkson et al., 1997; Church et
al., 2007)) with 3 byte word ids, 1 byte values, and 3
byte indices; “Block encoding” is the encoding used
in (Brants et al., 2007); and “randomized” uses our
novel randomized scheme with 12 error bits. The
latter requires around 60% of the space of the next
best representation and less than half of the com-
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size (GB) bytes/n-gram
Full Set
LDC gzip’d 24.68 6.98
Trie 21.46 6.07
Block Encoding 18.00 5.14
Randomized 10.87 3.08
Entropy Pruned
Trie 7.70 6.44
Block Encoding 6.20 5.08
Randomized 3.68 3.08

Table 2: Web 1T 5-gram language model sizes with dif-
ferent encodings. “Randomized” uses 12 error bits.

monly used trie encoding. Our method is the only
one to use the same amount of space per parameter
for both full and entropy-pruned models.

5.2 False Positive Rates
All n-grams explicitly inserted into our randomized
language model are retrieved without error; how-
ever, n-grams not stored may be incorrectly assigned
a value resulting in a false positive. Section (3) an-
alyzed the theoretical error rate; here, we measure
error rates in practice when retrieving n-grams for
approx. 11 million tokens of previously unseen text
(news articles published after the training data had
been collected). We measure this separately for all
n-grams of order 2 to 5 from the same text.

The language model is trained on the four data
sources listed above and contains 24 billion n-
grams. With 8-bit parameter values, the model
requires 55.2/69.0/82.7 GB storage when using
8/12/16 error bits respectively (this corresponds to
2.46/3.08/3.69 bytes/n-gram).

Using such a large language model results in a
large fraction of known n-grams in new text. Table
3 shows, e.g., that almost half of all 5-grams from
the new text were seen in the training data.

Column (1) in Table 4 shows the number of false
positives that occurred for this test data. Column
(2) shows this as a fraction of the number of unseen
n-grams in the data. This number should be close to
2−b where b is the number of error bits (i.e. 0.003906
for 8 bits and 0.000244 for 12 bits). The error rates
for bigrams are close to their expected values. The
numbers are much lower for higher n-gram orders
due to the use of sanity checks (see Section 3.8).

total seen unseen
2gms 11,093,093 98.98% 1.02%
3gms 10,652,693 91.08% 8.92%
4gms 10,212,293 68.39% 31.61%
5gms 9,781,777 45.51% 54.49%

Table 3: Number of n-grams in test set and percentages
of n-grams that were seen/unseen in the training data.

(1) (2) (3)
false pos. false pos

unseen
false pos

total

8 error bits
2gms 376 0.003339 0.000034
3gms 2839 0.002988 0.000267
4gms 6659 0.002063 0.000652
5gms 6356 0.001192 0.000650
total 16230 0.001687 0.000388
12 error bits
2gms 25 0.000222 0.000002
3gms 182 0.000192 0.000017
4gms 416 0.000129 0.000041
5gms 407 0.000076 0.000042
total 1030 0.000107 0.000025

Table 4: False positive rates with 8 and 12 error bits.

The overall fraction of n-grams requested for
which an error occurs is of most interest in applica-
tions. This is shown in Column (3) and is around a
factor of 4 smaller than the values in Column (2). On
average, we expect to see 1 error in around 2,500 re-
quests when using 8 error bits, and 1 error in 40,000
requests with 12 error bits (see “total” row).

5.3 Machine Translation

We run an improved version of our 2006 NIST MT
Evaluation entry for the Arabic-English “Unlimited”
data track.6 The language model is the same one as
in the previous section.

Table 5 shows baseline translation BLEU scores
for a lossless (non-randomized) language model
with parameter values quantized into 5 to 8 bits. We
use MT04 data for system development, with MT05
data and MT06 (“NIST” subset) data for blind test-
ing. As expected, results improve when using more
bits. There seems to be little benefit in going beyond

6See http://www.nist.gov/speech/tests/mt/2006/doc/
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dev test test
bits MT04 MT05 MT06
5 0.5237 0.5608 0.4636
6 0.5280 0.5671 0.4649
7 0.5299 0.5691 0.4672
8 0.5304 0.5697 0.4663

Table 5: Baseline BLEU scores with lossless n-gram
model and different quantization levels (bits).

 0.554

 0.556

 0.558

 0.56

 0.562

 0.564

 0.566

 0.568

 0.57

 8  9  10  11  12  13  14  15  16

M
T

05
 B

LE
U

Number of Error Bits

8 bit values
7 bit values
6 bit values
5 bit values

Figure 3: BLEU scores on the MT05 data set.

8 bits. Overall, our baseline results compare favor-
ably to those reported on the NIST MT06 web site.

We now replace the language model with a ran-
domized version. Fig. 3 shows BLEU scores for the
MT05 evaluation set with parameter values quan-
tized into 5 to 8 bits and 8 to 16 additional ‘er-
ror’ bits. Figure 4 shows a similar graph for MT06
data. We again see improvements as quantization
uses more bits. There is a large drop in performance
when reducing the number of error bits from 10 to
8, while increasing it beyond 12 bits offers almost
no further gains with scores that are almost identi-
cal to the lossless model. Using 8-bit quantization
and 12 error bits results in an overall requirement of
(8+12)×1.23 = 24.6 bits = 3.08 bytes per n-gram.

All runs use the sanity checks described in Sec-
tion 3.8. Without sanity checks, scores drop, e.g. by
0.002 for 8-bit quantization and 12 error bits.

Randomization and entropy pruning can be com-
bined to achieve further space savings with minimal
loss in quality as shown in Table (6). The BLEU
score drops by between 0.0007 to 0.0018 while the
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Figure 4: BLEU scores on MT06 data (“NIST” subset).

size dev test test
LM GB MT04 MT05 MT06

unpruned block 116 0.5304 0.5697 0.4663
unpruned rand 69 0.5299 0.5692 0.4659
pruned block 42 0.5294 0.5683 0.4665
pruned rand 27 0.5289 0.5679 0.4656

Table 6: Combining randomization and entropy pruning.
All models use 8-bit values; “rand” uses 12 error bits.

model is reduced to approx. 1/4 of its original size.

6 Conclusions

We have presented a novel randomized language
model based on perfect hashing. It can associate
arbitrary parameter types with n-grams. Values ex-
plicitly inserted into the model are retrieved without
error; false positives may occur but are controlled
by the number of bits used per n-gram. The amount
of storage needed is independent of the size of the
vocabulary and the n-gram order. Lookup is very
efficient: the values of 3 cells in a large array are
combined with the fingerprint of an n-gram.

Experiments have shown that this randomized
language model can be combined with entropy prun-
ing to achieve further memory reductions; that error
rates occurring in practice are much lower than those
predicted by theoretical analysis due to the use of
runtime sanity checks; and that the same translation
quality as a lossless language model representation
can be achieved when using 12 ‘error’ bits, resulting
in approx. 3 bytes per n-gram (this includes one byte
to store parameter values).
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Abstract

We improve the quality of statistical machine
translation (SMT) by applying models that
predict word forms from their stems using
extensive morphological and syntactic infor-
mation from both the source and target lan-
guages. Our inflection generation models are
trained independently of the SMT system. We
investigate different ways of combining the in-
flection prediction component with the SMT
system by training the base MT system on
fully inflected forms or on word stems. We
applied our inflection generation models in
translating English into two morphologically
complex languages, Russian and Arabic, and
show that our model improves the quality of
SMT over both phrasal and syntax-based SMT
systems according to BLEU and human judge-
ments.

1 Introduction

One of the outstanding problems for further improv-
ing machine translation (MT) systems is the diffi-
culty of dividing the MT problem into sub-problems
and tackling each sub-problem in isolation to im-
prove the overall quality of MT. Evidence for this
difficulty is the fact that there has been very little
work investigating the use of such independent sub-
components, though we started to see some success-
ful cases in the literature, for example in word align-
ment (Fraser and Marcu, 2007), target language cap-
italization (Wang et al., 2006) and case marker gen-
eration (Toutanova and Suzuki, 2007).

This paper describes a successful attempt to in-
tegrate a subcomponent for generating word inflec-
tions into a statistical machine translation (SMT)

system. Our research is built on previous work in
the area of using morpho-syntactic information for
improving SMT. Work in this area is motivated by
two advantages offered by morphological analysis:
(1) it provides linguistically motivated clustering of
words and makes the data less sparse; (2) it cap-
tures morphological constraints applicable on the
target side, such as agreement phenomena. This sec-
ond problem is very difficult to address with word-
based translation systems, when the relevant mor-
phological information in the target language is ei-
ther non-existent or implicitly encoded in the source
language. These two aspects of morphological pro-
cessing have often been addressed separately: for
example, morphological pre-processing of the input
data is a common method of addressing the first as-
pect, e.g. (Goldwater and McClosky, 2005), while
the application of a target language model has al-
most solely been responsible for addressing the sec-
ond aspect. Minkov et al. (2007) introduced a way
to address these problems by using a rich feature-
based model, but did not apply the model to MT.

In this paper, we integrate a model that predicts
target word inflection in the translations of English
into two morphologically complex languages (Rus-
sian and Arabic) and show improvements in the MT
output. We study several alternative methods for in-
tegration and show that it is best to propagate un-
certainty among the different components as shown
by other research, e.g. (Finkel et al., 2006), and in
some cases, to factor the translation problem so that
the baseline MT system can take advantage of the
reduction in sparsity by being able to work on word
stems. We also demonstrate that our independently
trained models are portable, showing that they can
improve both syntactic and phrasal SMT systems.
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2 Related work

There has been active research on incorporating
morphological knowledge in SMT. Several ap-
proaches use pre-processing schemes, including
segmentation of clitics (Lee, 2004; Habash and Sa-
dat, 2006), compound splitting (Nießen and Ney,
2004) and stemming (Goldwater and McClosky,
2005). Of these, the segmentation approach is dif-
ficult to apply when the target language is morpho-
logically rich as the segmented morphemes must be
put together in the output (El-Kahlout and Oflazer,
2006); and in fact, most work using pre-processing
focused on translation into English. In recent
work, Koehn and Hoang (2007) proposed a general
framework for including morphological features in
a phrase-based SMT system by factoring the repre-
sentation of words into a vector of morphological
features and allowing a phrase-based MT system to
work on any of the factored representations, which
is implemented in the Moses system. Though our
motivation is similar to that of Koehn and Hoang
(2007), we chose to build an independent compo-
nent for inflection prediction in isolation rather than
folding morphological information into the main
translation model. While this may lead to search er-
rors due to the fact that the models are not integrated
as tightly as possible, it offers some important ad-
vantages, due to the very decoupling of the compo-
nents. First, our approach is not affected by restric-
tions on the allowable context size or a phrasal seg-
mentation that are imposed by current MT decoders.
This also makes the model portable and applicable
to different types of MT systems. Second, we avoid
the problem of the combinatorial expansion in the
search space which currently arises in the factored
approach of Moses.

Our inflection prediction model is based on
(Minkov et al., 2007), who build models to predict
the inflected forms of words in Russian and Arabic,
but do not apply their work to MT. In contrast, we
focus on methods of integration of an inflection pre-
diction model with an MT system, and on evaluation
of the model’s impact on translation. Other work
closely related to ours is (Toutanova and Suzuki,
2007), which uses an independently trained case
marker prediction model in an English-Japanese
translation system, but it focuses on the problem of
generating a small set of closed class words rather

than generating inflected forms for each word in
translation, and proposes different methods of inte-
gration of the components.

3 Inflection prediction models

This section describes the task and our model for in-
flection prediction, following (Minkov et al., 2007).

We define the task of inflection prediction as the
task of choosing the correct inflections of given tar-
get language stems, given a corresponding source
sentence. The stemming and inflection operations
we use are defined by lexicons.

3.1 Lexicon operations
For each target language we use a lexicon L which
determines the following necessary operations:

Stemming: returns the set of possible morpholog-
ical stems Sw = {s1, ..., sl} for the word w accord-
ing to L. 1

Inflection: returns the set of surface word forms
Iw = {i1, ..., im} for the stems Sw according to L.

Morphological analysis: returns the set of possible
morphological analyses Aw = {a1, ..., av} for w. A
morphological analysis a is a vector of categorical
values, where each dimension and its possible values
are defined by L.

For the morphological analysis operation, we
used the same set of morphological features de-
scribed in (Minkov et al., 2007), that is, seven fea-
tures for Russian (POS, Person, Number, Gender,
Tense, Mood and Case) and 12 for Arabic (POS,
Person, Number, Gender, Tense, Mood, Negation,
Determiner, Conjunction, Preposition, Object and
Possessive pronouns). Each word is factored into
a stem (uninflected form) and a subset of these fea-
tures, where features can have either binary (as in
Determiner in Arabic) or multiple values. Some fea-
tures are relevant only for a particular (set of) part-
of-speech (POS) (e.g., Gender is relevant only in
nouns, pronouns, verbs, and adjectives in Russian),
while others combine with practically all categories
(e.g., Conjunction in Arabic). The number of possi-
ble inflected forms per stem is therefore quite large:
as we see in Table 1 of Section 3, there are on av-
erage 14 word forms per stem in Russian and 24 in

1Alternatively, stemming can return a disambiguated stem
analysis; in which case the set Sw consists of one item. The
same is true with the operation of morphological analysis.
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Arabic for our dataset. This makes the generation of
correct forms a challenging problem in MT.

The Russian lexicon was obtained by intersecting
a general domain lexicon with our training data (Ta-
ble 2), and the Arabic lexicon was obtained by run-
ning the Buckwalter morphological analyser (Buck-
walter, 2004) on the training data. Contextual dis-
ambiguation of morphology was not performed in
either of these languages. In addition to the forms
supposed by our lexicon, we also treated capitaliza-
tion as an inflectional feature in Russian, and defined
all true-case word variants as possible inflections of
its stem(s). Arabic does not use capitalization.

3.2 Task

More formally, our task is as follows: given a source
sentence e, a sequence of stems in the target lan-
guage S1, . . . St, . . . Sn forming a translation of e,
and additional morpho-syntactic annotations A de-
rived from the input, select an inflection yt from its
inflection set It for every stem set St in the target
sentence.

3.3 Models

We built a Maximum Entropy Markov model for in-
flection prediction following (Minkov et al., 2007).
The model decomposes the probability of an inflec-
tion sequence into a product of local probabilities for
the prediction for each word. The local probabilities
are conditioned on the previous k predictions (k is
set to four in Russian and two in Arabic in our ex-
periments). The probability of a predicted inflection
sequence, therefore, is given by:

p(y | x) =
n∏

t=1

p(yt | yt−1...yt−k, xt), yt ∈ It,

where It is the set of inflections corresponding to St,
and xt refers to the context at position t. The con-
text available to the task includes extensive morpho-
logical and syntactic information obtained from the
aligned source and target sentences. Figure 1 shows
an example of an aligned English-Russian sentence
pair: on the source (English) side, POS tags and
word dependency structure are indicated by solid
arcs. The alignments between English and Russian
words are indicated by the dotted lines. The de-
pendency structure on the Russian side, indicated by
solid arcs, is given by a treelet MT system (see Sec-
tion 4.1), projected from the word dependency struc-

NN+sg+nom+neut

the

DET

allocation of resources has completed

NN+sg PREP NN+pl AUXV+sg VERB+pastpart

распределение

NN+pl+gen+masc

ресурсов

VERB+perf+pass+neut+sg

завершено

raspredelenie resursov zaversheno

Figure 1: Aligned English-Russian sentence pair with
syntactic and morphological annotation.

ture of English and word alignment information.
The features for our inflection prediction model

are binary and pair up predicates on the context
(x̄, yt−1...yt−k) and the target label (yt). The fea-
tures at a certain position t can refer to any word
in the source sentence, any word stem in the tar-
get language, or any morpho-syntactic information
in A. This is the source of the power of a model
used as an independent component – because it does
not need to be integrated in the main search of an
MT decoder, it is not subject to the decoder’s local-
ity constraints, and can thus make use of more global
information.

3.4 Performance on reference translations

Table 1 summarizes the results of applying the in-
flection prediction model on reference translations,
simulating the ideal case where the translations in-
put to our model contain correct stems in correct
order. We stemmed the reference translations, pre-
dicted the inflection for each stem, and measured the
accuracy of prediction, using a set of sentences that
were not part of the training data (1K sentences were
used for Arabic and 5K for Russian).2 Our model
performs significantly better than both the random
and trigram language model baselines, and achieves
an accuracy of over 91%, which suggests that the
model is effective when its input is clean in its stem
choice and order. Next, we apply our model in the
more noisy but realistic scenario of predicting inflec-
tions of MT output sentences.

2The accuracy is based on the words in our lexicon. We
define the stem of an out-of-vocabulary (OOV) word to be it-
self, so in the MT scenario described below, we will not predict
the word forms for an OOV item, and will simply leave it un-
changed.
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Russian Arabic
Random 16.4 8.7
LM 81.0 69.4
Model 91.6 91.0
Avg | I | 13.9 24.1

Table 1: Results on reference translations (accuracy, %).

4 Machine translation systems and data

We integrated the inflection prediction model with
two types of machine translation systems: systems
that make use of syntax and surface phrase-based
systems.

4.1 Treelet translation system
This is a syntactically-informed MT system, de-
signed following (Quirk et al., 2005). In this ap-
proach, translation is guided by treelet translation
pairs, where a treelet is a connected subgraph of a
syntactic dependency tree. Translations are scored
according to a linear combination of feature func-
tions. The features are similar to the ones used in
phrasal systems, and their weights are trained us-
ing max-BLEU training (Och, 2003). There are
nine feature functions in the treelet system, includ-
ing log-probabilities according to inverted and direct
channel models estimated by relative frequency, lex-
ical weighting channel models following Vogel et
al. (2003), a trigram target language model, two or-
der models, word count, phrase count, and average
phrase size functions.

The treelet translation model is estimated using
a parallel corpus. First, the corpus is word-aligned
using an implementation of lexicalized-HMMs (He,
2007); then the source sentences are parsed into a
dependency structure, and the dependency is pro-
jected onto the target side following the heuristics
described in (Quirk et al., 2005). These aligned sen-
tence pairs form the training data of the inflection
models as well. An example was given in Figure 1.

4.2 Phrasal translation system
This is a re-implementation of the Pharaoh trans-
lation system (Koehn, 2004). It uses the same
lexicalized-HMM model for word alignment as the
treelet system, and uses the standard extraction
heuristics to extract phrase pairs using forward and
backward alignments. In decoding, the system uses
a linear combination of feature functions whose

weights are trained using max-BLEU training. The
features include log-probabilities according to in-
verted and direct channel models estimated by rel-
ative frequency, lexical weighting channel models,
a trigram target language model, distortion, word
count and phrase count.

4.3 Data sets

For our English-Russian and English-Arabic experi-
ments, we used data from a technical (computer) do-
main. For each language pair, we used a set of paral-
lel sentences (train) for training the MT system sub-
models (e.g., phrase tables, language model), a set
of parallel sentences (lambda) for training the com-
bination weights with max-BLEU training, a set of
parallel sentences (dev) for training a small number
of combination parameters for our integration meth-
ods (see Section 5), and a set of parallel sentences
(test) for final evaluation. The details of these sets
are shown in Table 2. The training data for the in-
flection models is always a subset of the training set
(train). All MT systems for a given language pair
used the same datasets.

Dataset sent pairs word tokens (avg/sent)
English-Russian

English Russian
train 1,642K 24,351K (14.8) 22,002K (13.4)
lambda 2K 30K (15.1) 27K (13.7)
dev 1K 14K (13.9) 13K (13.5)
test 4K 61K (15.3) 60K(14.9)
English-Arabic

English Arabic
train 463K 5,223K (11.3) 4,761K (10.3)
lambda 2K 22K (11.1) 20K (10.0)
dev 1K 11K (11.1) 10K (10.0)
test 4K 44K (11.0) 40K (10.1)

Table 2: Data set sizes, rounded up to the nearest 1000.

5 Integration of inflection models with MT
systems

We describe three main methods of integration we
have considered. The methods differ in the extent to
which the factoring of the problem into two subprob-
lems — predicting stems and predicting inflections
— is reflected in the base MT systems. In the first
method, the MT system is trained to produce fully
inflected target words and the inflection model can
change the inflections. In the other two methods, the
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MT system is trained to produce sequences of tar-
get language stems S, which are then inflected by
the inflection component. Before we motivate these
methods, we first describe the general framework for
integrating our inflection model into the MT system.

For each of these methods, we assume that the
output of the base MT system can be viewed as a
ranked list of translation hypotheses for each source
sentence e. More specifically, we assume an out-
put {S1,S2,. . . ,Sm} of m-best translations which
are sequences of target language stems. The transla-
tions further have scores {w1,w2,. . . ,wm} assigned
by the base MT system. We also assume that each
translation hypothesis Si together with source sen-
tence e can be annotated with the annotation A, as
illustrated in Figure 1. We discuss how we convert
the output of the base MT systems to this form in the
subsections below.

Given such a list of candidate stem sequences, the
base MT model together with the inflection model
and a language model choose a translation Y∗ as
follows:

(1) Yi = arg maxY ′i ∈Infl(Si)λ1logPIM (Y ′
i |Si)+

λ2logPLM (Y ′
i ), i = 1 . . . n

(2) Y ∗ = arg maxi=1...n λ1logPIM (Yi|Si) +
λ2logPLM (Yi) + λ3wi

In these formulas, the dependency on e and A
is omitted for brevity in the expression for the
probability according to the inflection model PIM .
PLM (Y ′

i ) is the joint probability of the sequence
of inflected words according to a trigram language
model (LM). The LM used for the integration is the
same LM used in the base MT system that is trained
on fully inflected word forms (the base MT system
trained on stems uses an LM trained on a stem se-
quence). Equation (1) shows that the model first se-
lects the best sequence of inflected forms for each
MT hypothesis Si according to the LM and the in-
flection model. Equation (2) shows that from these
n fully inflected hypotheses, the model then selects
the one which has the best score, combined with
the base MT score wi for Si. We should note that
this method does not represent standard n-best re-
ranking because the input from the base MT system
contains sequences of stems, and the model is gen-
erating fully inflected translations from them. Thus
the chosen translation may not be in the provided n-
best list. This method is more similar to the one used

in (Wang et al., 2006), with the difference that they
use only 1-best input from a base MT system.

The interpolation weights λ in Equations (1) and
(2) as well as the optimal number of translations n
from the base MT system to consider, given a maxi-
mum of m=100 hypotheses, are trained using a sep-
arate dataset. We performed a grid search on the
values of λ and n, to maximize the BLEU score of
the final system on a development set (dev) of 1000
sentences (Table 2).

The three methods of integration differ in the way
the base MT engine is applied. Since we always dis-
card the choices of specific inflected forms for the
target stems by converting candidate translations to
sequences of stems, it is interesting to know whether
we need a base MT system that produces fully in-
flected translations or whether we can do as well
or better by training the base MT systems to pro-
duce sequences of stems. Stemming the target sen-
tences is expected to be helpful for word alignment,
especially when the stemming operation is defined
so that the word alignment becomes more one-to-
one (Goldwater and McClosky, 2005). In addition,
stemming the target sentences reduces the sparsity
in the translation tables and language model, and is
likely to impact positively the performance of an MT
system in terms of its ability to recover correct se-
quences of stems in the target. Also, machine learn-
ing tells us that solving a more complex problem
than we are evaluated on (in our case for the base
MT, predicting stems together with their inflections
instead of just predicting stems) is theoretically un-
justified (Vapnik, 1995).

However, for some language pairs, stemming one
language can make word alignment worse, if it
leads to more violations in the assumptions of cur-
rent word alignment models, rather than making the
source look more like the target. In addition, using a
trigram LM on stems may lead to larger violations of
the Markov independence assumptions, than using a
trigram LM on fully inflected words. Thus, if we ap-
ply the exact same base MT system to use stemmed
forms in alignment and/or translation, it is not a pri-
ori clear whether we would get a better result than if
we apply the system to use fully inflected forms.
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5.1 Method 1
In this method, the base MT system is trained in
the usual way, from aligned pairs of source sen-
tences and fully inflected target sentences. The in-
flection model is then applied to re-inflect the 1-best
or m-best translations and to select an output trans-
lation. The hypotheses in the m-best output from the
base MT system are stemmed and the scores of the
stemmed hypotheses are assumed to be equal to the
scores of the original ones.3 Thus we obtain input of
the needed form, consisting of m sequences of target
language stems along with scores.

For this and other methods, if we are working
with an m-best list from the treelet system, every
translation hypothesis contains the annotations A
that our model needs, because the system maintains
the alignment, parse trees, etc., as part of its search
space. Thus we do not need to do anything further
to obtain input of the form necessary for application
of the inflection model.

For the phrase-based system, we generated the
annotations needed by first parsing the source sen-
tence e, aligning the source and candidate transla-
tions with the word-alignment model used in train-
ing, and projected the dependency tree to the target
using the algorithm of (Quirk et al., 2005). Note that
it may be better to use the word alignment main-
tained as part of the translation hypotheses during
search, but our solution is more suitable to situations
where these can not be easily obtained.

For all methods, we study two settings for integra-
tion. In the first, we only consider (n=1) hypotheses
from the base MT system. In the second setting, we
allow the model to use up to 100 translations, and
to automatically select the best number to use. As
seen in Table 3, (n=16) translations were chosen for
Russian and as seen in Table 5, (n=2) were chosen
for Arabic for this method.

5.2 Method 2
In this method, the base MT system is trained to pro-
duce sequences of stems in the target language. The
most straightforward way to achieve this is to stem
the training parallel data and to train the MT sys-
tem using this input. This is our Method 3 described

3It may be better to take the max of the scores for a stem
sequence occurring more than once in the list, or take the log-
sum-exp of the scores.

below. We formulated Method 2 as an intermedi-
ate step, to decouple the impact of stemming at the
alignment and translation stages.

In Method 2, word alignment is performed us-
ing fully inflected target language sentences. After
alignment, the target language is stemmed and the
base MT systems’ sub-models are trained using this
stemmed input and alignment. In addition to this
word-aligned corpus the MT systems use another
product of word alignment: the IBM model 1 trans-
lation tables. Because the trained translation tables
of IBM model 1 use fully inflected target words, we
generated stemmed versions of the translation tables
by applying the rules of probability.

5.3 Method 3

In this method the base MT system produces se-
quences of target stems. It is trained in the same way
as the baseline MT system, except its input parallel
training data are preprocessed to stem the target sen-
tences. In this method, stemming can impact word
alignment in addition to the translation models.

6 MT performance results

Before delving into the results for each method, we
discuss our evaluation measures. For automatically
measuring performance, we used 4-gram BLEU
against a single reference translation. We also report
oracle BLEU scores which incorporate two kinds of
oracle knowledge. For the methods using n=1 trans-
lation from a base MT system, the oracle BLEU
score is the BLEU score of the stemmed translation
compared to the stemmed reference, which repre-
sents the upper bound achievable by changing only
the inflected forms (but not stems) of the words in a
translation. For models using n > 1 input hypothe-
ses, the oracle also measures the gain from choos-
ing the best possible stem sequence in the provided
(m=100-best) hypothesis list, in addition to choos-
ing the best possible inflected forms for these stems.
For the models in the tables, even if, say, n=16 was
chosen in parameter fitting, the oracle is measured
on the initially provided list of 100-best.

6.1 English-Russian treelet system

Table 3 shows the results of the baseline and the
model using the different methods for the treelet
MT system on English-Russian. The baseline is the
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Model BLEU Oracle BLEU
Base MT (n=1) 29.24 -
Method 1 (n=1) 30.44 36.59
Method 1 (n=16) 30.61 45.33
Method 2 (n=1) 30.79 37.38
Method 2 (n=16) 31.24 48.48
Method 3 (n=1) 31.42 38.06
Method 3 (n=32) 31.80 49.19

Table 3: Test set performance for English-to-Russian MT
(BLEU) results by model using a treelet MT system.

treelet system described in Section 4.1 and trained
on the data in Table 2.

We can see that Method 1 results in a good im-
provement of 1.2 BLEU points, even when using
only the best (n = 1) translation from the baseline.
The oracle improvement achievable by predicting
inflections is quite substantial: more than 7 BLEU
points. Propagating the uncertainty of the baseline
system by using more input hypotheses consistently
improves performance across the different methods,
with an additional improvement of between .2 and
.4 BLEU points.

From the results of Method 2 we can see that re-
ducing sparsity at translation modeling is advanta-
geous. Both the oracle BLEU of the first hypothe-
sis and the achieved performance of the model im-
proved; the best performance achieved by Method 2
is .63 points higher than the performance of Method
1. We should note that the oracle performance for
Method 2, n > 1 is measured using 100-best lists of
target stem sequences, whereas the one for Method
1 is measured using 100-best lists of inflected target
words. This can be a disadvantage for Method 1,
because a 100-best list of inflected translations actu-
ally contains about 50 different sequences of stems
(the rest are distinctions in inflections). Neverthe-
less, even if we measure the oracle for Method 2
using 40-best, it is higher than the 100-best oracle
of Method 1. In addition, it appears that using a hy-
pothesis list larger than n > 1=100 is not be helpful
for our method, as the model chose to use only up to
32 hypotheses.

Finally, we can see that using stemming at the
word alignment stage further improved both the or-
acle and the achieved results. The performance of
the best model is 2.56 BLEU points better than the
baseline. Since stemming in Russian for the most
part removes properties of words which are not ex-

pressed in English at the word level, these results
are consistent with previous results using stemming
to improve word alignment. From these results, we
also see that about half of the gain from using stem-
ming in the base MT system came from improving
word alignment, and half came from using transla-
tion models operating at the less sparse stem level.

Overall, the improvement achieved by predicting
morphological properties of Russian words with a
feature-rich component model is substantial, given
the relatively large size of the training data (1.6 mil-
lion sentences), and indicates that these kinds of
methods are effective in addressing the problems
in translating morphology-poor to morphology-rich
languages.

6.2 English-Russian phrasal system

For the phrasal system, we performed integration
only with Method 1, using the top 1 or 100-
best translations. This is the most straightforward
method for combining with any system, and we ap-
plied it as a proof-of-concept experiment.

Model BLEU Oracle BLEU
Base MT (n=1) 36.00 -
Method 1 (n=1) 36.43 42.33
Method 1 (n=100) 36.72 55.00

Table 4: Test set performance for English-to-Russian MT
(BLEU) results by model using a phrasal MT system.

The phrasal MT system is trained on the same
data as the treelet system. The phrase size and dis-
tortion limit were optimized (we used phrase size of
7 and distortion limit of 3). This system achieves a
substantially better BLEU score (by 6.76) than the
treelet system. The oracle BLEU score achievable
by Method 1 using n=1 translation, though, is still
6.3 BLEU point higher than the achieved BLEU.

Our model achieved smaller improvements for the
phrasal system (0.43 improvement for n=1 transla-
tions and 0.72 for the selected n=100 translations).
However, this improvement is encouraging given the
large size of the training data. One direction for
potentially improving these results is to use word
alignments from the MT system, rather than using
an alignment model to predict them.
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Model BLEU Oracle BLEU
Base MT (n=1) 35.54 -
Method 1 (n=1) 37.24 42.29
Method 1 (n=2) 37.41 52.21
Method 2 (n=1) 36.53 42.46
Method 2 (n=4) 36.72 54.74
Method 3 (n=1) 36.87 42.96
Method 3 (n=2) 36.92 54.90

Table 5: Test set performance for English-to-Arabic MT
(BLEU) results by model using a treelet MT system.

6.3 English-Arabic treelet system

The Arabic system also improves with the use of our
mode: the best system (Method 1, n=2) achieves
the BLEU score of 37.41, a 1.87 point improve-
ment over the baseline. Unlike the case of Rus-
sian, Method 2 and 3 do not achieve better results
than Method 1, though the oracle BLEU score im-
proves in these models (54.74 and 54.90 as opposed
to 52.21 of Method 1). We do notice, however, that
the oracle improvement for the 1-best analysis is
much smaller than what we obtained in Russian.

We have been unable to closely diagnose why per-
formance did not improve using Methods 2 and 3
so far due to the absence of expertise in Arabic, but
one factor we suspect is affecting performance the
most in Arabic is the definition of stemming: the
effect of stemming is most beneficial when it is ap-
plied specifically to normalize the distinctions not
explicitly encoded in the other language; it may hurt
performance otherwise. We believe that in the case
of Arabic, this latter situation is actually happen-
ing: grammatical properties explicitly encoded in
English (e.g., definiteness, conjunction, pronominal
clitics) are lost when the Arabic words are stemmed.
This may be having a detrimental effect on the MT
systems that are based on stemmed input. Further
investigation is necessary to confirm this hypothesis.

6.4 Human evaluation

In this section we briefly report the results of human
evaluation on the output of our inflection prediction
system, as the correlation between BLEU scores and
human evaluation results is not always obvious. We
compared the output of our component against the
best output of the treelet system without our com-
ponent. We evaluated the following three scenarios:
(1) Arabic Method 1 with n=1, which corresponds
to the best performing system in BLEU according to

Table 5; (2) Russian, Method 1 with n=1; (3) Rus-
sian, Method 3 with n=32, which corresponds to the
best performing system in BLEU in Table 3. Note
that in (1) and (2), the only differences in the com-
pared outputs are the changes in word inflections,
while in (3) the outputs may differ in the selection
of the stems.

In all scenarios, two human judges (native speak-
ers of these languages) evaluated 100 sentences that
had different translations by the baseline system and
our model. The judges were given the reference
translations but not the source sentences, and were
asked to classify each sentence pair into three cate-
gories: (1) the baseline system is better (score=-1),
(2) the output of our model is better (score=1), or (3)
they are of the same quality (score=0).

human eval score BLEU diff
Arabic Method 1 0.1 1.9
Russian Method 1 0.255 1.2
Russian Method 3 0.26 2.6

Table 6: Human evaluation results

Table 6 shows the results of the averaged, aggre-
gated score across two judges per evaluation sce-
nario, along with the BLEU score improvements
achieved by applying our model. We see that in all
cases, the human evaluation scores are positive, indi-
cating that our models produce translations that are
better than those produced by the baseline system. 4

We also note that in Russian, the human evaluation
scores are similar for Method 1 and 3 (0.255 and
0.26), though the BLEU score gains are quite differ-
ent (1.2 vs 2.6). This may be attributed to the fact
that human evaluation typically favors the scenario
where only word inflections are different (Toutanova
and Suzuki, 2007).

7 Conclusion and future work

We have shown that an independent model of mor-
phology generation can be successfully integrated
with an SMT system, making improvements in both
phrasal and syntax-based MT. In the future, we
would like to include more sophistication in the de-
sign of a lexicon for a particular language pair based
on error analysis, and extend our pre-processing to
include other operations such as word segmentation.

4However, the improvement in Arabic is not statistically sig-
nificant on this 100 sentence set.
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Abstract

People rarely articulate explicitly what a na-
tive speaker of a language is already assumed
to know. So to acquire the stereotypical
knowledge that underpins much of what is
said in a given culture, one must look to what
is implied by language rather than what is
overtly stated. Similes are a convenient ve-
hicle for this kind of knowledge, insofar as
they mark out the most salient aspects of the
most frequently evoked concepts. In this pa-
per we perform a multilingual exploration of
the space of common-place similes, by min-
ing a large body of Chinese similes from the
web and comparing these to the English sim-
iles harvested by Veale and Hao (2007). We
demonstrate that while the simile-frame is in-
herently leaky in both languages, a multilin-
gual analysis allows us to filter much of the
noise that otherwise hinders the knowledge
extraction process. In doing so, we can also
identify a core set of stereotypical descrip-
tions that exist in both languages and accu-
rately map these descriptions onto a multilin-
gual lexical ontology like HowNet. Finally,
we demonstrate that conceptual descriptions
that are derived from common-place similes
are extremely compact and predictive of onto-
logical structure.

1 Introduction

Direct perception of our environment is just one
of the ways we can acquire knowledge of the
world. Another, more distinctly human approach,
is through the comprehension of linguistic descrip-
tions of another person’s perceptions and beliefs.

Since computers have limited means of human-like
perception, the latter approach is also very much
suited to the automatic acquisition of world knowl-
edge by a computer (see Hearst, 1992; Charniak and
Berland, 1999; Etzioni et al., 2004; Völker et al.,
2005; Almuhareb and Poesio, 2005; Cimiano and
Wenderoth, 2007; Veale and Hao, 2007). Thus, by
using the web as a distributed text corpus (see Keller
et al., 2002), a multitude of facts and beliefs can
be extracted, for purposes ranging from question-
answering to ontology population.

The possible configurations of different concepts
can also be learned from how the words denoting
these concepts are distributed; thus, a computer can
learn that coffee is a beverage that can be served hot
or cold, white or black, strong or weak and sweet
or bitter (see Almuhareb and Poesio, 2005). But it
is difficult to discern from these facts the idealized
or stereotypical states of the world, e.g., that one ex-
pects coffee to be hot and beer to be cold, so that if
one spills coffee, we naturally infer the possibilities
of scalding and staining without having to be told
that the coffee was hot or black; the assumptions
of hotness and blackness are just two stereotypical
facts about coffee that we readily take for granted.
Lenat and Guha (1990) describe these assumed facts
as residing in the white space of a text, in the body
of common-sense assumptions that are rarely articu-
lated as explicit statements. These culturally-shared
common-sense beliefs cannot be harvested directly
from a single web resource or document set, but
must be gleaned indirectly, from telling phrases that
are scattered across the many texts of the web.

Veale and Hao (2007) argue that the most pivotal
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reference points of this world-view can be detected
in common-place similes like “as lazy as a dog”, “as
fat as a hippo” or “as chaste as a nun”. To the extent
that this world-view is ingrained in and influenced
by how we speak, it can differ from culture to cul-
ture and language to language. In English texts, for
example, the concept Tortoise is stereotypically as-
sociated with the properties slowness, patience and
wrinkled, but in Chinese texts, we find that the same
animal is a model of slowness, ugliness, and nutri-
tional value. Likewise, because Chinese “wine” has
a high alcohol content, the dimension of Strength is
much more salient to a Chinese speaker than an En-
glish speaker, as reflected in how the word酒 is used
in statements such as像酒一样浓重, which means
“as strong as wine”, or literally, “as wine equally
strong”.

In this paper, we compare the same web-based
approach to acquiring stereotypical concept descrip-
tions from text using two very different languages,
English and Chinese, to determine the extent to
which the same cross-cultural knowledge is un-
earthed for each. In other words, we treat the web as
a large parallel corpus (e.g., see Resnick and Smith,
2003), though not of parallel documents in dif-
ferent languages, but of corresponding translation-
equivalent phrases. By seeking translation equiva-
lence between different pieces of textually-derived
knowledge, this paper addresses the following ques-
tions: if a particular syntagmatic pattern is useful for
mining knowledge in English, can its translated form
be equally useful for Chinese? To what extent does
the knowledge acquired using different source lan-
guages overlap, and to what extent is this knowledge
language- (and culture-) specific? Given that the
syntagmatic patterns used in each language are not
wholly unambiguous or immune to noise, to what
extent should finding the same beliefs expressed in
two different languages increase our confidence in
the acquired knowledge? Finally, what representa-
tional synergies arise from finding these same facts
expressed in two different languages?

Given these goals, the rest of the paper as-
sumes the following structure: in section 2, we
summarize related work on syntagmatic approaches
to knowledge-acquisition; in section 3, we de-
scribe our multilingual efforts in English and Chi-
nese to acquire stereotypical or generic-level facts

from the web, by using corresponding translations
of the commonplace stereotype-establishing pattern
“as ADJ as a NOUN”; and in section 4, we describe
how these English and Chinese data-sets can be uni-
fied using the bilingual ontology HowNet (Dong and
Dong, 2006). This mapping allows us to determine
the meaning overlap in both data sets, the amount
of noise in each data set, and the degree to which
this noise is reduced when parallel translations can
be identified. In section 5 we demonstrate the
overall usefulness of stereotype-based knowledge-
representation by replicating the clustering experi-
ments of Almuhareb and Poesio (2004, 2005) and
showing that stereotype-based representations are
both compact and predictive of ontological classi-
fication. We conclude the paper with some final re-
marks in section 6.

2 Related Work

Text-based approaches to knowledge acquisition
range from the ambitiously comprehensive, in which
an entire text or resource is fully parsed and ana-
lyzed in depth, to the surgically precise, in which
highly-specific text patterns are used to eke out cor-
respondingly specific relationships from a large cor-
pus. Endeavors such as that of Harabagiu et al.
(1999), in which each of the textual glosses in Word-
Net (Fellbaum, 1998) is linguistically analyzed to
yield a sense-tagged logical form, is an example of
the former approach. In contrast, foundational ef-
forts such as that of Hearst (1992) typify the latter
surgical approach, in which one fishes in a large text
for word sequences that strongly suggest a particu-
lar semantic relationship, such as hypernymy or, in
the case of Charniak and Berland (1999), the part-
whole relation. Such efforts offer high precision but
low recall, and extract just a tiny (but very useful)
subset of the semantic content of a text. The Know-
ItAll system of Etzioni et al. (2004) employs the
same generic patterns as Hearst ( e.g., “NPs such
as NP1, NP2, ...”), and more besides, to extract a
whole range of facts that can be exploited for web-
based question-answering. Cimiano and Wenderoth
(2007) also use a range of Hearst-like patterns to
find text sequences in web-text that are indicative
of the lexico-semantic properties of words; in par-
ticular, these authors use phrases like “to * a new
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NOUN” and “the purpose of NOUN is to *” to
identify the agentive and telic roles of given nouns,
thereby fleshing out the noun’s qualia structure as
posited by Pustejovsky’s (1990) theory of the gener-
ative lexicon.

The basic Hearst approach has even proven use-
ful for identifying the meta-properties of concepts
in a formal ontology. Völker et al. (2005) show
that patterns like “is no longer a|an NOUN” can
identify, with reasonable accuracy, those concepts
in an ontology that are not rigid, which is to say,
concepts like Teacher and Student whose instances
may at any point stop being instances of these con-
cepts. Almuhareb and Poesio (2005) use patterns
like “a|an|the * C is|was” and “the * of the C is|was”
to find the actual properties of concepts as they are
used in web texts; the former pattern is used to iden-
tify value features like hot, red, large, etc., while
the latter is used to identify the attribute features
that correspond to these values, such as tempera-
ture, color and size. Almuhareb and Poesio go on
to demonstrate that the values and attributes that are
found for word-concepts on the web yield a suffi-
ciently rich representation for these word-concepts
to be automatically clustered into a form resembling
that assigned by WordNet (see Fellbaum, 1998).
Veale and Hao (2007) show that the pattern “as ADJ
as a|an NOUN” can also be used to identify the
value feature associated with a given concept, and
argue that because this pattern corresponds to that
of the simile frame in English, the adjectival fea-
tures that are retrieved are much more likely to be
highly salient of the noun-concept (the simile ve-
hicle) that is used. Whereas Almuhareb and Poe-
sio succeed in identifying the range of potential at-
tributes and values that may be possessed by a par-
ticular concept, Veale and Hao succeed in identi-
fying the generic properties of a concept as it is
conceived in its stereotypical form. As noted by
the latter authors, this results in a much smaller yet
more diagnostic feature set for each concept. How-
ever, because the simile frame is often exploited for
ironic purposes in web texts (e.g., “as meaty as a
skeleton”), and because irony is so hard to detect,
Veale and Hao suggest that the adjective:noun pair-
ings found on the web should be hand-filtered to re-
move such examples. Given this onerous require-
ment for hand-filtering, and the unique, culturally-

loaded nature of the noise involved, we use the work
of Veale and Hao as the basis for the cross-cultural
investigation in this paper.

3 Harvesting Knowledge from Similes:
English and Chinese

Because similes are containers of culturally-
received knowledge, we can reasonably expect the
most commonly used similes to vary significantly
from language to language, especially when those
languages correspond to very different cultures.
These similes form part of the linguistic currency of
a culture which must be learned by a speaker, and
indeed, some remain opaque even to the most edu-
cated native speakers. In “A Christmas Carol”, for
instance, Dickens (1943/1984) questions the mean-
ing of “as dead as a doornail”, and notes: “I might
have been inclined, myself, to regard a coffin-nail as
the deadest piece of ironmongery in the trade. But
the wisdom of our ancestors is in the simile”.

Notwithstanding the opacity of some instances of
the simile form, similes are very revealing about the
concepts one most encounters in everyday language.
In section 5 we demonstrate that concept descrip-
tions which are harvested from similes are both ex-
tremely compact and highly predictive of ontolog-
ical structure. For now, we turn to the process by
which similes can be harvested from the text of the
web. In section 3.1 we summarize the efforts of
Veale and Hao, whose database of English similes
drives part of our current investigation. In section
3.2 we describe how a comparable database of Chi-
nese similes can be harvested from the web.

3.1 Harvesting English Similes

Veale and Hao (2007) use the Google API in con-
junction with Princeton WordNet (Fellbaum, 1998)
as the basis of their harvesting system. They first
extracted a list of antonymous adjectives, such as
“hot” or “cold”, from WordNet, the intuition being
that explicit similes will tend to exploit properties
that occupy an exemplary point on a scale. For ev-
ery adjective ADJ on this list, they then sent the
query “as ADJ as *” to Google and scanned the
first 200 snippets returned for different noun val-
ues for the wildcard *. The complete set of nouns
extracted in this way was then used to drive a sec-
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ond harvesting phase, in which the query “as * as
a NOUN” was used to collect similes that employ
different adjectives or which lie beyond the 200-
snippet horizon of the original search. Based on
this wide-ranging series of core samples (of 200 hits
each) from across the web, Veale and Hao report
that both phases together yielded 74,704 simile in-
stances (of 42,618 unique types, or unique adjec-
tive:noun pairings), relating 3769 different adjec-
tives to 9286 different nouns. As often noted by
other authors, such as Völker et al. (2005), a pattern-
oriented approach to knowledge mining is prone to
noise, not least because the patterns used are rarely
leak-free (inasmuch as they admit word sequences
that do not exhibit the desired relationship), and be-
cause these patterns look at small text sequences in
isolation from their narrative contexts. Veale and
Hao (2007) report that when the above 42,618 simile
types are hand-annotated by a native speaker, only
12,259 were judged as non-ironic and meaningful
in a null context. In other words, just 29% of the
retrieved pairings conform to what one would con-
sider a well-formed and reusable simile that conveys
some generic aspect of cultural knowledge. Of those
deemed invalid, 2798 unique pairings were tagged
as ironic, insofar as they stated precisely the oppo-
site of what is stereotypically believed to be true.

3.2 Harvesting Chinese Similes

To harvest a comparable body of Chinese similes
from the web, we also use the Google API, in con-
junction with both WordNet and HowNet (Dong and
Dong, 2006). HowNet is a bilingual lexical ontol-
ogy that associates English and Chinese word labels
with an underlying set of approximately 100,000
lexical concepts. While each lexical concept is de-
fined using a unique numeric identifier, almost all of
HowNet’s concepts can be uniquely identified by a
pairing of English and Chinese labels. For instance,
the word “王八” can mean both Tortoise and Cuck-
old in Chinese, but the combined label tortoise|王八
uniquely picks out the first sense while cuckold|王
八 uniquely picks out the second. Though Chi-
nese has a large number of figurative expressions,
the yoking of English to Chinese labels still serves
to identify the correct sense in almost every case.
For instance, “绿帽子” is another word for Cuck-
old in Chinese, but it can also translate as “green

hat” and “green scarf”. Nonetheless, green hat|绿
帽子 uniquely identifies the literal sense of “绿帽
子” (a green covering) while green scarf|绿帽子
and cuckold|绿帽子 both identify the same human
sense, the former being a distinctly culture-specific
metaphor for cuckolded males (in English, a dispos-
sessed lover “wears the cuckold’s horns”; in Chi-
nese, one apparently “wears a green scarf”).

We employ the same two-phase design as Veale
and Hao: an initial set of Chinese adjectives are
extracted from HowNet, with the stipulation that
their English translations (as given by HowNet) are
also categorized as adjectives in WordNet. We
then use the Chinese equivalent of the English sim-
ile frame “像* 一样ADJ” (literally, “as-NOUN-
equally-ADJ”) to retrieve a set of noun values that
stereotypically embody these adjectival features.
Again, a set of 200 snippets is analyzed for each
query, and only those values of the Google * wild-
card that HowNet categorizes as nouns are accepted.
In a second phase, these nouns are used to create
new queries of the form “像Noun一样*” and the re-
sulting Google snippets are now scanned for adjec-
tival values of *.

In all, 25,585 unique Chinese similes (i.e., pair-
ings of an adjective to a noun) are harvested, link-
ing 3080 different Chinese adjectives to 4162 Chi-
nese nouns. When hand-annotated by a native Chi-
nese speaker, the Chinese simile frame reveals it-
self to be considerably less leaky than the corre-
sponding English frame. Over 58% of these pairings
(14,867) are tagged as well-formed and meaning-
ful similes that convey some stereotypical element
of world knowledge. The Chinese pattern “像*一
样*” is thus almost twice as reliable as the English
”as * as a *” pattern. In addition, Chinese speak-
ers exploit the simile frame much less frequently for
ironic purposes, since just 185 of the retrieved sim-
iles (or 0.7%) are tagged as ironic, compared with
ten times as many (or 7%) retrieved English similes.
In the next section we consider the extent to which
these English and Chinese similes convey the same
information.

4 Tagging and Mapping of Similes

In each case, the harvesting processes for English
and for Chinese allow us to acquire stereotypi-
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cal associations between words, not word senses.
Nonetheless, the frequent use of synonymous terms
introduces a substantial degree of redundancy in
these associations, and this redundancy can be used
to perform sense discrimination. In the case of En-
glish similes, Veale and Hao (2007) describe how
two English similes “as A as N1” and “as A as
N2” will be mutually disambiguating if N1 and
N2 are synonyms in WordNet, or if some sense
of N1 is a hypernym or hyponym of some sense
of N2 in WordNet. This heuristic allows Veale
and Hao to automatically sense-tag 85%, or 10,378,
of the unique similes that are annotated as valid.
We apply a similar intuition to the disambiguation
of Chinese similes: though HowNet does not sup-
port the notion of a synset, different word-senses
that have the same meaning will be associated with
the same logical definition. Thus, the Chinese
word “著名” can translate as “celebrated”, “fa-
mous”, “well-known” and “reputable”, but all four
of these possible senses, given by celebrated|著名,
famous|著名, well-known|著名 and reputable|著
名, are associated with the same logical form in
HowNet, which defines them as a specialization of
ReputationValue|名声值. This allows us to safely
identify “著名” with this logical form. Overall, 69%
of Chinese similes can have both their adjective and
noun assigned to specific HowNet meanings in this
way.

4.1 Translation Equivalence Among Similes

Since HowNet represents an integration of English
and Chinese lexicons, it can easily be used to con-
nect the English and Chinese data-sets. For while
the words used in any given simile are likely to
be ambiguous (in the case of one-character Chinese
words, highly so), it would seem unlikely that an
incorrect translation of a web simile would also be
found on the web. This is an intuition that we can
now use the annotated data-sets to evaluate.

For every English simile of the form <Ae as
Ne>, we use HowNet to generate a range of possible
Chinese variations <Ac0 as Nc0>, <Ac1 as Nc0>,
<Ac0 as Nc1>, <Ac1 as Nc1>, ... by using the
HowNet lexical entries Ae|Ac0, Ae|Ac1, ..., Ne|Nc0,
Ne|Nc1, ... as a translation bridge. If the variation
<Aci as Ncj> is found in the Chinese data-set, then
translation equivalence is assumed between <Ae as

Language Precision Recall F1
English 0.76 0.25 0.38
Chinese 0.82 0.27 0.41

Table 1: Automatic filtering of similes using Translation
Equivalence.

Ne> and <Aci as Ncj>; furthermore, Ae|Aci is as-
sumed to be the HowNet sense of the adjectives Ae

and Aci while Ncj is assumed to be the HowNet
sense of the nouns Ne and Ncj . Sense-tagging is
thus a useful side-effect of simile-mapping with a
bilingual lexicon.

We attempt to find Chinese translation equiva-
lences for all 42,618 of the English adjective:noun
pairings harvested by Veale and Hao; this includes
both the 12,259 pairings that were hand-annotated as
valid stereotypical facts, and the remaining 30,359
that were dismissed as noisy or ironic. Using
HowNet, we can establish equivalences from 4177
English similes to 4867 Chinese similes. In those
mapped, we find 3194 English similes and 4019
Chinese similes that were hand-annotated as valid
by their respective native-speaker judges. In other
words, translation equivalence can be used to sep-
arate well-formed stereotypical beliefs from ill-
formed or ironic beliefs with approximately 80%
precision. The precise situation is summarized in
Table 1.

As noted in section 3, just 29% of raw English
similes and 58% of raw Chinese similes that are har-
vested from web-text are judged as valid stereotyp-
ical statements by a native-speaking judge. For the
task of filtering irony and noise from raw data sets,
translation equivalence thus offers good precision
but poor recall, since most English similes appear
not to have a corresponding Chinese variant on the
web. Nonetheless, this heuristic allows us to reliably
identify a sizeable body of cross-cultural stereotypes
that hold in both languages.

4.1.1 Error Analysis
Noisy propositions may add little but empty con-

tent to a representation, but ironic propositions will
actively undermine a representation from within,
leading to inferences that are not just unlikely, but
patently false (as is generally the intention of irony).
Since Veale and Hao (2007) annotate their data-
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set for irony, this allows us to measure the number
of egregious mistakes made when using translation
equivalence as a simile filter. Overall, we see that
1% of Chinese similes that are accepted via transla-
tion equivalence are ironic, accounting for 9% of all
errors made when filtering Chinese similes. Like-
wise, 1% of the English similes that are accepted are
ironic, accounting for 5% of all errors made when
filtering English similes.

4.2 Representational Synergies

By mapping WordNet-tagged English similes onto
HowNet-tagged Chinese similes, we effectively ob-
tain two representational viewpoints onto the same
shared data set. For instance, though HowNet
has a much shallower hierarchical organization
than WordNet, it compensates by encapsulating the
meaning of different word senses using simple log-
ical formulae of semantic primitives, or sememes,
that are derived from the meaning of common Chi-
nese characters. WordNet and HowNet thus offer
two complementary levels or granularities of gen-
eralization that can be exploited as the context de-
mands.

4.2.1 Adjective Organization
Unlike WordNet, HowNet organizes its adjec-

tival senses hierarchically, allowing one to obtain
a weaker form of a given description by climb-
ing the hierarchy, or to obtain a stronger form by
descending the hierarchy from a particular sense.
Thus, one can go up from kaleidoscopic|斑驳陆
离 to colored|彩, or down from colored|彩 to
any of motley|斑驳, dappled|斑驳, prismatic|斑驳
陆离 and even gorgeous|斑斓. Once stereotypi-
cal descriptions have been sense-tagged relative to
HowNet, they can easily be further enhanced or
bleached to suit the context of their use. For exam-
ple, by allowing a Chinese adjective to denote any
of the senses above it or below in the HowNet hi-
erarchy, we can extend the mapping of English to
Chinese similes so as to achieve an improved recall
of .36 (though we note that this technique reduces
the precision of the translation-equivalence heuristic
to .75).

As demonstrated by Almuhareb and Poesio
(2004), the best conceptual descriptions combine
adjectival values with the attributes that they fill.

Because adjectival senses hook into HowNet’s up-
per ontology via a series of abstract taxonyms like
TasteValue|美丑值, ReputationValue|名声值 and
AmountValue|多少值, a taxonym of the form At-
tributeValue can be identified for every adjective
sense in HowNet. For example, the English ad-
jective ”beautiful” can denote either beautiful|美,
organized by HowNet under BeautyValue|美丑
值, or beautiful|婉, organized by HowNet un-
der gracious|雅 which in turn is organized under
GraceValue|典雅值. The adjective “beautiful” can
therefore specify either the Grace or Beauty at-
tributes of a concept. Once similes have been sense-
tagged, we can build up a picture of most salient at-
tributes of our stereotypical concepts. For instance,
“peacock” similes yield the following attributes via
HowNet: Beauty, Appearance, Color, Pride, Be-
havior, Resplendence, Bearing and Grace; likewise
“demon” similes yield the following: Morality, Be-
havior, Temperament, Ability and Competence.

4.2.2 Orthographic Form
The Chinese data-set lacks counterparts to many

similes that one would not think of as culturally-
determined, such “as red as a ruby”, “as cruel as
a tyrant” and “as smelly as a skunk”. One signifi-
cant reason for this kind of omission is not cultural
difference, but obviousness: many Chinese words
are multi-character gestalts of different ideas (see
Packard, 2000), so that these ideas form an explicit
part of the orthography of a lexical concept. For in-
stance, using HowNet, we can see that skunk|臭鼬
is actually a gestalt of the concepts smelly|臭 and
weasel|鼬, so the simile “as smelly as a skunk” is
already somewhat redundant in Chinese (somewhat
akin to the English similes “as hot as a hotdog” or
“as hard as a hardhat”).

Such decomposition can allow us to find those
English similes that are already orthographically ex-
plicit in Chinese word-forms. We simply look for
pairs of HowNet senses of the form Noun|XYZ and
Adj|X, where X and XYZ are Chinese words and the
simile “as Adj as a|an Noun” is found in the English
simile set. When we do so, we find that 648 English
similes, from “as meaty as a steak” to “as resonant
as a cello”, are already fossilized in the orthographic
realization of the corresponding Chinese concepts.
When fossilized similes are uncovered in this way,
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the recall of translation equivalence as a noise filter
rises to .29, while its precision rises to .84 (see Table
1)

5 Empirical Evaluation: Simile-derived
Representations

Stereotypes persist in language and culture because
they are, more often than not, cognitively useful:
by emphasizing the most salient aspects of a con-
cept, a stereotype acts as a dense conceptual descrip-
tion that is easily communicated, widely shared,
and which supports rapid inference. To demonstrate
the usefulness of stereotype-based concept descrip-
tions, we replicate here the clustering experiments
of Almuhareb and Poesio (2004, 2005), who in turn
demonstrated that conceptual features that are mined
from specific textual patterns can be used to con-
struct WordNet-like ontological structures. These
authors used different text patterns for mining fea-
ture values (like hot) and attributes (like tempera-
ture), and their experiments evaluated the relative ef-
fectiveness of each as a means of ontological cluster-
ing. Since our focus in this paper is on the harvesting
of feature values, we replicate here only their exper-
iments with values.

Almuhareb and Poesio (2004) used as their ex-
perimental basis a sampling of 214 English nouns
from 13 of WordNet’s upper-level semantic cate-
gories, and proceeded to harvest adjectival features
for these noun-concepts from the web using the tex-
tual pattern “[a | an | the] * C [is |was]”. This pattern
yielded a combined total of 51,045 value features
for these 214 nouns, such as hot, black, etc., which
were then used as the basis of a clustering algorithm
in an attempt to reconstruct the WordNet classifica-
tions for all 214 nouns. Clustering was performed
by the CLUTO-2.1 package (Karypis, 2003), which
partitioned the 214 nouns in 13 categories on the ba-
sis of their 51,045 web-derived features. Compar-
ing these clusters with the original WordNet-based
groupings, Almuhareb and Poesio report a cluster-
ing accuracy of 71.96%. In a second, larger exper-
iment, Almuhareb and Poesio (2005) sampled 402
nouns from 21 different semantic classes in Word-
Net, and harvested 94,989 feature values from the
web using the same textual pattern. They then ap-
plied the repeated bisections clustering algorithm to

Approach accuracy features
Almuhareb + Poesio 71.96% 51,045
Simile-derived stereotypes 70.2% 2,209

Table 2: Results for experiment 1 (214 nouns, 13 WN
categories).

Approach Cluster Cluster features
purity entropy

Almu. + Poesio
(no filtering) 56.7% 38.4% 94,989

Almu. + Poesio
(with filtering) 62.7% 33.8% 51345

Simile-derived
stereotypes
(no filtering) 64.3% 33% 5,547

Table 3: Results for experiment 2 (402 nouns, 21 WN
categories).

this larger data set, and report an initial cluster purity
measure of 56.7%. Suspecting that a noisy feature
set had contributed to the apparent drop in perfor-
mance, these authors then proceed to apply a variety
of noise filters to reduce the set of feature values to
51,345, which in turn leads to an improved cluster
purity measure of 62.7%.

We replicated both of Almuhareb and Poesio’s
experiments on the same experimental data-sets (of
214 and 402 nouns respectively), using instead the
English simile pattern “as * as a NOUN” to harvest
features for these nouns from the web. Note that
in keeping with the original experiments, no hand-
tagging or filtering of these features is performed, so
that every raw match with the simile pattern is used.
Overall, we harvest just 2209 feature values for the
214 nouns of experiment 1, and 5547 features for the
402 nouns of experiment 2. A comparison of both
sets of results for experiment 1 is shown is Table 2,
while a comparison based on experiment 2 is shown
is Table 3.

While Almuhareb and Poesio achieve marginally
higher clustering on the 214 nouns of experiment 1,
they do so by using over 20 times as many features.
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In experiment 2, we see a similar ratio of feature
quantities before filtering; after some initial filtering,
Almuhareb and Poesio reduce their feature set to just
under 10 times the size of the simile-derived feature
set.

These experiments demonstrate two key points
about stereotype-based representations. First, the
feature representations do not need to be hand-
filtered and noise-free to be effective; we see from
the above results that the raw values extracted
from the simile pattern prove slightly more effec-
tive than filtered feature sets used by Almuhareb and
Poesio. Secondly, and perhaps more importantly,
stereotype-based representations prove themselves a
much more compact means (by factor of 10 to 20
times) of achieving the same clustering goals.

6 Conclusions

Knowledge-acquisition from texts can be a process
fraught with complexity: such texts - especially
web-based texts - are frequently under-determined
and vague; highly ambiguous, both lexically and
structurally; and dense with figures of speech, hy-
perbolae and irony. None of the syntagmatic frames
surveyed in section 2, from the “NP such as NP1,
NP2 ...” pattern of Hearst (1992) and Etzioni et al.
(2004) to the “no longer NOUN” pattern of Völker
et al. (2005), are leak-free and immune to noise.
Cimiano and Wenderoth (2007) mitigate this prob-
lem somewhat by performing part-of-speech anal-
ysis on all extracted text sequences, but the prob-
lem remains: the surgical, pattern-based approach
offers an efficient and targeted means of knowledge-
acquisition from corpora because it largely ignores
the context in which these patterns occur; yet one
requires this context to determine if a given text se-
quence really is a good exemplar of the semantic re-
lationship that is sought.

In this paper we have described how stereotyp-
ical associations between adjectival properties and
noun concepts can be mined from similes in web
text. When harvested in both English and Chi-
nese, these associations exhibit two kinds of re-
dundancy that can mitigate the problem of noise.
The first kind, within-language redundancy, allows
us to perform sense-tagging of the adjectives and
nouns that are used in similes, by exploiting the

fact that the same stereotypical association can oc-
cur in a variety of synonymous forms. By recog-
nizing synonymy between the elements of different
similes, we can thus identify the underlying senses
(or WordNet synsets) in these similes. The sec-
ond kind, between-language redundancy, exploits
the fact that the same associations can occur in dif-
ferent languages, allowing us to exploit translation-
equivalence to pin these associations to particular
lexical concepts in a multilingual lexical ontology
like HowNet. While between-language redundancy
is a limited phenomenon, with just 26% of Veale
and Hao’s annotated English similes having Chinese
translations on the web, this phenomenon does allow
us to identify a significant core of shared stereotyp-
ical knowledge across these two very different lan-
guages.

Overall, our analysis suggests that a comparable
number of well-formed Chinese and English similes
can be mined from the web (our exploration finds
approx. 12,000 unique examples of each). This
demonstrates that harvesting stereotypical knowl-
edge from similes is a workable strategy in both lan-
guages. Moreover, Chinese simile usage is charac-
terized by two interesting facts that are of some prac-
tical import: the simile frame “像NOUN一样ADJ”
is a good deal less leaky and prone to noise than the
equivalent English frame, “as ADJ as a NOUN”; and
Chinese speakers appear less willing to subvert the
stereotypical norms of similes for ironic purposes.
Further research is needed to determine whether
these observations generalize to other knowledge-
mining patterns.
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Abstract

We present a novel semi-supervised training
algorithm for learning dependency parsers.
By combining a supervised large margin loss
with an unsupervised least squares loss, a dis-
criminative, convex, semi-supervised learning
algorithm can be obtained that is applicable
to large-scale problems. To demonstrate the
benefits of this approach, we apply the tech-
nique to learning dependency parsers from
combined labeled and unlabeled corpora. Us-
ing a stochastic gradient descent algorithm, a
parsing model can be efficiently learned from
semi-supervised data that significantly outper-
forms corresponding supervised methods.

1 Introduction

Supervised learning algorithms still represent the
state of the art approach for inferring dependency
parsers from data (McDonald et al., 2005a; McDon-
ald and Pereira, 2006; Wang et al., 2007). How-
ever, a key drawback of supervised training algo-
rithms is their dependence on labeled data, which
is usually very difficult to obtain. Perceiving the
limitation of supervised learning—in particular, the

heavy dependence on annotated corpora—many re-
searchers have investigatedsemi-supervisedlearn-
ing techniques that can take both labeled and unla-
beled training data as input. Following the common
theme of “more data is better data” we also use both
a limited labeled corpora and a plentiful unlabeled
data resource. Our goal is to obtain better perfor-
mance than a purely supervised approach without
unreasonable computational effort. Unfortunately,
although significant recent progress has been made
in the area of semi-supervised learning, the perfor-
mance of semi-supervised learning algorithms still
fall far short of expectations, particularly in chal-
lenging real-world tasks such as natural language
parsing or machine translation.

A large number of distinct approaches to semi-
supervised training algorithms have been investi-
gated in the literature (Bennett and Demiriz, 1998;
Zhu et al., 2003; Altun et al., 2005; Mann and
McCallum, 2007). Among the most prominent ap-
proaches are self-training, generative models, semi-
supervised support vector machines (S3VM), graph-
based algorithms and multi-view algorithms (Zhu,
2005).

Self-training is a commonly used technique
for semi-supervised learning that has been ap-
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plied to several natural language processing tasks
(Yarowsky, 1995; Charniak, 1997; Steedman et al.,
2003). The basic idea is to bootstrap a supervised
learning algorithm by alternating between inferring
the missing label information and retraining. Re-
cently, McClosky et al. (2006a) successfully applied
self-training to parsing by exploiting available un-
labeled data, and obtained remarkable results when
the same technique was applied to parser adaptation
(McClosky et al., 2006b). More recently, Haffari
and Sarkar (2007) have extended the work of Abney
(2004) and given a better mathematical understand-
ing of self-training algorithms. They also show con-
nections between these algorithms and other related
machine learning algorithms.

Another approach, generative probabilistic mod-
els, are a well-studied framework that can be ex-
tremely effective. However, generative models use
the EM algorithm for parameter estimation in the
presence of missing labels, which is notoriously
prone to getting stuck in poor local optima. More-
over, EM optimizes a marginal likelihood score that
is not discriminative. Consequently, most previous
work that has attempted semi-supervised or unsu-
pervised approaches to parsing have not produced
results beyond the state of the art supervised results
(Klein and Manning, 2002; Klein and Manning,
2004). Subsequently, alternative estimation strate-
gies for unsupervised learning have been proposed,
such asContrastive Estimation(CE) by Smith and
Eisner (2005). Contrastive Estimation is a general-
ization of EM, by defining a notion of learner guid-
ance. It makes use of a set of examples (itsneighbor-
hood) that are similar in some way to an observed
example, requiring the learner to move probability
mass to a given example, taking only from the ex-
ample’s neighborhood. Nevertheless, CE still suf-
fers from shortcomings, including local minima.

In recent years, SVMs have demonstrated state
of the art results in many supervised learning tasks.
As a result, many researchers have put effort on
developing algorithms for semi-supervised SVMs
(S3VMs) (Bennett and Demiriz, 1998; Altun et
al., 2005). However, the standard objective of an
S3VM is non-convex on the unlabeled data, thus
requiring sophisticated global optimization heuris-
tics to obtain reasonable solutions. A number of
researchers have proposed several efficient approx-

imation algorithms for S3VMs (Bennett and Demi-
riz, 1998; Chapelle and Zien, 2005; Xu and Schu-
urmans, 2005). For example, Chapelle and Zien
(2005) propose an algorithm that smoothes the ob-
jective with a Gaussian function, and then performs
a gradient descent search in the primal space to
achieve a local solution. An alternative approach is
proposed by Xu and Schuurmans (2005) who formu-
late a semi-definite programming (SDP) approach.
In particular, they present an algorithm for multi-
class unsupervised and semi-supervised SVM learn-
ing, which relaxes the original non-convex objective
into a close convex approximation, thereby allowing
a global solution to be obtained. However, the com-
putational cost of SDP is still quite expensive.

Instead of devising various techniques for cop-
ing with non-convex loss functions, we approach the
problem from a different perspective. We simply re-
place the non-convex loss on unlabeled data with an
alternative loss that is jointly convex with respect
to both the model parameters and (the encoding of)
the self-trained prediction targets. More specifically,
for the loss on the unlabeled data part, we substi-
tute the original unsupervised structured SVM loss
with a least squares loss, but keep constraints on
the inferred prediction targets, which avoids trivial-
ization. Although using a least squares loss func-
tion for classification appears misguided, there is
a precedent for just this approach in the early pat-
tern recognition literature (Duda et al., 2000). This
loss function has the advantage that the entire train-
ing objective on both the labeled and unlabeled data
now becomes convex, since it consists of a convex
structured large margin loss on labeled data and a
convex least squares loss on unlabeled data. As
we will demonstrate below, this approach admits an
efficient training procedure that can find a global
minimum, and, perhaps surprisingly, can systemat-
ically improve the accuracy of supervised training
approaches for learning dependency parsers.

Thus, in this paper, we focus onsemi-supervised
language learning, where we can make use of both
labeled and unlabeled data. In particular, we in-
vestigate a semi-supervised approach for structured
large margin training, where the objective is a com-
bination of two convex functions, the structured
large margin loss on labeled data and the least
squares loss on unlabeled data. We apply the result-
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Figure 1: A dependency tree

ing semi-supervised convex objective to dependency
parsing, and obtain significant improvement over
the corresponding supervised structured SVM. Note
that our approach is different from the self-training
technique proposed in (McClosky et al., 2006a),
although both methods belong to semi-supervised
training category.

In the remainder of this paper, we first review
the supervised structured large margin training tech-
nique. Then we introduce the standard semi-
supervised structured large margin objective, which
is non-convex and difficult to optimize. Next we
present a new semi-supervised training algorithm for
structured SVMs which is convex optimization. Fi-
nally, we apply this algorithm to dependency pars-
ing and show improved dependency parsing accu-
racy for both Chinese and English.

2 Dependency Parsing Model

Given a sentenceX = (x1, ..., xn) (xi denotes
each word in the sentence), we are interested in
computing a directed dependency tree,Y , overX.
As shown in Figure 1, in a dependency structure,
the basic units of a sentence are the syntactic re-
lationships (aka. head-child or governor-dependent
or regent-subordinate relations) between two indi-
vidual words, where the relationships are expressed
by drawing links connecting individual words (Man-
ning and Schutze, 1999). The direction of each link
points from a head word to a child word, and each
word has one and only one head, except for the head
of the sentence. Thus a dependency structure is ac-
tually a rooted, directed tree. We assume that a di-
rected dependency treeY consists of ordered pairs
(xi → xj) of words inX such that each word ap-
pears in at least one pair and each word has in-degree
at most one. Dependency trees are assumed to be
projective here, which means that if there is an arc
(xi → xj), thenxi is an ancestor of all the words

betweenxi andxj.1 Let Φ(X) denote the set of all
the directed, projective trees that span onX. The
parser’s goal is then to find the most preferred parse;
that is, a projective tree,Y ∈ Φ(X), that obtains
the highest “score”. In particular, one would assume
that the score of a complete spanning treeY for a
given sentence, whether probabilistically motivated
or not, can be decomposed as a sum of local scores
for each link (a word pair) (Eisner, 1996; Eisner and
Satta, 1999; McDonald et al., 2005a). Given this
assumption, the parsing problem reduces to find

Y ∗ = arg max
Y ∈Φ(X)

score(Y |X) (1)

= arg max
Y ∈Φ(X)

∑

(xi→xj)∈Y

score(xi → xj)

where thescore(xi → xj) can depend on any mea-
surable property ofxi andxj within the sentenceX.
This formulation is sufficiently general to capture
most dependency parsing models, including proba-
bilistic dependency models (Eisner, 1996; Wang et
al., 2005) as well as non-probabilistic models (Mc-
Donald et al., 2005a).

For standard scoring functions, particularly those
used in non-generative models, we further assume
that the score of each link in (1) can be decomposed
into a weighted linear combination of features

score(xi → xj) = θ · f(xi → xj) (2)

wheref(xi → xj) is a feature vector for the link
(xi → xj), andθ are the weight parameters to be
estimated during training.

3 Supervised Structured Large Margin
Training

Supervised structured large margin training ap-
proaches have been applied to parsing and produce
promising results (Taskar et al., 2004; McDonald et
al., 2005a; Wang et al., 2006). In particular, struc-
tured large margin training can be expressed as min-
imizing a regularized loss (Hastie et al., 2004), as
shown below:

1We assume all the dependency trees are projective in our
work (just as some other researchers do), although in the real
word, most languages are non-projective.
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min
θ

β

2
θ⊤θ + (3)

∑

i

max
Li,k

(∆(Li,k, Yi)− diff(θ, Yi, Li,k))

where Yi is the target tree for sentenceXi; Li,k

ranges over all possible alternativek trees inΦ(Xi);
diff(θ, Yi, Li,k) = score(θ, Yi) − score(θ, Li,k);
score(θ, Yi) =

∑

(xm→xn)∈Yi
θ · f(xm → xn), as

shown in Section 2; and∆(Li,k, Yi) is a measure of
distance between the two treesLi,k andYi. This is
an application of the structured large margin training
approach first proposed in (Taskar et al., 2003) and
(Tsochantaridis et al., 2004).

Using the techniques of Hastie et al. (2004) one
can show that minimizing the objective (3) is equiv-
alent to solving the quadratic program

min
θ,ξ

β

2
θ⊤θ + e

⊤ξ subject to

ξi,k ≥ ∆(Li,k, Yi)− diff(θ, Yi, Li,k)

ξi,k ≥ 0

for all i, Li,k ∈ Φ(Xi) (4)

wheree denotes the vector of all 1’s andξ represents
slack variables. This approach corresponds to the
training problem posed in (McDonald et al., 2005a)
and has yielded the best published results for En-
glish dependency parsing.

To compare with the new semi-supervised ap-
proach we will present in Section 5 below, we re-
implemented the supervised structured large margin
training approach in the experiments in Section 7.
More specifically, we solve the following quadratic
program, which is based on Equation (3)

min
θ

α

2
θ⊤θ +

∑

i

max
L

k
∑

m=1

k
∑

n=1

∆(Li,m,n, Yi,m,n)

− diff(θ, Yi,m,n, Li,m,n) (5)

wherediff(θ, Yi,m,n, Li,m,n) = score(θ, Yi,m,n) −
score(θ, Li,m,n) andk is the sentence length. We
represent a dependency tree as ak × k adjacency
matrix. In the adjacency matrix, the value ofYi,m,n

is 1 if the wordm is the head of the wordn, 0 oth-
erwise. Since both the distance function∆(Li, Yi)
and the score function decompose over links, solv-
ing (5) is equivalent to solve the original constrained
quadratic program shown in (4).

4 Semi-supervised Structured Large
Margin Objective

The objective of standard semi-supervised struc-
tured SVM is a combination of structured large mar-
gin losses on both labeled and unlabeled data. It has
the following form:

min
θ

α

2
θ⊤θ +

N
∑

i=1

structuredloss(θ,Xi, Yi)

+ min
Yj

U
∑

j=1

structuredloss(θ,Xj , Yj) (6)

where

structuredloss(θ,Xi, Yi)

= max
L

k
∑

m=1

k
∑

n=1

∆(Li,m,n, Yi,m,n) (7)

−diff(θ, Yi,m,n, Li,m,n)

N andU are the number of labeled and unlabeled
training sentences respectively, andYj ranges over
guessed targets on the unsupervised data.

In the second term of the above objective shown in
(6), bothθ andYj are variables. The resulting loss
function has a hat shape (usually called hat-loss),
which is non-convex. Therefore the objective as a
whole is non-convex, making the search for global
optimal difficult. Note that the root of the optimiza-
tion difficulty for S3VMs is the non-convex property
of the second term in the objective function. We will
propose a novel approach which can deal with this
problem. We introduce an efficient approximation—
least squares loss—for the structured large margin
loss on unlabeled data below.

5 Semi-supervised Convex Training for
Structured SVM

Although semi-supervised structured SVM learning
has been an active research area, semi-supervised
structured SVMs have not been used in many real
applications to date. The main reason is that most
available semi-supervised large margin learning ap-
proaches are non-convex or computationally expen-
sive (e.g. (Xu and Schuurmans, 2005)). These tech-
niques are difficult to implement and extremely hard
to scale up. We present a semi-supervised algorithm
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for structured large margin training, whose objective
is a combination of two convex terms: the super-
vised structured large margin loss on labeled data
and the cheap least squares loss on unlabeled data.
The combined objective is still convex, easy to opti-
mize and much cheaper to implement.

5.1 Least Squares Convex Objective

Before we introduce the new algorithm, we first in-
troduce a convex loss which we apply it to unlabeled
training data for the semi-supervised structured large
margin objective which we will introduce in Sec-
tion 5.2 below. More specifically, we use astruc-
tured least squares loss to approximate the struc-
tured large margin loss on unlabeled data. The cor-
responding objective is:

min
θ,Yj

α

2
θ⊤θ + (8)

λ

2

U
∑

j=1

k
∑

m=1

k
∑

n=1

(

θ⊤f(Xj,m → Xj,n)− Yj,m,n

)2

subject to constraints onY (explained below).
The idea behind this objective is that for each pos-

sible link(Xj,m → Xj,n), we intend to minimize the
difference between the link and the corresponding
estimated link based on the learned weight vector.
Since this is conducted on unlabeled data, we need
to estimate bothθ andYj to solve the optimization
problem. As mentioned in Section 3, a dependency
treeYj is represented as an adjacency matrix. Thus
we need to enforce some constraints in the adjacency
matrix to make sure that eachYj satisfies the depen-
dency tree constraints. These constraints are critical
because they prevent (8) from having a trivial solu-
tion in Y. More concretely, suppose we use rows to
denote heads and columns to denote children. Then
we have the following constraints on the adjacency
matrix:

• (1) All entries in Yj are between0 and 1
(convex relaxation of discrete directed edge in-
dicators);

• (2) The sum over all the entries on each col-
umn is equal to one (one-head rule);

• (3) All the entries on the diagonal are zeros
(no self-link rule);

• (4) Yj,m,n + Yj,n,m ≤ 1 (anti-symmetric
rule), which enforces directedness.

One final constraint that is sufficient to ensure that
a directed tree is obtained, is connectedness (i.e.
acyclicity), which can be enforced with an addi-
tional semidefinite constraint. Although convex, this
constraint is more expensive to enforce, therefore we
drop it in our experiments below. (However, adding
the semidefinite connectedness constraint appears to
be feasible on a sentence by sentence level.)

Critically, the objective (8) isjointly convex in
both the weightsθ and the edge indicator variables
Y. This means, for example, that there are no local
minima in (8)—any iterative improvement strategy,
if it converges at all, must converge to a global min-
imum.

5.2 Semi-supervised Convex Objective

By combining the convex structured SVM loss on
labeled data (shown in Equation (5)) and the con-
vex least squares loss on unlabeled data (shown in
Equation (8)), we obtain a semi-supervised struc-
tured large margin loss

min
θ,Yj

α

2
θ⊤θ +

N
∑

i=1

structuredloss(θ,Xi, Yi) +

U
∑

j=1

least squaresloss(θ,Xj , Yj) (9)

subject to constraints onY (explained above).
Since the summation of two convex functions is

also convex, so is (9). Replacing the two losses with
the terms shown in Equation (5) and Equation (8),
we obtain the final convex objective as follows:

min
θ,Yj

α

2N
θ⊤θ +

N
∑

i=1

max
L

k
∑

m=1

k
∑

n=1

∆(Li,m,n, Yi,m,n)−

diff(θ, Yi,m,n, Li,m,n) +
α

2U
θ⊤θ + (10)

λ

2

U
∑

j=1

k
∑

m=1

k
∑

n=1

(

θ⊤f(Xj,m → Xj,n)− Yj,m,n

)2

subject to constraints onY (explained above),
wherediff(θ, Yi,m,n, Li,m,n) = score(θ, Yi,m,n) −
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score(θ, Li,m,n), N andU are the number of labeled
and unlabeled training sentences respectively, as we
mentioned before. Note that in (10) we have split
the regularizer into two parts; one for the supervised
component of the objective, and the other for the
unsupervised component. Thus the semi-supervised
convex objective is regularized proportionally to the
number of labeled and unlabeled training sentences.

6 Efficient Optimization Strategy

To solve the convex optimization problem shown in
Equation (10), we used a gradient descent approach
which simply uses stochastic gradient steps. The
procedure is as follows.

• Step 0, initialize theYj variables of each
unlabeled sentence as a right-branching (left-
headed) chain model, i.e. the head of each word
is its left neighbor.

• Step 1, pass through all the labeled training sen-
tences one by one. The parametersθ are up-
dated based on each labeled sentence.

• Step 2, based on the learned parameter weights
from the labeled data, updateθ andYj on each
unlabeled sentence alternatively:

– treatYj as a constant, updateθ on each
unlabeled sentence by taking a local gra-
dient step;

– treatθ as a constant, updateYj by call-
ing the optimization software package
CPLEX to solve for an optimal local so-
lution.

• Repeat the procedure of step 1 and step 2 until
maximum iteration number has reached.

This procedure works efficiently on the task of
training a dependency parser. Althoughθ and
Yj are updated locally on each sentence, progress
in minimizing the total objective shown in Equa-
tion (10) is made in each iteration. In our experi-
ments, the objective usually converges within 30 it-
erations.

7 Experimental Results

Given a convex approach to semi-supervised struc-
tured large margin training, and an efficient training

algorithm for achieving a global optimum, we now
investigate its effectiveness for dependency parsing.
In particular, we investigate the accuracy of the re-
sults it produces. We applied the resulting algorithm
to learn dependency parsers for both English and
Chinese.

7.1 Experimental Design

Data Sets
Since we use a semi-supervised approach, both la-
beled and unlabeled training data are needed. For
experiment on English, we used the English Penn
Treebank (PTB) (Marcus et al., 1993) and the con-
stituency structures were converted to dependency
trees using the same rules as (Yamada and Mat-
sumoto, 2003). The standard training set of PTB
was spit into 2 parts: labeled training data—the
first 30k sentences in section 2-21, and unlabeled
training data—the remaining sentences in section
2-21. For Chinese, we experimented on the Penn
Chinese Treebank 4.0 (CTB4) (Palmeret al., 2004)
and we used the rules in (Bikel, 2004) for conver-
sion. We also divided the standard training set into
2 parts: sentences in section 400-931 and sentences
in section 1-270 are used as labeled and unlabeled
data respectively. For both English and Chinese,
we adopted the standard development and test sets
throughout the literature.

As listed in Table 1 with greater detail, we
experimented with sets of data with different sen-
tence length: PTB-10/CTB4-10, PTB-15/CTB4-15,
PTB-20/CTB4-20, CTB4-40 and CTB4, which
contain sentences with up to 10, 15, 20, 40 and all
words respectively.

Features
For simplicity, in current work, we only used two
sets of features—word-pair and tag-pair indicator
features, which are a subset of features used by
other researchers on dependency parsing (McDon-
ald et al., 2005a; Wang et al., 2007). Although
our algorithms can take arbitrary features, by only
using these simple features, we already obtained
very promising results on dependency parsing
using both the supervised and semi-supervised
approaches. Using the full set of features described
in (McDonald et al., 2005a; Wang et al., 2007) and
comparing the corresponding dependency parsing
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English

PTB-10
Training(l/ul) 3026/1016

Dev 163
Test 270

PTB-15
Training 7303/2370

Dev 421
Test 603

PTB-20
Training 12519/4003

Dev 725
Test 1034

Chinese

CTB4-10
Training(l/ul) 642/347

Dev 61
Test 40

CTB4-15
Training 1262/727

Dev 112
Test 83

CTB4-20
Training 2038/1150

Dev 163
Test 118

CTB4-40
Training 4400/2452

Dev 274
Test 240

CTB4
Training 5314/2977

Dev 300
Test 289

Table 1: Size of Experimental Data (# of sentences)

results with previous work remains a direction for
future work.

Dependency Parsing Algorithms
For simplicity of implementation, we use a stan-
dard CKY parser in the experiments, although
Eisner’s algorithm (Eisner, 1996) and the Spanning
Tree algorithm (McDonald et al., 2005b) are also
applicable.

7.2 Results

We evaluate parsing accuracy by comparing the di-
rected dependency links in the parser output against
the directed links in the treebank. The parameters
α andλ which appear in Equation (10) were tuned
on the development set. Note that, during training,
we only used the raw sentences of the unlabeled
data. As shown in Table 2 and Table 3, for each
data set, the semi-supervised approach achieves a
significant improvement over the supervised one in
dependency parsing accuracy on both Chinese and
English. These positive results are somewhat sur-
prising since a very simple loss function was used on

Training Test length Supervised Semi-sup
Train-10 ≤ 10 82.98 84.50

Train-15
≤ 10 84.80 86.93
≤ 15 76.96 80.79

Train-20
≤ 10 84.50 86.32
≤ 15 78.77 80.57
≤ 20 74.89 77.85

Train-40

≤ 10 84.19 85.71
≤ 15 78.03 81.21
≤ 20 76.25 77.79
≤ 40 68.17 70.90

Train-all

≤ 10 82.67 84.80
≤ 15 77.92 79.30
≤ 20 77.30 77.24
≤ 40 70.11 71.90
all 66.30 67.35

Table 2: Supervised and Semi-supervised Dependency
Parsing Accuracy on Chinese (%)

Training Test length Supervised Semi-sup
Train-10 ≤ 10 87.77 89.17

Train-15
≤ 10 88.06 89.31
≤ 15 81.10 83.37

Train-20
≤ 10 88.78 90.61
≤ 15 83.00 83.87
≤ 20 77.70 79.09

Table 3: Supervised and Semi-supervised Dependency
Parsing Accuracy on English (%)
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the unlabeled data. A key benefit of the approach is
that a straightforward training algorithm can be used
to obtain global solutions. Note that the results of
our model are not directly comparable with previous
parsing results shown in (McClosky et al., 2006a),
since the parsing accuracy is measured in terms of
dependency relations while their results aref -score
of the bracketings implied in the phrase structure.

8 Conclusion and Future Work

In this paper, we have presented a novel algorithm
for semi-supervised structured large margin training.
Unlike previous proposed approaches, we introduce
a convex objective for the semi-supervised learning
algorithm by combining a convex structured SVM
loss and a convex least square loss. This new semi-
supervised algorithm is much more computationally
efficient and can easily scale up. We have proved our
hypothesis by applying the algorithm to the signifi-
cant task of dependency parsing. The experimental
results show that the proposed semi-supervised large
margin training algorithm outperforms the super-
vised one, without much additional computational
cost.

There remain many directions for future work.
One obvious direction is to use the whole Penn Tree-
bank as labeled data and use some other unannotated
data source as unlabeled data for semi-supervised
training. Next, as we mentioned before, a much
richer feature set can be used in our model to get
better dependency parsing results. Another direc-
tion is to apply the semi-supervised algorithm to
other natural language problems, such as machine
translation, topic segmentation and chunking. In
these areas, there are only limited annotated data
available. Therefore semi-supervised approaches
are necessary to achieve better performance. The
proposed semi-supervised convex training approach
can be easily applied to these tasks.
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Abstract 

In this paper, we present a novel backward 
transliteration approach which can further as-
sist the existing statistical model by mining 
monolingual web resources. Firstly, we em-
ploy the syllable-based search to revise the 
transliteration candidates from the statistical 
model. By mapping all of them into existing 
words, we can filter or correct some pseudo 
candidates and improve the overall recall. 
Secondly, an AdaBoost model is used to re-
rank the revised candidates based on the in-
formation extracted from monolingual web 
pages. To get a better precision during the re-
ranking process, a variety of web-based in-
formation is exploited to adjust the ranking 
score, so that some candidates which are less 
possible to be transliteration names will be as-
signed with lower ranks. The experimental re-
sults show that the proposed framework can 
significantly outperform the baseline translit-
eration system in both precision and recall. 

1 Introduction* 

The task of Name Entity (NE) translation is to 
translate a name entity from source language to 
target language, which plays an important role in 
machine translation and cross-language informa-
tion retrieval (CLIR). Transliteration is a subtask in 
NE translation, which translates NEs based on the 
phonetic similarity. In NE translation, most person 
names are transliterated, and some parts of location 
names or organization names also need to be trans-
literated. Transliteration has two directions: for-
ward transliteration which transforms an original 
name into target language, and backward translit-
eration which recovers a name back to its original 
expression. For instance, the original English per-
                                                             
*Contact: Jun ZHAO, jzhao@nlpr.ia.ac.cn.  

son name “Clinton” can be forward transliterated 
to its Chinese expression “克/ke 林/lin顿/dun” and 
the backward transliteration is the inverse process-
ing. In this paper, we focus on backward translit-
eration from Chinese to English. 

Many previous researches have tried to build a 
transliteration model using statistical approach 
[Knight and Graehl, 1998; Lin and Chen, 2002; 
Virga and Khudanpur, 2003; Gao, 2004]. There are 
two main challenges in statistical backward trans-
literation: First, statistical transliteration approach 
selects the most probable translations based on the 
knowledge learned from the training data. This 
approach, however, does not work well when there 
are multiple standards [Gao, 2004]. Second, back-
ward transliteration is more challenging than for-
ward transliteration as it is required to 
disambiguate the noises introduced in the forward 
transliteration and estimate the original name as 
close as possible [Lin and Chen, 2002]. One of the 
most important causes in introducing noises is that: 
some silent syllables in original names have been 
missing when they are transliterated to target lan-
guage. For example, when “Campbell” is translit-
erated into “坎/kan贝/bei尔/er”, the “p” is missing.  

In order to make up the disadvantages of statisti-
cal approach, some researchers have been seeking 
for the assistance of web resource. [Wang et al., 
2004; Cheng et al., 2004; Nagata et al., 2001; 
Zhang et al, 2005] used bilingual web pages to ex-
tract translation pairs. Other efforts have been 
made to combine a statistical transliteration model 
with web mining [Al-Onaizan and Knight, 2002; 
Long Jiang et al, 2007]. Most of these methods 
need bilingual resources. However, those kinds of 
resources are not readily available in many cases. 
Moreover, to search for bilingual pages, we have to 
depend on the performance of search engines. We 
can’t get Chinese-English bilingual pages when the 
input is a Chinese query. Therefore, the existing 
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assistance approaches using web-mining to assist 
transliteration are not suitable for Chinese to Eng-
lish backward transliteration. 

Thus in this paper, we mainly focus on the fol-
lowing two problems to be solved in transliteration. 

Problem I: Some silent syllables are missing in 
English-Chinese forward transliteration. How to 
recover them effectively and efficiently in back-
ward transliteration is still an open problem. 

Problem II: Statistical transliteration always 
chooses the translations based on probabilities. 
However, in some cases, the correct translation 
may have lower probability. Therefore, more stud-
ies are needed on combination with other tech-
niques as supplements. 

Aiming at these two problems, we propose a 
method which mines monolingual web resources to 
assist backward transliteration. The main ideas are 
as follows. We assume that for every Chinese en-
tity name which needs to be backward transliter-
ated to an English original name, the correct 
transliteration exists somewhere in the web. What 
we need to do is to find out the answers based on 
the clues given by statistical transliteration results. 
Different from the traditional methods which ex-
tract transliteration pairs from bilingual pages, we 
only use monolingual web resources. Our method 
has two advantages. Firstly, there are much more 
monolingual web resources available to be used. 
Secondly, our method can revise the transliteration 
candidates to the existing words before the subse-
quent re-ranking process, so that we can better 
mine the correct transliteration from the Web. 

Concretely, there are two phases involved in our 
approach. In the first phase, we split the result of 
transliteration into syllables, and then a syllable-
based searching processing can be employed to 
revise the result in a word list generated from web 
pages, with an expectation of higher recall of trans-
literation. In the second phase, we use a revised 
word as a search query to get its contexts and hit 
information, which are integrated into the 
AdaBoost classifier to determine whether the word 
is a transliteration name or not with a confidence 
score. This phase can readjust the candidate’s score 
to a more reasonable point so that precision of 
transliteration can be improved. Table 1 illustrates 
how to transliterate the Chinese name “阿/a加/jia
西/xi” back to “Agassi”.  

Chinese 
name 

Transliteration 
results 

Revised 
Candidate 

Re-rank 
Results 

阿加西 
a  jia xi 
Agassi 

aggasi 
agahi 
agacy 
agasie 

… 

agasi 
agathi 
agathe 
agassi 

… 

agassi 
agasi 

agache 
agga 
… 

Table 1. An example of transliteration flow 

The experimental results show that our approach 
improves the recall from 41.73% to 59.28% in 
open test when returning the top-100 results, and 
the top-5 precision is improved from 19.69% to 
52.19%. 

The remainder of the paper is structured as fol-
lows. Section 2 presents the framework of our sys-
tem. We discuss the details of our statistical 
transliteration model in Section 3. In Section 4, we 
introduce the approach of revising and re-ranking 
the results of transliteration. The experiments are 
reported in Section 5. The last section gives the 
conclusion and the prediction of future work. 

2 System Framework  

Our system has three main modules. 

  
Figure 1. System framework 

1) Statistical transliteration: This module re-
ceives a Chinese Pinyin sequence as its input, and 
output the N-best results as the transliteration can-
didates.  

2) Candidate transliteration revision 
through syllable-based searching: In the module, 
a transliteration candidate is transformed into a 
syllable query. We use a syllable-based searching 
strategy to select the revised candidate from a huge 
word list. Each word in the list is indexed by sylla-
bles, and the similarity between the word and the 
query is calculated. The most similar words are 
returned as the revision results. This module guar-
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Words list 

Chinese name 
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Transliteration 
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antees the transliteration candidates are all existing 
words. 

3) Revised candidate re-ranking in web 
pages: In the module, we search the revised candi-
dates to get their contexts and hit information 
which we can use to score the probability of being 
a transliteration name. This phase doesn’t generate 
new candidates, but re-rank the revised candidate 
set to improve the performance in top-5. 

Under this framework, we can solve the two 
problems of statistical model mentioned above.  

(1) The silent syllables will be given lower 
weights in syllable-based search, so the missing 
syllables will be recovered through selecting the 
most similar existing words which can contain 
some silent syllables.  

(2) The query expansion technology can recall 
more potential transliteration candidates by ex-
panding syllables to their “synonymies”. So the 
mistakes introduced when selecting syllables in 
statistical transliteration will be corrected through 
giving suitable weights to synonymies.  

Through the revision phase, the results of statis-
tical model which may have illegal spelling will be 
mapped to its most similar existing words. That 
can improve the recall. In re-ranking phase, the 
revised candidate set will be re-ranked to put the 
right answer on the top using hybrid information 
got from web resources. So the precision of trans-
literation will be improved. 

3 Statistical Transliteration Model 

We use syllables as translation units to build a sta-
tistical Chinese-English backward transliteration 
model in our system. 

3.1 Traditional Statistical Translation Model 

[P. Brown et al., 1993] proposed an IBM source-
channel model for statistical machine translation 
(SMT). When the channel output f= f1,f2 …. fn ob-
served, we use formula (1) to seek for the original 
sentence e=e1,e2 …. en with the most likely poste-
riori. 

' argmax ( | ) argmax ( | ) ( )
e e

e P e f P f e P e= =       (1) 

The translation model ( | )P f e  is estimated from 
a paired corpus of foreign-language sentences and 
their English translations. The language model ( )P e  
is trained from English texts. 

3.2 Our Transliteration Model 

The alignment method is the base of statistical 
transliteration model. There are mainly two kinds 
of alignment methods: phoneme-based alignment 
[Knight and Graehl, 1998; Virga and Khudanpur, 
2003] and grapheme-based alignment [Long Jiang, 
2007]. In our system, we adopt the syllable-based 
alignment from Chinese pinyin to English syllables, 
where the syllabication rules mentioned in [Long 
Jiang et al., 2007] are used. 

For example, Chinese name “希/xi 尔/er 顿
/dun” and its backward transliteration “Hilton” can 
be aligned as follows. “Hilton” is split into syllable 
sequence as “hi/l/ton”, and the alignment pairs are 
“xi-hi”, “er-l”, “dun-ton”.  

Based on the above alignment method, we can 
get our statistical Chinese-English backward trans-
literation model as, 

argmax ( | ) ( )
E

E p PY ES p ES=             (2) 

Where, PY is a Chinese Pinyin sequence, ES is a 
English syllables sequence, ( | )p PY ES  is the 
probability of translating ES into PY, ( )p ES  is the 
generative probability of a English syllable lan-
guage model. 

3.3 The Difference between Backward Trans-
literation and Traditional Translation 

Chinese-English backward transliteration has some 
differences from traditional translation. 

1) We don’t need to adjust the order of sylla-
bles when transliteration.  

2) The language model in backward translitera-
tion describes the relationship of syllables in words. 
It can’t work as well as the language model de-
scribing the word relationship in sentences. 

We think that the crucial problem in backward 
transliteration is selecting the right syllables at 
every step. It’s very hard to obtain the exact an-
swer only based on the statistical transliteration 
model. We will try to improve the statistical model 
performance with the assistance of mining web 
resources. 

4 Mining Monolingual Web Pages to As-
sist Backward Transliteration  

In order to get assistance from monolingual Web 
resource to improve statistical transliteration, our 
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method contains two main phases: “revision” and 
“re-ranking”. In the revision phase, transliteration 
candidates are revised using syllable-based search 
in the word list, which are generated by collecting 
the existing words in web pages. Because the proc-
ess of named entity recognition may lose some 
NEs, we will reserve all the words in web corpus 
without any filtering. The revision process can im-
prove the recall through correcting some mistakes 
in the transliteration results of statistical model. 

In the re-ranking phase, we search every revised 
candidate on English pages, score them according 
to their contexts and hit information so that the 
right answer will be given a higher rank.  

4.1 Using Syllable-based Retrieval to Revise 
Transliteration Candidates 

In this section, we will propose two methods re-
spectively for the two problems of statistical model 
mentioned in section 1.  

4.1.1  Syllable-based retrieval model 

When we search a transliteration candidate tci in 
the word list, we firstly split it into syllables 
{es1,es2,…..esn}. Then this syllable sequence is 
used as a query for syllable-based searching.  

We define some notions here. 
 Term set T={t1,t2….tk} is an orderly set of 

all syllables which can be viewed as terms.  
 Pinyin set P={py1,py2….pyk} is an orderly 

set of all Pinyin.  
 An input word can be represented by a vec-

tor of syllables {es1,es2,…..esn}.  
We calculate the similarity between a translitera-

tion result and each word in the list to select the 
most similar words as the revised candidates. The 
{es1,es2,…..,esn} will be transformed into a vector 
Vquery={t1,t2….tk} where ti represents the ith term in 
T. The value of ti is equal to 0 if the ith term 
doesn’t appear in query. In the same way, the word 
in list can also be transformed into vector represen-
tation. So the similarity can be calculated as the 
inner product between these two vectors.  

We don’t use tf and idf conceptions as traditional 
information retrieval (IR) to calculate the terms’ 
weight. We use the weight of ti to express the ex-
pectation probability of ith term having pronuncia-
tion. If the term has a lower probability of having 
pronunciation, its weight is low. So when we 
searching, the missing silent syllables in the results 

of statistical transliteration model can be recovered 
because such syllables have little impact on simi-
larity measurement. The formula we used is as fol-
lows. 

( , )
/

query word

word py

V V
Sim query word

L L

!
=             (3) 

The numerator is the inner product of two vec-
tors. The denominator is the length of word Lword 
divided by the length of Chinese pinyin sequence 
Lpy. In this formula, the more syllables in one 
word, the higher score of inner production it may 
get, but the word will get a loss for its longer 
length. The word which has the shortest length and 
the highest syllable hitting ratio will be the best. 

Another difference from traditional IR is how to 
deal with the order of the words in a query. Ac-
cording to transliteration, the similarity must be 
calculated under the limitation of keeping order, 
which can’t be satisfied by current methods. We 
use the algorithm like calculating the edit distance 
between two words. The syllables are viewed as 
the units which construct a word. The edit distance 
calculation finds the best matching with the least 
operation cost to change one word to another word 
by using deletion/addition/insertion operations on 
syllables. But the complexity will be too high to 
afford if we calculate the edit distance between a 
query and each word in the list. So, we just calcu-
late the edit distance for the words which get high 
score without the order limitation. This trade off 
method can save much time but still keep perform-
ance. 

4.1.2  Mining the Equivalent through Syllable 
Expansion 

In most collections, the same concept may be re-
ferred to using different words. This issue, known 
as synonymy, has an impact on the recall of most 
information retrieval systems. In this section, we 
try to use the expansion technology to solve prob-
lem II. There are three kinds of expansions to be 
explained below.  

Syllable expansion based on phonetic similar-
ity: The syllables which correspond to the same 
Chinese pinyin can be viewed as synonymies. For 
example, the English syllables “din” and “tin” can 
be aligned to the same Chinese pinyin “ding”. 

Given a Chinese pinyin sequence 
{py1,py2,…..pyn} as the input of transliteration 
model, for every pyi, there are a set of syllables 
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{es1, es2 ….. esk} which can be selected as its 
translation. The statistical model will select the 
most probable one, while others containing the 
right answer are discarded. To solve this problem, 
we expand the query to take the synonymies of 
terms into consideration. We create an expansion 
set for each Chinese pinyin. A syllable esi will be 
selected into the expansion set of pyj based on the 
alignment probability P(esi|pyj) which can be ex-
tracted from the training corpus. The phonetic 
similarity expansion is based on the input Chinese 
Pinyin sequence, so it’s same for all candidates. 

Syllable expansion based on syllable similar-
ity: If two syllables have similar alignment prob-
ability with every pinyin, we can view these two 
syllables as synonymy. Therefore, if a syllable is in 
the query, its synonymies should be contained too. 
For example, “fea” and “fe” can replace each other. 

To calculate the similarity, we first obtain the 
alignment probability P(pyj|esk) of every syllable. 
Then the distance between any two syllables will 
be calculated using formula (4). 

1

1
( , ) ( | ) ( | )

N

j k i j i k

i

Sim es es P py es P py es
N =

= ! (4) 

This formula is used to evaluate the similarity of 
two syllables in alignment. The expansion set of 
the ith syllable can be generated by selecting the 
most similar N syllables. This kind of expansion is 
conducted upon the output of statistical translitera-
tion model. 

Syllable expansion based on syllable edit dis-
tance: The disadvantage of last two expansions is 
that they are entirely dependent on the training set. 
In other word, if some syllables haven’t appeared 
in the training corpus, they will not be expanded. 
To solve the problem, we use the method of expan-
sion based on edit distance. We use edit distance to 
measure the similarity between two syllables, one 
is in training set and the other is absent. Because 
the edit distance expansion is not very relevant to 
pronunciation, we will give this expansion method 
a low weight in combination. It works when new 
syllables arise.  

Combine the above three strategies: We will 
combine the three kinds of expansion method to-
gether. We use the linear interpolation to integrate 
them. The formulas are follows. 

  (1 ) pre sy edS S S S! ! "= # + +                (5) 

(1 ) pre py edS S S S! ! "= # + +                (6) 

where Spre is the score of exact matching, Ssy is the 
score of expansion based on syllables similarity 
and Spy based on phonetic similarity. We will ad-
just these parameters to get the best performance. 
The experimental results and analysis will be re-
ported in section 5.3. 

4.2 Re-Ranking the Revised Candidates Set 
using the Monolingual Web Resource 

In the first phase, we have generated the revised 
candidate set {rc1,rc2,…,rcn} from the word list us-
ing the transliteration results as clues. The objec-
tive is to improve the overall recall. In the second 
phase, we try to improve the precision, i.e. we wish 
to re-rank the candidate set so that the correct an-
swer will be put in a higher rank. 

[Al-Onaizan et al., 2002] has proposed some 
methods to re-score the transliteration candidates. 
The limitation of their approach is that some can-
didates are propbale not existing words, with 
which we will not get any information from web. 
So it can only re-rank the transliteration results to 
improve the precision of top-5. In our work, we 
can improve the recall of transliteration through 
the revising process before re-ranking. 

In this section, we employ the AdaBoost frame-
work which integrates several kinds of features to 
re-rank the revised candidate set. The function of 
the AdaBoost classifier is to calculate the probabil-
ity of the candidate being a NE. Then we can re-
rank the revised candidate set based on the score. 
The features used in our system are as follows. 

NE or not: Using rci as query to search for 
monolingual English Web Pages, we can get the 
context set {Ti1, Ti2……Tin} of rci. Then for every 
Tik, we use the named entity recognition (NER) 
software to determine whether rci is a NE or not. If 
rci is recognized as a NE in some Tik, rci will get a 
score. If rci can’t be recognized as NE in any con-
texts, it will be pruned. 

The hit of the revised candidate: We can get 
the hit information of rci from search engine. It is 
used to evaluate the importance of rci. Unlike [Al-
Onaizan et al., 2002], in which the hit can be used 
to eliminate the translation results which contain 
illegal spelling, we just use hit number as a feature. 

The limitation of compound NEs: When trans-
literating a compound NE, we always split them 
into several parts, and then combine their translit-
eration results together. But in this circumstance, 
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every part can add a limitation in the selection of 
the whole NE. For example: “希/xi拉/la里/li ⋅  克
/ke林/lin顿/dun” is a compound name. “希/xi拉/la
里/li” can be transliterate to “Hilary” or “Hilaly” 
and “克/ke林/lin顿/dun” can be transliterate to 
“Clinton” or “Klinton”. But the combination of 
“Hilary⋅Clinton” will be selected for it is the most 
common combination. So the hit of combination 
query will be extracted as a feature in classifier. 

Hint words around the NE: We can take some 
hint words around the NE into the query, in order 
to add some limitations to filter out noisy words. 
For example: “总统 (president)” can be used as 
hint word for “克林顿 (Clinton)”. To find the hint 
words, we first search the Chinese name in Chi-
nese web pages. The frequent words can be ex-
tracted as hint words and they will be translated to 
English using a bilingual dictionary. These hint 
words are combined with the revised candidates to 
search English web pages. So, the hit of the query 
will be extracted as feature. 

The formula of AdaBoost is as follow. 

1

( ) ( ( ))
T

t t

t

H x sign h x!
=

= "                  (7) 

Where 
t

!  is the weight for the ith weak classifier 

( )
t
h x . 

t
!  can be calculated based on the precision 

of its corresponding classifier. 

5 Experiments 

We carry out experiments to investigate how much 
the revision process and the re-ranking process can 
improve the performance compared with the base-
line of statistical transliteration model. We will 
also evaluate to which extents we can solve the 
two problems mentioned in section 1 with the as-
sistance of Web resources. 

5.1 Experimental data 

The training corpus for statistical transliteration 
model comes from the corpus of Chinese <-> Eng-
lish Name Entity Lists v 1.0 (LDC2005T34). It 
contains 565,935 transliteration pairs. Ruling out 
those pairs which are not suitable for the research 
on Chinese-English backward transliteration, such 
as Chinese-Japanese, we select a training set which 
contains 14,443 pairs of Chinese-European & 
American person names. In the training set, 1,344 

pairs are selected randomly as the close test data. 
1,294 pairs out of training set are selected as the 
open test data. To set up the word list, a 2GB-sized 
collection of web pages is used. Since 7.42% of the 
names in the test data don’t appear in the list, we 
use Google to get the web page containing the ab-
sent names and add these pages into the collection. 
The word list contains 672,533 words. 

5.2 Revision phase vs. statistical approach 

Using the results generated from statistical model 
as baseline, we evaluate the revision module in 
recall first. The statistical transliteration model 
works in the following 4 steps: 1) Chinese name 
are transformed into pinyin representation and the 
English names are split into syllables. 2) The 
GIZA++1 tool is invoked to align pinyin to sylla-
bles, and the alignment probabilities ( | )P py es are 
obtained. 3) Those frequent sequences of syllables 
are combined as phrases. For example, 
“be/r/g””berg”, “s/ky””sky”. 4) Camel 2  de-
coder is executed to generate 100-best candidates 
for every name. 

We compare the statistical transliteration results 
with the revised results in Table 2. From Table 2 
we can find that the recall of top-100 after revision 
is improved by 13.26% in close test set and 
17.55% in open test set. It proves that the revision 
module is effective for correcting the mistakes 
made in statistical transliteration model. 

Transliteration 
results Revised results  

close open close open 
Top1 33.64% 9.41% 27.15% 11.04% 
Top5 40.37% 13.38% 42.83% 19.69% 
Top10 47.79% 17.56% 56.98% 26.52% 
Top20 61.88% 25.44% 71.05% 37.81% 
Top50 66.49% 36.19% 82.16% 46.22% 
Top100 72.52% 41.73% 85.78% 59.28% 
Table 2. Statistical model vs. Revision module 

To show the effects of the revision on the two 
above-mentioned problems in which the statistical 
model does not solve well: the losing of silent syl-
lables and the selection bias problem, we make a 
statistics of the improvements with a measurement 
of “correction time”. 

For a Chinese word whose correct transliteration 
appears in top-100 candidates only if it has been 

                                                             
1 http://www.fjoch.com/GIZA++.html 
2 http://www.nlp.org.cn 
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revised, we count the “correction time”. For exam-
ple, when “Argahi” is revised to “Agassi” the cor-
rection time is “1” for Problem II and “1” for 
Problem I, because in “hi” “si” the syllable is 
expanded, and in “si” ”ssi” an “s” is added.  

 Close test Open test 
Problem I 0.6931 0.7853 
Problem II 0.9264 1.1672 

Table 3. Average time of correction 

This measurement reflects the efficiency of the 
revision of search strategy, in contrast to those 
spelling correction techniques in which several 
operations of “add” and “expand” are inevitable. It 
has proved that the more an average correction 
time is, the more efficient our strategy is.  
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Figure 2. Length influence in recall comparison 

The recall of the statistical model relies on the 
length of English name in some degree. It is more 
difficult to obtain an absolutely correct answer for 
longer names, because they may contain more si-
lent and confused syllables. However, through the 
revision phase, this tendency can be effectively 
alleviated. In Figure 2, we make a comparison be-
tween the results of the statistical model and the 
revision module with the changing of syllable’s 
length in open test. The curves demonstrate that 
the revision indeed prevents the decrease of recall 
for longer names. 

5.3 Parameter setting in the revision 
phase 

We will show the experimental results when set-
ting different parameters for query expansion. In 
the expansion based on phonetic similarity, for 
every Chinese pinyin, we select at most 20 sylla-
bles to create an expansion set. We set 0.1! =  in 
formula (5). The results are shown in the columns 
labeled “exp1” in Table 4. 

From the results we can conclude that, we get 
the best performance when 0.4! = . That means 
the performance is best when the weight of exact 

matching is a little larger than the weight of fuzzy 
matching. We can also see that, higher weight of 
exact matching will lead to low recall, while higher 
weight of fuzzy matching will bring noise in. 

The expansion method based on syllable similar-
ity is also evaluated. For every syllable, we select 
at most 15 syllables to create the expansion set. We 
set 0.1! = . The results are shown in the columns 
labeled “exp2” in Table 4. 

From the results we can conclude that, we get 
the best performance when 0.5! = . It means that 
we can’t put emphasis on any matching methods. 
Comparison with the expansion based on phonetic 
similarity, the performance is poorer. It means that 
the expansion based on phonetic similarity is more 
suitable for revising transliteration candidates. 

5.4 Revision phase vs. re-ranking phase 

After the phase of revising transliteration candi-
dates, we re-rank the revised candidate set with the 
assistance of monolingual web resources. In this 
section, we will show the improvement in preci-
sion after re-ranking. 

We have selected four kinds of features to inte-
grate in the AdaBoost framework. To determine 
whether the candidate is NE or not in its context, 
we use the software tool Lingpipe3. The queries are 
sent to google, so that we can get the hit of queries 
and the top-10 snippets will be extracted as context. 

The comparison of revision results and re-
ranking results is shown as follows. 

Revised results Re-ranked results  close open close open 
Top1 27.15% 11.04% 58.08% 38.63% 
Top5 42.83% 19.69% 76.35% 52.19% 

Top10 56.98% 26.52% 83..92% 54.33% 
Top20 71.05% 37.81% 83.92% 57.61% 
Top50 82.16% 46.22% 83.92% 57.61% 
Top100 85.78% 59.28% 85.78% 59.28% 
Table 5. Revision results vs. Re-ranking results 

From these results we can conclude that, after 
re-ranking phase, the noisy words will get a lower 

                                                             
3 http://www.alias-i.com/lingpipe/ 

547



 

0.2! =  0.3! =   0.4! =  0.5! =  0.6! =  0.7! =  0.8! =  
 exp1 exp2 exp1 exp2 exp1 exp2 exp1 exp2 exp1 exp2 exp1 exp2 exp1 exp2 

Top1 13.46 13.32 13.79 13.61 11.04 12.70 11.65 10.93 10.83 11.25 9.62 10.63 8.73 10.18 
Top5 21.58 19.59 23.27 20.17 19.69 18.28 21.07 17.25 22.05 16.84 17.90 16.26 17.38 15.34 
Top10 27.39 22.71 28.41 24.73 26.52 22.93 26.83 21.81 27.26 20.39 24.38 21.20 25.42 18.20 
Top20 35.23 34.88 35.94 29.49 37.81 31.57 38.59 33.04 36.52 31.72 35.25 29.75 34.65 27.62 
Top50 43.91 40.63 43.75 40.85 46.22 41.46 48.72 42.79 45.48 40.49 41.57 39.94 42.81 38.07 
Top100 53.76 48.47 54.38 52.04 59.28 53.15 57.36 53.46 55.19 51.83 55.63 49.52 53.41 47.15 

Table 4.  Parameters Experiment 

rank. Through the revision module, we get both 
higher recall and higher precision than statistical 
transliteration model when at most 5 results are 
returned. 

We also use the average rank and average recip-
rocal rank (ARR) [Voorhees and Tice, 2000] to 
evaluate the improvement. ARR is calculated as 

      
1

1 1

( )

M

i

ARR
M R i=

= !                              (8) 

where ( )R i  is the rank of the answer of ith test 
word. M is the size of test set. The higher of ARR, 
the better the performance is. 

The results are shown as Table 6. 
Statistical  

model 
Revision  
module 

Re-rank  
Module 

 

close open close open close open 
Average 

rank 37.63 70.94 24.52 58.09 16.71 43.87 

ARR 0.3815 0.1206 0.3783 0.1648 0.6519 0.4492 
Table 6. ARR and AR evaluation 

The ARR after revision phase is lower than the 
statistical model. Because the goal of revision 
module is to improve the recall as possible as we 
can, some noisy words will be introduced in. The 
noisy words will be pruned in re-ranking module. 
That is why we get the highest ARR value at last. 
So we can conclude that the revision module im-
proves recall and re-ranking module improves pre-
cision, which help us get a better performance than 
pure statistical transliteration model 

6 Conclusion 

In this paper, we present a new approach which 
can revise the results generated from statistical 
transliteration model with the assistance of mono-
lingual web resource. Through the revision process, 
the recall of transliteration results has been im-
proved from 72.52% to 85.78% in the close test set 
and from 41.73% to 59.28% in open test set, re-
spectively. We improve the precision in re-ranking 
phase, the top-5 precision can be improved to 
76.35% in close test and 52.19% in open test. The 

promising results show that our approach works 
pretty well in the task of backward transliteration. 

In the future, we will try to improve the similar-
ity measurement in the revision phase. And we 
also wish to develop a new approach using the 
transliteration candidates to search for their right 
answer more directly and effectively. 
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Abstract

This paper presents an empirical study on the
robustness and generalization of two alterna-
tive role sets for semantic role labeling: Prop-
Bank numbered roles and VerbNet thematic
roles. By testing a state–of–the–art SRL sys-
tem with the two alternative role annotations,
we show that the PropBank role set is more
robust to the lack of verb–specific semantic
information and generalizes better to infre-
quent and unseen predicates. Keeping in mind
that thematic roles are better for application
needs, we also tested the best way to generate
VerbNet annotation. We conclude that tagging
first PropBank roles and mapping into Verb-
Net roles is as effective as training and tagging
directly on VerbNet, and more robust for do-
main shifts.

1 Introduction

Semantic Role Labeling is the problem of analyzing
clause predicates in open text by identifying argu-
ments and tagging them with semantic labels indi-
cating the role they play with respect to the verb.
Such sentence–level semantic analysis allows to de-
termine “who” did “what” to “whom”, “when” and
“where”, and, thus, characterize the participants and
properties of theeventsestablished by the predi-
cates. This kind of semantic analysis is very inter-
esting for a broad spectrum of NLP applications (in-
formation extraction, summarization, question an-
swering, machine translation, etc.), since it opens
the door to exploit the semantic relations among lin-
guistic constituents.

The properties of the semantically annotated cor-
pora available have conditioned the type of research

and systems that have been developed so far. Prop-
Bank (Palmer et al., 2005) is the most widely used
corpus for training SRL systems, probably because
it contains running text from the Penn Treebank cor-
pus with annotations on all verbal predicates. Also,
a few evaluation exercises on SRL have been con-
ducted on this corpus in the CoNLL-2004 and 2005
conferences. However, a serious criticisms to the
PropBank corpus refers to the role set it uses, which
consists of a set of numbered core arguments, whose
semantic translation is verb-dependent. While Arg0
and Arg1 are intended to indicate the general roles
of Agent and Theme, other argument numbers do
not generalize across verbs and do not correspond
to general semantic roles. This fact might compro-
mise generalization and portability of SRL systems,
especially when the training corpus is small.

More recently, a mapping from PropBank num-
bered arguments into VerbNet thematic roles has
been developed and a version of the PropBank cor-
pus with thematic roles has been released (Loper et
al., 2007). Thematic roles represent a compact set of
verb-independent general roles widely used in lin-
guistic theory (e.g., Agent, Theme, Patient, Recipi-
ent, Cause, etc.). We foresee two advantages of us-
ing such thematic roles. On the one hand, statisti-
cal SRL systems trained from them could generalize
better and, therefore, be more robust and portable,
as suggested in (Yi et al., 2007). On the other hand,
roles in a paradigm like VerbNet would allow for in-
ferences over the assigned roles, which is only pos-
sible in a more limited way with PropBank.

In a previous paper (Zapirain et al., 2008), we pre-
sented a first comparison between the two previous
role sets on the SemEval-2007 Task 17 corpus (Prad-
han et al., 2007). The SemEval-2007 corpus only

550



comprised examples about 50 different verbs. The
results of that paper were, thus, considered prelim-
inary, as they could depend on the small amount of
data (both in training data and number of verbs) or
the specific set of verbs being used. Now, we ex-
tend those experiments to the entire PropBank cor-
pus, and we include two extra experiments on do-
main shifts (using the Brown corpus as test set) and
on grouping VerbNet labels. More concretely, this
paper explores two aspects of the problem. First,
having in mind the claim that general thematic roles
should be more robust to changing domains and
unseen predicates, we study the performance of a
state-of-the-art SRL system trained on either codi-
fication of roles and some specific settings, i.e. in-
cluding/excluding verb-specific information, label-
ing unseen verb predicates, or domain shifts. Sec-
ond, assuming that application scenarios would pre-
fer dealing with general thematic role labels, we ex-
plore the best way to label a text with thematic roles,
namely, by training directly on VerbNet roles or by
using the PropBank SRL system and perform a pos-
terior mapping into thematic roles.

The results confirm our preliminary findings (Za-
pirain et al., 2008). We observe that the PropBank
roles are more robust in all tested experimental con-
ditions, i.e., the performance decrease is more se-
vere for VerbNet. Besides, tagging first PropBank
roles and then mapping into VerbNet roles is as ef-
fective as training and tagging directly on VerbNet,
and more robust for domain shifts.

The rest of the paper is organized as follows: Sec-
tion 2 contains some background on PropBank and
VerbNet role sets. Section 3 presents the experimen-
tal setting and the base SRL system used for the role
set comparisons. In Section 4 the main compara-
tive experiments on robustness are described. Sec-
tion 5 is devoted to analyze the posterior mapping of
PropBank outputs into VerbNet thematic roles, and
includes results on domain–shift experiments using
Brown as test set. Finally, Sections 6 and 7 contain
a discussion of the results.

2 Corpora and Semantic Role Sets

The PropBank corpus is the result of adding a se-
mantic layer to the syntactic structures of Penn Tree-
bank II (Palmer et al., 2005). Specifically, it pro-

vides information about predicate-argument struc-
tures to all verbal predicates of the Wall Street Jour-
nal section of the treebank. The role set is theory–
neutral and consists of a set of numbered core ar-
guments (Arg0, Arg1, ..., Arg5). Each verb has a
framesetlisting its allowed role labels and mapping
each numbered role to an English-language descrip-
tion of its semantics.

Different senses for a polysemous verb have dif-
ferent framesets, but the argument labels are seman-
tically consistent in all syntactic alternations of the
same verb–sense. For instance in “Kevin broke [the
window]Arg1 ” and in “[The door]Arg1 broke into a
million pieces”, for the verbbroke.01, both Arg1 ar-
guments have the same semantic meaning, that is
“broken entity”. Nevertheless, argument labels are
not necessarily consistent across different verbs (or
verb senses). For instance, the same Arg2 label is
used to identify the Destination argument of a propo-
sition governed by the verbsendand the Beneficiary
argument of the verbcompose. This fact might com-
promise generalization of systems trained on Prop-
Bank, which might be focusing too much on verb–
specific knowledge. It is worth noting that the two
most frequent arguments, Arg0 and Arg1, are in-
tended to indicate the general roles of Agent and
Theme and are usually consistent across different
verbs. However, this correspondence is not total.
According to the study by (Yi et al., 2007), Arg0
corresponds to Agent 85.4% of the time, but also
to Experiencer (7.2%), Theme (2.1%), and Cause
(1.9%). Similarly, Arg1 corresponds to Theme in
47.0% of the occurrences but also to Topic (23.0%),
Patient (10.8%), and Product (2.9%), among others.
Contrary to core arguments, adjuncts (Temporal and
Location markers, etc.) are annotated with a closed
set of general and verb-independent labels.

VerbNet (Kipper et al., 2000) is a computational
verb lexicon in which verbs are organized hier-
archically into classes depending on their syntac-
tic/semantic linking behavior. The classes are based
on Levin’s verb classes (Levin, 1993) and each con-
tains a list of member verbs and a correspondence
between the shared syntactic frames and the se-
mantic information, such as thematic roles and se-
lectional constraints. There are 23 thematic roles
(Agent, Patient, Theme, Experiencer, Source, Ben-
eficiary, Instrument, etc.) which, unlike the Prop-
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Bank numbered arguments, are considered as gen-
eral verb-independent roles.

This level of abstraction makes them, in princi-
ple, better suited (compared to PropBank numbered
arguments) for being directly exploited by general
NLP applications. But, VerbNet by itself is not an
appropriate resource to train SRL systems. As op-
posed to PropBank, the number of tagged examples
is far more limited in VerbNet. Fortunately, in the
last years a twofold effort has been made in order
to generate a large corpus fully annotated with the-
matic roles. Firstly, the SemLink1 resource (Loper
et al., 2007) established a mapping between Prop-
Bank framesets and VerbNet thematic roles. Sec-
ondly, the SemLink mapping was applied to a repre-
sentative portion of the PropBank corpus and man-
ually disambiguated (Loper et al., 2007). The re-
sulting corpus is currently available for the research
community and makes possible comparative studies
between role sets.

3 Experimental Setting

3.1 Datasets

The data used in this work is the benchmark corpus
provided by the SRL shared task of CoNLL-2005
(Carreras and M̀arquez, 2005). The dataset, of over
1 million tokens, comprises PropBank sections 02–
21 for training, and sections 24 and 23 for develop-
ment and test, respectively. From the input informa-
tion, we used part of speech tags and full parse trees
(generated using Charniak’s parser) and discarded
named entities. Also, we used the publicly avail-
able SemLink mapping from PropBank into Verb-
Net roles (Loper et al., 2007) to generate a replicate
of the CoNLL-2005 corpus containing also the Verb-
Net annotation of roles.

Unfortunately, SemLink version 1.0 does not
cover all propositions and arguments in the Prop-
Bank corpus. In order to have an homogeneous cor-
pus and not to bias experimental evaluation, we de-
cided to discard all incomplete examples and keep
only those propositions that were 100% mapped into
VerbNet roles. The resulting corpus contains 56% of
the original propositions, that is, over 50,000 propo-
sitions in the training set. This subcorpus is much
larger than the SemEval-2007 Task 17 dataset used

1http://verbs.colorado.edu/semlink/

in our previous experimental work (Zapirain et al.,
2008). The difference is especially noticeable in
the diversity of predicates represented. In this case,
there are 1,709 different verbs (1,505 lemmas) com-
pared to the 50 verbs of the SemEval corpus. We
believe that the size and richness of this corpus is
enough to test and extract reliable conclusions on
the robustness and generalization across verbs of the
role sets under study.

In order to study the behavior of both role sets
in out–of–domain data, we made use of the Prop-
Banked Brown corpus (Marcus et al., 1994) for test-
ing, as it is also mapped into VerbNet thematic roles
in the SemLink resource. Again, we discarded those
propositions that were not entirely mapped into the-
matic roles (45%).

3.2 SRL System

Our basic Semantic Role Labeling system represents
the tagging problem as a Maximum Entropy Markov
Model (MEMM). The system uses full syntactic
information to select a sequence of constituents
from the input text and tags these tokens with Be-
gin/Inside/Outside (BIO) labels, using state-of-the-
art classifiers and features. The system achieves very
good performance in the CoNLL-2005 shared task
dataset and in the SRL subtask of the SemEval-2007
English lexical sample task (Zapirain et al., 2007).
Check this paper for a complete description of the
system.

When searching for the most likely state se-
quence, the following constraints are observed2:

1. No duplicate argument classes for Arg0–Arg5
PropBank (or VerbNet) roles are allowed.

2. If there is a R-X argument (reference), then
there has to be a X argument before (referent).

3. If there is a C-X argument (continuation), then
there has to be a X argument before.

4. Before a I-X token, there has to be a B-X or I-X
token.

5. Given a predicate, only the arguments de-
scribed in its PropBank (or VerbNet) lexical en-
try (i.e., the verbal frameset) are allowed.

2Note that some of the constraints are dependent of the role
set used, i.e., PropBank or VerbNet
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Regarding the last constraint, the lexical entries
of the verbs were constructed from the training data
itself. For instance, the verbbuild appears with
four different PropBank core roles (Arg0–3) and five
VerbNet roles (Product, Material, Asset, Attribute,
Theme), which are the only ones allowed for that
verb at test time. Note that in the cases where the
verb sense was known we could constraint the pos-
sible arguments to those that appear in the lexical en-
try of that sense, as opposed of using the arguments
that appear in all senses.

4 On the Generalization of Role Sets

We first seek a basic reference of the comparative
performance of the classifier on each role set. We
devised two settings based on our dataset. In the
first setting (‘SemEval’) we use all the available in-
formation provided in the corpus, including the verb
senses in PropBank and VerbNet. This information
was available both in the training and test, and was
thus used as an additional feature by the classifier
and to constrain further the possible arguments when
searching for the most probable Viterbi path. We call
this setting ‘SemEval’ because the SemEval-2007
competition (Pradhan et al., 2007) was performed
using this configuration.

Being aware that, in a real scenario, the sense in-
formation will not be available, we devised the sec-
ond setting (‘CoNLL’), where the hand-annotated
verb sense information was discarded. This is the
setting used in the CoNLL 2005 shared task (Car-
reras and M̀arquez, 2005).

The results for the first setting are shown in the
‘SemEval setting’ rows of Table 1. The correct,
excess, missed, precision, recall and F1 measures
are reported, as customary. The significance inter-
vals for F1 are also reported. They have been ob-
tained with bootstrap resampling (Noreen, 1989).
F1 scores outside of these intervals are assumed to
be significantly different from the related F1 score
(p < 0.05). The results for PropBank are slightly
better, which is reasonable, as the number of labels
that the classifier has to learn in the case of VerbNet
should make the task harder. In fact, given the small
difference, one could think that VerbNet labels, be-
ing more numerous, are easier to learn, perhaps be-
cause they are more consistent across verbs.

In the second setting (‘CoNLL setting’ row in
the same table) the PropBank classifier degrades
slightly, but the difference is not statistically signif-
icant. On the contrary, the drop of 1.6 points for
VerbNet is significant, and shows greater sensitivity
to the absence of the sense information for verbs.
One possible reason could be that the VerbNet clas-
sifier is more dependant on the argument filter (i.e.,
the 5th constraint in Section 3.2, which only allows
roles that occur in the verbal frameset) used in the
Viterbi search, and lacking the sense information
makes the filter less useful. In fact, we have attested
that the 5th constrain discard more than 60% of the
possible candidates for VerbNet, making the task of
the classifier easier.

In order to test this hypothesis, we run the CoNLL
setting with the 5th constraint disabled (that is, al-
lowing any argument). The results in the ‘CoNLL
setting (no 5th)’ rows of Table 1 show that the drop
for PropBank is negligible and not significant, while
the drop for VerbNet is more important, and statisti-
cally significant.

Another view of the data is obtained if we com-
pute the F1 scores for core arguments and adjuncts
separately (last two columns in Table 1). The per-
formance drop for PropBank in the first three rows
is equally distributed on both core arguments and ad-
juncts. On the contrary, the drop for VerbNet roles
is more acute in core arguments (3.7 points), while
adjuncts with the 5th constraint disabled get results
close to the SemEval setting. These results confirm
that the information in the verbal frameset is more
important in VerbNet than in PropBank, as only core
arguments are constrained in the verbal framesets.
The explanation could stem from the fact that cur-
rent SRL systems rely more on syntactic information
than pure semantic knowledge. While PropBank ar-
guments Arg0–5 are easier to distinguish on syntac-
tic grounds alone, it seems quite difficult to distin-
guish among roles like Theme and Topic unless we
have access to the specific verbal frameset. This cor-
responds nicely with the performance drop for Verb-
Net when there is less information about the verb in
the algorithm (i.e., sense or frameset).

We further analyzed the results by looking at each
of the individual core arguments and adjuncts. Ta-
ble 2 shows these results on the CoNLL setting. The
performance for the most frequent roles is similar
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PropBank
Experiment correct excess missed precision recall F1 F1 core F1 adj.
SemEval setting 6,022 1,378 1,722 81.38 77.76 79.53±0.9 82.25 72.48
CoNLL setting 5,977 1,424 1,767 80.76 77.18 78.93±0.9 81.64 71.90
CoNLL setting (no 5th) 5,972 1,434 1,772 80.64 77.12 78.84±0.9 81.49 71.50
No verbal features 5,557 1,828 2,187 75.25 71.76 73.46±1.0 74.87 70.11
Unseen verbs 267 89 106 75.00 71.58 73.25±4.0 76.21 64.92

VerbNet
Experiment correct excess missed precision recall F1 F1 core F1 adj.
SemEval setting 5,927 1,409 1,817 80.79 76.54 78.61±0.9 81.28 71.83
CoNLL setting 5,816 1,548 1,928 78.98 75.10 76.99±0.9 79.44 70.20
CoNLL setting (no 5th) 5,746 1,669 1,998 77.49 74.20 75.81±0.9 77.60 71.67
No verbal features 4,679 2,724 3,065 63.20 60.42 61.78±0.9 59.19 69.95
Unseen verbs 207 136 166 60.35 55.50 57.82±4.3 55.04 63.41

Table 1: Basic results using PropBank (top) and VerbNet (bottom) role sets on different settings.

for both. Arg0 gets 88.49, while Agent and Expe-
riencer get 87.31 and 87.76 respectively. Arg2 gets
79.91, but there is more variation on Theme, Topic
and Patient (which get 75.46, 85.70 and 78.64 re-
spectively).

Finally, we grouped the results according to the
frequency of the verbs in the training data. Table 3
shows that both PropBank and VerbNet get decreas-
ing results for less frequent verbs. PropBank gets
better results in all frequency ranges, except for the
most frequent, which contains a single verb (say).

Overall, the results on this section point out at the
weaknesses of the VerbNet role set regarding robust-
ness and generalization. The next sections examine
further its behavior.

4.1 Generalization to Unseen Predicates

In principle, the PropBank core roles (Arg0–4) get
a different interpretation depending of the verb, that
is, the meaning of each of the roles is described sepa-
rately for each verb in the PropBank framesets. Still,
the annotation criteria used with PropBank tried to
make the two main roles (Arg0 and Arg1, which ac-
count for most of the occurrences) consistent across
verbs. On the contrary, in VerbNet all roles are com-
pletely independent of the verb, in the sense that the
interpretation of the role does not vary across verbs.
But, at the same time, each verbal entry lists the pos-
sible roles it accepts, and the combinations allowed.

This experiment tests the sensitivity of the two ap-
proaches when the SRL system encounters a verb
which does not occur in the training data. In prin-
ciple, we would expect the VerbNet semantic la-
bels, which are more independent across verbs, to be

more robust at tagging new predicates. It is worth
noting that this is a realistic scenario, even for the
verb-specific PropBank labels. Predicates which do
not occur in the training data, but do have a Prop-
Bank lexicon entry, could appear quite often in the
text to be analyzed.

For this experiment, we artificially created a test
set for unseen verbs. We chose 50 verbs at random,
and split them into 40 verbs for training and 10 for
testing (yielding 13,146 occurrences for training and
2,723 occurrences for testing; see Table 4).

The results obtained after training and testing the
classifier are shown in the last rows in Table 1. Note
that they are not directly comparable to the other re-
sults mentioned so far, as the train and test sets are
smaller. Figures indicate that the performance of the
PropBank argument classifier is considerably higher
than the VerbNet classifier, with a∼15 point gap.

This experiment shows that lacking any informa-
tion about verbal head, the classifier has a hard time
to distinguish among VerbNet roles. In order to con-
firm this, we performed the following experiment.

4.2 Sensitivity to Verb-dependent Features

In this experiment we want to test the sensitivity of
the role sets when the classifier does not have any in-
formation of the verb predicate. We removed from
the training and testing data all the features which
make any reference to the verb, including, among
others: the surface form, lemma and POS of the
verb, and all the combined features that include the
verb form (please, refer to (Zapirain et al., 2007) for
a complete description of the feature set).

The results are shown in the ‘No verbal features’
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CoNLL setting No verb features
PBank VNet PBank VNet

corr. F1 corr. F1 F1 F1

Overall 5977 78.93 5816 76.99 73.46 61.78
Arg0 1919 88.49 84.02
Arg1 2240 79.81 73.29
Arg2 303 65.44 48.58
Arg3 10 52.63 14.29
Actor1 44 85.44 0.00
Actor2 10 71.43 25.00
Agent 1603 87.31 77.21
Attribut. 25 71.43 50.79
Cause 51 62.20 5.61
Experien. 215 87.76 86.69
Location 31 64.58 25.00
Patient1 38 67.86 5.71
Patient 208 78.64 25.06
Patient2 21 67.74 43.33
Predicate 83 62.88 28.69
Product 44 61.97 2.44
Recipient 85 79.81 62.73
Source 29 60.42 30.95
Stimulus 39 63.93 13.70
Theme 1021 75.46 52.14
Theme1 20 57.14 4.44
Theme2 21 70.00 23.53
Topic 683 85.70 73.58
ADV 132 53.44 129 52.12 52.67 53.31
CAU 13 53.06 13 52.00 53.06 45.83
DIR 22 53.01 27 56.84 40.00 46.34
DIS 133 77.78 137 79.42 77.25 78.34
LOC 126 61.76 126 61.02 59.56 57.34
MNR 109 58.29 111 54.81 52.99 51.49
MOD 249 96.14 248 95.75 96.12 95.57
NEG 124 98.41 124 98.80 98.41 98.01
PNC 26 44.07 29 44.62 38.33 41.79
TMP 453 75.00 450 73.71 73.06 73.89

Table 2: Detailed results on the CoNLL setting. Refer-
ence arguments and verbs have been omitted for brevity,
as well as those with less than 10 occ. The last two
columns refer to the results on the CoNLL setting with
no verb features.

Freq. PBank VNet Freq. PBank VNet
0-50 74,21 71,11 500-900 77,97 75,77
50-100 74,79 71,83 > 900 91,83 92,23
100-500 77,16 75,41

Table 3: F1 results split according to the frequency of the
verb in the training data.

Train affect, announce, ask, attempt, avoid, believe, build, care,
cause, claim, complain, complete, contribute, describe,
disclose, enjoy, estimate, examine, exist, explain, express,
feel, fix, grant, hope, join, maintain, negotiate, occur,
prepare, promise, propose, purchase, recall, receive,
regard, remember, remove, replace, say

Test allow, approve, buy, find, improve, kill, produce, prove,
report, rush

Table 4: Verbs used in theunseen verbexperiment

rows of Table 1. The performance drops more than
5 points in PropBank, but the drop for VerbNet is
dramatic, with more than 15 points.

A closer look at the detailed role-by-role perfor-
mances can be done if we compare the F1 rows in the
CoNLL setting and in the ‘no verb features’ setting
in Table 2. Those results show that both Arg0 and
Arg1 are quite robust to the lack of target verb in-
formation, while Arg2 and Arg3 get more affected.
Given the relatively low number of Arg2 and Arg3
arguments, their performance drop does not affect
so much the overall PropBank performance. In the
case of VerbNet, the picture is very different. Focus-
ing on the most frequent roles first, while the perfor-
mance drop for Experiencer, Agent and Topic is of
1, 10 and 12 points respectively, the other roles get
very heavy losses (e.g. Theme and Patient drop 23
and 50 points), and the rest of roles are barely found.
It is worth noting that the adjunct labels get very
similar performances in both PropBank and Verb-
Net cases. In fact, Table 1 in the last two rows shows
very clearly that the performance drop is caused by
the core arguments.

The better robustness of the PropBank roles can
be explained by the fact that, when creating Prop-
Bank, the human PropBank annotators tried to be
consistent when tagging Arg0 and Arg1 across
verbs. We also think that both Arg0 and Arg1 can
be detected quite well relying on unlexicalized syn-
tactic features only, that is, not knowing which are
the verbal and nominal heads. On the other hand,
distinguishing between Arg2–4 is more dependant
on the subcategorization frame of the verb, and thus
more sensitive to the lack of verbal information.

In the case of VerbNet, the more fine-grained dis-
tinction among roles seems to depend more on the
meaning of the predicate. For instance, distinguish-
ing between Agent–Experiencer, or Theme–Topic–
Patient. The lack of the verbal head makes it much
more difficult to distinguish among those roles. The
same phenomena can be observed among the roles
not typically realized as Subject or Object such as
Recipient, Source, Product, or Stimulus.

5 Mapping into VerbNet Thematic Roles

As mentioned in the introduction, the interpretation
of PropBank roles depends on the verb, and that
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Test on WSJ all core adj.
PropBank to VerbNet (hand) 79.17±0.9 81.77 72.50
VerbNet (SemEval setting) 78.61±0.9 81.28 71.84
PropBank to VerbNet (MF) 77.15±0.9 79.09 71.90
VerbNet (CoNLL setting) 76.99±0.9 79.44 70.88
Test on Brown
PropBank to VerbNet (MF) 64.79±1.0 68.93 55.94
VerbNet (CoNLL setting) 62.87±1.0 67.07 54.69

Table 5: Results on VerbNet roles using two different
strategies. Topmost 4 rows for the usual test set (WSJ),
and the 2 rows below for the Brown test set.

makes them less suitable for NLP applications. On
the other hand, VerbNet roles have a direct inter-
pretation. In this section, we test the performance
of two different approaches to tag input sentences
with VerbNet roles: (1) train on corpora tagged with
VerbNet, and tag the input directly; (2) train on cor-
pora tagged with PropBank, tag the input with Prop-
Bank roles, and use a PropBank to VerbNet mapping
to output VerbNet roles.

The results for the first approach are already avail-
able (cf. Table 1). For the second approach, we
just need to map PropBank roles into VerbNet roles
using SemLink (Loper et al., 2007). We devised
two experiments. In the first one we use the hand-
annotated verb class in the test set. For each predi-
cate we translate PropBank roles into VerbNet roles
making use of the SemLink mapping information
corresponding to that verb lemma and its verbal
class.

For instance, consider an occurrence ofallow in a
test sentence. If the occurrence has been manually
annotated with the VerbNet class 29.5, we can use
the following entry in SemLink to add the VerbNet
role Predicate to the argument labeled with Arg1,
and Agent to the Arg0 argument.

<predicate lemma="allow">
<argmap pb-roleset="allow.01" vn-class="29.5">
<role pb-arg="1" vn-theta="Predicate" />
<role pb-arg="0" vn-theta="Agent" />

</argmap>
</predicate>

The results obtained using the hand-annotated
VerbNet classes (and the SemEval setting for Prop-
Bank), are shown in the first row of Table 5. If we
compare these results to those obtained by VerbNet
in the SemEval setting (second row of Table 5), they
are 0.5 points better, but the difference is not statis-
tically significant.

experiment corr. F1

Grouped (CoNLL Setting) 5,951 78.11±0.9
PropBank to VerbNet to Grouped 5,970 78.21±0.9

Table 6: Results for VerbNet grouping experiments.

In a second experiment, we discarded the sense
annotations from the dataset, and tried to predict the
VerbNet class of the target verb using the most fre-
quent class for the verb in the training data. Sur-
prisingly, the accuracy of choosing the most fre-
quent class is 97%. In the case ofallow the most
frequent class is 29.5, so we would use the same
SemLink entry as above. The third row in Table 5
shows the results using the most frequent VerbNet
class (and the CoNLL setting for PropBank). The
performance drop compared to the use of the hand-
annotated VerbNet class is of 2 points and statisti-
cally significant, and 0.2 points above the results ob-
tained using VerbNet directly on the same conditions
(fourth row of the same Table).

The last two rows in table 5 show the results when
testing on the the Brown Corpus. In this case, the
difference is larger, 1.9 points, and statistically sig-
nificant in favor of the mapping approach. These
results show that VerbNet roles are less robust to
domain shifts. The performance drop when mov-
ing to an out–of–domain corpus is consistent with
previously published results (Carreras and Màrquez,
2005).

5.1 Grouping experiments

VerbNet roles are more numerous than PropBank
roles, and that, in itself, could cause a drop in per-
formance. Motivated by the results in (Yi et al.,
2007), we grouped the 23 VerbNet roles in 7 coarser
role groups. Note that their groupings are focused
on the roles which map to PropBank Arg2. In our
case we are interested in a more general grouping
which covers all VerbNet roles, so we added two
additional groups (Agent-Experiencer and Theme-
Topic-Patient). We re-tagged the roles in the datasets
with those groups, and then trained and tested our
SRL system on those grouped labels. The results
are shown in the first row of Table 6. In order to
judge if our groupings are easier to learn, we can
see that he performance gain with respect to the un-
grouped roles (fourth row of Table 5) is small (76.99
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vs. 78.11) but significant. But if we compare them
to the results of the PropBank to VerbNet mapping,
where we simply substitute the fine-grained roles by
their corresponding groups, we see that they still lag
behind (second row in Table 6).

Although one could argue that better motivated
groupings could be proposed, these results indicate
that the larger number of VerbNet roles does not ex-
plain in itself the performance difference when com-
pared to PropBank.

6 Related Work

As far as we know, there are only two other works
performing comparisons of alternative role sets on
a common test data. Gildea and Jurafsky (2002)
mapped FrameNet frame elements into a set ofab-
stract thematic roles(i.e., more general roles such as
Agent, Theme, Location), and concluded that their
system could use these thematic roles without degra-
dation in performance.

(Yi et al., 2007) is a closely related work. They
also compare PropBank and VerbNet role sets, but
they focus on the performance of Arg2. They show
that splitting Arg2 instances into subgroups based on
VerbNet thematic roles improves the performance of
the PropBank-based classifier. Their claim is that
since VerbNet uses argument labels that are more
consistent across verbs, they would provide more
consistent training instances which would general-
ize better, especially to new verbs and genres. In fact
they get small improvements in PropBank (WSJ)
and a large improvement when testing on Brown.

An important remark is that Yi et al. use a com-
bination of grouped VerbNet roles (for Arg2) and
PropBank roles (for the rest of arguments). In con-
trast, our study compares both role sets as they stand,
without modifications or mixing. Another difference
is that they compare the systems based on the Prop-
Bank roles —by mapping the output VerbNet labels
back to PropBank Arg2— while in our case we de-
cided to do just the contrary (i.e., mapping PropBank
output into VerbNet labels and compare there). As
we already said, we think that VerbNet–based labels
can be more useful for NLP applications, so our tar-
get is to have a SRL system that provides VerbNet
annotations. While not in direct contradiction, both
studies show different angles of the complex relation

between the two role sets.

7 Conclusion and Future work

In this paper we have presented a study of the per-
formance of a state-of-the-art SRL system trained
on two alternative codifications of roles (PropBank
and VerbNet) and some particular settings, e.g., in-
cluding/excluding verb–specific information in fea-
tures, labeling of infrequent and unseen verb pred-
icates, and domain shifts. We observed that Prop-
Bank labeling is more robust in all previous experi-
mental conditions, showing less performance drops
than VerbNet labels.

Assuming that application-based scenarios would
prefer dealing with general thematic role labels, we
explore the best way to label a text with VerbNet
thematic roles, namely, by training directly on Verb-
Net roles or by using the PropBank SRL system
and performing a posterior mapping into thematic
roles. While results are similar and not statistically
significant in the WSJ test set, when testing on the
Brown out–of–domain test set the difference in favor
of PropBank plus mapping step is statistically signif-
icant. We also tried to map the fine-grained VerbNet
roles into coarser roles, but it did not yield better re-
sults than the mapping from PropBank roles. As a
side-product, we show that a simple most frequent
sense disambiguation strategy for verbs is sufficient
to provide excellent results in the PropBank to Verb-
Net mapping.

Regarding future work, we would like to explore
ways to improve the performance on VerbNet roles,
perhaps using selectional preferences. We also want
to work on the adaptation to new domains of both
roles sets.
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to the CoNLL-2005 shared task: Semantic role label-
ing. In Ido Dagan and Daniel Gildea, editors,Proceed-
ings of the Ninth Conference on Computational Nat-
ural Language Learning (CoNLL-2005), pages 152–
164, Ann Arbor, Michigan, USA, June. Association
for Computational Linguistics.

Karin Kipper, Hoa Trang Dang, and Martha Palmer.
2000. Class based construction of a verb lexicon. In
Proceedings of the 17th National Conference on Arti-
ficial Intelligence (AAAI-2000), Austin, TX, July.

Beth Levin. 1993. English Verb Classes and Alterna-
tions: A Preliminary Investigation. The University of
Chicago Press, Chicago.

Edward Loper, Szu-Ting Yi, and Martha Palmer. 2007.
Combining lexical resources: Mapping between prop-
bank and verbnet. InProceedings of the 7th In-
ternational Workshop on Computational Linguistics,
Tilburg, the Netherlands.

Mitchell Marcus, Grace Kim, Mary Ann Marcinkiewicz,
Robert MacIntyre, Ann Bies, Mark Ferguson, Karen
Katz, and Britta Schasberger. 1994. The penn tree-
bank: annotating predicate argument structure. In
HLT ’94: Proceedings of the workshop on Human
Language Technology, pages 114–119, Morristown,
NJ, USA. Association for Computational Linguistics.

Eric W. Noreen. 1989.Computer-Intensive Methods for
Testing Hypotheses. John Wiley & Sons.

Martha Palmer, Daniel Gildea, and Paul Kingsbury.
2005. The proposition bank: An annotated corpus of
semantic roles.Computational Linguistics, 31(1):71–
105.

Sameer Pradhan, Edward Loper, Dmitriy Dligach, and
Martha Palmer. 2007. Semeval-2007 task-17: En-
glish lexical sample, SRL and all words. InProceed-
ings of the Fourth International Workshop on Seman-
tic Evaluations (SemEval-2007), pages 87–92, Prague,
Czech Republic, June. Association for Computational
Linguistics.

Szu-Ting Yi, Edward Loper, and Martha Palmer. 2007.
Can semantic roles generalize across genres? InPro-
ceedings of the Human Language Technology Con-
ferences/North American Chapter of the Associa-
tion for Computational Linguistics Annual Meeting
(HLT/NAACL-2007).
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Abstract 

This paper presents a translation model that is 
based on tree sequence alignment, where a tree 
sequence refers to a single sequence of sub-
trees that covers a phrase. The model leverages 
on the strengths of both phrase-based and lin-
guistically syntax-based method. It automati-
cally learns aligned tree sequence pairs with 
mapping probabilities from word-aligned bi-
parsed parallel texts. Compared with previous 
models, it not only captures non-syntactic 
phrases and discontinuous phrases with lin-
guistically structured features, but also sup-
ports multi-level structure reordering of tree 
typology with larger span. This gives our 
model stronger expressive power than other re-
ported models. Experimental results on the 
NIST MT-2005 Chinese-English translation 
task show that our method statistically signifi-
cantly outperforms the baseline systems.  

1 Introduction 

Phrase-based modeling method (Koehn et al., 
2003; Och and Ney, 2004a) is a simple, but power-
ful mechanism to machine translation since it can 
model local reorderings and translations of multi-
word expressions well. However, it cannot handle 
long-distance reorderings properly and does not 
exploit discontinuous phrases and linguistically 
syntactic structure features (Quirk and Menezes, 
2006). Recently, many syntax-based models have 
been proposed to address the above deficiencies 
(Wu, 1997; Chiang, 2005; Eisner, 2003; Ding and 
Palmer, 2005; Quirk et al, 2005; Cowan et al., 
2006; Zhang et al., 2007; Bod, 2007; Yamada and 
Knight, 2001; Liu et al., 2006; Liu et al., 2007; 
Gildea, 2003; Poutsma, 2000; Hearne and Way, 

2003). Although good progress has been reported, 
the fundamental issues in applying linguistic syn-
tax to SMT, such as non-isomorphic tree align-
ment, structure reordering and non-syntactic phrase 
modeling, are still worth well studying. 

In this paper, we propose a tree-to-tree transla-
tion model that is based on tree sequence align-
ment. It is designed to combine the strengths of 
phrase-based and syntax-based methods. The pro-
posed model adopts tree sequence 1  as the basic 
translation unit and utilizes tree sequence align-
ments to model the translation process. Therefore, 
it not only describes non-syntactic phrases with 
syntactic structure information, but also supports 
multi-level tree structure reordering in larger span. 
These give our model much more expressive 
power and flexibility than those previous models. 
Experiment results on the NIST MT-2005 Chinese-
English translation task show that our method sig-
nificantly outperforms Moses (Koehn et al., 2007), 
a state-of-the-art phrase-based SMT system, and 
other linguistically syntax-based methods, such as 
SCFG-based and STSG-based methods (Zhang et 
al., 2007). In addition, our study further demon-
strates that 1) structure reordering rules in our 
model are very useful for performance improve-
ment while discontinuous phrase rules have less 
contribution and 2) tree sequence rules are able to 
model non-syntactic phrases with syntactic struc-
ture information, and thus contribute much to the 
performance improvement, but those rules consist-
ing of more than three sub-trees have almost no 
contribution.  

The rest of this paper is organized as follows: 
Section 2 reviews previous work. Section 3 elabo-

                                                           
1 A tree sequence refers to an ordered sub-tree sequence that 
covers a phrase or a consecutive tree fragment in a parse tree. 
It is the same as the concept “forest” used in Liu et al (2007).  
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rates the modelling process while Sections 4 and 5 
discuss the training and decoding algorithms. The 
experimental results are reported in Section 6. Fi-
nally, we conclude our work in Section 7. 

2 Related Work 

Many techniques on linguistically syntax-based 
SMT have been proposed in literature. Yamada 
and Knight (2001) use noisy-channel model to 
transfer a target parse tree into a source sentence. 
Eisner (2003) studies how to learn non-isomorphic 
tree-to-tree/string mappings using a STSG. Ding 
and Palmer (2005) propose a syntax-based transla-
tion model based on a probabilistic synchronous 
dependency insertion grammar. Quirk et al. (2005) 
propose a dependency treelet-based translation 
model. Cowan et al. (2006) propose a feature-
based discriminative model for target language 
syntactic structures prediction, given a source 
parse tree. Huang et al. (2006) study a TSG-based 
tree-to-string alignment model. Liu et al. (2006) 
propose a tree-to-string model. Zhang et al. 
(2007b) present a STSG-based tree-to-tree transla-
tion model. Bod (2007) reports that the unsuper-
vised STSG-based translation model performs 
much better than the supervised one. The motiva-
tion behind all these work is to exploit linguistical-
ly syntactic structure features to model the 
translation process. However, most of them fail to 
utilize non-syntactic phrases well that are proven 
useful in the phrase-based methods (Koehn et al., 
2003). 

The formally syntax-based model for SMT was 
first advocated by Wu (1997). Xiong et al. (2006) 
propose a MaxEnt-based reordering model for 
BTG (Wu, 1997) while Setiawan et al. (2007) pro-
pose a function word-based reordering model for 
BTG. Chiang (2005)’s hierarchal phrase-based 
model achieves significant performance improve-
ment. However, no further significant improve-
ment is achieved when the model is made sensitive 
to syntactic structures by adding a constituent fea-
ture (Chiang, 2005). 

In the last two years, many research efforts were 
devoted to integrating the strengths of phrase-
based and syntax-based methods. In the following, 
we review four representatives of them.   

1) Hassan et al. (2007) integrate supertags (a 
kind of lexicalized syntactic description) into the 
target side of translation model and language mod-

el under the phrase-based translation framework, 
resulting in good performance improvement. How-
ever, neither source side syntactic knowledge nor 
reordering model is further explored.  

2) Galley et al. (2006) handle non-syntactic 
phrasal translations by traversing the tree upwards 
until a node that subsumes the phrase is reached. 
This solution requires larger applicability contexts 
(Marcu et al., 2006). However, phrases are utilized 
independently in the phrase-based method without 
depending on any contexts.  

3) Addressing the issues in Galley et al. (2006), 
Marcu et al. (2006) create an xRS rule headed by a 
pseudo, non-syntactic non-terminal symbol that 
subsumes the phrase and its corresponding multi-
headed syntactic structure; and one sibling xRS 
rule that explains how the pseudo symbol can be 
combined with other genuine non-terminals for 
acquiring the genuine parse trees. The name of the 
pseudo non-terminal is designed to reflect the full 
realization of the corresponding rule. The problem 
in this method is that it neglects alignment consis-
tency in creating sibling rules and the naming me-
chanism faces challenges in describing more 
complicated phenomena (Liu et al., 2007).  

4) Liu et al. (2006) treat all bilingual phrases as 
lexicalized tree-to-string rules, including those 
non-syntactic phrases in training corpus. Although 
the solution shows effective empirically, it only 
utilizes the source side syntactic phrases of the in-
put parse tree during decoding. Furthermore, the 
translation probabilities of the bilingual phrases 
and other tree-to-string rules are not compatible 
since they are estimated independently, thus hav-
ing different parameter spaces. To address the 
above problems, Liu et al. (2007) propose to use 
forest-to-string rules to enhance the expressive 
power of their tree-to-string model. As is inherent 
in a tree-to-string framework, Liu et al.’s method 
defines a kind of auxiliary rules to integrate forest-
to-string rules into tree-to-string models. One prob-
lem of this method is that the auxiliary rules are 
not described by probabilities since they are con-
structed during decoding, rather than learned from 
the training corpus. So, to balance the usage of dif-
ferent kinds of rules, they use a very simple feature 
counting the number of auxiliary rules used in a 
derivation for penalizing the use of forest-to-string 
and auxiliary rules. 

In this paper, an alternative solution is presented 
to combine the strengths of phrase-based and syn-
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1( )JT f

A

 
 

Figure 1: A word-aligned parse tree pairs of a Chi-
nese sentence and its English translation  

 

 
 

Figure 2: Two Examples of tree sequences 

 

 
 

Figure 3: Two examples of translation rules 

tax-based methods. Unlike previous work, our so-
lution neither requires larger applicability contexts 
(Galley et al., 2006), nor depends on pseudo nodes 
(Marcu et al., 2006) or auxiliary rules (Liu et al., 
2007). We go beyond the single sub-tree mapping 
model to propose a tree sequence alignment-based 
translation model. To the best of our knowledge, 
this is the first attempt to empirically explore the 
tree sequence alignment based model in SMT.  

3 Tree Sequence Alignment Model 

3.1 Tree Sequence Translation Rule   

The leaf nodes of a sub-tree in a tree sequence can 
be either non-terminal symbols (grammar tags) or 
terminal symbols (lexical words). Given a pair of 
source and target parse trees 1( )JT f and 1( )IT e  in 
Fig. 1, Fig. 2 illustrates two examples of tree se-
quences derived from the two parse trees. A tree 
sequence translation rule r  is a pair of aligned tree 
sequences r =< 2

1
( )j

jTS f , 2
1

( )i
iTS e , A%  >, where: 

 2
1

( )j
jTS f is a source tree sequence, covering 

the span [ 1 2,j j ] in 1( )JT f , and 

 2
1

( )i
iTS e is a target one, covering the span 

[ 1 2,i i ] in 1( )IT e , and 
 A% are the alignments between leaf nodes of 

two tree sequences, satisfying the following 
condition: 1 2 1 2( , ) :i j A i i i j j j∀ ∈ ≤ ≤ ↔ ≤ ≤% . 

Fig. 3 shows two rules extracted from the tree pair 
shown in Fig. 1, where r1 is a tree-to-tree rule and 
r2 is a tree sequence-to-tree sequence rule. Ob-
viously, tree sequence rules are more powerful 
than phrases or tree rules as they can capture all 
phrases (including both syntactic and non-syntactic 
phrases) with syntactic structure information and 
allow any tree node operations in a longer span. 
We expect that these properties can well address 
the issues of non-isomorphic structure alignments, 
structure reordering, non-syntactic phrases and 
discontinuous phrases translations. 

3.2 Tree Sequence Translation Model 

Given the source and target sentences 1
Jf and 1

Ie  

and their parse trees 1( )JT f and 1( )IT e , the tree 
sequence-to-tree sequence translation model is 
formulated as: 

1 1

1 1

1 1 1 1 1 1
( ), ( )

1 1
( ), ( )

1 1 1

1 1 1 1

( | ) ( , ( ), ( ) | )

( ( ( ) | )

( ( ) | ( ), )

( | ( ), ( ), ))

                

                      
                      

J I

J I

I J I I J J

T f T e

J J

T f T e

I J J

I I J J

r r

r

r

r

P e f P e T e T f f

P T f f

P T e T f f

P e T e T f f

=

=

⋅
⋅

∑

∑ (1) 

In our implementation, we have: 
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1) 1 1( ( ) | ) 1J JrP T f f ≡ since we only use the best 
source and target parse tree pairs in training. 

2) 1 1 1 1( | ( ), ( ), ) 1I I J JrP e T e T f f ≡ since we just 

output the leaf nodes of 1( )IT e to generate 1
Ie  

regardless of source side information. 
Since 1( )JT f contains the information of 1

Jf , 
now we have: 

1 1 1 1 1

1 1

( | ) ( ( ) | ( ), )

                 ( ( ) | ( ))

I J I J J

I J

r r

r

P e f P T e T f f

P T e T f

=

=
           (2) 

By Eq. (2), translation becomes a tree structure 
mapping issue. We model it using our tree se-
quence-based translation rules. Given the source 
parse tree 1( )JT f , there are multiple derivations 

that could lead to the same target tree 1( )IT e , the 

mapping probability 1 1( ( ) | ( ))I JrP T e T f is obtained 
by summing over the probabilities of all deriva-
tions. The probability of each derivationθ is given 
as the product of the probabilities of all the rules 

( )ip r  used in the derivation (here we assume that 
a rule is applied independently in a derivation). 

2 2

1 1

1 1 1 1( | ) ( ( ) | ( ))

     = ( : ( ), ( ), )
i

I J I J

i j
i i j

r

r rP e f P T e T f

p r TS e TS f A
θ θ∈

=

< >∑∏ %    (3) 

Eq. (3) formulates the tree sequence alignment-
based translation model. Figs. 1 and 3 show how 
the proposed model works. First, the source sen-
tence is parsed into a source parse tree. Next, the 
source parse tree is detached into two source tree 
sequences (the left hand side of rules in Fig. 3). 
Then the two rules in Fig. 3 are used to map the 
two source tree sequences to two target tree se-
quences, which are then combined to generate a 
target parse tree. Finally, a target translation is 
yielded from the target tree.  

Our model is implemented under log-linear 
framework (Och and Ney, 2002). We use seven 
basic features that are analogous to the commonly 
used features in phrase-based systems (Koehn, 
2004): 1) bidirectional rule mapping probabilities; 
2) bidirectional lexical rule translation probabilities; 
3) the target language model; 4) the number of 
rules used and 5) the number of target words. In 
addition, we define two new features: 1) the num-
ber of lexical words in a rule to control the model’s 
preference for lexicalized rules over un-lexicalized 

rules and 2) the average tree depth in a rule to bal-
ance the usage of hierarchical rules and flat rules. 
Note that we do not distinguish between larger (tal-
ler) and shorter source side tree sequences, i.e. we 
let these rules compete directly with each other. 

4 Rule Extraction 

Rules are extracted from word-aligned, bi-parsed 
sentence pairs 1 1( ), ( ),J IT f T e A< > , which are 
classified into two categories: 

 initial rule, if all leaf nodes of the rule are 
terminals (i.e. lexical word), and 

 abstract rule, otherwise, i.e. at least one leaf 
node is a non-terminal (POS or phrase tag). 

Given an initial rule 2 2
1 1

( ), ( ),j i
j iTS f TS e A< >% , 

its sub initial rule is defined as a triple 
4 4

3 3
ˆ( ), ( ),j i

j iTS f TS e A< >  if and only if: 

 4 4
3 3

ˆ( ), ( ),j i
j iTS f TS e A< > is an initial rule. 

 3 4 3 4( , ) :i j A i i i j j j∀ ∈ ≤ ≤ ↔ ≤ ≤% , i.e. 

Â A⊆ %  

 4
3

( )j
jTS f is a sub-graph of 2

1
( )j

jTS f while  

4
3

( )i
iTS e  is a sub-graph of 2

1
( )i

iTS e . 
Rules are extracted in two steps: 
1) Extracting initial rules first. 
2) Extracting abstract rules from extracted ini-

tial rules with the help of sub initial rules. 
It is straightforward to extract initial rules. We 

first generate all fully lexicalized source and target 
tree sequences using a dynamic programming algo-
rithm and then iterate over all generated source and 
target tree sequence pairs 2 2

1 1
( ), ( )j i

j iTS f TS e< > . If 

the condition “ ( , )i j∀ 1 2 1 2:A i i i j j j∈ ≤ ≤ ↔ ≤ ≤ ” 

is satisfied, the triple 2 2
1 1

( ), ( ),j i
j iTS f TS e A< >% is 

an initial rule, where A%  are alignments between 
leaf nodes of 2

1
( )j

jTS f  and 2
1

( )i
iTS e . We then de-

rive abstract rules from initial rules by removing 
one or more of its sub initial rules. The abstract 
rule extraction algorithm presented next is imple-
mented using dynamic programming. Due to space 
limitation, we skip the details here. In order to con-
trol the number of rules, we set three constraints 
for both finally extracted initial and abstract rules:  

1) The depth of a tree in a rule is not greater 
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than h . 
2) The number of non-terminals as leaf nodes is 

not greater than c . 
3) The tree number in a rule is not greater than d. 
In addition, we limit initial rules to have at most 

seven lexical words as leaf nodes on either side. 
However, in order to extract long-distance reorder-
ing rules, we also generate those initial rules with 
more than seven lexical words for abstract rules 
extraction only (not used in decoding). This makes 
our abstract rules more powerful in handling 
global structure reordering. Moreover, by configur-
ing these parameters we can implement other 
translation models easily: 1) STSG-based model  
when 1d = ; 2) SCFG-based model when 1d =  
and 2h = ; 3) phrase-based translation model only 
(no reordering model) when 0c =  and 1h = . 
 

Algorithm 1: abstract rules extraction 

Input: initial rule set inir  
Output: abstract rule set absr  

1: for each i inir r∈ , do 

2:    put all sub initial rules of ir  into a set subini
ir

3:    for each subset subini
irΘ ⊆ do 

4:          if there are spans overlapping between 
any two rules in the subset Θ  then 

5:                    continue   //go to line 3 
6:           end if  
7:           generate an abstract rule by removing 

the portions covered by Θ  from ir  and 
co-indexing the pairs of non-terminals 
that rooting the removed source and 
target parts 

8:           add them into the abstract rule set absr  
9:     end do 
10: end do  

 

5 Decoding 

Given 1( )JT f , the decoder is to find the best deri-

vation θ  that generates < 1( )JT f , 1( )IT e >.  

1

1

1 1

,

ˆ arg max ( ( ) | ( ))

  arg max ( )

I

I
i

I J

e

i
e r

re P T e T f

p r
θ θ∈

=

≈ ∏
             (4) 

Algorithm 2: Tree Sequence-based Decoder 

 Input: 1( )JT f   Output: 1( )IT e  

 Data structures: 
1 2[ , ]h j j    To store translations to a span 1 2[ , ]j j  

1: for s = 0 to J -1 do      // s: span length 
2:     for 1j = 1 to J - s , 2j = 1j + s  do  
3:          for each rule r spanning 1 2[ , ]j j  do  
4:               if r  is an initial rule then 
5:                    insert r into 1 2[ , ]h j j  
6:               else 
7:      generate new translations from 

r by replacing non-terminal leaf 
nodes of r with their correspond-
ing spans’ translations that are al-
ready translated in previous steps 

8:      insert them into 1 2[ , ]h j j  
9:  end if 
10: end for 
11: end for 
12: end for 
13: output the hypothesis with the highest score  

in [1, ]h J  as the final best translation 
 

The decoder is a span-based beam search to-
gether with a function for mapping the source deri-
vations to the target ones. Algorithm 2 illustrates 
the decoding algorithm. It translates each span ite-
ratively from small one to large one (lines 1-2).  
This strategy can guarantee that when translating 
the current span, all spans smaller than the current 
one have already been translated before if they are 
translatable (line 7). When translating a span, if the 
usable rule is an initial rule, then the tree sequence 
on the target side of the rule is a candidate transla-
tion (lines 4-5). Otherwise, we replace the non-
terminal leaf nodes of the current abstract rule 
with their corresponding spans’ translations that 
are already translated in previous steps (line 7). To 
speed up the decoder, we use several thresholds to 
limit search beams for each span:  

1) α , the maximal number of rules used 
2) β , the minimal log probability of rules 
3) γ , the maximal number of translations yield  
It is worth noting that the decoder does not force 

a complete target parse tree to be generated. If no 
rules can be used to generate a complete target 
parse tree, the decoder just outputs whatever have 
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been translated so far monotonically as one hy-
pothesis. 

6 Experiments 

6.1 Experimental Settings 

We conducted Chinese-to-English translation ex-
periments. We trained the translation model on the 
FBIS corpus (7.2M+9.2M words) and trained a 4-
gram language model on the Xinhua portion of the 
English Gigaword corpus (181M words) using the 
SRILM Toolkits (Stolcke, 2002) with modified 
Kneser-Ney smoothing. We used sentences with 
less than 50 characters from the NIST MT-2002 
test set as our development set and the NIST MT-
2005 test set as our test set. We used the Stanford 
parser (Klein and Manning, 2003) to parse bilin-
gual sentences on the training set and Chinese sen-
tences on the development and test sets. The 
evaluation metric is case-sensitive BLEU-4 (Papi-
neni et al., 2002). We used GIZA++ (Och and Ney, 
2004) and the heuristics “grow-diag-final” to gen-
erate m-to-n word alignments. For the MER train-
ing (Och, 2003), we modified Koehn’s MER 
trainer (Koehn, 2004) for our tree sequence-based 
system. For significance test, we used Zhang et al’s 
implementation (Zhang et al, 2004). 

We set three baseline systems: Moses (Koehn et 
al., 2007), and SCFG-based and STSG-based tree-
to-tree translation models (Zhang et al., 2007). For 
Moses, we used its default settings. For the 
SCFG/STSG and our proposed model, we used the 
same settings except for the parameters d and h  
( 1d = and 2h = for the SCFG; 1d = and 6h = for 
the STSG; 4d =  and 6h = for our model). We 
optimized these parameters on the training and de-
velopment sets: c =3, α =20, β =-100 and γ =100. 

6.2 Experimental Results   

We carried out a number of experiments to ex-
amine the proposed tree sequence alignment-based 
translation model. In this subsection, we first re-
port the rule distributions and compare our model 
with the three baseline systems. Then we study the 
model’s expressive ability by comparing the con-
tributions made by different kinds of rules, includ-
ing strict tree sequence rules, non-syntactic phrase 
rules, structure reordering rules and discontinuous 

phrase rules2. Finally, we investigate the impact of 
maximal sub-tree number and sub-tree depth in our 
model. All of the following discussions are held on 
the training and test data. 
 
 
Rule 

 Initial Rules  Abstract Rules  
L P U Total 

BP 322,965 0 0  322,965
TR 443,010 144,459 24,871  612,340
TSR 225,570 103,932 714  330,216

 

Table 1: # of rules used in the testing ( 4d = , h =  6) 
(BP: bilingual phrase (used in Moses), TR: tree rule (on-
ly 1 tree), TSR: tree sequence rule (> 1 tree), L: fully 
lexicalized, P: partially lexicalized, U: unlexicalized) 
 

Table 1 reports the statistics of rules used in the 
experiments. It shows that:  

1) We verify that the BPs are fully covered by 
the initial rules (i.e. lexicalized rules), in which the 
lexicalized TSRs model all non-syntactic phrase 
pairs with rich syntactic information. In addition, 
we find that the number of initial rules is greater 
than that of bilingual phrases. This is because one 
bilingual phrase can be covered by more than one 
initial rule which having different sub-tree struc-
tures. 

2) Abstract rules generalize initial rules to un-
seen data and with structure reordering ability. The 
number of the abstract rule is far less than that of 
the initial rules. This is because leaf nodes of an 
abstract rule can be non-terminals that can 
represent any sub-trees using the non-terminals as 
roots.   

Fig. 4 compares the performance of different 
models. It illustrates that: 

1) Our tree sequence-based model significantly 
outperforms (p < 0.01) previous phrase-based and 
linguistically syntax-based methods. This empirical-
ly verifies the effect of the proposed method. 

2) Both our method and STSG outperform Mos-
es significantly. Our method also clearly outper-
forms STSG. These results suggest that: 

 The linguistically motivated structure features 
are very useful for SMT, which can be cap-

                                                           
2 To be precise, we examine the contributions of strict tree 
sequence rules and single tree rules separately in this section. 
Therefore, unless specified, the term “tree sequence rules” 
used in this section only refers to the strict tree sequence rules, 
which must contain at least two sub-trees on the source side. 
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tured by the two syntax-based models through 
tree node operations. 

 Our model is much more effective in utilizing 
linguistic structures than STSG since it uses 
tree sequence as basic translation unit. This 
allows our model not only to handle structure 
reordering by tree node operations in a larger 
span, but also to capture non-syntactic phras-
es, which circumvents previous syntactic 
constraints, thus giving our model more ex-
pressive power. 

3) The linguistically motivated SCFG shows 
much lower performance. This is largely because 
SCFG only allows sibling nodes reordering and fails 
to utilize both non-syntactic phrases and those syn-
tactic phrases that cannot be covered by a single 
CFG rule. It thereby suggests that SCFG is less 
effective in modelling parse tree structure transfer 
between Chinese and English when using Penn 
Treebank style linguistic grammar and under word-
alignment constraints. However, formal SCFG 
show much better performance in the formally syn-
tax-based translation framework (Chiang, 2005). 
This is because the formal syntax is learned from 
phrases directly without relying on any linguistic 
theory (Chiang, 2005). As a result, it is more ro-
bust to the issue of non-syntactic phrase usage and 
non-isomorphic structure alignment.  
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Figure 4: Performance comparison of different methods 
 
Rule  
Type 

TR 
(STSG) 

TR 
+TSR_L 

TR+TSR_L
+TSR_P 

TR 
+TSR 

BLEU(%) 24.71 25.72 25.93 26.07 
 

Table 2: Contributions of TSRs (see Table 1 for the de-
finitions of the abbreviations used in this table) 
 
Table 2 measures the contributions of different 

kinds of tree sequence rules. It suggests that: 
1) All the three kinds of TSRs contribute to the 

performance improvement and their combination 

further improves the performance. It suggests that 
they are complementary to each other since the 
lexicalized TSRs are used to model non-syntactic 
phrases while the other two kinds of TSRs can ge-
neralize the lexicalized rules to unseen phrases. 

2)  The lexicalized TSRs make the major con-
tribution since they can capture non-syntactic 
phrases with syntactic structure features. 

 
Rule Type BLEU (%) 
TR+TSR 26.07 
(TR+TSR) w/o SRR 24.62 
(TR+TSR) w/o DPR 25.78 

 
Table 3: Effect of Structure Reordering Rules (SRR: 
refers to the structure reordering rules that have at least 
two non-terminal leaf nodes with inverted order in the 
source and target sides, which are usually not captured 
by phrase-based models. Note that the reordering be-
tween lexical words and non-terminal leaf nodes is not 
considered here) and Discontinuous Phrase Rules (DPR: 
refers to these rules having at least one non-terminal 
leaf node between two lexicalized leaf nodes) in our 
tree sequence-based model ( 4d =  and 6h = ) 
 

Rule Type # of rules # of rules overlapped 
(Intersection) 

SRR 68,217 18,379 (26.9%) 
DPR 57,244 18,379 (32.1%) 

 
Table 4: numbers of SRR and DPR rules 

 
Table 3 shows the contributions of SRR and 

DPR. It clearly indicates that SRRs are very effec-
tive in reordering structures, which improve per-
formance by 1.45 (26.07-24.62) BLEU score. 
However, DPRs have less impact on performance 
in our tree sequence-based model. This seems in 
contradiction to the previous observations3 in lite-
rature. However, it is not surprising simply be-
cause we use tree sequences as the basic translation 
units. Thereby, our model can capture all phrases. 
In this sense, our model behaves like a phrase-
based model, less sensitive to discontinuous phras-

                                                           
3 Wellington et al. (2006) reports that discontinuities are very 
useful for translational equivalence analysis using binary-
branching structures under word alignment and parse tree 
constraints while they are almost of no use if under word 
alignment constraints only. Bod (2007) finds that discontinues 
phrase rules make significant performance improvement in 
linguistically STSG-based SMT models. 
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es (Wellington et al., 2006). Our additional expe-
riments also verify that discontinuous phrase rules 
are complementary to syntactic phrase rules (Bod, 
2007) while non-syntactic phrase rules may com-
promise the contribution of discontinuous phrase 
rules. Table 4 reports the numbers of these two 
kinds of rules. It shows that around 30% rules are 
shared by the two kinds of rule sets. These over-
lapped rules contain at least two non-terminal leaf 
nodes plus two terminal leaf nodes, which implies 
that longer rules do not affect performance too 
much. 
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Figure 5: Accuracy changing with different max-
imal tree depths ( h = 1 to 6 when 4d = ) 
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Figure 6: Accuracy changing with the different maximal 
number of trees in a tree sequence ( d =1 to 5), the upper 
line is for 6h =  while the lower line is for 2h = .  

 
Fig. 5 studies the impact when setting different 

maximal tree depth ( h ) in a rule on the perfor-
mance. It demonstrates that:  

1) Significant performance improvement is 
achieved when the value of h  is increased from 1 
to 2. This can be easily explained by the fact that 
when h = 1, only monotonic search is conducted, 
while h = 2 allows non-terminals to be leaf nodes, 
thus introducing preliminary structure features to 
the search and allowing non-monotonic search. 

2) Internal structures and large span (due to h  
increasing) are also useful as attested by the gain 

of 0.86 (26.14-25.28) Blue score when the value of 
h  increases from 2 to 4. 

Fig. 6 studies the impact on performance by set-
ting different maximal tree number (d) in a rule. It 
further indicates that: 

1) Tree sequence rules (d >1) are useful and 
even more helpful if we limit the tree depth to no 
more than two (lower line, h=2). However, tree 
sequence rules consisting of more than three sub-
trees have almost no contribution to the perform-
ance improvement. This is mainly due to data 
sparseness issue when d >3. 

2) Even if only two-layer sub-trees (lower line) 
are allowed, our method still outperforms STSG 
and Moses when d>1. This further validates the 
effectiveness of our design philosophy of using 
multi-sub-trees as basic translation unit in SMT. 

7 Conclusions and Future Work 

In this paper, we present a tree sequence align-
ment-based translation model to combine the 
strengths of phrase-based and syntax-based me-
thods. The experimental results on the NIST MT-
2005 Chinese-English translation task demonstrate 
the effectiveness of the proposed model. Our study 
also finds that in our model the tree sequence rules 
are very useful since they can model non-syntactic 
phrases and reorderings with rich linguistic struc-
ture features while discontinuous phrases and tree 
sequence rules with more than three sub-trees have 
less impact on performance. 

There are many interesting research topics on 
the tree sequence-based translation model worth 
exploring in the future. The current method ex-
tracts large amount of rules. Many of them are re-
dundant, which make decoding very slow. Thus, 
effective rule optimization and pruning algorithms 
are highly desirable. Ideally, a linguistically and 
empirically motivated theory can be worked out, 
suggesting what kinds of rules should be extracted 
given an input phrase pair. For example, most 
function words and headwords can be kept in ab-
stract rules as features. In addition, word align-
ment is a hard constraint in our rule extraction. We 
will study direct structure alignments to reduce the 
impact of word alignment errors. We are also in-
terested in comparing our method with the forest-
to-string model (Liu et al., 2007). Finally, we 
would also like to study unsupervised learning-
based bilingual parsing for SMT.  
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Abstract

We present the first English syllabification
system to improve the accuracy of letter-to-
phoneme conversion. We propose a novel dis-
criminative approach to automatic syllabifica-
tion based on structured SVMs. In comparison
with a state-of-the-art syllabification system,
we reduce the syllabification word error rate
for English by 33%. Our approach also per-
forms well on other languages, comparing fa-
vorably with published results on German and
Dutch.

1 Introduction

Pronouncing an unfamiliar word is a task that is of-
ten accomplished by breaking the word down into
smaller components. Even small children learn-
ing to read are taught to pronounce a word by
“sounding out” its parts. Thus, it is not surprising
that Letter-to-Phoneme (L2P) systems, which con-
vert orthographic forms of words into sequences of
phonemes, can benefit from subdividing the input
word into smaller parts, such as syllables or mor-
phemes. Marchand and Damper (2007) report that
incorporating oracle syllable boundary information
improves the accuracy of their L2P system, but they
fail to emulate that result with any of their automatic
syllabification methods. Demberg et al. (2007), on
the other hand, find that morphological segmenta-
tion boosts L2P performance in German, but not in
English. To our knowledge, no previous English
orthographic syllabification system has been able
to actually improve performance on the larger L2P
problem.

In this paper, we focus on the task of automatic
orthographic syllabification, with the explicit goal

of improving L2P accuracy. A syllable is a subdi-
vision of a word, typically consisting of a vowel,
called the nucleus, and the consonants preceding and
following the vowel, called the onset and the coda,
respectively. Although in the strict linguistic sense
syllables are phonological rather than orthographic
entities, our L2P objective constrains the input to or-
thographic forms. Syllabification of phonemic rep-
resentation is in fact an easier task, which we plan to
address in a separate publication.

Orthographic syllabification is sometimes re-
ferred to as hyphenation. Many dictionaries pro-
vide hyphenation information for orthographic word
forms. These hyphenation schemes are related to,
and influenced by, phonemic syllabification. They
serve two purposes: to indicate where words may
be broken for end-of-line divisions, and to assist the
dictionary reader with correct pronunciation (Gove,
1993). Although these purposes are not always con-
sistent with our objective, we show that we can im-
prove L2P conversion by taking advantage of the
available hyphenation data. In addition, automatic
hyphenation is a legitimate task by itself, which
could be utilized in word editors or in synthesizing
new trade names from several concepts.

We present a discriminative approach to ortho-
graphic syllabification. We formulate syllabifica-
tion as a tagging problem, and learn a discriminative
tagger from labeled data using a structured support
vector machine (SVM) (Tsochantaridis et al., 2004).
With this approach, we reduce the error rate for En-
glish by 33%, relative to the best existing system.
Moreover, we are also able to improve a state-of-the-
art L2P system by incorporating our syllabification
models. Our method is not language specific; when
applied to German and Dutch, our performance is
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comparable with the best existing systems in those
languages, even though our system has been devel-
oped and tuned on English only.

The paper is structured as follows. After dis-
cussing previous computational approaches to the
problem (Section 2), we introduce structured SVMs
(Section 3), and outline how we apply them to ortho-
graphic syllabification (Section 4). We present our
experiments and results for the syllabification task
in Section 5. In Section 6, we apply our syllabifica-
tion models to the L2P task. Section 7 concludes.

2 Related Work

Automatic preprocessing of words is desirable be-
cause the productive nature of language ensures that
no finite lexicon will contain all words. Marchand
et al. (2007) show that rule-based methods are rela-
tively ineffective for orthographic syllabification in
English. On the other hand, few data-driven syllabi-
fication systems currently exist.

Demberg (2006) uses a fourth-order Hidden
Markov Model to tackle orthographic syllabification
in German. When added to her L2P system, Dem-
berg’s orthographic syllabification model effects a
one percent absolute improvement in L2P word ac-
curacy.

Bouma (2002) explores syllabification in Dutch.
He begins with finite state transducers, which es-
sentially implement a general preference for onsets.
Subsequently, he uses transformation-based learning
to automatically extract rules that improve his sys-
tem. Bouma’s best system, trained on some 250K
examples, achieves 98.17% word accuracy. Daele-
mans and van den Bosch (1992) implement a back-
propagation network for Dutch orthography, but find
it is outperformed by less complex look-up table ap-
proaches.

Marchand and Damper (2007) investigate the im-
pact of syllabification on the L2P problem in En-
glish. Their Syllabification by Analogy (SbA) algo-
rithm is a data-driven, lazy learning approach. For
each input word, SbA finds the most similar sub-
strings in a lexicon of syllabified words and then
applies these dictionary syllabifications to the input
word. Marchand and Damper report 78.1% word ac-
curacy on the NETtalk dataset, which is not good
enough to improve their L2P system.

Chen (2003) uses an n-gram model and Viterbi
decoder as a syllabifier, and then applies it as a pre-
processing step in his maximum-entropy-based En-
glish L2P system. He finds that the syllabification
pre-processing produces no gains over his baseline
system.

Marchand et al. (2007) conduct a more systematic
study of existing syllabification approaches. They
examine syllabification in both the pronunciation
and orthographic domains, comparing their own
SbA algorithm with several instance-based learning
approaches (Daelemans et al., 1997; van den Bosch,
1997) and rule-based implementations. They find
that SbA universally outperforms these other ap-
proaches by quite a wide margin.

Syllabification of phonemes, rather than letters,
has also been investigated (Müller, 2001; Pearson
et al., 2000; Schmid et al., 2007). In this paper, our
focus is on orthographic forms. However, as with
our approach, some previous work in the phonetic
domain has formulated syllabification as a tagging
problem.

3 Structured SVMs

A structured support vector machine (SVM) is a
large-margin training method that can learn to pre-
dict structured outputs, such as tag sequences or
parse trees, instead of performing binary classifi-
cation (Tsochantaridis et al., 2004). We employ a
structured SVM that predicts tag sequences, called
an SVM Hidden Markov Model, or SVM-HMM.
This approach can be considered an HMM because
the Viterbi algorithm is used to find the highest scor-
ing tag sequence for a given observation sequence.
The scoring model employs a Markov assumption:
each tag’s score is modified only by the tag that came
before it. This approach can be considered an SVM
because the model parameters are trained discrimi-
natively to separate correct tag sequences from in-
correct ones by as large a margin as possible. In
contrast to generative HMMs, the learning process
requires labeled training data.

There are a number of good reasons to apply the
structured SVM formalism to this problem. We get
the benefit of discriminative training, not available
in a generative HMM. Furthermore, we can use an
arbitrary feature representation that does not require
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any conditional independence assumptions. Unlike
a traditional SVM, the structured SVM considers
complete tag sequences during training, instead of
breaking each sequence into a number of training
instances.

Training a structured SVM can be viewed as a
multi-class classification problem. Each training in-
stance xi is labeled with a correct tag sequence yi

drawn from a set of possible tag sequences Yi. As
is typical of discriminative approaches, we create a
feature vector Ψ(x, y) to represent a candidate y and
its relationship to the input x. The learner’s task is
to weight the features using a vector w so that the
correct tag sequence receives more weight than the
competing, incorrect sequences:

∀i∀y∈Yi,y 6=yi
[Ψ(xi, yi) · w > Ψ(xi, y) · w] (1)

Given a trained weight vector w, the SVM tags new
instances xi according to:

argmaxy∈Yi
[Ψ(xi, y) · w] (2)

A structured SVM finds a w that satisfies Equation 1,
and separates the correct taggings by as large a mar-
gin as possible. The argmax in Equation 2 is con-
ducted using the Viterbi algorithm.

Equation 1 is a simplification. In practice, a struc-
tured distance term is added to the inequality in
Equation 1 so that the required margin is larger for
tag sequences that diverge further from the correct
sequence. Also, slack variables are employed to al-
low a trade-off between training accuracy and the
complexity of w, via a tunable cost parameter.

For most structured problems, the set of negative
sequences in Yi is exponential in the length of xi,
and the constraints in Equation 1 cannot be explicitly
enumerated. The structured SVM solves this prob-
lem with an iterative online approach:

1. Collect the most damaging incorrect sequence
y according to the current w.

2. Add y to a growing set Ȳi of incorrect se-
quences.

3. Find a w that satisfies Equation 1, using the par-
tial Ȳi sets in place of Yi.

4. Go to next training example, loop to step 1.

This iterative process is explained in far more detail
in (Tsochantaridis et al., 2004).

4 Syllabification with Structured SVMs

In this paper we apply structured SVMs to the syl-
labification problem. Specifically, we formulate
syllabification as a tagging problem and apply the
SVM-HMM software package1 (Altun et al., 2003).
We use a linear kernel, and tune the SVM’s cost pa-
rameter on a development set. The feature represen-
tation Ψ consists of emission features, which pair
an aspect of x with a single tag from y, and transi-
tion features, which count tag pairs occurring in y.
With SVM-HMM, the crux of the task is to create
a tag scheme and feature set that produce good re-
sults. In this section, we discuss several different
approaches to tagging for the syllabification task.
Subsequently, we outline our emission feature rep-
resentation. While developing our tagging schemes
and feature representation, we used a development
set of 5K words held out from our CELEX training
data. All results reported in this section are on that
set.

4.1 Annotation Methods

We have employed two different approaches to tag-
ging in this research. Positional tags capture where
a letter occurs within a syllable; Structural tags ex-
press the role each letter is playing within the sylla-
ble.

Positional Tags

The NB tag scheme simply labels every letter
as either being at a syllable boundary (B), or not
(N). Thus, the word im-mor-al-ly is tagged 〈N B N
N B N B N N〉, indicating a syllable boundary af-
ter each B tag. This binary classification approach
to tagging is implicit in several previous imple-
mentations (Daelemans and van den Bosch, 1992;
Bouma, 2002), and has been done explicitly in both
the orthographic (Demberg, 2006) and phoneme do-
mains (van den Bosch, 1997).

A weakness of NB tags is that they encode no
knowledge about the length of a syllable. Intuitively,
we expect the length of a syllable to be valuable in-
formation — most syllables in English contain fewer
than four characters. We introduce a tagging scheme
that sequentially numbers the N tags to impart infor-
mation about syllable length. Under the Numbered

1http://svmlight.joachims.org/svm struct.html
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NB tag scheme, im-mor-al-ly is annotated as 〈N1 B
N1 N2 B N1 B N1 N2〉. With this tag set, we have
effectively introduced a bias in favor of shorter syl-
lables: tags like N6, N7. . . are comparatively rare, so
the learner will postulate them only when the evi-
dence is particularly compelling.

Structural Tags

Numbered NB tags are more informative than
standard NB tags. However, neither annotation sys-
tem can represent the internal structure of the sylla-
ble. This has advantages: tags can be automatically
generated from a list of syllabified words without
even a passing familiarity with the language. How-
ever, a more informative annotation, tied to phono-
tactics, ought to improve accuracy. Krenn (1997)
proposes the ONC tag scheme, in which phonemes
of a syllable are tagged as an onset, nucleus, or coda.
Given these ONC tags, syllable boundaries can eas-
ily be generated by applying simple regular expres-
sions.

Unfortunately, it is not as straightforward to gen-
erate ONC-tagged training data in the orthographic
domain, even with syllabified training data. Silent
letters are problematic, and some letters can behave
differently depending on their context (in English,
consonants such as m, y, and l can act as vowels in
certain situations). Thus, it is difficult to generate
ONC tags for orthographic forms without at least a
cursory knowledge of the language and its princi-
ples.

For English, tagging the syllabified training set
with ONC tags is performed by the following sim-
ple algorithm. In the first stage, all letters from the
set {a, e, i, o, u} are marked as vowels, while the re-
maining letters are marked as consonants. Next, we
examine all the instances of the letter y. If a y is both
preceded and followed by a consonant, we mark that
instance as a vowel rather than a consonant. In the
second stage, the first group of consecutive vowels
in each syllable is tagged as nucleus. All letters pre-
ceding the nucleus are then tagged as onset, while
all letters following the nucleus are tagged as coda.

Our development set experiments suggested that
numbering ONC tags increases their performance.
Under the Numbered ONC tag scheme, the single-
syllable word stealth is labeled 〈O1 O2 N1 N2 C1
C2 C3〉.

A disadvantage of Numbered ONC tags is that,
unlike positional tags, they do not represent sylla-
ble breaks explicitly. Within the ONC framework,
we need the conjunction of two tags (such as an N1
tag followed by an O1 tag) to represent the division
between syllables. This drawback can be overcome
by combining ONC tags and NB tags in a hybrid
Break ONC tag scheme. Using Break ONC tags,
the word lev-i-ty is annotated as 〈O N CB NB O N〉.
The 〈NB〉 tag indicates a letter is both part of the
nucleus and before a syllable break, while the 〈N〉
tag represents a letter that is part of a nucleus but
in the middle of a syllable. In this way, we get the
best of both worlds: tags that encapsulate informa-
tion about syllable structure, while also representing
syllable breaks explicitly with a single tag.

4.2 Emission Features

SVM-HMM predicts a tag for each letter in a word,
so emission features use aspects of the input to help
predict the correct tag for a specific letter. Consider
the tag for the letter o in the word immorally. With
a traditional HMM, we consider only that it is an
o being emitted, and assess potential tags based on
that single letter. The SVM framework is less re-
strictive: we can include o as an emission feature,
but we can also include features indicating that the
preceding and following letters are m and r respec-
tively. In fact, there is no reason to confine ourselves
to only one character on either side of the focus let-
ter.

After experimenting with the development set, we
decided to include in our feature set a window of
eleven characters around the focus character, five
on either side. Figure 1 shows that performance
gains level off at this point. Special beginning- and
end-of-word characters are appended to words so
that every letter has five characters before and af-
ter. We also experimented with asymmetric context
windows, representing more characters after the fo-
cus letter than before, but we found that symmetric
context windows perform better.

Because our learner is effectively a linear classi-
fier, we need to explicitly represent any important
conjunctions of features. For example, the bigram
bl frequently occurs within a single English sylla-
ble, while the bigram lb generally straddles two syl-
lables. Similarly, a fourgram like tion very often
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Figure 1: Word accuracy as a function of the window size
around the focus character, using unigram features on the
development set.

forms a syllable in and of itself. Thus, in addition
to the single-letter features outlined above, we also
include in our representation any bigrams, trigrams,
four-grams, and five-grams that fit inside our con-
text window. As is apparent from Figure 2, we see
a substantial improvement by adding bigrams to our
feature set. Higher-order n-grams produce increas-
ingly smaller gains.

Figure 2: Word accuracy as a function of maximum n-
gram size on the development set.

In addition to these primary n-gram features,
we experimented with linguistically-derived fea-
tures. Intuitively, basic linguistic knowledge, such
as whether a letter is a consonant or a vowel, should
be helpful in determining syllabification. However,
our experiments suggested that including features
like these has no significant effect on performance.
We believe that this is caused by the ability of the
SVM to learn such generalizations from the n-gram
features alone.

5 Syllabification Experiments

In this section, we will discuss the results of our best
emission feature set (five-gram features with a con-
text window of eleven letters) on held-out unseen
test sets. We explore several different languages and
datasets, and perform a brief error analysis.

5.1 Datasets

Datasets are especially important in syllabification
tasks. Dictionaries sometimes disagree on the syl-
labification of certain words, which makes a gold
standard difficult to obtain. Thus, any reported ac-
curacy is only with respect to a given set of data.

In this paper, we report the results of experi-
ments on two datasets: CELEX and NETtalk. We
focus mainly on CELEX, which has been devel-
oped over a period of years by linguists in the
Netherlands. CELEX contains English, German,
and Dutch words, and their orthographic syllabifi-
cations. We removed all duplicates and multiple-
word entries for our experiments. The NETtalk dic-
tionary was originally developed with the L2P task
in mind. The syllabification data in NETtalk was
created manually in the phoneme domain, and then
mapped directly to the letter domain.

NETtalk and CELEX do not provide the same
syllabification for every word. There are numer-
ous instances where the two datasets differ in a per-
fectly reasonable manner (e.g. for-ging in NETtalk
vs. forg-ing in CELEX). However, we argue that
NETtalk is a vastly inferior dataset. On a sample of
50 words, NETtalk agrees with Merriam-Webster’s
syllabifications in only 54% of instances, while
CELEX agrees in 94% of cases. Moreover, NETtalk
is riddled with truly bizarre syllabifications, such as
be-aver, dis-hcloth and som-ething. These syllabifi-
cations make generalization very hard, and are likely
to complicate the L2P task we ultimately want to
accomplish. Because previous work in English pri-
marily used NETtalk, we report our results on both
datasets. Nevertheless, we believe NETtalk is un-
suitable for building a syllabification model, and that
results on CELEX are much more indicative of the
efficacy of our (or any other) approach.

At 20K words, NETtalk is much smaller than
CELEX. For NETtalk, we randomly divide the data
into 13K training examples and 7K test words. We
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randomly select a comparably-sized training set for
our CELEX experiments (14K), but test on a much
larger, 25K set. Recall that 5K training examples
were held out as a development set.

5.2 Results

We report the results using two metrics. Word ac-
curacy (WA) measures how many words match the
gold standard. Syllable break error rate (SBER) cap-
tures the incorrect tags that cause an error in syl-
labification. Word accuracy is the more demand-
ing metric. We compare our system to Syllabifica-
tion by Analogy (SbA), the best existing system for
English (Marchand and Damper, 2007). For both
CELEX and NETtalk, SbA was trained and tested
with the same data as our structured SVM approach.

Data Set Method WA SBER

CELEX

NB tags 86.66 2.69
Numbered NB 89.45 2.51
Numbered ONC 89.86 2.50
Break ONC 89.99 2.42
SbA 84.97 3.96

NETtalk Numbered NB 81.75 5.01
SbA 75.56 7.73

Table 1: Syllabification performance in terms of word ac-
curacy and syllable break error percentage.

Table 1 presents the word accuracy and syllable
break error rate achieved by each of our tag sets on
both the CELEX and NETtalk datasets. Of our four
tag sets, NB tags perform noticeably worse. This is
an important result because it demonstrates that it is
not sufficient to simply model a syllable’s bound-
aries; we must also model a syllable’s length or
structure to achieve the best results. Given the simi-
larity in word accuracy scores, it is difficult to draw
definitive conclusions about the remaining three tags
sets, but it does appear that there is an advantage to
modeling syllable structure, as both ONC tag sets
score better than the best NB set.

All variations of our system outperform SbA on
both datasets. Overall, our best tag set lowers the er-
ror rate by one-third, relative to SbA’s performance.
Note that we employ only numbered NB tags for
the NETtalk test; we could not apply structural tag
schemes to the NETtalk training data because of its

bizarre syllabification choices.
Our higher level of accuracy is also achieved more

efficiently. Once a model is learned, our system
can syllabify 25K words in about a minute, while
SbA requires several hours (Marchand, 2007). SVM
training times vary depending on the tag set and
dataset used, and the number of training examples.
On 14K CELEX examples with the ONC tag set,
our model trained in about an hour, on a single-
processor P4 3.4GHz processor. Training time is,
of course, a one-time cost. This makes our approach
much more attractive for inclusion in an actual L2P
system.

Figure 3 shows our method’s learning curve. Even
small amounts of data produce adequate perfor-
mance — with only 2K training examples, word ac-
curacy is already over 75%. Using a 60K training
set and testing on a held-out 5K set, we see word
accuracies climb to 95.65%.

Figure 3: Word accuracy as function of the size of the
training data.

5.3 Error Analysis

We believe that the reason for the relatively low per-
formance of unnumbered NB tags is the weakness of
the signal coming from NB emission features. With
the exception of q and x, every letter can take on
either an N tag or a B tag with almost equal proba-
bility. This is not the case with Numbered NB tags.
Vowels are much more likely to have N2 or N3 tags
(because they so often appear in the middle of a
syllable), while consonants take on N1 labels with
greater probability.

The numbered NB and ONC systems make many
of the same errors, on words that we might expect to
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cause difficulty. In particular, both suffer from be-
ing unaware of compound nouns and morphological
phenomena. All three systems, for example, incor-
rectly syllabify hold-o-ver as hol-dov-er. This kind
of error is caused by a lack of knowledge of the com-
ponent words. The three systems also display trou-
ble handling consecutive vowels, as when co-ad-ju-
tors is syllabified incorrectly as coad-ju-tors. Vowel
pairs such as oa are not handled consistently in En-
glish, and the SVM has trouble predicting the excep-
tions.

5.4 Other Languages

We take advantage of the language-independence of
Numbered NB tags to apply our method to other lan-
guages. Without even a cursory knowledge of Ger-
man or Dutch, we have applied our approach to these
two languages.

# Data Points Dutch German
∼ 50K 98.20 98.81
∼ 250K 99.45 99.78

Table 2: Syllabification performance in terms of word ac-
curacy percentage.

We have randomly selected two training sets from
the German and Dutch portions of CELEX. Our
smaller model is trained on ∼ 50K words, while our
larger model is trained on ∼ 250K. Table 2 shows
our performance on a 30K test set held out from both
training sets. Results from both the small and large
models are very good indeed.

Our performance on these language sets is clearly
better than our best score for English (compare at
95% with a comparable amount of training data).
Syllabification is a more regular process in German
and Dutch than it is in English, which allows our
system to score higher on those languages.

Our method’s word accuracy compares favor-
ably with other methods. Bouma’s finite state ap-
proach for Dutch achieves 96.49% word accuracy
using 50K training points, while we achieve 98.20%.
With a larger model, trained on about 250K words,
Bouma achieves 98.17% word accuracy, against our
99.45%. Demberg (2006) reports that her HMM
approach for German scores 97.87% word accu-
racy, using a 90/10 training/test split on the CELEX

dataset. On the same set, Demberg et al. (2007) ob-
tain 99.28% word accuracy by applying the system
of Schmid et al. (2007). Our score using a similar
split is 99.78%.

Note that none of these scores are directly com-
parable, because we did not use the same train-test
splits as our competitors, just similar amounts of
training and test data. Furthermore, when assem-
bling random train-test splits, it is quite possible
that words sharing the same lemma will appear in
both the training and test sets. This makes the prob-
lem much easier with large training sets, where the
chance of this sort of overlap becomes high. There-
fore, any large data results may be slightly inflated
as a prediction of actual out-of-dictionary perfor-
mance.

6 L2P Performance

As we stated from the outset, one of our primary mo-
tivations for exploring orthographic syllabification is
the improvements it can produce in L2P systems.
To explore this, we tested our model in conjunc-
tion with a recent L2P system that has been shown
to predict phonemes with state-of-the-art word ac-
curacy (Jiampojamarn et al., 2007). Using a model
derived from training data, this L2P system first di-
vides a word into letter chunks, each containing one
or two letters. A local classifier then predicts a num-
ber of likely phonemes for each chunk, with confi-
dence values. A phoneme-sequence Markov model
is then used to select the most likely sequence from
the phonemes proposed by the local classifier.

Syllabification English Dutch German
None 84.67 91.56 90.18
Numbered NB 85.55 92.60 90.59
Break ONC 85.59 N/A N/A
Dictionary 86.29 93.03 90.57

Table 3: Word accuracy percentage on the letter-to-
phoneme task with and without the syllabification infor-
mation.

To measure the improvement syllabification can
effect on the L2P task, the L2P system was trained
with syllabified, rather than unsyllabified words.
Otherwise, the execution of the L2P system remains
unchanged. Data for this experiment is again drawn
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from the CELEX dictionary. In Table 3, we re-
port the average word accuracy achieved by the L2P
system using 10-fold cross-validation. We report
L2P performance without any syllabification infor-
mation, with perfect dictionary syllabification, and
with our small learned models of syllabification.
L2P performance with dictionary syllabification rep-
resents an approximate upper bound on the contribu-
tions of our system.

Our syllabification model improves L2P perfor-
mance. In English, perfect syllabification produces
a relative error reduction of 10.6%, and our model
captures over half of the possible improvement, re-
ducing the error rate by 6.0%. To our knowledge,
this is the first time a syllabification model has im-
proved L2P performance in English. Previous work
includes Marchand and Damper (2007)’s experi-
ments with SbA and the L2P problem on NETtalk.
Although perfect syllabification reduces their L2P
relative error rate by 18%, they find that their learned
model actually increases the error rate. Chen (2003)
achieved word accuracy of 91.7% for his L2P sys-
tem, testing on a different dictionary (Pronlex) with
a much larger training set. He does not report word
accuracy for his syllabification model. However, his
baseline L2P system is not improved by adding a
syllabification model.

For Dutch, perfect syllabification reduces the rela-
tive L2P error rate by 17.5%; we realize over 70% of
the available improvement with our syllabification
model, reducing the relative error rate by 12.4%.

In German, perfect syllabification produces only
a small reduction of 3.9% in the relative error rate.
Experiments show that our learned model actually
produces a slightly higher reduction in the relative
error rate. This anomaly may be due to errors or
inconsistencies in the dictionary syllabifications that
are not replicated in the model output. Previously,
Demberg (2006) generated statistically significant
L2P improvements in German by adding syllabifi-
cation pre-processing. However, our improvements
are coming at a much higher baseline level of word
accuracy – 90% versus only 75%.

Our results also provide some evidence that syl-
labification preprocessing may be more beneficial
to L2P than morphological preprocessing. Dem-
berg et al. (2007) report that oracle morphological
annotation produces a relative error rate reduction

of 3.6%. We achieve a larger decrease at a higher
level of accuracy, using an automatic pre-processing
technique. This may be because orthographic syl-
labifications already capture important facts about a
word’s morphology.

7 Conclusion

We have applied structured SVMs to the syllabifi-
cation problem, clearly outperforming existing sys-
tems. In English, we have demonstrated a 33% rela-
tive reduction in error rate with respect to the state of
the art. We used this improved syllabification to in-
crease the letter-to-phoneme accuracy of an existing
L2P system, producing a system with 85.5% word
accuracy, and recovering more than half of the po-
tential improvement available from perfect syllab-
ification. This is the first time automatic syllabi-
fication has been shown to improve English L2P.
Furthermore, we have demonstrated the language-
independence of our system by producing compet-
itive orthographic syllabification solutions for both
Dutch and German, achieving word syllabification
accuracies of 98% and 99% respectively. These
learned syllabification models also improve accu-
racy for German and Dutch letter-to-phoneme con-
version.

In future work on this task, we plan to explore
adding morphological features to the SVM, in an ef-
fort to overcome errors in compound words and in-
flectional forms. We would like to experiment with
performing L2P and syllabification jointly, rather
than using syllabification as a pre-processing step
for L2P. We are also working on applying our
method to phonetic syllabification.
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Abstract

In this paper, we propose a novel string-to-
dependency algorithm for statistical machine
translation. With this new framework, we em-
ploy a target dependency language model dur-
ing decoding to exploit long distance word
relations, which are unavailable with a tra-
ditional n-gram language model. Our ex-
periments show that the string-to-dependency
decoder achieves 1.48 point improvement in
BLEU and 2.53 point improvement in TER
compared to a standard hierarchical string-to-
string system on the NIST 04 Chinese-English
evaluation set.

1 Introduction

In recent years, hierarchical methods have been suc-
cessfully applied to Statistical Machine Translation
(Graehl and Knight, 2004; Chiang, 2005; Ding and
Palmer, 2005; Quirk et al., 2005). In some language
pairs, i.e. Chinese-to-English translation, state-of-
the-art hierarchical systems show significant advan-
tage over phrasal systems in MT accuracy. For ex-
ample, Chiang (2007) showed that the Hiero system
achieved about 1 to 3 point improvement in BLEU
on the NIST 03/04/05 Chinese-English evaluation
sets compared to a start-of-the-art phrasal system.

Our work extends the hierarchical MT approach.
We propose a string-to-dependency model for MT,
which employs rules that represent the source side
as strings and the target side as dependency struc-
tures. We restrict the target side to the so called well-
formed dependency structures, in order to cover a
large set of non-constituent transfer rules (Marcu et
al., 2006), and enable efficient decoding through dy-
namic programming. We incorporate a dependency

language model during decoding, in order to exploit
long-distance word relations which are unavailable
with a traditional n-gram language model on target
strings.

For comparison purposes, we replicated the Hiero
decoder (Chiang, 2005) as our baseline. Our string-
to-dependency decoder shows 1.48 point improve-
ment in BLEU and 2.53 point improvement in TER
on the NIST 04 Chinese-English MT evaluation set.

In the rest of this section, we will briefly dis-
cuss previous work on hierarchical MT and de-
pendency representations, which motivated our re-
search. In section 2, we introduce the model of
string-to-dependency decoding. Section 3 illustrates
of the use of dependency language models. In sec-
tion 4, we describe the implementation details of our
MT system. We discuss experimental results in sec-
tion 5, compare to related work in section 6, and
draw conclusions in section 7.

1.1 Hierarchical Machine Translation

Graehl and Knight (2004) proposed the use of target-
tree-to-source-string transducers (xRS) to model
translation. In xRS rules, the right-hand-side(rhs)
of the target side is a tree with non-terminals(NTs),
while the rhs of the source side is a string with
NTs. Galley et al. (2006) extended this string-to-tree
model by using Context-Free parse trees to represent
the target side. A tree could represent multi-level
transfer rules.

The Hiero decoder (Chiang, 2007) does not re-
quire explicit syntactic representation on either side
of the rules. Both source and target are strings with
NTs. Decoding is solved as chart parsing. Hiero can
be viewed as a hierarchical string-to-string model.

Ding and Palmer (2005) and Quirk et al. (2005)
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itwill

find

boy

the

interesting

Figure 1: The dependency tree for sentence the boy will
find it interesting

followed the tree-to-tree approach (Shieber and Sch-
abes, 1990) for translation. In their models, depen-
dency treelets are used to represent both the source
and the target sides. Decoding is implemented as
tree transduction preceded by source side depen-
dency parsing. While tree-to-tree models can rep-
resent richer structural information, existing tree-to-
tree models did not show advantage over string-to-
tree models on translation accuracy due to a much
larger search space.

One of the motivations of our work is to achieve
desirable trade-off between model capability and
search space through the use of the so called well-
formed dependency structures in rule representation.

1.2 Dependency Trees

Dependency trees reveal long-distance relations be-
tween words. For a given sentence, each word has a
parent word which it depends on, except for the root
word.

Figure 1 shows an example of a dependency tree.
Arrows point from the child to the parent. In this
example, the word find is the root.

Dependency trees are simpler in form than CFG
trees since there are no constituent labels. However,
dependency relations directly model semantic struc-
ture of a sentence. As such, dependency trees are a
desirable prior model of the target sentence.

1.3 Motivations for Well-Formed Dependency
Structures

We restrict ourselves to the so-called well-formed
target dependency structures based on the following
considerations.

Dynamic Programming

In (Ding and Palmer, 2005; Quirk et al., 2005),
there is no restriction on dependency treelets used in
transfer rules except for the size limit. This may re-
sult in a high dimensionality in hypothesis represen-

tation and make it hard to employ shared structures
for efficient dynamic programming.

In (Galley et al., 2004), rules contain NT slots and
combination is only allowed at those slots. There-
fore, the search space becomes much smaller. Fur-
thermore, shared structures can be easily defined
based on the labels of the slots.

In order to take advantage of dynamic program-
ming, we fixed the positions onto which another an-
other tree could be attached by specifying NTs in
dependency trees.

Rule Coverage

Marcu et al. (2006) showed that many useful
phrasal rules cannot be represented as hierarchical
rules with the existing representation methods, even
with composed transfer rules (Galley et al., 2006).
For example, the following rule
• <(hong)Chinese, (DT(the) JJ(red))English>

is not a valid string-to-tree transfer rule since the red
is a partial constituent.

A number of techniques have been proposed to
improve rule coverage. (Marcu et al., 2006) and
(Galley et al., 2006) introduced artificial constituent
nodes dominating the phrase of interest. The bi-
narization method used by Wang et al. (2007) can
cover many non-constituent rules also, but not all of
them. For example, it cannot handle the above ex-
ample. DeNeefe et al. (2007) showed that the best
results were obtained by combing these methods.

In this paper, we use well-formed dependency
structures to handle the coverage of non-constituent
rules. The use of dependency structures is due to the
flexibility of dependency trees as a representation
method which does not rely on constituents (Fox,
2002; Ding and Palmer, 2005; Quirk et al., 2005).
The well-formedness of the dependency structures
enables efficient decoding through dynamic pro-
gramming.

2 String-to-Dependency Translation

2.1 Transfer Rules with Well-Formed
Dependency Structures

A string-to-dependency grammar G is a 4-tuple
G =< R, X, Tf , Te >, where R is a set of transfer
rules. X is the only non-terminal, which is similar
to the Hiero system (Chiang, 2007). Tf is a set of
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terminals in the source language, and Te is a set of
terminals in the target language1 .

A string-to-dependency transfer rule R ∈ R is a
4-tuple R =< Sf , Se, D,A >, where Sf ∈ (Tf ∪
{X})+ is a source string, Se ∈ (Te ∪ {X})

+ is a
target string, D represents the dependency structure
for Se, and A is the alignment between Sf and Se.
Non-terminal alignments in A must be one-to-one.

In order to exclude undesirable structures, we
only allow Se whose dependency structure D is
well-formed, which we will define below. In addi-
tion, the same well-formedness requirement will be
applied to partial decoding results. Thus, we will be
able to employ shared structures to merge multiple
partial results.

Based on the results in previous work (DeNeefe
et al., 2007), we want to keep two kinds of depen-
dency structures. In one kind, we keep dependency
trees with a sub-root, where all the children of the
sub-root are complete. We call them fixed depen-
dency structures because the head is known or fixed.
In the other, we keep dependency structures of sib-
ling nodes of a common head, but the head itself is
unspecified or floating. Each of the siblings must be
a complete constituent. We call them floating de-
pendency structures. Floating structures can repre-
sent many linguistically meaningful non-constituent
structures: for example, like the red, a modifier of
a noun. Only those two kinds of dependency struc-
tures are well-formed structures in our system.

Furthermore, we operate over well-formed struc-
tures in a bottom-up style in decoding. However,
the description given above does not provide a clear
definition on how to combine those two types of
structures. In the rest of this section, we will pro-
vide formal definitions of well-formed structures and
combinatory operations over them, so that we can
easily manipulate well-formed structures in decod-
ing. Formal definitions also allow us to easily ex-
tend the framework to incorporate a dependency lan-
guage model in decoding. Examples will be pro-
vided along with the formal definitions.

Consider a sentence S = w1w2...wn. Let
d1d2...dn represent the parent word IDs for each
word. For example, d4 = 2 means that w4 depends

1We ignore the left hand side here because there is only one
non-terminal X . Of course, this formalism can be extended to
have multiple NTs.

itwill

find

boy

the

find

boy

(a) (b) (c)

Figure 2: Fixed dependency structures

boy will

the

interestingit

(a) (b)

Figure 3: Floating dependency structures

on w2. If wi is a root, we define di = 0.

Definition 1 A dependency structure di..j is fixed
on head h, where h ∈ [i, j], or fixed for short, if
and only if it meets the following conditions

• dh /∈ [i, j]
• ∀k ∈ [i, j] and k 6= h, dk ∈ [i, j]
• ∀k /∈ [i, j], dk = h or dk /∈ [i, j]

In addition, we say the category of di..j is
(−, h,−), where − means this field is undefined.

Definition 2 A dependency structure di...dj is float-
ing with children C , for a non-empty set C ⊆
{i, ..., j}, or floating for short, if and only if it meets
the following conditions

• ∃h /∈ [i, j], s.t.∀k ∈ C, dk = h
• ∀k ∈ [i, j] and k /∈ C, dk ∈ [i, j]
• ∀k /∈ [i, j], dk /∈ [i, j]

We say the category of di..j is (C,−,−) if j < h,
or (−,−, C) otherwise. A category is composed of
the three fields (A, h,B), where h is used to repre-
sent the head, and A and B are designed to model
left and right dependents of the head respectively.

A dependency structure is well-formed if and
only if it is either fixed or floating.

Examples

We can represent dependency structures with
graphs. Figure 2 shows examples of fixed structures,
Figure 3 shows examples of floating structures, and
Figure 4 shows ill-formed dependency structures.

It is easy to verify that the structures in Figures
2 and 3 are well-formed. 4(a) is ill-formed because
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interestingwill

findfind

boy

(a) (b)

Figure 4: Ill-formed dependency structures

boy does not have its child word the in the tree. 4(b)
is ill-formed because it is not a continuous segment.

As for the example the red mentioned above, it is
a well-formed floating dependency structure.

2.2 Operations on Well-Formed Dependency
Structures and Categories

One of the purposes of introducing floating depen-
dency structures is that siblings having a common
parent will become a well-defined entity, although
they are not considered a constituent. We always
build well-formed partial structures on the target
side in decoding. Furthermore, we combine partial
dependency structures in a way such that we can ob-
tain all possible well-formed but no ill-formed de-
pendency structures during bottom-up decoding.

The solution is to employ categories introduced
above. Each well-formed dependency structure has
a category. We can apply four combinatory oper-
ations over the categories. If we can combine two
categories with a certain category operation, we can
use a corresponding tree operation to combine two
dependency structures. The category of the com-
bined dependency structure is the result of the com-
binatory category operations.

We first introduce three meta category operations.
Two of them are unary operations, left raising (LR)
and right raising (RR), and one is the binary opera-
tion unification (UF).

First, the raising operations are used to turn a
completed fixed structure into a floating structure.
It is easy to verify the following theorem according
to the definitions.

Theorem 1 A fixed structure with category
(−, h,−) for span [i, j] is also a floating structure
with children {h} if there are no outside words
depending on word h.

∀k /∈ [i, j], dk 6= h. (1)

Therefore we can always raise a fixed structure if we
assume it is complete, i.e. (1) holds.

itwill

find

boy

the

interesting

LA

LA
LA RA

RA

LC RC

Figure 5: A dependency tree with flexible combination

Definition 3 Meta Category Operations

• LR((−, h,−)) = ({h},−,−)
• RR((−, h,−)) = (−,−, {h})
• UF((A1, h1, B1), (A2, h2, B2)) = NORM((A1 t

A2, h1 t h2, B1 t B2))
Unification is well-defined if and only if we can

unify all three elements and the result is a valid fixed
or floating category. For example, we can unify a
fixed structure with a floating structure or two float-
ing structures in the same direction, but we cannot
unify two fixed structures.

h1 t h2 =







h1 if h2 = −
h2 if h1 = −
undefined otherwise

A1 t A2 =







A1 if A2 = −
A2 if A1 = −
A1 ∪A2 otherwise

NORM((A, h, B)) =















(−, h,−) if h 6= −
(A,−,−) if h = −, B = −
(−,−, B) if h = −, A = −
undefined otherwise

Next we introduce the four tree operations on de-
pendency structures. Instead of providing the formal
definition, we use figures to illustrate these opera-
tions to make it easy to understand. Figure 1 shows
a traditional dependency tree. Figure 5 shows the
four operations to combine partial dependency struc-
tures, which are left adjoining (LA), right adjoining
(RA), left concatenation (LC) and right concatena-
tion (RC).

Child and parent subtrees can be combined with
adjoining which is similar to the traditional depen-
dency formalism. We can either adjoin a fixed struc-
ture or a floating structure to the head of a fixed
structure.

Complete siblings can be combined via concate-
nation. We can concatenate two fixed structures, one
fixed structure with one floating structure, or two
floating structures in the same direction. The flex-
ibility of the order of operation allows us to take ad-
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Figure 6: Operations over well-formed structures

vantage of various translation fragments encoded in
transfer rules.

Figure 6 shows alternative ways of applying op-
erations on well-formed structures to build larger
structures in a bottom-up style. Numbers represent
the order of operation.

We use the same names for the operations on cat-
egories for the sake of convenience. We can easily
use the meta category operations to define the four
combinatory operations. The definition of the oper-
ations in the left direction is as follows. Those in the
right direction are similar.

Definition 4 Combinatory category operations

LA((A1,−,−), (−, h2,−))

= UF((A1,−,−), (−, h2,−))

LA((−, h1,−), (−, h2,−))

= UF(LR((−, h1,−)), (−, h2,−))

LC((A1,−,−), (A2,−,−))

= UF((A1,−,−), (A2,−,−))

LC((A1,−,−), (−, h2,−))

= UF((A1,−,−), LR((−, h2,−)))

LC((−, h1,−), (A2,−,−))

= UF(LR((−, h1,−)), (A2,−,−))

LC((−, h1,−), (−, h2,−))

= UF(LR((−, h1,−)), LR((−, h2,−)))

It is easy to verify the soundness and complete-
ness of category operations based on one-to-one
mapping of the conditions in the definitions of cor-
responding operations on dependency structures and
on categories.

Theorem 2 (soundness and completeness)
Suppose X and Y are well-formed dependency
structures. OP(cat(X), cat(Y )) is well-defined for
a given operation OP if and only if OP(X,Y ) is
well-defined. Furthermore,

cat(OP(X, Y )) = OP(cat(X), cat(Y ))

Suppose we have a dependency tree for a red apple,
where both a and red depend on apple. There are
two ways to compute the category of this string from
the bottom up.

cat(Da red apple)

= LA(cat(Da), LA(cat(Dred), cat(Dapple)))

= LA(LC(cat(Da), cat(Dred)), cat(Dapple))

Based on Theorem 2, it follows that combinatory
operation of categories has the confluence property,
since the result dependency structure is determined.

Corollary 1 (confluence) The category of a well-
formed dependency tree does not depend on the or-
der of category calculation.

With categories, we can easily track the types of
dependency structures and constrain operations in
decoding. For example, we have a rule with depen-
dency structure find ← X , where X right adjoins
to find. Suppose we have two floating structures2 ,

cat(X1) = ({he, will},−,−)

cat(X2) = (−,−, {it, interesting})

We can replace X by X2, but not by X1 based on
the definition of category operations.

2.3 Rule Extraction

Now we explain how we get the string-to-
dependency rules from training data. The procedure
is similar to (Chiang, 2007) except that we maintain
tree structures on the target side, instead of strings.

Given sentence-aligned bi-lingual training data,
we first use GIZA++ (Och and Ney, 2003) to gen-
erate word level alignment. We use a statistical CFG
parser to parse the English side of the training data,
and extract dependency trees with Magerman’s rules
(1995). Then we use heuristic rules to extract trans-
fer rules recursively based on the GIZA alignment
and the target dependency trees. The rule extraction
procedure is as follows.

1. Initialization:
All the 4-tuples (P i,j

f , P m,n
e , D,A) are valid

phrase alignments, where source phrase P i,j
f is

2Here we use words instead of word indexes in categories to
make the example easy to understand.
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it

find

interesting
(D1)

(D2)
it

X

find

interesting
(D’)

Figure 7: Replacing it with X in D1

aligned to target phrase P m,n
e under alignment3

A, and D, the dependency structure for P m,n
e ,

is well-formed. All valid phrase templates are
valid rules templates.

2. Inference:
Let (P i,j

f , P m,n
e , D1, A) be a valid rule tem-

plate, and (P p,q
f , P s,t

e , D2, A) a valid phrase
alignment, where [p, q] ⊂ [i, j], [s, t] ⊂ [m,n],
D2 is a sub-structure of D1, and at least one
word in P i,j

f but not in P p,q
f is aligned.

We create a new valid rule template
(P ′

f , P ′

e, D
′, A), where we obtain P ′

f by

replacing P p,q
f with label X in P i,j

f , and obtain
P ′

e by replacing P s,t
e with X in P m,n

e . Further-
more, We obtain D′ by replacing sub-structure
D2 with X in D1

4. An example is shown in
Figure 7.

Among all valid rule templates, we collect those
that contain at most two NTs and at most seven ele-
ments in the source as transfer rules in our system.

2.4 Decoding

Following previous work on hierarchical MT (Chi-
ang, 2005; Galley et al., 2006), we solve decoding
as chart parsing. We view target dependency as the
hidden structure of source fragments.

The parser scans all source cells in a bottom-up
style, and checks matched transfer rules according to
the source side. Once there is a completed rule, we
build a larger dependency structure by substituting
component dependency structures for corresponding
NTs in the target dependency structure of rules.

Hypothesis dependency structures are organized
in a shared forest, or AND-OR structures. An AND-

3By P
i,j

f aligned to P m,n
e , we mean all words in P

i,j

f are
either aligned to words in P m,n

e or unaligned, and vice versa.
Furthermore, at least one word in P

i,j

f is aligned to a word in
P m,n

e .
4If D2 is a floating structure, we need to merge several

dependency links into one.

structure represents an application of a rule over
component OR-structures, and an OR-structure rep-
resents a set of alternative AND-structures with the
same state. A state means a n-tuple that character-
izes the information that will be inquired by up-level
AND-structures.

Supposing we use a traditional tri-gram language
model in decoding, we need to specify the leftmost
two words and the rightmost two words in a state.
Since we only have a single NT X in the formalism
described above, we do not need to add the NT la-
bel in states. However, we need to specify one of
the three types of the dependency structure: fixed,
floating on the left side, or floating on the right side.
This information is encoded in the category of the
dependency structure.

In the next section, we will explain how to ex-
tend categories and states to exploit a dependency
language model during decoding.

3 Dependency Language Model

For the dependency tree in Figure 1, we calculate the
probability of the tree as follows

Prob = PT (find)

×PL(will|find-as-head)

×PL(boy|will, find-as-head)

×PL(the|boy-as-head)

×PR(it|find-as-head)

×PR(interesting|it, find-as-head)

Here PT (x) is the probability that word x is the
root of a dependency tree. PL and PR are left and
right side generative probabilities respectively. Let
wh be the head, and wL1

wL2
...wLn be the children

on the left side from the nearest to the farthest. Sup-
pose we use a tri-gram dependency LM,

PL(wL1
wL2

...wLn
|wh-as-head)

= PL(wL1
|wh-as-head)

×PL(wL2
|wL1

, wh-as-head)

×...× PL(wLn
|wLn−1

, wLn−2
) (2)

wh-as-head represents wh used as the head, and
it is different from wh in the dependency language
model. The right side probability is similar.

In order to calculate the dependency language
model score, or depLM score for short, on the fly for
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partial hypotheses in a bottom-up decoding, we need
to save more information in categories and states.

We use a 5-tuple (LF,LN, h,RN,RF ) to repre-
sent the category of a dependency structure. h rep-
resents the head. LF and RF represent the farthest
two children on the left and right sides respectively.
Similarly, LN and RN represent the nearest two
children on the left and right sides respectively. The
three types of categories are as follows.
• fixed: (LF,−, h,−, RF )
• floating left: (LF,LN,−,−,−)
• floating right: (−,−,−, RN,RF )

Similar operations as described in Section 2.2 are
used to keep track of the head and boundary child
nodes which are then used to compute depLM scores
in decoding. Due to the limit of space, we skip the
details here.

4 Implementation Details

Features

1. Probability of the source side given the target
side of a rule

2. Probability of the target side given the source
side of a rule

3. Word alignment probability
4. Number of target words
5. Number of concatenation rules used
6. Language model score
7. Dependency language model score
8. Discount on ill-formed dependency structures

We have eight features in our system. The values of
the first four features are accumulated on the rules
used in a translation. Following (Chiang, 2005),
we also use concatenation rules like X → XX for
backup. The 5th feature counts the number of con-
catenation rules used in a translation. In our sys-
tem, we allow substitutions of dependency struc-
tures with unmatched categories, but there is a dis-
count for such substitutions.

Weight Optimization

We tune the weights with several rounds of
decoding-optimization. Following (Och, 2003), the
k-best results are accumulated as the input of the op-
timizer. Powell’s method is used for optimization
with 20 random starting points around the weight
vector of the last iteration.

Rescoring

We rescore 1000-best translations (Huang and
Chiang, 2005) by replacing the 3-gram LM score
with the 5-gram LM score computed offline.

5 Experiments

We carried out experiments on three models.
• baseline: replication of the Hiero system.
• filtered: a string-to-string MT system as in

baseline. However, we only keep the transfer
rules whose target side can be generated by a
well-formed dependency structure.
• str-dep: a string-to-dependency system with a

dependency LM.
We take the replicated Hiero system as our

baseline because it is the closest to our string-to-
dependency model. They have similar rule extrac-
tion and decoding algorithms. Both systems use
only one non-terminal label in rules. The major dif-
ference is in the representation of target structures.
We use dependency structures instead of strings;
thus, the comparison will show the contribution of
using dependency information in decoding.

All models are tuned on BLEU (Papineni et al.,
2001), and evaluated on both BLEU and Translation
Error Rate (TER) (Snover et al., 2006) so that we
could detect over-tuning on one metric.

We used part of the NIST 2006 Chinese-
English large track data as well as some LDC
corpora collected for the DARPA GALE program
(LDC2005E83, LDC2006E34 and LDC2006G05)
as our bilingual training data. It contains about
178M/191M words in source/target. Hierarchical
rules were extracted from a subset which has about
35M/41M words5, and the rest of the training data
were used to extract phrasal rules as in (Och, 2003;
Chiang, 2005). The English side of this subset was
also used to train a 3-gram dependency LM. Tra-
ditional 3-gram and 5-gram LMs were trained on a
corpus of 6G words composed of the LDC Gigaword
corpus and text downloaded from Web (Bulyko et
al., 2007). We tuned the weights on NIST MT05
and tested on MT04.

5It includes eight corpora: LDC2002E18, LDC2003E07,
LDC2004T08 HK News, LDC2005E83, LDC2005T06,
LDC2005T10, LDC2006E34, and LDC2006G05
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Model #Rules
baseline 140M
filtered 26M
str-dep 27M

Table 1: Number of transfer rules

Model
BLEU% TER%

lower mixed lower mixed
Decoding (3-gram LM)

baseline 38.18 35.77 58.91 56.60
filtered 37.92 35.48 57.80 55.43
str-dep 39.52 37.25 56.27 54.07

Rescoring (5-gram LM)
baseline 40.53 38.26 56.35 54.15
filtered 40.49 38.26 55.57 53.47
str-dep 41.60 39.47 55.06 52.96

Table 2: BLEU and TER scores on the test set.

Table 1 shows the number of transfer rules ex-
tracted from the training data for the tuning and
test sets. The constraint of well-formed dependency
structures greatly reduced the size of the rule set. Al-
though the rule size increased a little bit after incor-
porating dependency structures in rules, the size of
string-to-dependency rule set is less than 20% of the
baseline rule set size.

Table 2 shows the BLEU and TER scores
on MT04. On decoding output, the string-to-
dependency system achieved 1.48 point improve-
ment in BLEU and 2.53 point improvement in
TER compared to the baseline hierarchical string-
to-string system. After 5-gram rescoring, it achieved
1.21 point improvement in BLEU and 1.19 improve-
ment in TER. The filtered model does not show im-
provement on BLEU. The filtered string-to-string
rules can be viewed the string projection of string-
to-dependency rules. It means that just using depen-
dency structure does not provide an improvement on
performance. However, dependency structures al-
low the use of a dependency LM which gives rise to
significant improvement.

6 Discussion

The well-formed dependency structures defined here
are similar to the data structures in previous work on
mono-lingual parsing (Eisner and Satta, 1999; Mc-
Donald et al., 2005). However, here we have fixed
structures growing on both sides to exploit various
translation fragments learned in the training data,

while the operations in mono-lingual parsing were
designed to avoid artificial ambiguity of derivation.

Charniak et al. (2003) described a two-step string-
to-CFG-tree translation model which employed a
syntax-based language model to select the best
translation from a target parse forest built in the first
step. Only translation probability P (F |E) was em-
ployed in the construction of the target forest due to
the complexity of the syntax-based LM. Since our
dependency LM models structures over target words
directly based on dependency trees, we can build a
single-step system. This dependency LM can also
be used in hierarchical MT systems using lexical-
ized CFG trees.

The use of a dependency LM in MT is similar to
the use of a structured LM in ASR (Xu et al., 2002),
which was also designed to exploit long-distance re-
lations. The depLM is used in a bottom-up style,
while SLM is employed in a left-to-right style.

7 Conclusions and Future Work

In this paper, we propose a novel string-to-
dependency algorithm for statistical machine trans-
lation. For comparison purposes, we replicated
the Hiero system as described in (Chiang, 2005).
Our string-to-dependency system generates 80%
fewer rules, and achieves 1.48 point improvement in
BLEU and 2.53 point improvement in TER on the
decoding output on the NIST 04 Chinese-English
evaluation set.

Dependency structures provide a desirable plat-
form to employ linguistic knowledge in MT. In the
future, we will continue our research in this direction
to carry out translation with deeper features, for ex-
ample, propositional structures (Palmer et al., 2005).
We believe that the fixed and floating structures pro-
posed in this paper can be extended to model predi-
cates and arguments.
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Abstract

Conventionaln-best reranking techniques of-
ten suffer from the limited scope of then-
best list, which rules out many potentially
good alternatives. We instead proposeforest
reranking, a method that reranks a packed for-
est of exponentially many parses. Since ex-
act inference is intractable with non-local fea-
tures, we present an approximate algorithm in-
spired by forest rescoring that makes discrim-
inative training practical over the whole Tree-
bank. Our final result, an F-score of 91.7, out-
performs both 50-best and 100-best reranking
baselines, and is better than any previously re-
ported systems trained on the Treebank.

1 Introduction

Discriminative reranking has become a popular
technique for many NLP problems, in particular,
parsing (Collins, 2000) and machine translation
(Shen et al., 2005). Typically, this method first gen-
erates a list of top-n candidates from a baseline sys-
tem, and then reranks thisn-best list with arbitrary
features that are not computable or intractable to
compute within the baseline system. But despite its
apparent success, there remains a major drawback:
this method suffers from the limited scope of then-
best list, which rules out many potentially good al-
ternatives. For example 41% of the correct parses
were not in the candidates of∼30-best parses in
(Collins, 2000). This situation becomes worse with
longer sentences because the number of possible in-
terpretations usually grows exponentially with the

∗ Part of this work was done while I was visiting Institute
of Computing Technology, Beijing, and I thank Prof. Qun Liu
and his lab for hosting me. I am also grateful to Dan Gildea and
Mark Johnson for inspirations, Eugene Charniak for help with
his parser, and Wenbin Jiang for guidance on perceptron aver-
aging. This project was supported by NSF ITR EIA-0205456.

local non-local
conventional reranking only at the root
DP-based discrim. parsingexact N/A
this work: forest-reranking exact on-the-fly

Table 1: Comparison of various approaches for in-
corporating local and non-local features.

sentence length. As a result, we often see very few
variations among then-best trees, for example, 50-
best trees typically just represent a combination of 5
to 6 binary ambiguities (since25 < 50 < 26).

Alternatively, discriminative parsing is tractable
with exact and efficient search based on dynamic
programming (DP) if all features are restricted to be
local, that is, only looking at a local window within
the factored search space (Taskar et al., 2004; Mc-
Donald et al., 2005). However, we miss the benefits
of non-local features that are not representable here.

Ideally, we would wish to combine the merits of
both approaches, where an efficient inference algo-
rithm could integrate both local and non-local fea-
tures. Unfortunately, exact search is intractable (at
least in theory) for features with unbounded scope.
So we proposeforest reranking, a technique inspired
by forest rescoring (Huang and Chiang, 2007) that
approximately reranks the packed forest of expo-
nentially many parses. The key idea is to compute
non-local features incrementally from bottom up, so
that we can rerank then-best subtrees at all internal
nodes, instead of only at the root node as in conven-
tional reranking (see Table 1). This method can thus
be viewed as a step towards the integration of dis-
criminative reranking with traditional chart parsing.

Although previous work on discriminative pars-
ing has mainly focused on short sentences (≤ 15
words) (Taskar et al., 2004; Turian and Melamed,
2007), our work scales to the whole Treebank, where
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VP1,6

VBD1,2 blah NP2,6

NP2,3 blah PP3,6

b
e2 e1

Figure 1: A partial forest of the example sentence.

we achieved an F-score of 91.7, which is a 19% er-
ror reduction from the 1-best baseline, and outper-
forms both 50-best and 100-best reranking. This re-
sult is also better than any previously reported sys-
tems trained on the Treebank.

2 Packed Forests as Hypergraphs

Informally, a packed parse forest, orforest in short,
is a compact representation of all the derivations
(i.e., parse trees) for a given sentence under a
context-free grammar (Billot and Lang, 1989). For
example, consider the following sentence

0 I 1 saw 2 him 3 with 4 a 5 mirror 6

where the numbers between words denote string po-
sitions. Shown in Figure 1, this sentence has (at
least) two derivations depending on the attachment
of the prep. phrase PP3,6 “with a mirror”: it can ei-
ther be attached to the verb “saw”,

VBD1,2 NP2,3 PP3,6

VP1,6 , (*)

or be attached to “him”, which will be further com-
bined with the verb to form the same VP as above.
These two derivations can be represented as a sin-
gle forest by sharing common sub-derivations. Such
a forest has a structure of a hypergraph (Klein and
Manning, 2001; Huang and Chiang, 2005), where
items like PP3,6 are callednodes, and deductive
steps like (*) correspond tohyperedges.

More formally, aforest is a pair〈V, E〉, whereV

is the set ofnodes, andE the set ofhyperedges. For
a given sentencew1:l = w1 . . . wl, each nodev ∈ V

is in the form ofX i,j , which denotes the recogni-
tion of nonterminalX spanning the substring from
positionsi throughj (that is,wi+1 . . . wj). Each hy-
peredgee ∈ E is a pair〈tails(e), head(e)〉, where

head(e) ∈ V is the consequent node in the deduc-
tive step, andtails(e) ∈ V ∗ is the list of antecedent
nodes. For example, the hyperedge for deduction (*)
is notated:

e1 = 〈(VBD1,2, NP2,3, PP3,6), VP1,6〉

We also denoteIN (v) to be the set ofincom-
ing hyperedges of nodev, which represent the dif-
ferent ways of derivingv. For example, in the for-
est in Figure 1,IN (VP1,6) is {e1, e2}, with e2 =
〈(VBD1,2, NP2,6), VP1,6〉. We call|e| thearity of
hyperedgee, which counts the number of tail nodes
in e. The arity of a hypergraph is the maximum ar-
ity over all hyperedges. A CKY forest has an arity
of 2, since the input grammar is required to be bi-
nary branching (cf. Chomsky Normal Form) to en-
sure cubic time parsing complexity. However, in this
work, we use forests from a Treebank parser (Char-
niak, 2000) whose grammar is often flat in many
productions. For example, the arity of the forest in
Figure 1 is 3. Such a Treebank-style forest is eas-
ier to work with for reranking, since many features
can be directly expressed in it. There is also a distin-
guishedroot node TOP in each forest, denoting the
goal item in parsing, which is simply S0,l where S is
the start symbol andl is the sentence length.

3 Forest Reranking

3.1 Generic Reranking with the Perceptron

We first establish a unified framework for parse
reranking with bothn-best lists and packed forests.

For a given sentences, a generic reranker selects
the best parsêy among the set of candidatescand(s)
according to some scoring function:

ŷ = argmax
y∈cand(s)

score(y) (1)

In n-best reranking,cand(s) is simply a set of
n-best parses from the baseline parser, that is,
cand(s) = {y1, y2, . . . , yn}. Whereas in forest
reranking,cand(s) is a forest implicitly represent-
ing the set of exponentially many parses.

As usual, we define the score of a parsey to be
the dot product between a high dimensional feature
representation and a weight vectorw:

score(y) = w · f(y) (2)
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where the feature extractorf is a vector ofd func-
tions f = (f1, . . . , fd), and each featurefj maps
a parsey to a real numberfj(y). Following (Char-
niak and Johnson, 2005), the first featuref1(y) =
log Pr(y) is the log probability of a parse from the
baseline generative parser, while the remaining fea-
tures are all integer valued, and each of them counts
the number of times that a particular configuration
occurs in parsey. For example, one such feature
f2000 might be a question

“how many times is aVP of length 5 surrounded
by the word‘has’ and the period? ”

which is an instance of theWordEdges feature (see
Figure 2(c) and Section 3.2 for details).

Using a machine learning algorithm, the weight
vector w can be estimated from the training data
where each sentencesi is labelled with its cor-
rect (“gold-standard”) parsey∗i . As for the learner,
Collins (2000) uses the boosting algorithm and
Charniak and Johnson (2005) use the maximum en-
tropy estimator. In this work we use the averaged
perceptron algorithm (Collins, 2002) since it is an
online algorithm much simpler and orders of magni-
tude faster than Boosting and MaxEnt methods.

Shown in Pseudocode 1, the perceptron algo-
rithm makes several passes over the whole train-
ing data, and in each iteration, for each sentencesi,
it tries to predict a best parsêyi among the candi-
datescand(si) using the current weight setting. In-
tuitively, we want the gold parsey∗i to be picked, but
in general it isnotguaranteed to be withincand(si),
because the grammar may fail to cover the gold
parse, and because the gold parse may be pruned
away due to the limited scope ofcand(si). So we
define anoracle parse y+

i to be the candidate that
has the highest Parseval F-score with respect to the
gold treey∗i :1

y+
i , argmax

y∈cand(si)
F (y, y∗i ) (3)

where functionF returns the F-score. Now we train
the reranker to pick the oracle parses as often as pos-
sible, and in case an error is made (line 6), perform
an update on the weight vector (line 7), by adding
the difference between two feature representations.

1If one uses the goldy∗
i for oracley+

i , the perceptron will
continue to make updates towards something unreachable even
when the decoder has picked the best possible candidate.

Pseudocode 1 Perceptron for Generic Reranking
1: Input: Training examples{cand(si), y

+
i }

N
i=1 ⊲ y+

i is the
oracle tree forsi amongcand(si)

2: w← 0 ⊲ initial weights
3: for t← 1 . . . T do ⊲ T iterations
4: for i← 1 . . . N do
5: ŷ = argmaxy∈cand(si)

w · f(y)

6: if ŷ 6= y+
i then

7: w← w + f(y+
i )− f(ŷ)

8: return w

In n-best reranking, since all parses are explicitly
enumerated, it is trivial to compute the oracle tree.2

However, it remains widely open how to identify the
forest oracle. We will present a dynamic program-
ming algorithm for this problem in Sec. 4.1.

We also use a refinement called “averaged param-
eters” where the final weight vector is the average of
weight vectors after each sentence in each iteration
over the training data. This averaging effect has been
shown to reduce overfitting and produce much more
stable results (Collins, 2002).

3.2 Factorizing Local and Non-Local Features

A key difference betweenn-best and forest rerank-
ing is the handling of features. Inn-best reranking,
all features are treated equivalently by the decoder,
which simply computes the value of each one on
each candidate parse. However, for forest reranking,
since the trees are not explicitly enumerated, many
features can not be directly computed. So we first
classify features into local and non-local, which the
decoder will process in very different fashions.

We define a featuref to be local if and only if
it can be factored among the local productions in a
tree, andnon-local if otherwise. For example, the
Rule feature in Fig. 2(a) is local, while theParen-
tRule feature in Fig. 2(b) is non-local. It is worth
noting that some features which seem complicated
at the first sight are indeed local. For example, the
WordEdges feature in Fig. 2(c), which classifies
a node by its label, span length, and surrounding
words, is still local since all these information are
encoded either in the node itself or in the input sen-
tence. In contrast, it would become non-local if we
replace the surrounding words by surrounding POS

2In case multiple candidates get the same highest F-score,
we choose the parse with the highest log probability from the
baseline parser to be the oracle parse (Collins, 2000).
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(a) Rule (local) (b)ParentRule (non-local) (c)WordEdges (local) (d)NGramTree (non-local)
〈 VP→ VBD NP PP〉 〈 VP→ VBD NP PP| S 〉 〈 NP 5 has .〉 〈 VP (VBD saw) (NP (DT the))〉

Figure 2: Illustration of some example features. Shaded nodes denote information included in the feature.

tags, which are generated dynamically.
More formally, we split the feature extractorf =

(f1, . . . , fd) into f = (fL; fN ) wherefL andfN are
the local and non-local features, respectively. For the
former, we extend their domains from parses to hy-
peredges, wheref(e) returns the value of a local fea-
turef ∈ fL on hyperedgee, and its value on a parsey

factors across the hyperedges (local productions),

fL(y) =
∑

e∈y

fL(e) (4)

and we can pre-computefL(e) for eache in a forest.
Non-local features, however, can not be pre-

computed, but we still prefer to compute themas
early as possible, which we call “on-the-fly” com-
putation, so that our decoder can be sensitive to them
at internal nodes. For instance, theNGramTree fea-
ture in Fig. 2 (d) returns the minimum tree fragement
spanning a bigram, in this case “saw” and “the”, and
should thus be computed at thesmallest common an-
cestorof the two, which is the VP node in this ex-
ample. Similarly, theParentRule feature in Fig. 2
(b) can be computed when the S subtree is formed.
In doing so, we essentially factor non-local features
acrosssubtrees, where for each subtreey′ in a parse
y, we define aunit feature f̊(y′) to be the part of
f(y) that are computable withiny′, but not com-
putable in any (proper) subtree ofy′. Then we have:

fN (y) =
∑

y′∈y

f̊N (y′) (5)

Intuitively, we compute the unit non-local fea-
tures at each subtree from bottom-up. For example,
for the binary-branching node Ai,k in Fig. 3, the

Ai,k

Bi,j

wi . . . wj−1

Cj,k

wj . . . wk−1

Figure 3: Example of the unitNGramTree feature
at node Ai,k: 〈 A (B . . . wj−1) (C . . . wj) 〉.

unit NGramTree instance is for the pair〈wj−1, wj〉
on the boundary between the two subtrees, whose
smallest common ancestor is the current node. Other
unit NGramTree instances within this span have al-
ready been computed in the subtrees, except those
for the boundary words of the whole node,wi and
wk−1, which will be computed when this node is fur-
ther combined with other nodes in the future.

3.3 Approximate Decoding via Cube Pruning

Before moving on to approximate decoding with
non-local features, we first describe the algorithm
for exact decoding when only local features are
present, where many concepts and notations will be
re-used later. We will useD(v) to denote the top
derivations of nodev, where D1(v) is its 1-best
derivation. We also use the notation〈e, j〉 to denote
the derivation along hyperedgee, using thejith sub-
derivation for tailui, so 〈e,1〉 is the best deriva-
tion alonge. The exact decoding algorithm, shown
in Pseudocode 2, is an instance of the bottom-up
Viterbi algorithm, which traverses the hypergraph in
a topological order, and at each nodev, calculates
its 1-best derivation using each incoming hyperedge
e ∈ IN (v). The cost ofe, c(e), is the score of its
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Pseudocode 2 Exact Decoding with Local Features
1: function V ITERBI(〈V, E〉)
2: for v ∈ V in topological orderdo
3: for e ∈ IN (v) do
4: c(e)← w · fL(e) +

P

ui∈tails(e) c(D1(ui))

5: if c(e) > c(D1(v)) then ⊲ better derivation?
6: D1(v)← 〈e,1〉
7: c(D1(v))← c(e)

8: return D1(TOP)

Pseudocode 3 Cube Pruning for Non-local Features
1: function CUBE(〈V, E〉)
2: for v ∈ V in topological orderdo
3: KBEST(v)

4: return D1(TOP)

5: procedure KBEST(v)
6: heap ← ∅; buf ← ∅
7: for e ∈ IN (v) do
8: c(〈e,1〉)← EVAL (e,1) ⊲ extract unit features
9: append〈e,1〉 to heap

10: HEAPIFY(heap) ⊲ prioritized frontier
11: while |heap| > 0 and|buf | < k do
12: item← POP-MAX(heap) ⊲ extract next-best
13: appenditem to buf
14: PUSHSUCC(item, heap)

15: sortbuf to D(v)

16: procedure PUSHSUCC(〈e, j〉, heap)
17: e is v → u1 . . . u|e|

18: for i in 1 . . . |e| do
19: j′ ← j + bi ⊲ bi is 1 only on theith dim.
20: if |D(ui)| ≥ j′i then ⊲ enough sub-derivations?
21: c(〈e, j′〉)← EVAL (e, j′) ⊲ unit features
22: PUSH(〈e, j′〉, heap)

23: function EVAL (e, j)
24: e is v → u1 . . . u|e|

25: return w · fL(e) + w · f̊N (〈e, j〉) +
P

i
c(Dji

(ui))

(pre-computed) local featuresw · fL(e). This algo-
rithm has a time complexity ofO(E), and is almost
identical to traditional chart parsing, except that the
forest might be more than binary-branching.

For non-local features, we adapt cube pruning
from forest rescoring (Chiang, 2007; Huang and
Chiang, 2007), since the situation here is analogous
to machine translation decoding with integrated lan-
guage models: we can view the scores of unit non-
local features as the language model cost, computed
on-the-fly when combining sub-constituents.

Shown in Pseudocode 3, cube pruning works
bottom-up on the forest, keeping a beam of at mostk

derivations at each node, and uses thek-best pars-
ing Algorithm 2 of Huang and Chiang (2005) to
speed up the computation. When combining the sub-

derivations along a hyperedgee to form a new sub-
treey′ = 〈e, j〉, we also compute its unit non-local
feature values̊fN (〈e, j〉) (line 25). A priority queue
(heap in Pseudocode 3) is used to hold the candi-
dates for the next-best derivation, which is initial-
ized to the set of best derivations along each hyper-
edge (lines 7 to 9). Then at each iteration, we pop
the best derivation (lines 12), and push its succes-
sors back into the priority queue (line 14). Analo-
gous to the language model cost in forest rescoring,
the unit feature cost here is a non-monotonic score in
the dynamic programming backbone, and the deriva-
tions may thus be extractedout-of-order. So a buffer
buf is used to hold extracted derivations, which is
sorted at the end (line 15) to form the list of top-k

derivationsD(v) of nodev. The complexity of this
algorithm isO(E + V k log kN ) (Huang and Chi-
ang, 2005), whereO(N ) is the time for on-the-fly
feature extraction for each subtree, which becomes
the bottleneck in practice.

4 Supporting Forest Algorithms

4.1 Forest Oracle

Recall that the Parseval F-score is the harmonic
mean of labelled precisionP and labelled recallR:

F (y, y∗) ,
2PR

P + R
=

2|y ∩ y∗|

|y|+ |y∗|
(6)

where|y| and|y∗| are the numbers of brackets in the
test parse and gold parse, respectively, and|y ∩ y∗|
is the number of matched brackets. Since the har-
monic mean is a non-linear combination, we can not
optimize the F-scores on sub-forests independently
with a greedy algorithm. In other words, the optimal
F-score tree in a forest isnot guaranteed to be com-
posed of two optimal F-score subtrees.

We instead propose a dynamic programming al-
gorithm which optimizes the number of matched
brackets for a given number of test brackets. For ex-
ample, our algorithm will ask questions like,

“when a test parse has 5 brackets, what is the
maximum number of matched brackets?”

More formally, at each nodev, we compute anora-
cle functionora[v] : N 7→ N, which maps an integer
t to ora[v](t), the max. number of matched brackets
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Pseudocode 4 Forest Oracle Algorithm
1: function ORACLE(〈V, E〉, y∗)
2: for v ∈ V in topological orderdo
3: for e ∈ BS(v) do
4: e is v → u1u2 . . . u|e|

5: ora[v]← ora[v]⊕ (⊗iora[ui])

6: ora[v]← ora[v] ⇑ (1,1v∈y∗)

7: return F (y+, y∗) = maxt
2·ora[TOP](t)

t+|y∗|
⊲ oracle F1

for all parsesyv of nodev with exactlyt brackets:

ora[v](t) , max
yv :|yv |=t

|yv ∩ y∗| (7)

When nodev is combined with another nodeu
along a hyperedgee = 〈(v, u), w〉, we need to com-
bine the two oracle functionsora[v] andora[u] by
distributing the test brackets ofw betweenv andu,
and optimize the number of matched bracktes. To
do this we define aconvolution operator⊗ between
two functionsf andg:

(f ⊗ g)(t) , max
t1+t2=t

f(t1) + g(t2) (8)

For instance:

t f(t)
2 1
3 2

⊗
t g(t)
4 4
5 4

=

t (f ⊗ g)(t)
6 5
7 6
8 6

The oracle function for the head nodew is then

ora[w](t) = (ora[v]⊗ ora[u])(t− 1)+1w∈y∗ (9)

where1 is the indicator function, returning 1 if node
w is found in the gold treey∗, in which case we
increment the number of matched brackets. We can
also express Eq. 9 in a purely functional form

ora[w] = (ora[v]⊗ ora[u]) ⇑ (1,1w∈y∗) (10)

where⇑ is a translation operatorwhich shifts a
function along the axes:

(f ⇑ (a, b))(t) , f(t− a) + b (11)

Above we discussed the case of one hyperedge. If
there is another hyperedgee′ deriving nodew, we
also need to combine the resulting oracle functions
from both hyperedges, for which we define apoint-
wise additionoperator⊕:

(f ⊕ g)(t) , max{f(t), g(t)} (12)

Shown in Pseudocode 4, we perform these com-
putations in a bottom-up topological order, and fi-
nally at the root node TOP, we can compute the best
global F-score by maximizing over different num-
bers of test brackets (line 7). The oracle treey+ can
be recursively restored by keeping backpointers for
eachora[v](t), which we omit in the pseudocode.

The time complexity of this algorithm for a sen-
tence ofl words isO(|E| · l2(a−1)) wherea is the
arity of the forest. For a CKY forest, this amounts
to O(l3 · l2) = O(l5), but for general forests like
those in our experiments the complexities are much
higher. In practice it takes on average0.05 seconds
for forests pruned byp = 10 (see Section 4.2), but
we can pre-compute and store the oracle for each
forest before training starts.

4.2 Forest Pruning

Our forest pruning algorithm (Jonathan Graehl, p.c.)
is very similar to the method based on marginal
probability (Charniak and Johnson, 2005), except
that ours prunes hyperedges as well as nodes. Ba-
sically, we use an Inside-Outside algorithm to com-
pute the Viterbi inside costβ(v) and the Viterbi out-
side costα(v) for each nodev, and then compute the
merit αβ(e) for each hyperedge:

αβ(e) = α(head(e)) +
∑

ui∈tails(e)

β(ui) (13)

Intuitively, this merit is the cost of the best deriva-
tion that traversese, and the differenceδ(e) =
αβ(e) − β(TOP) can be seen as the distance away
from the globally best derivation. We prune away
all hyperedges that haveδ(e) > p for a thresh-
old p. Nodes with all incoming hyperedges pruned
are also pruned. The key difference from (Charniak
and Johnson, 2005) is that in this algorithm, a node
can “partially” survive the beam, with a subset of its
hyperedges pruned. In practice, this method prunes
on average 15% more hyperedges than their method.

5 Experiments

We compare the performance of our forest reranker
againstn-best reranking on the Penn English Tree-
bank (Marcus et al., 1993). The baseline parser is
the Charniak parser, which we modified to output a
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Local instances Non-Local instances
Rule 10, 851 ParentRule 18, 019
Word 20, 328 WProj 27, 417
WordEdges 454, 101 Heads 70, 013
CoLenPar 22 HeadTree 67, 836
Bigram⋄ 10, 292 Heavy 1, 401
Trigram⋄ 24, 677 NGramTree 67, 559
HeadMod⋄ 12, 047 RightBranch 2
DistMod⋄ 16, 017

Total Feature Instances: 800, 582

Table 2: Features used in this work. Those with a⋄

are from (Collins, 2000), and others are from (Char-
niak and Johnson, 2005), with simplifications.

packed forest for each sentence.3

5.1 Data Preparation

We use the standard split of the Treebank: sections
02-21 as the training data (39832 sentences), sec-
tion 22 as the development set (1700 sentences), and
section 23 as the test set (2416 sentences). Follow-
ing (Charniak and Johnson, 2005), the training set is
split into 20 folds, each containing about 1992 sen-
tences, and is parsed by the Charniak parser with a
model trained on sentences from the remaining 19
folds. The development set and the test set are parsed
with a model trained on all 39832 training sentences.

We implemented bothn-best and forest reranking
systems in Python and ran our experiments on a 64-
bit Dual-Core Intel Xeon with 3.0GHz CPUs. Our
feature set is summarized in Table 2, which closely
follows Charniak and Johnson (2005), except that
we excluded the non-local featuresEdges, NGram,
and CoPar, and simplifiedRule and NGramTree
features, since they were too complicated to com-
pute.4 We also added fourunlexicalizedlocal fea-
tures from Collins (2000) to cope with data-sparsity.

Following Charniak and Johnson (2005), we ex-
tracted the features from the 50-best parses on the
training set (sec. 02-21), and used a cut-off of 5 to
prune away low-count features. There are 0.8M fea-
tures in our final set, considerably fewer than that
of Charniak and Johnson which has about 1.3M fea-

3This is a relatively minor change to the Charniak parser,
since it implements Algorithm 3 of Huang and Chiang (2005)
for efficient enumeration ofn-best parses, which requires stor-
ing the forest. The modified parser and related scripts for han-
dling forests (e.g. oracles) will be available on my homepage.

4In fact, ourRule andParentRule features are two special
cases of the originalRule feature in (Charniak and Johnson,
2005). We also restrictedNGramTree to be on bigrams only.
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Figure 4: Forests (shown with various pruning
thresholds) enjoy higher oracle scores and more
compact sizes thann-best lists (on sec 23).

tures in the updated version.5 However, our initial
experiments show that, even with this much simpler
feature set, our 50-best reranker performed equally
well as theirs (both with an F-score of 91.4, see Ta-
bles 3 and 4). This result confirms that our feature
set design is appropriate, and the averaged percep-
tron learner is a reasonable candidate for reranking.

The forests dumped from the Charniak parser are
huge in size, so we use the forest pruning algorithm
in Section 4.2 to prune them down to a reasonable
size. In the following experiments we use a thresh-
old of p = 10, which results in forests with an av-
erage number of 123.1 hyperedges per forest. Then
for each forest, we annotate its forest oracle, and
on each hyperedge, pre-compute its local features.6

Shown in Figure 4, these forests have an forest or-
acle of 97.8, which is 1.1% higher than the 50-best
oracle (96.7), and are 8 times smaller in size.

5.2 Results and Analysis
Table 3 compares the performance of forest rerank-
ing against standardn-best reranking. For both sys-
tems, we first use only the local features, and then
all the features. We use the development set to deter-
mine the optimal number of iterations for averaged
perceptron, and report the F1 score on the test set.
With only local features, our forest reranker achieves
an F-score of 91.25, and with the addition of non-

5http://www.cog.brown.edu/∼mj/software.htm. We follow
this version as it corrects some bugs from their 2005 paper
which leads to a 0.4% increase in performance (see Table 4).

6A subset of local features, e.g.WordEdges, is independent
of which hyperedge the node takes in a derivation, and can thus
be annotated on nodes rather than hyperedges. We call these
featuresnode-local, which also include part ofWord features.
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baseline: 1-best Charniak parser 89.72
n-best reranking
features n pre-comp. training F1%

local 50 1.7G / 16h 3× 0.1h 91.28
all 50 2.4G / 19h 4× 0.3h 91.43
all 100 5.3G / 44h 4× 0.7h 91.49

forest reranking (p = 10)
features k pre-comp. training F1%

local -
1.2G / 2.9h

3× 0.8h 91.25
all 15 4× 6.1h 91.69

Table 3: Forest reranking compared ton-best rerank-
ing on sec. 23. Thepre-comp. column is for feature
extraction, andtraining column shows the number
of perceptron iterations that achieved best results on
the dev set, and average time per iteration.

local features, the accuracy rises to 91.69 (with beam
sizek = 15), which is a 0.26% absolute improve-
ment over 50-best reranking.7

This improvement might look relatively small, but
it is much harder to make a similar progress with
n-best reranking. For example, even if we double
the size of then-best list to 100, the performance
only goes up by 0.06% (Table 3). In fact, the 100-
best oracle is only 0.5% higher than the 50-best one
(see Fig. 4). In addition, the feature extraction step
in 100-best reranking produces huge data files and
takes 44 hours in total, though this part can be paral-
lelized.8 On two CPUs, 100-best reranking takes 25
hours, while our forest-reranker can also finish in 26
hours, with a much smaller disk space. Indeed, this
demonstrates the severe redundancies as another dis-
advantage ofn-best lists, where many subtrees are
repeated across different parses, while the packed
forest reduces space dramatically by sharing com-
mon sub-derivations (see Fig. 4).

To put our results in perspective, we also compare
them with other best-performing systems in Table 4.
Our final result (91.7) is better than any previously
reported system trained on the Treebank, although

7It is surprising that 50-best reranking with local features
achieves an even higher F-score of 91.28, and we suspect this is
due to the aggressive updates and instability of the perceptron,
as we do observe the learning curves to be non-monotonic. We
leave the use of more stable learning algorithms to future work.

8The n-best feature extraction already usesrelative counts
(Johnson, 2006), which reduced file sizes by at least a factor 4.

type system F1%

D

Collins (2000) 89.7
Henderson (2004) 90.1
Charniak and Johnson (2005)91.0

updated(Johnson, 2006) 91.4
this work 91.7

G
Bod (2003) 90.7
Petrov and Klein (2007) 90.1

S McClosky et al. (2006) 92.1

Table 4: Comparison of our final results with other
best-performing systems on the whole Section 23.
Types D, G, and S denote discriminative, generative,
and semi-supervised approaches, respectively.

McClosky et al. (2006) achieved an even higher ac-
cuarcy (92.1) by leveraging on much larger unla-
belled data. Moreover, their technique is orthogonal
to ours, and we suspect that replacing theirn-best
reranker by our forest reranker might get an even
better performance. Plus, except forn-best rerank-
ing, most discriminative methods require repeated
parsing of the training set, which is generally im-
pratical (Petrov and Klein, 2008). Therefore, pre-
vious work often resorts to extremely short sen-
tences (≤ 15 words) or only looked at local fea-
tures (Taskar et al., 2004; Henderson, 2004; Turian
and Melamed, 2007). In comparison, thanks to the
efficient decoding, our work not only scaled to the
whole Treebank, but also successfully incorporated
non-local features, which showed an absolute im-
provement of 0.44% over that of local features alone.

6 Conclusion

We have presented a framework for reranking on
packed forests which compactly encodes many more
candidates thann-best lists. With efficient approx-
imate decoding, perceptron training on the whole
Treebank becomes practical, which can be done in
about a day even with a Python implementation. Our
final result outperforms both 50-best and 100-best
reranking baselines, and is better than any previ-
ously reported systems trained on the Treebank. We
also devised a dynamic programming algorithm for
forest oracles, an interesting problem by itself. We
believe this general framework could also be applied
to other problems involving forests or lattices, such
as sequence labeling and machine translation.
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Abstract

We present a simple and effective semi-
supervised method for training dependency
parsers. We focus on the problem of lex-
ical representation, introducing features that
incorporate word clusters derived from a large
unannotated corpus. We demonstrate the ef-
fectiveness of the approach in a series of de-
pendency parsing experiments on the Penn
Treebank and Prague Dependency Treebank,
and we show that the cluster-based features
yield substantial gains in performance across
a wide range of conditions. For example, in
the case of English unlabeled second-order
parsing, we improve from a baseline accu-
racy of 92.02% to 93.16%, and in the case
of Czech unlabeled second-order parsing, we
improve from a baseline accuracy of 86.13%
to 87.13%. In addition, we demonstrate that
our method also improves performance when
small amounts of training data are available,
and can roughly halve the amount of super-
vised data required to reach a desired level of
performance.

1 Introduction

In natural language parsing, lexical information is
seen as crucial to resolving ambiguous relationships,
yet lexicalized statistics are sparse and difficult to es-
timate directly. It is therefore attractive to consider
intermediate entities which exist at a coarser level
than the words themselves, yet capture the informa-
tion necessary to resolve the relevant ambiguities.

In this paper, we introduce lexical intermediaries
via a simple two-stage semi-supervised approach.
First, we use a large unannotated corpus to define
word clusters, and then we use that clustering to
construct a new cluster-based feature mapping for
a discriminative learner. We are thus relying on the
ability of discriminative learning methods to identify

and exploit informative features while remaining ag-
nostic as to the origin of such features. To demon-
strate the effectiveness of our approach, we conduct
experiments in dependency parsing, which has been
the focus of much recent research—e.g., see work
in the CoNLL shared tasks on dependency parsing
(Buchholz and Marsi, 2006; Nivre et al., 2007).

The idea of combining word clusters with dis-
criminative learning has been previously explored
by Miller et al. (2004), in the context of named-
entity recognition, and their work directly inspired
our research. However, our target task of depen-
dency parsing involves more complex structured re-
lationships than named-entity tagging; moreover, it
is not at all clear that word clusters should have any
relevance to syntactic structure. Nevertheless, our
experiments demonstrate that word clusters can be
quite effective in dependency parsing applications.

In general, semi-supervised learning can be mo-
tivated by two concerns: first, given a fixed amount
of supervised data, we might wish to leverage ad-
ditional unlabeled data to facilitate the utilization of
the supervised corpus, increasing the performance of
the model in absolute terms. Second, given a fixed
target performance level, we might wish to use un-
labeled data to reduce the amount of annotated data
necessary to reach this target.

We show that our semi-supervised approach
yields improvements for fixed datasets by perform-
ing parsing experiments on the Penn Treebank (Mar-
cus et al., 1993) and Prague Dependency Treebank
(Hajič, 1998; Hajič et al., 2001) (see Sections 4.1
and 4.3). By conducting experiments on datasets of
varying sizes, we demonstrate that for fixed levels of
performance, the cluster-based approach can reduce
the need for supervised data by roughly half, which
is a substantial savings in data-annotation costs (see
Sections 4.2 and 4.4).

The remainder of this paper is divided as follows:
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Ms. Haag plays Elianti .*

obj
proot

nmod sbj

Figure 1: An example of a labeled dependency tree. The
tree contains a special token “*” which is always the root
of the tree. Each arc is directed from head to modifier and
has a label describing the function of the attachment.

Section 2 gives background on dependency parsing
and clustering, Section 3 describes the cluster-based
features, Section 4 presents our experimental results,
Section 5 discusses related work, and Section 6 con-
cludes with ideas for future research.

2 Background
2.1 Dependency parsing
Recent work (Buchholz and Marsi, 2006; Nivre
et al., 2007) has focused on dependency parsing.
Dependency syntax represents syntactic informa-
tion as a network of head-modifier dependency arcs,
typically restricted to be a directed tree (see Fig-
ure 1 for an example). Dependency parsing depends
critically on predicting head-modifier relationships,
which can be difficult due to the statistical sparsity
of these word-to-word interactions. Bilexical depen-
dencies are thus ideal candidates for the application
of coarse word proxies such as word clusters.

In this paper, we take a part-factored structured
classification approach to dependency parsing. For a
given sentence x, let Y(x) denote the set of possible
dependency structures spanning x, where each y ∈
Y(x) decomposes into a set of “parts” r ∈ y. In the
simplest case, these parts are the dependency arcs
themselves, yielding a first-order or “edge-factored”
dependency parsing model. In higher-order parsing
models, the parts can consist of interactions between
more than two words. For example, the parser of
McDonald and Pereira (2006) defines parts for sib-
ling interactions, such as the trio “plays”, “Elianti”,
and “.” in Figure 1. The Carreras (2007) parser
has parts for both sibling interactions and grandpar-
ent interactions, such as the trio “*”, “plays”, and
“Haag” in Figure 1. These kinds of higher-order
factorizations allow dependency parsers to obtain a
limited form of context-sensitivity.

Given a factorization of dependency structures
into parts, we restate dependency parsing as the fol-

apple pear Apple IBM bought run of in

01

100 101 110 111000 001 010 011

00

0

10

1

11

Figure 2: An example of a Brown word-cluster hierarchy.
Each node in the tree is labeled with a bit-string indicat-
ing the path from the root node to that node, where 0
indicates a left branch and 1 indicates a right branch.

lowing maximization:

PARSE(x; w) = argmax
y∈Y(x)

∑
r∈y

w · f(x, r)

Above, we have assumed that each part is scored
by a linear model with parameters w and feature-
mapping f(·). For many different part factoriza-
tions and structure domains Y(·), it is possible to
solve the above maximization efficiently, and several
recent efforts have concentrated on designing new
maximization algorithms with increased context-
sensitivity (Eisner, 2000; McDonald et al., 2005b;
McDonald and Pereira, 2006; Carreras, 2007).

2.2 Brown clustering algorithm
In order to provide word clusters for our exper-
iments, we used the Brown clustering algorithm
(Brown et al., 1992). We chose to work with the
Brown algorithm due to its simplicity and prior suc-
cess in other NLP applications (Miller et al., 2004;
Liang, 2005). However, we expect that our approach
can function with other clustering algorithms (as in,
e.g., Li and McCallum (2005)). We briefly describe
the Brown algorithm below.

The input to the algorithm is a vocabulary of
words to be clustered and a corpus of text containing
these words. Initially, each word in the vocabulary
is considered to be in its own distinct cluster. The al-
gorithm then repeatedly merges the pair of clusters
which causes the smallest decrease in the likelihood
of the text corpus, according to a class-based bigram
language model defined on the word clusters. By
tracing the pairwise merge operations, one obtains
a hierarchical clustering of the words, which can be
represented as a binary tree as in Figure 2.

Within this tree, each word is uniquely identified
by its path from the root, and this path can be com-
pactly represented with a bit string, as in Figure 2.
In order to obtain a clustering of the words, we se-
lect all nodes at a certain depth from the root of the
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hierarchy. For example, in Figure 2 we might select
the four nodes at depth 2 from the root, yielding the
clusters {apple,pear}, {Apple,IBM}, {bought,run},
and {of,in}. Note that the same clustering can be ob-
tained by truncating each word’s bit-string to a 2-bit
prefix. By using prefixes of various lengths, we can
produce clusterings of different granularities (Miller
et al., 2004).

For all of the experiments in this paper, we used
the Liang (2005) implementation of the Brown algo-
rithm to obtain the necessary word clusters.

3 Feature design

Key to the success of our approach is the use of fea-
tures which allow word-cluster-based information to
assist the parser. The feature sets we used are simi-
lar to other feature sets in the literature (McDonald
et al., 2005a; Carreras, 2007), so we will not attempt
to give a exhaustive description of the features in
this section. Rather, we describe our features at a
high level and concentrate on our methodology and
motivations. In our experiments, we employed two
different feature sets: a baseline feature set which
draws upon “normal” information sources such as
word forms and parts of speech, and a cluster-based
feature set that also uses information derived from
the Brown cluster hierarchy.

3.1 Baseline features

Our first-order baseline feature set is similar to the
feature set of McDonald et al. (2005a), and consists
of indicator functions for combinations of words and
parts of speech for the head and modifier of each
dependency, as well as certain contextual tokens.1

Our second-order baseline features are the same as
those of Carreras (2007) and include indicators for
triples of part of speech tags for sibling interactions
and grandparent interactions, as well as additional
bigram features based on pairs of words involved
these higher-order interactions. Examples of base-
line features are provided in Table 1.

1We augment the McDonald et al. (2005a) feature set with
backed-off versions of the “Surrounding Word POS Features”
that include only one neighboring POS tag. We also add binned
distance features which indicate whether the number of tokens
between the head and modifier of a dependency is greater than
2, 5, 10, 20, 30, or 40 tokens.

Baseline Cluster-based
ht,mt hc4,mc4
hw,mw hc6,mc6
hw,ht,mt hc*,mc*
hw,ht,mw hc4,mt
ht,mw,mt ht,mc4
hw,mw,mt hc6,mt
hw,ht,mw,mt ht,mc6
· · · hc4,mw

hw,mc4
· · ·

ht,mt,st hc4,mc4,sc4
ht,mt,gt hc6,mc6,sc6
· · · ht,mc4,sc4

hc4,mc4,gc4
· · ·

Table 1: Examples of baseline and cluster-based feature
templates. Each entry represents a class of indicators for
tuples of information. For example, “ht,mt” represents
a class of indicator features with one feature for each pos-
sible combination of head POS-tag and modifier POS-
tag. Abbreviations: ht = head POS, hw = head word,
hc4 = 4-bit prefix of head, hc6 = 6-bit prefix of head,
hc* = full bit string of head; mt,mw,mc4,mc6,mc* =
likewise for modifier; st,gt,sc4,gc4,. . . = likewise
for sibling and grandchild.

3.2 Cluster-based features
The first- and second-order cluster-based feature sets
are supersets of the baseline feature sets: they in-
clude all of the baseline feature templates, and add
an additional layer of features that incorporate word
clusters. Following Miller et al. (2004), we use pre-
fixes of the Brown cluster hierarchy to produce clus-
terings of varying granularity. We found that it was
nontrivial to select the proper prefix lengths for the
dependency parsing task; in particular, the prefix
lengths used in the Miller et al. (2004) work (be-
tween 12 and 20 bits) performed poorly in depen-
dency parsing.2 After experimenting with many dif-
ferent feature configurations, we eventually settled
on a simple but effective methodology.

First, we found that it was helpful to employ two
different types of word clusters:

1. Short bit-string prefixes (e.g., 4–6 bits), which
we used as replacements for parts of speech.

2One possible explanation is that the kinds of distinctions
required in a named-entity recognition task (e.g., “Alice” versus
“Intel”) are much finer-grained than the kinds of distinctions
relevant to syntax (e.g., “apple” versus “eat”).
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2. Full bit strings,3 which we used as substitutes
for word forms.

Using these two types of clusters, we generated new
features by mimicking the template structure of the
original baseline features. For example, the baseline
feature set includes indicators for word-to-word and
tag-to-tag interactions between the head and mod-
ifier of a dependency. In the cluster-based feature
set, we correspondingly introduce new indicators for
interactions between pairs of short bit-string pre-
fixes and pairs of full bit strings. Some examples
of cluster-based features are given in Table 1.

Second, we found it useful to concentrate on
“hybrid” features involving, e.g., one bit-string and
one part of speech. In our initial attempts, we fo-
cused on features that used cluster information ex-
clusively. While these cluster-only features provided
some benefit, we found that adding hybrid features
resulted in even greater improvements. One possible
explanation is that the clusterings generated by the
Brown algorithm can be noisy or only weakly rele-
vant to syntax; thus, the clusters are best exploited
when “anchored” to words or parts of speech.

Finally, we found it useful to impose a form of
vocabulary restriction on the cluster-based features.
Specifically, for any feature that is predicated on a
word form, we eliminate this feature if the word
in question is not one of the top-N most frequent
words in the corpus. When N is between roughly
100 and 1,000, there is little effect on the perfor-
mance of the cluster-based feature sets.4 In addition,
the vocabulary restriction reduces the size of the fea-
ture sets to managable proportions.

4 Experiments

In order to evaluate the effectiveness of the cluster-
based feature sets, we conducted dependency pars-
ing experiments in English and Czech. We test the
features in a wide range of parsing configurations,
including first-order and second-order parsers, and
labeled and unlabeled parsers.5

3As in Brown et al. (1992), we limit the clustering algorithm
so that it recovers at most 1,000 distinct bit-strings; thus full bit
strings are not equivalent to word forms.

4We used N = 800 for all experiments in this paper.
5In an “unlabeled” parser, we simply ignore dependency la-

bel information, which is a common simplification.

The English experiments were performed on the
Penn Treebank (Marcus et al., 1993), using a stan-
dard set of head-selection rules (Yamada and Mat-
sumoto, 2003) to convert the phrase structure syn-
tax of the Treebank to a dependency tree represen-
tation.6 We split the Treebank into a training set
(Sections 2–21), a development set (Section 22), and
several test sets (Sections 0,7 1, 23, and 24). The
data partition and head rules were chosen to match
previous work (Yamada and Matsumoto, 2003; Mc-
Donald et al., 2005a; McDonald and Pereira, 2006).
The part of speech tags for the development and test
data were automatically assigned by MXPOST (Rat-
naparkhi, 1996), where the tagger was trained on
the entire training corpus; to generate part of speech
tags for the training data, we used 10-way jackknif-
ing.8 English word clusters were derived from the
BLLIP corpus (Charniak et al., 2000), which con-
tains roughly 43 million words of Wall Street Jour-
nal text.9

The Czech experiments were performed on the
Prague Dependency Treebank 1.0 (Hajič, 1998;
Hajič et al., 2001), which is directly annotated
with dependency structures. To facilitate compar-
isons with previous work (McDonald et al., 2005b;
McDonald and Pereira, 2006), we used the train-
ing/development/test partition defined in the corpus
and we also used the automatically-assigned part of
speech tags provided in the corpus.10 Czech word
clusters were derived from the raw text section of
the PDT 1.0, which contains about 39 million words
of newswire text.11

We trained the parsers using the averaged percep-
tron (Freund and Schapire, 1999; Collins, 2002),
which represents a balance between strong perfor-
mance and fast training times. To select the number

6We used Joakim Nivre’s “Penn2Malt” conversion tool
(http://w3.msi.vxu.se/ nivre/research/Penn2Malt.html). Depen-
dency labels were obtained via the “Malt” hard-coded setting.

7For computational reasons, we removed a single 249-word
sentence from Section 0.

8That is, we tagged each fold with the tagger trained on the
other 9 folds.

9We ensured that the sentences of the Penn Treebank were
excluded from the text used for the clustering.

10Following Collins et al. (1999), we used a coarsened ver-
sion of the Czech part of speech tags; this choice also matches
the conditions of previous work (McDonald et al., 2005b; Mc-
Donald and Pereira, 2006).

11This text was disjoint from the training and test corpora.
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Sec dep1 dep1c MD1 dep2 dep2c MD2 dep1-L dep1c-L dep2-L dep2c-L
00 90.48 91.57 (+1.09) — 91.76 92.77 (+1.01) — 90.29 91.03 (+0.74) 91.33 92.09 (+0.76)
01 91.31 92.43 (+1.12) — 92.46 93.34 (+0.88) — 90.84 91.73 (+0.89) 91.94 92.65 (+0.71)
23 90.84 92.23 (+1.39) 90.9 92.02 93.16 (+1.14) 91.5 90.32 91.24 (+0.92) 91.38 92.14 (+0.76)
24 89.67 91.30 (+1.63) — 90.92 91.85 (+0.93) — 89.55 90.06 (+0.51) 90.42 91.18 (+0.76)

Table 2: Parent-prediction accuracies on Sections 0, 1, 23, and 24. Abbreviations: dep1/dep1c = first-order parser with
baseline/cluster-based features; dep2/dep2c = second-order parser with baseline/cluster-based features; MD1 = Mc-
Donald et al. (2005a); MD2 = McDonald and Pereira (2006); suffix -L = labeled parser. Unlabeled parsers are scored
using unlabeled parent predictions, and labeled parsers are scored using labeled parent predictions. Improvements of
cluster-based features over baseline features are shown in parentheses.

of iterations of perceptron training, we performed up
to 30 iterations and chose the iteration which opti-
mized accuracy on the development set. Our feature
mappings are quite high-dimensional, so we elimi-
nated all features which occur only once in the train-
ing data. The resulting models still had very high
dimensionality, ranging from tens of millions to as
many as a billion features.12

All results presented in this section are given
in terms of parent-prediction accuracy, which mea-
sures the percentage of tokens that are attached to
the correct head token. For labeled dependency
structures, both the head token and dependency label
must be correctly predicted. In addition, in English
parsing we ignore the parent-predictions of punc-
tuation tokens,13 and in Czech parsing we retain
the punctuation tokens; this matches previous work
(Yamada and Matsumoto, 2003; McDonald et al.,
2005a; McDonald and Pereira, 2006).

4.1 English main results

In our English experiments, we tested eight differ-
ent parsing configurations, representing all possi-
ble choices between baseline or cluster-based fea-
ture sets, first-order (Eisner, 2000) or second-order
(Carreras, 2007) factorizations, and labeled or unla-
beled parsing.

Table 2 compiles our final test results and also
includes two results from previous work by Mc-
Donald et al. (2005a) and McDonald and Pereira
(2006), for the purposes of comparison. We note
a few small differences between our parsers and the

12Due to the sparsity of the perceptron updates, however,
only a small fraction of the possible features were active in our
trained models.

13A punctuation token is any token whose gold-standard part
of speech tag is one of {‘‘ ’’ : , .}.

parsers evaluated in this previous work. First, the
MD1 and MD2 parsers were trained via the MIRA
algorithm (Crammer and Singer, 2003; Crammer et
al., 2004), while we use the averaged perceptron. In
addition, the MD2 model uses only sibling interac-
tions, whereas the dep2/dep2c parsers include both
sibling and grandparent interactions.

There are some clear trends in the results of Ta-
ble 2. First, performance increases with the order of
the parser: edge-factored models (dep1 and MD1)
have the lowest performance, adding sibling rela-
tionships (MD2) increases performance, and adding
grandparent relationships (dep2) yields even better
accuracies. Similar observations regarding the ef-
fect of model order have also been made by Carreras
(2007).

Second, note that the parsers using cluster-based
feature sets consistently outperform the models us-
ing the baseline features, regardless of model order
or label usage. Some of these improvements can be
quite large; for example, a first-order model using
cluster-based features generally performs as well as
a second-order model using baseline features. More-
over, the benefits of cluster-based feature sets com-
bine additively with the gains of increasing model
order. For example, consider the unlabeled parsers
in Table 2: on Section 23, increasing the model or-
der from dep1 to dep2 results in a relative reduction
in error of roughly 13%, while introducing cluster-
based features from dep2 to dep2c yields an addi-
tional relative error reduction of roughly 14%. As a
final note, all 16 comparisons between cluster-based
features and baseline features shown in Table 2 are
statistically significant.14

14We used the sign test at the sentence level. The comparison
between dep1-L and dep1c-L is significant at p < 0.05, and all
other comparisons are significant at p < 0.0005.
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Tagger always trained on full Treebank Tagger trained on reduced dataset
Size dep1 dep1c ∆ dep2 dep2c ∆
1k 84.54 85.90 1.36 86.29 87.47 1.18
2k 86.20 87.65 1.45 87.67 88.88 1.21
4k 87.79 89.15 1.36 89.22 90.46 1.24
8k 88.92 90.22 1.30 90.62 91.55 0.93
16k 90.00 91.27 1.27 91.27 92.39 1.12
32k 90.74 92.18 1.44 92.05 93.36 1.31
All 90.89 92.33 1.44 92.42 93.30 0.88

Size dep1 dep1c ∆ dep2 dep2c ∆
1k 80.49 84.06 3.57 81.95 85.33 3.38
2k 83.47 86.04 2.57 85.02 87.54 2.52
4k 86.53 88.39 1.86 87.88 89.67 1.79
8k 88.25 89.94 1.69 89.71 91.37 1.66
16k 89.66 91.03 1.37 91.14 92.22 1.08
32k 90.78 92.12 1.34 92.09 93.21 1.12
All 90.89 92.33 1.44 92.42 93.30 0.88

Table 3: Parent-prediction accuracies of unlabeled English parsers on Section 22. Abbreviations: Size = #sentences in
training corpus; ∆ = difference between cluster-based and baseline features; other abbreviations are as in Table 2.

4.2 English learning curves
We performed additional experiments to evaluate the
effect of the cluster-based features as the amount
of training data is varied. Note that the depen-
dency parsers we use require the input to be tagged
with parts of speech; thus the quality of the part-of-
speech tagger can have a strong effect on the per-
formance of the parser. In these experiments, we
consider two possible scenarios:

1. The tagger has a large training corpus, while
the parser has a smaller training corpus. This
scenario can arise when tagged data is cheaper
to obtain than syntactically-annotated data.

2. The same amount of labeled data is available
for training both tagger and parser.

Table 3 displays the accuracy of first- and second-
order models when trained on smaller portions of
the Treebank, in both scenarios described above.
Note that the cluster-based features obtain consistent
gains regardless of the size of the training set. When
the tagger is trained on the reduced-size datasets,
the gains of cluster-based features are more pro-
nounced, but substantial improvements are obtained
even when the tagger is accurate.

It is interesting to consider the amount by which
cluster-based features reduce the need for supervised
data, given a desired level of accuracy. Based on
Table 3, we can extrapolate that cluster-based fea-
tures reduce the need for supervised data by roughly
a factor of 2. For example, the performance of the
dep1c and dep2c models trained on 1k sentences is
roughly the same as the performance of the dep1
and dep2 models, respectively, trained on 2k sen-
tences. This approximate data-halving effect can be

observed throughout the results in Table 3.
When combining the effects of model order and

cluster-based features, the reductions in the amount
of supervised data required are even larger. For ex-
ample, in scenario 1 the dep2c model trained on 1k
sentences is close in performance to the dep1 model
trained on 4k sentences, and the dep2c model trained
on 4k sentences is close to the dep1 model trained on
the entire training set (roughly 40k sentences).

4.3 Czech main results

In our Czech experiments, we considered only unla-
beled parsing,15 leaving four different parsing con-
figurations: baseline or cluster-based features and
first-order or second-order parsing. Note that our
feature sets were originally tuned for English pars-
ing, and except for the use of Czech clusters, we
made no attempt to retune our features for Czech.

Czech dependency structures may contain non-
projective edges, so we employ a maximum directed
spanning tree algorithm (Chu and Liu, 1965; Ed-
monds, 1967; McDonald et al., 2005b) as our first-
order parser for Czech. For the second-order pars-
ing experiments, we used the Carreras (2007) parser.
Since this parser only considers projective depen-
dency structures, we “projectivized” the PDT 1.0
training set by finding, for each sentence, the pro-
jective tree which retains the most correct dependen-
cies; our second-order parsers were then trained with
respect to these projective trees. The development
and test sets were not projectivized, so our second-
order parser is guaranteed to make errors in test sen-
tences containing non-projective dependencies. To
overcome this, McDonald and Pereira (2006) use a

15We leave labeled parsing experiments to future work.
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dep1 dep1c dep2 dep2c
84.49 86.07 (+1.58) 86.13 87.13 (+1.00)

Table 4: Parent-prediction accuracies of unlabeled Czech
parsers on the PDT 1.0 test set, for baseline features and
cluster-based features. Abbreviations are as in Table 2.

Parser Accuracy
Nivre and Nilsson (2005) 80.1
McDonald et al. (2005b) 84.4
Hall and Novák (2005) 85.1
McDonald and Pereira (2006) 85.2
dep1c 86.07
dep2c 87.13

Table 5: Unlabeled parent-prediction accuracies of Czech
parsers on the PDT 1.0 test set, for our models and for
previous work.

Size dep1 dep1c ∆ dep2 dep2c ∆
1k 72.79 73.66 0.87 74.35 74.63 0.28
2k 74.92 76.23 1.31 76.63 77.60 0.97
4k 76.87 78.14 1.27 78.34 79.34 1.00
8k 78.17 79.83 1.66 79.82 80.98 1.16
16k 80.60 82.44 1.84 82.53 83.69 1.16
32k 82.85 84.65 1.80 84.66 85.81 1.15
64k 84.20 85.98 1.78 86.01 87.11 1.10
All 84.36 86.09 1.73 86.09 87.26 1.17

Table 6: Parent-prediction accuracies of unlabeled Czech
parsers on the PDT 1.0 development set. Abbreviations
are as in Table 3.

two-stage approximate decoding process in which
the output of their second-order parser is “deprojec-
tivized” via greedy search. For simplicity, we did
not implement a deprojectivization stage on top of
our second-order parser, but we conjecture that such
techniques may yield some additional performance
gains; we leave this to future work.

Table 4 gives accuracy results on the PDT 1.0
test set for our unlabeled parsers. As in the En-
glish experiments, there are clear trends in the re-
sults: parsers using cluster-based features outper-
form parsers using baseline features, and second-
order parsers outperform first-order parsers. Both of
the comparisons between cluster-based and baseline
features in Table 4 are statistically significant.16 Ta-
ble 5 compares accuracy results on the PDT 1.0 test
set for our parsers and several other recent papers.

16We used the sign test at the sentence level; both compar-
isons are significant at p < 0.0005.

N dep1 dep1c dep2 dep2c
100 89.19 92.25 90.61 93.14
200 90.03 92.26 91.35 93.18
400 90.31 92.32 91.72 93.20
800 90.62 92.33 91.89 93.30
1600 90.87 — 92.20 —
All 90.89 — 92.42 —

Table 7: Parent-prediction accuracies of unlabeled En-
glish parsers on Section 22. Abbreviations: N = thresh-
old value; other abbreviations are as in Table 2. We
did not train cluster-based parsers using threshold values
larger than 800 due to computational limitations.

dep1-P dep1c-P dep1 dep2-P dep2c-P dep2
77.19 90.69 90.89 86.73 91.84 92.42

Table 8: Parent-prediction accuracies of unlabeled En-
glish parsers on Section 22. Abbreviations: suffix -P =
model without POS; other abbreviations are as in Table 2.

4.4 Czech learning curves

As in our English experiments, we performed addi-
tional experiments on reduced sections of the PDT;
the results are shown in Table 6. For simplicity, we
did not retrain a tagger for each reduced dataset,
so we always use the (automatically-assigned) part
of speech tags provided in the corpus. Note that
the cluster-based features obtain improvements at all
training set sizes, with data-reduction factors simi-
lar to those observed in English. For example, the
dep1c model trained on 4k sentences is roughly as
good as the dep1 model trained on 8k sentences.

4.5 Additional results

Here, we present two additional results which fur-
ther explore the behavior of the cluster-based fea-
ture sets. In Table 7, we show the development-set
performance of second-order parsers as the thresh-
old for lexical feature elimination (see Section 3.2)
is varied. Note that the performance of cluster-based
features is fairly insensitive to the threshold value,
whereas the performance of baseline features clearly
degrades as the vocabulary size is reduced.

In Table 8, we show the development-set perfor-
mance of the first- and second-order parsers when
features containing part-of-speech-based informa-
tion are eliminated. Note that the performance ob-
tained by using clusters without parts of speech is
close to the performance of the baseline features.

601



5 Related Work

As mentioned earlier, our approach was inspired by
the success of Miller et al. (2004), who demon-
strated the effectiveness of using word clusters as
features in a discriminative learning approach. Our
research, however, applies this technique to depen-
dency parsing rather than named-entity recognition.

In this paper, we have focused on developing new
representations for lexical information. Previous re-
search in this area includes several models which in-
corporate hidden variables (Matsuzaki et al., 2005;
Koo and Collins, 2005; Petrov et al., 2006; Titov
and Henderson, 2007). These approaches have the
advantage that the model is able to learn different
usages for the hidden variables, depending on the
target problem at hand. Crucially, however, these
methods do not exploit unlabeled data when learn-
ing their representations.

Wang et al. (2005) used distributional similarity
scores to smooth a generative probability model for
dependency parsing and obtained improvements in
a Chinese parsing task. Our approach is similar to
theirs in that the Brown algorithm produces clusters
based on distributional similarity, and the cluster-
based features can be viewed as being a kind of
“backed-off” version of the baseline features. How-
ever, our work is focused on discriminative learning
as opposed to generative models.

Semi-supervised phrase structure parsing has
been previously explored by McClosky et al. (2006),
who applied a reranked parser to a large unsuper-
vised corpus in order to obtain additional train-
ing data for the parser; this self-training appraoch
was shown to be quite effective in practice. How-
ever, their approach depends on the usage of a
high-quality parse reranker, whereas the method de-
scribed here simply augments the features of an ex-
isting parser. Note that our two approaches are com-
patible in that we could also design a reranker and
apply self-training techniques on top of the cluster-
based features.

6 Conclusions

In this paper, we have presented a simple but effec-
tive semi-supervised learning approach and demon-
strated that it achieves substantial improvement over
a competitive baseline in two broad-coverage depen-

dency parsing tasks. Despite this success, there are
several ways in which our approach might be im-
proved.

To begin, recall that the Brown clustering algo-
rithm is based on a bigram language model. Intu-
itively, there is a “mismatch” between the kind of
lexical information that is captured by the Brown
clusters and the kind of lexical information that is
modeled in dependency parsing. A natural avenue
for further research would be the development of
clustering algorithms that reflect the syntactic be-
havior of words; e.g., an algorithm that attempts to
maximize the likelihood of a treebank, according to
a probabilistic dependency model. Alternately, one
could design clustering algorithms that cluster entire
head-modifier arcs rather than individual words.

Another idea would be to integrate the cluster-
ing algorithm into the training algorithm in a limited
fashion. For example, after training an initial parser,
one could parse a large amount of unlabeled text and
use those parses to improve the quality of the clus-
ters. These improved clusters can then be used to
retrain an improved parser, resulting in an overall
algorithm similar to that of McClosky et al. (2006).

Setting aside the development of new clustering
algorithms, a final area for future work is the exten-
sion of our method to new domains, such as con-
versational text or other languages, and new NLP
problems, such as machine translation.
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Abstract

Synchronous Tree-Adjoining Grammar
(STAG) is a promising formalism for syntax-
aware machine translation and simultaneous
computation of natural-language syntax and
semantics. Current research in both of these
areas is actively pursuing its incorporation.
However, STAG parsing is known to be
NP-hard due to the potential for intertwined
correspondences between the linked nonter-
minal symbols in the elementary structures.
Given a particular grammar, the polynomial
degree of efficient STAG parsing algorithms
depends directly on the rank of the grammar:
the maximum number of correspondences that
appear within a single elementary structure.
In this paper we present a compile-time
algorithm for transforming a STAG into a
strongly-equivalent STAG that optimally
minimizes the rank, k, across the grammar.
The algorithm performs inO(|G|+ |Y | · L3

G)
time where LG is the maximum number of
links in any single synchronous tree pair in
the grammar and Y is the set of synchronous
tree pairs of G.

1 Introduction

Tree-adjoining grammar is a widely used formal-
ism in natural-language processing due to its mildly-
context-sensitive expressivity, its ability to naturally
capture natural-language argument substitution (via
its substitution operation) and optional modifica-
tion (via its adjunction operation), and the existence
of efficient algorithms for processing it. Recently,
the desire to incorporate syntax-awareness into ma-
chine translation systems has generated interest in

the application of synchronous tree-adjoining gram-
mar (STAG) to this problem (Nesson, Shieber, and
Rush, 2006; Chiang and Rambow, 2006). In a par-
allel development, interest in incorporating seman-
tic computation into the TAG framework has led
to the use of STAG for this purpose (Nesson and
Shieber, 2007; Han, 2006b; Han, 2006a; Nesson
and Shieber, 2006). Although STAG does not in-
crease the expressivity of the underlying formalisms
(Shieber, 1994), STAG parsing is known to be NP-
hard due to the potential for intertwined correspon-
dences between the linked nonterminal symbols in
the elementary structures (Satta, 1992; Weir, 1988).
Without efficient algorithms for processing it, its po-
tential for use in machine translation and TAG se-
mantics systems is limited.

Given a particular grammar, the polynomial de-
gree of efficient STAG parsing algorithms depends
directly on the rank of the grammar: the maximum
number of correspondences that appear within a sin-
gle elementary structure. This is illustrated by the
tree pairs given in Figure 1 in which no two num-
bered links may be isolated. (By “isolated”, we
mean that the links can be contained in a fragment
of the tree that contains no other links and domi-
nates only one branch not contained in the fragment.
A precise definition is given in section 3.)

An analogous problem has long been known
to exist for synchronous context-free grammars
(SCFG) (Aho and Ullman, 1969). The task of
producing efficient parsers for SCFG has recently
been addressed by binarization or k-arization of
SCFG grammars that produce equivalent grammars
in which the rank, k, has been minimized (Zhang
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and Gildea, 2007; Zhang et al., 2006; Gildea, Satta,
and Zhang, 2006). The methods for k-arization
of SCFG cannot be directly applied to STAG be-
cause of the additional complexity introduced by
the expressivity-increasing adjunction operation of
TAG. In SCFG, where substitution is the only avail-
able operation and the depth of elementary struc-
tures is limited to one, the k-arization problem re-
duces to analysis of permutations of strings of non-
terminal symbols. In STAG, however, the arbitrary
depth of the elementary structures and the lack of
restriction to contiguous strings of nonterminals in-
troduced by adjunction substantially complicate the
task.

In this paper we offer the first algorithm address-
ing this problem for the STAG case. We present
a compile-time algorithm for transforming a STAG
into a strongly-equivalent STAG that optimally min-
imizes k across the grammar. This is a critical mini-
mization because k is the feature of the grammar that
appears in the exponent of the complexity of parsing
algorithms for STAG. Following the method of Seki

et al. (1991), an STAG parser can be implemented
with complexity O(n4·(k+1) · |G|). By minimizing
k, the worst-case complexity of a parser instanti-
ated for a particular grammar is optimized. The k-
arization algorithm performs in O(|G|+ |Y | · L3

G)
time where LG is the maximum number of links in
any single synchronous tree pair in the grammar and
Y is the set of synchronous tree pairs of G. By com-
parison, a baseline algorithm performing exhaustive
search requires O(|G|+ |Y | · L6

G) time.1

The remainder of the paper proceeds as follows.
In section 2 we provide a brief introduction to the
STAG formalism. We present the k-arization algo-
rithm in section 3 and an analysis of its complexity
in section 4. We prove the correctness of the algo-
rithm in section 5.

1In a synchronous tree pair with L links, there are O(L4)
pairs of valid fragments. It takes O(L) time to check if the two
components in a pair have the same set of links. Once the syn-
chronous fragment with the smallest number of links is excised,
this process iterates at most L times, resulting in time O(L6

G).

605



D

E F

A

B

C

1

2

3 4

y z

5

H

I J2 3

1

NM 4

w
′

x
′

5

L

y
′

K

γ :

x

G

z
′

n1 :

n2 :

n3 :

n4 :

n5 :

Figure 3: A synchronous tree pair containing frag-
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2 Synchronous Tree-Adjoining Grammar

A tree-adjoining grammar (TAG) consists of a set of
elementary tree structures of arbitrary depth, which
are combined by substitution, familiar from context-
free grammars, or an operation of adjunction that is
particular to the TAG formalism. Auxiliary trees
are elementary trees in which the root and a frontier
node, called the foot node and distinguished by the
diacritic ∗, are labeled with the same nonterminalA.
The adjunction operation involves splicing an auxil-
iary tree in at an internal node in an elementary tree
also labeled with nonterminal A. Trees without a
foot node, which serve as a base for derivations, are
called initial trees. For further background, refer to
the survey by Joshi and Schabes (1997).

We depart from the traditional definition in nota-
tion only by specifying adjunction and substitution
sites explicitly with numbered links. Each link may
be used only once in a derivation. Operations may
only occur at nodes marked with a link. For sim-
plicity of presentation we provisionally assume that
only one link is permitted at a node. We later drop
this assumption.

In a synchronous TAG (STAG) the elementary
structures are ordered pairs of TAG trees, with a
linking relation specified over pairs of nonterminal
nodes. Each link has two locations, one in the left
tree in a pair and the other in the right tree. An ex-
ample of an STAG derivation including both substi-
tution and adjunction is given in Figure 2. For fur-
ther background, refer to the work of Shieber and
Schabes (1990) and Shieber (1994).

3 k-arization Algorithm

For a synchronous tree pair γ = 〈γL, γR〉, a frag-
ment of γL (or γR) is a complete subtree rooted at
some node n of γL, written γL(n), or else a subtree
rooted at n with a gap at node n′, written γL(n, n′);
see Figure 3 for an example. We write links(n) and
links(n, n′) to denote the set of links of γL(n) and
γL(n, n′), respectively. When we do not know the
root or gap nodes of some fragment αL, we also
write links(αL).

We say that a set of links Λ from γ can be iso-
lated if there exist fragments αL and αR of γL

and γR, respectively, both with links Λ. If this is
the case, we can construct a synchronous fragment
α = 〈αL, αR〉. The goal of our algorithm is to de-
compose γ into synchronous fragments such that the
maximum number of links of a synchronous frag-
ment is kept to a minimum, and γ can be obtained
from the synchronous fragments by means of the
usual substitution and adjunction operations. In or-
der to simplify the presentation of our algorithm we
assume, without any loss of generality, that all ele-
mentary trees of the source STAG have nodes with
at most two children.

3.1 Maximal Nodes

A node n of γL (or γR) is called maximal if
(i) links(n) 6= ∅, and (ii) it is either the root node
of γL or, for its parent node n′, we have links(n′) 6=
links(n). Note that for every node n′ of γL such
that links(n′) 6= ∅ there is always a unique maxi-
mal node n such that links(n′) = links(n). Thus,
for the purpose of our algorithm, we need only look
at maximal nodes as places for excising tree frag-
ments. We can show that the number of maxi-
mal nodes Mn in a subtree γL(n) always satisfies
|links(n)| ≤Mn ≤ 2× |links(n)| − 1.

Let n be some node of γL, and let l(n) be the
(unique) link impinging on n if such a link exists,
and l(n) = ε otherwise. We associate n with a
string σ(n), defined by a pre- and post-order traver-
sal of fragment γL(n). The symbols of σ(n) are the
links in links(n), viewed as atomic symbols. Given
a node n with p children n1, . . . , np, 0 ≤ p ≤ 2,
we define σ(n) = l(n)σ(n1) · · ·σ(np) l(n). See
again Figure 3 for an example. Note that |σ(n)| =
2× |links(n)|.
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Figure 4: A diagram of the tree transformation performed
when fragment γL(n1, n2) is removed. In this and the
diagrams that follow, patterned or shaded triangles rep-
resent segments of the tree that contain multiple nodes
and at least one link. Where the pattern or shading corre-
sponds across trees in a tree pair, the set of links contained
within those triangles are equivalent.

3.2 Excision of Synchronous Fragments

Although it would be possible to excise synchronous
fragments without creating new nonterminal nodes,
for clarity we present a simple tree transforma-
tion when a fragment is excised that leaves exist-
ing nodes intact. A schematic depiction is given in
Figure 4. In the figure, we demonstrate the exci-
sion process on one half of a synchronous fragment:
γL(n1, n2) is excised to form two new trees. The
excised tree is not processed further. In the exci-
sion process the root and gap nodes of the original
tree are not altered. The material between them is
replaced with a single new node with a fresh non-
terminal symbol and a fresh link number. This non-
terminal node and link form the adjunction or sub-
stitution site for the excised tree. Note that any link
impinging on the root node of the excised fragment
is by our convention included in the fragment and
any link impinging on the gap node is not.

To regenerate the original tree, the excised frag-
ment can be adjoined or substituted back into the
tree from which it was excised. The new nodes that
were generated in the excision may be removed and
the original root and gap nodes may be merged back
together retaining any impinging links, respectively.
Note that if there was a link on either the root or gap
node in the original tree, it is not lost or duplicated

1 1 0 0 0 0 0 0 0 0 1

2 0 1 0 0 0 0 1 0 1 0

5 0 0 1 1 0 0 0 0 0 0

5 0 0 1 1 0 0 0 0 0 0

3 0 0 0 0 0 0 0 1 1 0

3 0 0 0 0 0 0 0 1 1 0

2 0 1 0 0 0 0 1 0 0 0

4 0 0 0 0 1 1 0 0 0 0

4 0 0 0 0 1 1 0 0 0 0

1 1 0 0 0 0 0 0 0 0 1

1 2 5 5 4 4 2 3 3 1

0

Figure 5: Table π with synchronous fragment
〈γL(n1, n2), γR(n3)〉 from Figure 3 highlighted.

in the process.

3.3 Method

Let nL and nR be the root nodes of trees γL and γR,
respectively. We know that links(nL) = links(nR),
and |σ(nL)| = |σ(nR)|, the second string being a
rearrangement of the occurrences of symbols in the
first one. The main data structure of our algorithm is
a Boolean matrix π of size |σ(nL)|×|σ(nL)|, whose
rows are addressed by the occurrences of symbols in
σ(nL), in the given order, and whose columns are
similarly addressed by σ(nR). For occurrences of
links x1 , x2 , the element of π at a row addressed by
x1 and a column addressed by x2 is 1 if x1 = x2,
and 0 otherwise. Thus, each row and column of π
has exactly two non-zero entries. See Figure 5 for
an example.

For a maximal node n1 of γL, we let π(n1) de-
note the stripe of adjacent rows of π addressed by
substring σ(n1) of σ(nL). If n1 dominates n2 in γL,
we let π(n1, n2) denote the rows of π addressed by
σ(n1) but not by σ(n2). This forms a pair of hori-
zontal stripes in π. For nodes n3, n4 of γR, we sim-
ilarly define π(n3) and π(n3, n4) as vertical stripes
of adjacent columns. See again Figure 5.

Our algorithm is reported in Figure 6. For each
synchronous tree pair γ = 〈γL, γR〉 from the in-
put grammar, we maintain an agenda B with all
candidate fragments αL from γL having at least
two links. These fragments are processed greed-
ily in order of increasing number of links. The
function ISOLATE(), described in more detail be-
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1: Function KARIZE(G) {G a binary STAG}
2: G′ ← STAG with empty set of synch trees;
3: for all γ = 〈γL, γR〉 in G do
4: init π and B;
5: while B 6= ∅ do
6: αL ← next fragment from B;
7: αR ← ISOLATE(αL, π, γR);
8: if αR 6= null then
9: add 〈αL, αR〉 to G′;

10: γ ← excise 〈αL, αR〉 from γ;
11: update π and B;
12: add γ to G′;
13: return G′

Figure 6: Main algorithm.

low, looks for a right fragment αR with the same
links as αL. Upon success, the synchronous frag-
ment α = 〈αL, αR〉 is added to the output grammar.
Furthermore, we excise α from γ and update data
structures π and B. The above process is iterated
until B becomes empty. We show in section 5 that
this greedy strategy is sound and complete.

The function ISOLATE() is specified in Figure 7.
We take as input a left fragment αL, which is asso-
ciated with one or two horizontal stripes in π, de-
pending on whether αL has a gap node or not. The
left boundary of αL in π is the index x1 of the col-
umn containing the leftmost occurrence of a 1 in the
horizontal stripes associated with αL. Similarly, the
right boundary of αL in π is the index x2 of the col-
umn containing the rightmost occurrence of a 1 in
these stripes. We retrieve the shortest substring σ(n)
of σ(nR) that spans over indices x1 and x2. This
means that n is the lowest node from γR such that
the links of αL are a subset of the links of γR(n).

If the condition at line 3 is satisfied, all of the ma-
trix entries of value 1 that are found from column
x1 to column x2 fall within the horizontal stripes
associated with αL. In this case we can report the
right fragment αR = γR(n). Otherwise, we check
whether the entries of value 1 that fall outside of
the two horizontal stripes in between columns x1

and x2 occur within adjacent columns, say from col-
umn x3 ≥ x1 to column x4 ≤ x2. In this case,
we check whether there exists some node n′ such
that the substring of σ(n) from position x3 to x4 is

1: Function ISOLATE(αL, π, γR)
2: select n ∈ γR such that σ(n) is the shortest

string within σ(nR) including left/right bound-
aries of αL in π;

3: if |σ(n)| = 2× |links(αL)| then
4: return γR(n);
5: select n′ ∈ γR such that σ(n′) is the gap string

within σ(n) for which links(n) − links(n′) =
links(αL);

6: if n′ is not defined then
7: return null; {more than one gap}
8: return γR(n, n′);

Figure 7: Find synchronous fragment.

an occurrence of string σ(n′). This means that n′

is the gap node, and we report the right fragment
αL = γR(n, n′). See again Figure 5.

We now drop the assumption that only one link
may impinge on a node. When multiple links im-
pinge on a single node n, l(n) is an arbitrary order
over those links. In the execution of the algorithm,
any stripe that contains one link in l(n) it must in-
clude every link in l(n). This prevents the excision
of a proper subset of the links at any node. This pre-
serves correctness because excising any proper sub-
set would impose an order over the links at n that
is not enforced in the input grammar. Because the
links at a node are treated as a unit, the complexity
of the algorithm is not affected.

4 Complexity

We discuss here an implementation of the algo-
rithm of section 3 resulting in time complexity
O(|G|+ |Y | · L3

G), where Y is the set of syn-
chronous tree pairs of G and LG is the maximum
number of links in a synchronous tree pair in Y .

Consider a synchronous tree pair γ = 〈γL, γR〉
with L links. If M is the number of maximal nodes
in γL or γR, we have M = Θ(L) (Section 3.1). We
implement the sparse table π inO(L) space, record-
ing for each row and column the indices of its two
non-zero entries. We also assume that we can go
back and forth between maximal nodes n and strings
σ(n) in constant time. Here each σ(n) is represented
by its boundary positions within σ(nL) or σ(nR),
nL and nR the root nodes of γL and γR, respectively.
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At line 2 of the function ISOLATE() (Figure 7) we
retrieve the left and right boundaries by scanning the
rows of π associated with input fragment αL. We
then retrieve node n by visiting all maximal nodes
of γL spanning these boundaries. Under the above
assumptions, this can be done in time O(L). In a
similar way we can implement line 5, resulting in
overall run time O(L) for function ISOLATE().

In the function KARIZE() (Figure 6) we use buck-
ets Bi, 1 ≤ i ≤ L, where each Bi stores the candi-
date fragments αL with |links(αL)| = i. To populate
these buckets, we first process fragments γL(n) by
visiting bottom up the maximal nodes of γL. The
quantity |links(n)| is computed from the quantities
|links(ni)|, where ni are the highest maximal nodes
dominated by n. (There are at most two such nodes.)
Fragments γL(n, n′) can then be processed using
the relation |links(n, n′)| = |links(n)| − |links(n′)|.
In this way each fragment is processed in constant
time, and population of all the buckets takes O(L2)
time.

We now consider the while loop at lines 5 to 11 in
function KARIZE(). For a synchronous tree pair γ,
the loop iterates once for each candidate fragment
αL in some bucket. We have a total of O(L2) it-
erations, since the initial number of candidates in
the buckets is O(L2), and the possible updating of
the buckets after a synchronous fragment is removed
does not increase the total size of all the buckets. If
the links in αL cannot be isolated, one iteration takes
time O(L) (the call to function ISOLATE()). If the
links in αL can be isolated, then we need to restruc-
ture π and to repopulate the buckets. The former
can be done in time O(L) and the latter takes time
O(L2), as already discussed. Crucially, the updat-
ing of π and the buckets takes place no more than
L − 1 times. This is because each time we excise
a synchronous fragment, the number of links in γ is
reduced by at least one.

We conclude that function KARIZE() takes time
O(L3) for each synchronous tree γ, and the total
running time is O(|G|+ |Y | · L3

G), where Y is the
set of synchronous tree pairs of G. The term |G| ac-
counts for the reading of the input, and dominates
the complexity of the algorithm only in case there
are very few links in each synchronous tree pair.
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D 1

w

3 4

E 2

x
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D 1
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3
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n2 :

n3 :

n4 :

γ : γ
′
:

A
′

A

Figure 8: In γ links 3 and 5 cannot be isolated because
the fragment would have to contain two gaps. However,
after the removal of fragment γ(n1, n2), an analogous
fragment γ′(n3, n4) may be removed.

5 Proof of Correctness

The algorithm presented in the previous sections
produces an optimal k-arization for the input gram-
mar. In this section we sketch a proof of correctness
of the strategy employed by the algorithm.2

The k-arization strategy presented above is
greedy in that it always chooses the excisable frag-
ment with the smallest number of links at each step
and does not perform any backtracking. We must
therefore show that this process cannot result in a
non-optimal solution. If fragments could not overlap
each other, this would be trivial to show because the
excision process would be confluent. If all overlap-
ping fragments were cases of complete containment
of one fragment within another, the proof would also
be trivial because the smallest-to-largest excision or-
der would guarantee optimality. However, it is pos-
sible for fragments to partially overlap each other,
meaning that the intersection of the set of links con-
tained in the two fragments is non-empty and the dif-
ference between the set of links in one fragment and
the other is also non-empty. Overlapping fragment
configurations are given in Figure 9 and discussed in
detail below.

The existence of partially overlapping fragments
complicates the proof of optimality for two reasons.
First, the excision of a fragment α that is partially
overlapped with another fragment β necessarily pre-
cludes the excision of β at a later stage in the ex-

2Note that the soundness of the algorithm can be easily veri-
fied from the fact that the removal of fragments can be reversed
by performing standard STAG adjunction and substitution oper-
ations until a single STAG tree pair is produced. This tree pair
is trivially homomorphic to the original tree pair and can easily
be mapped to the original tree pair.
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Figure 9: The four possible configurations of overlapped
fragments within a single tree. For type 1, let α =
γ(n1, n3) and β = γ(n2, n4). The roots and gaps of the
fragments are interleaved. For type 1′, let α = γ(n1, n3)
and β = γ(n2). The root of β dominates the gap of α.
For type 2, let α = γ(n5, n6) and β = γ(n5, n7). The
fragments share a root and have gap nodes that do not
dominate each other. For type 3 let α = γ(n8, n10) and
β = γ(n9, n11). The root of α dominates the root of β,
both roots dominate both gaps, but neither gap dominates
the other.

cision process. Second, the removal of a fragment
may cause a previously non-isolatable set of links to
become isolatable, effectively creating a new frag-
ment that may be advantageous to remove. This is
demonstrated in Figure 8. These possibilities raise
the question of whether the choice between remov-
ing fragments α and β may have consequences at a
later stage in the excision process. We demonstrate
that this choice cannot affect the k found for a given
grammar.

We begin by sketching the proof of a lemma that
shows that removal of a fragment β that partially
overlaps another fragment α always leaves an anal-
ogous fragment that may be removed.

5.1 Validity Preservation

Consider a STAG tree pair γ containing the set of
links Λ and two synchronous fragments α and β
with α containing links links(α) and β containing
links(β) (links(α), links(β) ( Λ).

If α and β do not overlap, the removal of β is
defined as validity preserving with respect to α.

If α and β overlap, removal of β from γ is valid-
ity preserving with respect to α if after the removal
there exists a valid synchronous fragment (contain-
ing at most one gap on each side) that contains all
and only the links (links(α)− links(β))∪{x}where
x is the new link added to γ.

remove α

remove β
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F G

n1 :
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n4 :

n5 :

n6 : n7 :
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Cn3 :

x x

Dn4 :

Fn6 :

H I

An1 :

Bn2 :

J x

Dn4 :

En5 :

K x

Dn4 :

Figure 10: Removal from a tree pair γ containing type 1–
type 2 fragment overlap. The fragment α is represented
by the horizonal-lined pieces of the tree pair. The frag-
ment β is represented by the vertical-lined pieces of the
tree pair. Cross-hatching indicates the overlapping por-
tion of the two fragments.

We prove a lemma that removal of any syn-
chronous fragment from an STAG tree pair is va-
lidity preserving with respect to all of the other syn-
chronous fragments in the tree pair.

It suffices to show that for two arbitrary syn-
chronous fragments α and β, the removal of β is
validity preserving with respect to α. We show this
by examination of the possible configurations of α
and β.

Consider the case in which β is fully contained
within α. In this case links(β) ( links(α). The re-
moval of β leaves the root and gap of α intact in both
trees in the pair, so it remains a valid fragment. The
new link is added at the new node inserted where
β was removed. Since β is fully contained within
α, this node is below the root of α but not below
its gap. Thus, the removal process leaves α with the
links (links(α)−links(β))∪{x}, where x is the link
added in the removal process; the removal is validity
preserving.

Synchronous fragments may partially overlap in
several different ways. There are four possible con-
figurations for an overlapped fragment within a sin-
gle tree, depicted in Figure 9. These different single-
tree overlap types can be combined in any way to
form valid synchronous fragments. Due to space
constraints, we consider two illustrative cases and
leave the remainder as an exercise to the reader.

An example of removing fragments from
a tree set containing type 1–type 2 over-
lapped fragments is given in Figure 10.
Let α = 〈γL(n1, n3), γR(n5, n6)〉. Let
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β = 〈γL(n2, n4), γR(n5, n7)〉. If α is re-
moved, the validity preserving fragment for β is
〈γ′L(n1, n4), γ′R(n5)〉. It contains the links in the
vertical-lined part of the tree and the new link x .
This forms a valid fragment because both sides con-
tain at most one gap and both contain the same set
of links. In addition, it is validity preserving for β
because it contains exactly the set of links that were
in links(β) and not in links(α) plus the new link
x . If we instead choose to remove β, the validity
preserving fragment for α is 〈γ′L(n1, n4), γ′R(n5)〉.
The links in each side of this fragment are the same,
each side contains at most one gap, and the set of
links is exactly the set left over from links(α) once
links(β) is removed plus the newly generated link x .

An example of removing fragments from a tree
set containing type 1′–type 3 (reversed) overlapped
fragments is given in Figure 11. If α is re-
moved, the validity preserving fragment for β is
〈γ′L(n1), γ′R(n4)〉. If β is removed, the validity pre-
serving fragment for α is 〈γ′L(n1, n8), γ′R(n4)〉.

Similar reasoning follows for all remaining types
of overlapped fragments.

5.2 Proof Sketch
We show that smallest-first removal of fragments is
optimal. Consider a decision point at which a choice
is made about which fragment to remove. Call the
size of the smallest fragments at this pointm, and let
the set of fragments of size m be X with α, β ∈ X .

There are two cases to consider. First, consider
two partially overlapped fragments α ∈ X and
δ /∈ X . Note that |links(α)| < |links(δ)|. Valid-
ity preservation of α with respect to δ guarantees
that δ or its validity preserving analog will still be
available for excision after α is removed. Excising
δ increases k more than excising α or any fragment
that removal of α will lead to before δ is considered.
Thus, removal of δ cannot result in a smaller value
for k if it is removed before α rather than after α.

Second, consider two partially overlapped frag-
ments α, β ∈ X . Due to the validity preservation
lemma, we may choose arbitrarily between the frag-
ments in X without jeopardizing our ability to later
remove other fragments (or their validity preserving
analogs) in that set. Removal of fragment α cannot
increase the size of any remaining fragment.

Removal of α or β may generate new fragments

remove α
remove β
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n3 :
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Dn4 : An1 :

Bn2 :

xJ↓
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Figure 11: Removal from a tree pair γ containing a type
1′–type 3 (reversed) fragment overlap. The fragment α is
represented by the horizontal lined pieces of the tree pair.
The fragment β is represented by the vertical-lined pieces
of the tree pair. Cross-hatching indicates the overlapping
portion of the two fragments.

that were not previously valid and may reduce the
size of existing fragments that it overlaps. In addi-
tion, removal of αmay lead to availability of smaller
fragments at the next removal step than removal of β
(and vice versa). However, since removal of either α
or β produces a k of size at leastm, the later removal
of fragments of size less than m cannot affect the k
found by the algorithm. Due to validity preservation,
removal of any of these smaller fragments will still
permit removal of all currently existing fragments or
their analogs at a later step in the removal process.

If the removal of α generates a new fragment δ of
size larger thanm all remaining fragments inX (and
all others smaller than δ) will be removed before δ
is considered. Therefore, if removal of β generates a
new fragment smaller than δ, the smallest-first strat-
egy will properly guarantee its removal before δ.

6 Conclusion

In order for STAG to be used in machine translation
and other natural-language processing tasks it must
be possible to process it efficiently. The difficulty in
parsing STAG stems directly from the factor k that
indicates the degree to which the correspondences
are intertwined within the elementary structures of
the grammar. The algorithm presented in this pa-
per is the first method available for k-arizing a syn-
chronous TAG grammar into an equivalent grammar
with an optimal value for k. The algorithm operates
offline and requires only O(|G|+ |Y | · L3

G) time.
Both the derivation trees and derived trees produced
are trivially homomorphic to those that are produced
by the original grammar.
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Abstract

This paper describes how external resources
can be used to improve parser performance for
heavily lexicalised grammars, looking at both
robustness and efficiency. In terms of robust-
ness, we try using different types of external
data to increase lexical coverage, and find that
simple POS tags have the most effect, increas-
ing coverage on unseen data by up to 45%. We
also show that filtering lexical items in a su-
pertagging manner is very effective in increas-
ing efficiency. Even using vanilla POS tags we
achieve some efficiency gains, but when us-
ing detailed lexical types as supertags we man-
age to halve parsing time with minimal loss of
coverage or precision.

1 Introduction

Heavily lexicalised grammars have been used in ap-
plications such as machine translation and informa-
tion extraction because they can produce semantic
structures which provide more information than less
informed parsers. In particular, because of the struc-
tural and semantic information attached to lexicon
items, these grammars do well at describing com-
plex relationships, like non-projectivity and center
embedding. However, the cost of this additional in-
formation sometimes makes deep parsers that use
these grammars impractical. Firstly because, if the
information is not available, the parsers may fail to
produce an analysis, a failure of robustness. Sec-
ondly, the effect of analysing the extra information
can slow the parser down, causing efficiency prob-
lems. This paper describes experiments aimed at

improving parser performance in these two areas, by
annotating the input given to one such deep parser,
the PET parser (Callmeier, 2000), which uses lex-
icalised grammars developed under the HPSG for-
malism (Pollard and Sag, 1994).

2 Background

In all heavily lexicalised formalisms, such as LTAG,
CCG, LFG and HPSG, the lexicon plays a key role
in parsing. But a lexicon can never hope to contain
all words in open domain text, and so lexical cover-
age is a central issue in boosting parser robustness.
Some systems use heuristics based on numbers, cap-
italisation and perhaps morphology to guess the cat-
egory of the unknown word (van Noord and Mal-
ouf, 2004), while others have focused on automati-
cally expanding the lexicon (Baldwin, 2005; Hock-
enmaier et al., 2002; O’Donovan et al., 2005). An-
other method, described in Section 4, uses external
resources such as part-of-speech (POS) tags to select
generic lexical entries for out-of-vocabulary words.
In all cases, we lose some of the depth of informa-
tion the hand-crafted lexicon would provide, but an
analysis is still produced, though possibly less than
fully specified.

The central position of these detailed lexicons
causes problems, not only of robustness, but also of
efficiency and ambiguity. Many words may have
five, six or more lexicon entries associated with
them, and this can lead to an enormous search space
for the parser. Various means of filtering this search
space have been attempted. Kiefer et al. (1999) de-
scribes a method of filtering lexical items by specify-
ing and checking for required prefixes and particles
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which is particularly effective for German, but also
applicable to English. Other research has looked at
using dependencies to restrict the parsing process
(Sagae et al., 2007), but the most well known fil-
tering method is supertagging. Originally described
by Bangalore and Joshi (1994) for use in LTAG pars-
ing, it has also been used very successfully for CCG
(Clark, 2002). Supertagging is the process of assign-
ing probable ‘supertags’ to words before parsing to
restrict parser ambiguity, where a supertag is a tag
that includes more specific information than the typ-
ical POS tags. The supertags used in each formal-
ism differ, being elementary trees in LTAG and CCG
categories for CCG. Section 3.2 describes an exper-
iment akin to supertagging for HPSG, where the su-
pertags are HPSG lexical types. Unlike elementary
trees and CCG categories, which are predominantly
syntactic categories, the HPSG lexical types contain
a lot of semantic information, as well as syntactic.

In the case study we describe here, the tools,
grammars and treebanks we use are taken from
work carried out in the DELPH-IN1 collaboration.
This research is based on using HPSG along with
Minimal Recursion Semantics (MRS: Copestake et
al. (2001)) as a platform to develop deep natural
language processing tools, with a focus on multi-
linguality. The grammars are designed to be bi-
directional (used for generation as well as parsing)
and so contain very specific linguistic information.
In this work, we focus on techniques to improve
parsing, not generation, but, as all the methods in-
volve pre-processing and do not change the gram-
mar itself, we do not affect the generation capabil-
ities of the grammars. We use two of the DELPH-
IN wide-coverage grammars: the English Resource
Grammar (ERG: Copestake and Flickinger (2000))
and a German grammar, GG (Müller and Kasper,
2000; Crysmann, 2003). We also use the PET parser,
and the [incr tsdb()] system profiler and treebanking
tool (Oepen, 2001) for evaluation.

3 Parser Restriction

An exhaustive parser, such as PET, by default pro-
duces every parse licensed by the grammar. How-
ever, in many application scenarios, this is unnec-
essary and time consuming. The benefits of us-

1http://wiki.delph-in.net/

ing a deep parser with a lexicalised grammar are
the precision and depth of the analysis produced,
but this depth comes from making many fine dis-
tinctions which greatly increases the parser search
space, making parsing slow. By restricting the lexi-
cal items considered during parsing, we improve the
efficiency of a parser with a possible trade-off of los-
ing correct parses. For example, the noun phrase
reading of The dog barks is a correct parse, although
unlikely. By blocking the use of barks as a noun
in this case, we lose this reading. This may be an
acceptable trade-off in some applications that can
make use of the detailed information, but only if it
can be delivered in reasonable time. An example
of such an application is the real-time speech trans-
lation system developed in the Verbmobil project
(Wahlster, 2000), which integrated deep parsing re-
sults, where available, into its appointment schedul-
ing and travel planning dialogues. In these exper-
iments we look at two methods of restricting the
parser, first by using POS tags and then using lexical
types. To control the trade-off between efficiency
and precision, we vary which lexical items are re-
stricted according to a likelihood threshold from the
respective taggers. Only open class words are re-
stricted, since it is the gross distinctions between, for
instance, noun and verb that we would like to utilise.
Any differences between categories for closed class
words are more subtle and we feel the parser is best
left to make these distinctions without restriction.
The data set used for these experiments is the jh5
section of the treebank released with the ERG. This
text consists of edited written English in the domain
of Norwegian hiking instructions from the LOGON
project (Oepen et al., 2004).

3.1 Part of Speech Tags

We use TreeTagger (Schmid, 1994) to produce POS
tags and then open class words are restricted if the
POS tagger assigned a tag with a probability over
a certain threshold. A lower threshold will lead to
faster parsing, but at the expense of losing more cor-
rect parses. We experiment with various thresholds,
and results are shown in Table 1. Since a gold stan-
dard treebank for our data set was available, it was
possible to evaluate the accuracy of the parser. Eval-
uation of deep parsing results is often reported only
in terms of coverage (number of sentences which re-
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Threshold Coverage Precision Time
gold 93.5% 92.2% N/A

unrestricted 93.3% 92.4% 0.67s
1.00 90.7% 91.9% 0.59s
0.98 88.8% 89.3% 0.49s
0.95 88.4% 89.5% 0.48s
0.90 86.4% 88.5% 0.44s
0.80 84.3% 87.0% 0.43s
0.60 81.5% 87.3% 0.39s

Table 1: Results obtained when restricting the parser lex-
icon according to the POS tag, where words are restricted
according to a threshold of POS probabilities.

ceive an analysis), because, since the hand-crafted
grammars are optimised for precision over cover-
age, the analyses are assumed to be correct. How-
ever, in this experiment, we are potentially ‘dilut-
ing’ the precision of the grammar by using external
resources to remove parses and so it is important that
we have some idea of how the accuracy is affected.
In the table, precision is the percentage of sentences
that, having produced at least one parse, produced a
correct parse. A parse was judged to be correct if it
exactly matched the gold standard tree in all aspects,
syntactic and semantic.

The results show quite clearly how the coverage
drops as the average parse time per sentence drops.
In hybrid applications that can back-off to less infor-
mative analyses, this may be a reasonable trade-off,
enabling detailed analyses in shorter times where
possible, and using the shallower analyses other-
wise.

3.2 Lexical Types
Another option for restricting the parser is to use the
lexical types used by the grammar itself, in a simi-
lar method to that described by Prins and van Noord
(2003). This could be considered a form of supertag-
ging as used in LTAG and CCG. Restricting by lex-
ical types should have the effect of reducing ambi-
guity further than POS tags can do, since one POS
tag could still allow the use of multiple lexical items
with compatible lexical types. On the other hand, it
could be considered more difficult to tag accurately,
since there are many more lexical types than POS
tags (almost 900 in the ERG) and less training data
is available.

Configuration Coverage Precision Time
gold 93.5% 92.2% N/A

unrestricted 93.3% 92.4% 0.67s
0.98 with POS 93.5% 91.9% 0.63s
0.95 with POS 93.1% 92.4% 0.48s
0.90 with POS 92.9% 92.3% 0.37s
0.80 with POS 91.8% 91.8% 0.31s
0.60 with POS 86.2% 93.5% 0.21s
0.98 no POS 92.9% 92.3% 0.62s
0.95 no POS 90.9% 91.0% 0.48s
0.90 no POS 87.7% 89.2% 0.42s
0.80 no POS 79.7% 84.6% 0.33s
0.60 no POS 67.0% 84.2% 0.23s

Table 2: Results obtained when restricting the parser lex-
icon according to the predicted lexical type, where words
are restricted according to a threshold of tag probabilities.
Two models, with and without POS tags as features, were
used.

While POS taggers such as TreeTagger are com-
mon, and there some supertaggers are available, no-
tably that of Clark and Curran (2007) for CCG,
no standard supertagger exists for HPSG. Conse-
quently, we developed a Maximum Entropy model
for supertagging using the OpenNLP implementa-
tion.2 Similarly to Zhang and Kordoni (2006), we
took training data from the gold–standard lexical
types in the treebank associated with ERG (in our
case, the July-07 version). For each token, we ex-
tracted features in two ways. One used features only
from the input string itself: four characters from the
beginning and end of the target word token, and two
words of context (where available) either side of the
target. The second used the features from the first,
along with POS tags given by TreeTagger for the
context tokens.

We held back the jh5 section of the treebank for
testing the Maximum Entropy model. Again, the
lexical items that were to be restricted were con-
trolled by a threshold, in this case the probabil-
ity given by the maximum entropy model. Table
2 shows the results achieved by these two models,
with the unrestricted results and the gold standard
provided for comparison.

Here we see the same trends of falling coverage

2http://maxent.sourceforge.net/
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with falling time for both models, with the POS
tagged model consistently outperforming the word-
form model. To give a clearer picture of the com-
parative performance of all three experiments, Fig-
ure 1 shows how the results vary with time for both
models, and for the POS tag restricted experiment.
Here we can see that the coverage and precision of
the lexical type restriction experiment that uses the
word-form model is just above that of the POS re-
stricted one. However the POS tagged model clearly
outperforms both, showing minimal loss of coverage
or precision at a threshold which halved the average
parsing time. At the lowest parsing time, we see
that precision of the POS tagged model even goes
up. This can be explained by noting that coverage
here goes down, and obviously we are losing more
incorrect parses than correct parses.

This echoes the main result from Prins and van
Noord (2003), that filtering the lexical categories
used by the parser can significantly reduce parsing
time, while maintaining, or even improving, preci-
sion. The main differences between our method and
that of Prins and van Noord are the training data and
the tagging model. The key feature of their exper-
iment was the use of ‘unsupervised’ training data,
that is, the uncorrected output of their parser. In this
experiment, we used gold standard training data, but
much less of it (just under 200 000 words) and still
achieved a very good precision. It would be inter-
esting to see what amount of unsupervised parser
output we would require to achieve the same level
of precision. The other difference was the tagging
model, maximum entropy versus Hidden Markov
Model (HMM). We selected maximum entropy be-
cause Zhang and Kordoni (2006) had shown that
they got better results using a maximum entropy tag-
ger instead of a HMM one when predicting lexical
types, albeit for a slightly different purpose. It is not
possible to directly compare results between our ex-
periments and those in Prins and van Noord, because
of different languages, data sets and hardware, but it
is worth noting that parsing times are much lower in
our setup, perhaps more so than can be attributed to
4 years hardware improvement. While the range of
sentence lengths appears to be very similar between
the data sets, one possible reason for this could be
the very large number of lexical categories used in
their ALPINO system.
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Figure 1: Coverage and precision varying with time for
the three restriction experiments. Gold standard and un-
restricted results shown for comparison.

While this experiment is similar to that of Clark
and Curran (2007), it differs in that their supertag-
ger assign categories to every word, while we look
up every word in the lexicon and the tagger is used to
filter what the lexicon returns, only if the tagger con-
fidence is sufficiently high. As Table 2 shows, when
we use the tags for which the tagger had a low confi-
dence, we lose significant coverage. In order to run
as a supertagger rather than a filter, the tagger would
need to be much more accurate. While we can look
at multi-tagging as an option, we believe much more
training data would be needed to achieve a sufficient
level of tag accuracy.

Increasing efficiency is important for enabling
these heavily lexicalised grammars to bring the ben-
efits of their deep analyses to applications, but simi-
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larly important is robustness. The following section
is aimed at addressing this issue of robustness, again
by using external information.

4 Unknown Word Handling

The lexical information available to the parser is
what makes the depth of the analysis possible, and
the default configuration of the parser uses an all-
or-nothing approach, where a parse is not produced
if all the lexical information is not available. How-
ever, in order to increase robustness, it is possible to
use underspecified lexical information where a fully
specified lexical item is not available. One method
of doing this, built in to the PET parser, is to use
POS tags to select generic lexical items, and hence
allow a (less than fully specified) parse to be built.

The six data sets used for these experiments were
chosen to give a range of languages and genres.
Four sets are English text: jh5 described in Sec-
tion 3; trec consisting of questions from TREC and
included in the treebanks released with the ERG;
a00 which is taken from the BNC and consists of
factsheets and newsletters; and depbank, the 700
sentences of the Briscoe and Carroll version of Dep-
Bank (Briscoe and Carroll, 2006) taken from the
Wall Street Journal. The last two data sets are Ger-
man text: clef700 consisting of German questions
taken from the CLEF competition and eiche564 a
sample of sentences taken from a treebank parsed
with the German HPSG grammar, GG and consist-
ing of transcribed German speech data concerning
appointment scheduling from the Verbmobil project.
Vital statistics of these data sets are described in Ta-
ble 3.

We used TreeTagger to POS tag the six data sets,
with the tagger configured to assign multiple tags,
where the probability of the less likely tags was at
least half that of the most likely tag. The data was
input using a PET input chart (PIC), which allows
POS tags to be assigned to each token, and then
parsed each with the PET parser.3 All English data
sets used the July-07 CVS version of the ERG and
the German sets used the September 2007 version
of GG. Unlike the experiments described in Sec-
tion 3, adding POS tags in this way will have no
effect on sentences which the parser is already able

3Subversion revision 384

Language
Number

of
Sentences

Ave.
Sentence
Length

jh5 English 464 14.2
trec English 693 6.9
a00 English 423 17.2
depbank English 700 21.5
clef German 700 7.5
eiche564 German 564 11.5

Table 3: Data sets used in input annotation experiments.

to parse. The POS tags will only be considered when
the parser has no lexicon entry for a given word, and
hence can only increase coverage. Results are shown
in Table 4, comparing the coverage over each set to
that obtained without using POS tags to handle un-
known words. Coverage here is defined as the per-
centage of sentences with at least one parse.

These results show very clearly one of the poten-
tial drawbacks of using a highly lexicalised gram-
mar formalism like HPSG: unknown words are one
of the main causes of parse failure, as quantified in
Baldwin et al. (2004) and Nicholson et al. (2008).
In the results here, we see that for jh5, trec and
eiche564, adding unknown word handling made al-
most no difference, since the grammars (specifically
the lexicons) have been tuned for these data sets. On
the other hand, over unseen texts, adding unknown
word handling made a dramatic difference to the
coverage. This motivates strategies like the POS tag
annotation used here, as well as the work on deep
lexical acquisition (DLA) described in Zhang and
Kordoni (2006) and Baldwin (2005), since no gram-
mar could ever hope to cover all words used within
a language.

As mentioned in Section 3, coverage is not the
only evaluation metric that should be considered,
particularly when adding potentially less precise in-
formation to the parsing process (in this case POS
tags). Since the primary effect of adding POS tags
is shown with those data sets for which we do not
have gold standard treebanks, evaluating accuracy
in this case is more difficult. However, in order to
give some idea of the effects on precision, a sample
of 100 sentences from the a00 data set was evaluated
for accuracy, for this and the following experiments.
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In this instance, we found there was only a slight
drop in precision, where the original analyses had a
precision of 82% and the precision of the analyses
when POS tags were used was 80%.

Since the parser has the means to accept named
entity (NE) information in the input, we also ex-
perimented with using generic lexical items gener-
ated from NE data. We used SProUT (Becker et al.,
2002) to tag the data sets and used PET’s inbuilt NE
handling mechanism to add NE items to the input,
associated with the appropriate word tokens. This
works slightly differently from the POS annotation
mechanism, in that NE items are considered by the
parser, even when the associated words are in the
lexicon. This has the effect of increasing the number
of analyses produced for sentences that already have
a full lexical span, but could also increase coverage
by enabling parses to be produced where there is no
lexical span, or where no parse was possible because
a token was not recognised as part of a name. In or-
der to isolate the effect of the NE data, we ran one
experiment where the input was annotated only with
the SProUT data, and another where the POS tags
were also added. These results are also in Table 4.

Again, we see coverage increases in the three un-
seen data sets, a00, depbank and clef, but not to the
same extent as the POS tags. Examining the re-
sults in more detail, we find that the increases come
almost exclusively from sentences without lexical
span, rather than in sentences where a token was
previously not recognised as part of a name. This
means that the NE tagger is operating almost like a
POS tagger that only tags proper nouns, and as the
POS tagger tags proper nouns quite accurately, we
find the NE tagger gives no benefit here. When ex-
amining the precision over our sample evaluation set
from a00, we find that using the NE data alone adds
no correct parses, while using NE data with POS
tags actually removes correct parses when compared
with POS alone, since the (in these cases, incorrect)
NE data is preferred over the POS tags. It is possible
that another named entity tagger would give better
results, and this may be looked at in future experi-
ments.

Other forms of external information might also be
used to increase lexical coverage. Zhang and Kor-
doni (2006) reported a 20% coverage increase over
baseline using a lexical type predictor for unknown

words, and so we explored this avenue. The same
maximum entropy tagger used in Section 3 was used
and each open class word was tagged with its most
likely lexical type, as predicted by the maximum en-
tropy model. Table 5 shows the results, with the
baseline and POS annotated results for comparison.
As with the previous experiments, we see a cover-
age increase in those data sets which are considered
unseen text for these grammars. Again it is clear
that the use of POS tags as features obviously im-
proves the maximum entropy model, since this sec-
ond model has almost 10% better coverage on our
unseen texts. However, lexical types do not appear
to be as effective for increasing lexical coverage as
the POS tags. One difference between the POS and
lexical type taggers is that the POS tagger could pro-
duce multiple tags per word. Therefore, for the next
experiment, we altered the lexical type tagger so it
could also produce multiple tags. As with the Tree-
Tagger configuration we used for POS annotation,
extra lexical type tags were produced if they were at
least half as probable as the most likely tag. A lower
probability threshold of 0.01 was set, so that hun-
dreds of tags of equal likelihood were not produced
in the case where the tagger was unable to make an
informed prediction. The results with multiple tag-
ging are also shown in Table 5.

The multiple tagging version gives a coverage in-
crease of between 2 and 10% over the single tag ver-
sion of the tagger, but, at least for the English data
sets, it is still less effective than straight-forward
POS tagging. For the German unseen data set, clef,
we do start getting above what the POS tagger can
achieve. This may be in part because of the features
used by the lexical type tagger — German, being
a more morphologically rich language, may benefit
more from the prefix and suffix features used in the
tagger.

In terms of precision measured on our sample
evaluation set, the single tag version of the lexical
type tagger which used POS tag features achieved
a very good precision of 87% where, of all the extra
sentences that could now be parsed, only one did not
have a correct parse. In an application where preci-
sion is considered much more important than cover-
age, this would be a good method of increasing cov-
erage without loss of accuracy. The single tag ver-
sion that did not use POS tags in the model achieved
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Baseline with POS NE only NE+POS
jh5 93.1% 93.3% 93.1% 93.3%
trec 97.1% 97.5% 97.4% 97.7%
a00 50.1% 83.9% 53.0% 85.8%
depbank 36.3% 76.9% 51.1% 80.4%
clef 22.0% 67.7% 42.3% 75.3%
eiche564 63.8% 63.8% 64.0% 64.0%

Table 4: Parser coverage with baseline using no unknown word handling and unknown word handling using POS tags,
SProUT named entity data as the only annotation, or SProUT tags in addition to POS annotation.

Single Lexical Types Multiple Lexical Types
Baseline POS -POS +POS -POS +POS

jh5 93.1% 93.3% 93.3% 93.3% 93.5% 93.5%
trec 97.1% 97.5% 97.3% 97.4% 97.3% 97.4%
a00 50.1% 83.9% 63.8% 72.6% 65.7% 78.5%
depbank 36.3% 76.9% 51.7% 64.4% 53.9% 69.7%
clef 22.0% 67.7% 59.9% 66.8% 69.7% 76.9%
eiche564 63.8% 63.8% 63.8% 63.8% 63.8% 63.8%

Table 5: Parser coverage using a lexical type predictor for unknown word handling. The predictor was run in single tag
mode, and then in multi-tag mode. Two different tagging models were used, with and without POS tags as features.

the same precision as with using only POS tags, but
without the same increase in coverage. On the other
hand, the multiple tagging versions, which at least
started approaching the coverage of the POS tag ex-
periment, dropped to a precision of around 76%.

From the results of Section 3, one might expect
that at least the lexical type method of handling un-
known words might at least lead to quicker parsing
than when using POS tags, however POS tags are
used differently in this situation. When POS tags
are used to restrict the parser, any lexicon entry that
unifies with the generic part-of-speech lexical cate-
gory can be used by the parser. That is, when the
word is restricted to, for example, a verb, any lexi-
cal item with one of the numerous more specific verb
categories can be used. In contrast, in these experi-
ments, the lexicon plays no part. The POS tag causes
one underspecified lexical item (per POS tag) to be
considered in parsing. While these underspecified
items may allow more analyses to be built than if
the exact category was used, the main contribution
to parsing time turned out to be the number of tags
assigned to each word, whether that was a POS tag
or a lexical type. The POS tagger assigned multiple
tags much less frequently than the multiple tagging

lexical type tagger and so had a faster average pars-
ing time. The single tagging lexical type tagger had
only slightly fewer tags assigned overall, and hence
was slightly faster, but at the expense of a signifi-
cantly lower coverage.

5 Conclusion

The work reported here shows the benefits that can
be gained by utilising external resources to anno-
tate parser input in highly lexicalised grammar for-
malisms. Even something as simple and readily
available (for languages likely to have lexicalised
grammars) as a POS tagger can massively increase
the parser coverage on unseen text. While annotat-
ing with named entity data or a lexical type supertag-
ger were also found to increase coverage, the POS
tagger had the greatest effect with up to 45% cover-
age increase on unseen text.

In terms of efficiency, POS tags were also shown
to speed up parsing by filtering unlikely lexicon
items, but better results were achieved in this case
by using a lexical type supertagger. Again encour-
aging the use of external resources, the supertagging
was found to be much more effective when POS tags
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were used to train the tagging model, and in this con-
figuration, managed to halve the parsing time with
minimal effect on coverage or precision.

6 Further Work

A number of avenues of future research were sug-
gested by the observations made during this work.
In terms of robustness and increasing lexical cover-
age, more work into using lexical types for unknown
words could be explored. In light of the encourag-
ing results for German, one area to look at is the ef-
fect of different features for different languages. Use
of back-off models might also be worth considering
when the tagger probabilities are low.

Different methods of using the supertagger could
also be explored. The experiment reported here used
the single most probable type for restricting the lex-
icon entries used by the parser. Two extensions of
this are obvious. The first is to use multiple tags
over a certain threshold, by either inputting multi-
ple types as was done for the unknown word han-
dling, or by using a generic type that is compatible
with all the predicted types over a certain threshold.
The other possible direction to try is to not check
the predicted type against the lexicon, but to simply
construct a lexical item from the most likely type,
given a (high) threshold probability. This would be
similar to the CCG supertagging mechanism and is
likely to give generous speedups at the possible ex-
pense of precision, but it would be illuminating to
discover how this trade-off plays out in our setup.
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Xu. 2002. SProUT - Shallow Processing with Typed
Feature Structures and Unification. In Proceedings of
the International Conference on NLP (ICON 2002),
Mumbai, India.

Ted Briscoe and John Carroll. 2006. Evaluating the
accuracy of an unlexicalised statistical parser on the
PARC DepBank. In Proceedings of the 44th Annual
Meeting of the ACL, pages 41–48, Sydney, Australia.

Ulrich Callmeier. 2000. PET - a platform for experi-
mentation with efficient HPSG processing techniques.
Natural Language Engineering, 6(1):99–107.

Stephen Clark and James R. Curran. 2007. Wide-
coverage efficient statistical parsing with CCG and
log-linear models. Computational Linguistics,
33(4):493–552.

Stephen Clark. 2002. Supertagging for combinatory cat-
egorical grammar. In Proceedings of the 6th Interna-
tional Workshop on Tree Adjoining Grammar and Re-
lated Frameworks, pages 101–106, Venice, Italy.

Ann Copestake and Dan Flickinger. 2000. An open-
source grammar development environment and broad-
coverage English grammar using HPSG. In Proceed-
ings of the Second conference on Language Resources
and Evaluation (LREC-2000), Athens, Greece.

Ann Copestake, Alex Lascarides, and Dan Flickinger.
2001. An algebra for semantic construction in
constraint-based grammars. In Proceedings of the
39th Annual Meeting of the ACL and 10th Conference
of the EACL (ACL-EACL 2001), Toulouse, France.

Berthold Crysmann. 2003. On the efficient implemen-
tation of German verb placement in HPSG. In Pro-
ceedings of RANLP 2003, pages 112–116, Borovets,
Bulgaria.

Julia Hockenmaier, Gann Bierner, and Jason Baldridge.
2002. Extending the coverage of a CCG system. Re-
search in Language and Computation.

Bernd Kiefer, Hans-Ulrich Krieger, John Carroll, and
Rob Malouf. 1999. A bag of useful techniques for ef-
ficient and robust parsing. In Proceedings of the 37th
Annual Meeting of the ACL, pages 473–480, Mary-
land, USA.

Stefan Müller and Walter Kasper. 2000. HPSG analysis
of German. In Verbmobil: Foundations of Speech-to-
Speech Translation, pages 238–253. Springer, Berlin,
Germany.

Jeremy Nicholson, Valia Kordoni, Yi Zhang, Timothy
Baldwin, and Rebecca Dridan. 2008. Evaluating and
extending the coverage of HPSG grammars. In Pro-
ceedings of the Sixth International Conference on Lan-
guage Resources and Evaluation (LREC 2008), Mar-
rakech, Morocco.

620



Ruth O’Donovan, Michael Burke, Aoife Cahill, Josef van
Genabith, and Andy Way. 2005. Large-scale induc-
tion and evaluation of lexical resources from the Penn-
II and Penn-III treebanks. Computational Linguistics,
31:pp 329–366.

Stephan Oepen, Helge Dyvik, Jan Tore Lønning, Erik
Velldal, Dorothee Beermann, John Carroll, Dan
Flickinger, Lars Hellan, Janne Bondi Johannessen,
Paul Meurer, Torbjørn Nordgård, and Victoria Rosén.
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Abstract

Previous studies evaluate simulated dialog
corpora using evaluation measures which can
be automatically extracted from the dialog
systems’ logs. However, the validity of these
automatic measures has not been fully proven.
In this study, we first recruit human judges
to assess the quality of three simulated dia-
log corpora and then use human judgments
as the gold standard to validate the conclu-
sions drawn from the automatic measures. We
observe that it is hard for the human judges
to reach good agreement when asked to rate
the quality of the dialogs from given perspec-
tives. However, the human ratings give con-
sistent ranking of the quality of simulated cor-
pora generated by different simulation mod-
els. When building prediction models of hu-
man judgments using previously proposed au-
tomatic measures, we find that we cannot reli-
ably predict human ratings using a regression
model, but we can predict human rankings by
a ranking model.

1 Introduction

User simulation has been widely used in different
phases in spoken dialog system development. In
the system development phase, user simulation is
used in training different system components. For
example, (Levin et al., 2000) and (Scheffler, 2002)
exploit user simulations to generate large corpora
for using Reinforcement Learning to develop dia-
log strategies, while (Chung, 2004) implement user
simulation to train the speech recognizer and under-
standing components.

While user simulation is considered to be more
low-cost and time-efficient than experiments with
human subjects, one major concern is how well the
state-of-the-art user simulations can mimic human
user behaviors and how well they can substitute for
human users in a variety of tasks. (Schatzmann
et al., 2005) propose a set of evaluation measures
to assess the quality of simulated corpora. They
find that these evaluation measures are sufficient
to discern simulated from real dialogs. Since this
multiple-measure approach does not offer a easily
reportable statistic indicating the quality of a user
simulation, (Williams, 2007) proposes a single mea-
sure for evaluating and rank-ordering user simula-
tions based on the divergence between the simulated
and real users’ performance. This new approach also
offers a lookup table that helps to judge whether an
observed ordering of two user simulations is statisti-
cally significant.

In this study, we also strive to develop a prediction
model of the rankings of the simulated users’ per-
formance. However, our approach use human judg-
ments as the gold standard. Although to date there
are few studies that use human judges to directly as-
sess the quality of user simulation, we believe that
this is a reliable approach to assess the simulated
corpora as well as an important step towards devel-
oping a comprehensive set of user simulation evalu-
ation measures. First, we can estimate the difficulty
of the task of distinguishing real and simulated cor-
pora by knowing how hard it is for human judges to
reach an agreement. Second, human judgments can
be used as the gold standard of the automatic evalua-
tion measures. Third, we can validate the automatic
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measures by correlating the conclusions drawn from
the automatic measures with the human judgments.

In this study, we recruit human judges to assess
the quality of three user simulation models. Judges
are asked to read the transcripts of the dialogs be-
tween a computer tutoring system and the simula-
tion models and to rate the dialogs on a 5-point scale
from different perspectives. Judges are also given
the transcripts between human users and the com-
puter tutor. We first assess human judges’ abilities
in distinguishing real from simulated users. We find
that it is hard for human judges to reach good agree-
ment on the ratings. However, these ratings give
consistent ranking on the quality of the real and the
simulated user models. Similarly, when we use pre-
viously proposed automatic measures to predict hu-
man judgments, we cannot reliably predict human
ratings using a regression model, but we can consis-
tently mimic human judges’ rankings using a rank-
ing model. We suggest that this ranking model can
be used to quickly assess the quality of a new simu-
lation model without manual efforts by ranking the
new model against the old models.

2 Related Work

A lot of research has been done in evaluating differ-
ent components of Spoken Dialog Systems as well
as overall system performance. Different evaluation
approaches are proposed for different tasks. Some
studies (e.g., (Walker et al., 1997)) build regression
models to predict user satisfaction scores from the
system log as well as the user survey. There are also
studies that evaluate different systems/system com-
ponents by ranking the quality of their outputs. For
example, (Walker et al., 2001) train a ranking model
that ranks the outputs of different language genera-
tion strategies based on human judges’ rankings. In
this study, we build both a regression model and a
ranking model to evaluate user simulation.

(Schatzmann et al., 2005) summarize some
broadly used automatic evaluation measures for user
simulation and integrate several new automatic mea-
sures to form a comprehensive set of statistical eval-
uation measures. The first group of measures inves-
tigates how much information is transmitted in the
dialog and how active the dialog participants are.
The second group of measures analyzes the style of

the dialog and the last group of measures examines
the efficiency of the dialogs. While these automatic
measures are handy to use, these measures have not
been validated by humans.

There are well-known practices which validate
automatic measures using human judgments. For
example, in machine translation, BLEU score (Pa-
pineni et al., 2002) is developed to assess the quality
of machine translated sentences. Statistical analysis
is used to validate this score by showing that BLEU
score is highly correlated with the human judgment.
In this study, we validate a subset of the automatic
measures proposed by (Schatzmann et al., 2005) by
correlating the measures with human judgments. We
follow the design of (Linguistic Data Consortium,
2005) in obtaining human judgments. We call our
study an assessment study.

3 System and User Simulation Models

In this section, we describe our dialog system (IT-
SPOKE) and the user simulation models which
we use in the assessment study. ITSPOKE is
a speech-enabled Intelligent Tutoring System that
helps students understand qualitative physics ques-
tions. In the system, the computer tutor first presents
a physics question and the student types an essay
as the answer. Then, the tutor analyzes the essay
and initiates a tutoring dialog to correct misconcep-
tions and to elicit further explanations. A corpus
of 100 tutoring dialogs was collected between 20
college students (solving 5 physics problems each)
and the computer tutor, yielding 1388 student turns.
The correctness of student answers is automatically
judged by the system and kept in the system’s logs.
Our previous study manually clustered tutor ques-
tions into 20 clusters based on the knowledge (e.g.,
acceleration, Newton’s 3rd Law) that is required to
answer each question (Ai and Litman, 2007).

We train three simulation models from the real
corpus: the random model, the correctness model,
and the cluster model. All simulation models gener-
ate student utterances on the word level by picking
out the recognized student answers (with potential
speech recognition errors) from the human subject
experiments with different policies. The random
model (ran) is a simple unigram model which ran-
domly picks a student’s utterance from the real cor-
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pus as the answer to a tutor’s question, neglecting
which question it is. The correctness model (cor)
is designed to give a correct/incorrect answer with
the same probability as the average of real students.
For each tutor’s question, we automatically compute
the average correctness rate of real student answers
from the system logs. Then, a correct/incorrect an-
swer is randomly chosen from the correct/incorrect
answer sets for this question. The cluster model
(clu) tries to model student learning by assuming
that a student will have a higher chance to give a
correct answer to the question of a cluster in which
he/she mostly answers correctly before. It computes
the conditional probability of whether a student an-
swer is correct/incorrect given the content of the tu-
tor’s question and the correctness of the student’s an-
swer to the last previous question that belongs to the
same question cluster. We also refer to the real stu-
dent as the real student model (real) in the paper.
We hypothesize that the ranking of the four student
models (from the most realistic to the least) is: real,
clu, cor, and ran.

4 Assessment Study Design

4.1 Data

We decided to conduct a middle-scale assessment
study that involved 30 human judges. We conducted
a small pilot study to estimate how long it took a
judge to answer all survey questions (described in
Section 4.2) in one dialog because we wanted to con-
trol the length of the study so that judges would not
have too much cognitive load and would be consis-
tent and accurate on their answers. Based on the pi-
lot study, we decided to assign each judge 12 dialogs
which took about an hour to complete. Each dialog
was assigned to two judges. We used three out of the
five physics problems from the original real corpus
to ensure the variety of dialog contents while keep-
ing the corpus size small. Therefore, the evaluation
corpus consisted of 180 dialogs, in which 15 dialogs
were generated by each of the 4 student models on
each of the 3 problems.

4.2 Survey Design

4.2.1 Survey questions
We designed a web survey to collect human judg-

ments on a 5-point scale on both utterance and di-

Figure 1: Utterance level questions.

alog levels. Each dialog is separated into pairs of
a tutor question and the corresponding student an-
swer. Figure 1 shows the three questions which
are asked for each tutor-student utterance pair. The
three questions assess the quality of the student an-
swers from three aspects of Grice’s Maxim (Grice,
1975): Maxim of Quantity (u QNT), Maxim of Rel-
evance (u RLV), and Maxim of Manner (u MNR).
We do not include the Maxim of Quality because in
our task domain the correctness of the student an-
swers depends largely on students’ physics knowl-
edge, which is not a factor we would like to consider
when evaluating the realness of the students’ dialog
behaviors.

In Figure 2, we show the three dialog level ques-
tions which are asked at the end of each dialog.
The first question (d TUR) is a Turing test type of
question which aims to obtain an impression of the
student’s overall performance. The second ques-
tion (d QLT) assesses the dialog quality from a
tutoring perspective. The third question (d PAT)
sets a higher standard on the student’s performance.
Unlike the first two questions which ask whether
the student “looks” good, this question further asks
whether the judges would like to partner with the
particular student.

4.2.2 Survey Website

We display one tutor-student utterance pair and
the three utterance level questions on each web page.
After the judges answer the three questions, he/she
will be led to the next page which displays the next
pair of tutor-student utterances in the dialog with
the same three utterance level questions. The judge
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Figure 2: Dialog level questions.

reads through the dialog in this manner and answers
all utterance level questions. At the end of the di-
alog, three dialog level questions are displayed on
one webpage. We provide a textbox under each di-
alog level question for the judge to type in a brief
explanation on his/her answer. After the judge com-
pletes the three dialog level questions, he/she will be
led to a new dialog. This procedure repeats until the
judge completes all of the 12 assigned dialogs.

4.3 Assessment Study

30 college students are recruited as human judges
via flyers. Judges are required to be native speak-
ers of American English to make correct judgments
on the language use and fluency of the dialog. They
are also required to have taken at least one course
on Newtonian physics to ensure that they can under-
stand the physics tutoring dialogs and make judg-
ments about the content of the dialogs. We follow
the same task assigning procedure that is used in
(Linguistic Data Consortium, 2005) to ensure a uni-
form distribution of judges across student models
and dialogs while maintaining a random choice of
judges, models, and dialogs. Judges are instructed to
work as quickly as comfortably possible. They are
encouraged to provide their intuitive reactions and
not to ponder their decisions.

5 Assessment Study Results

In the initial analysis, we observe that it is a difficult
task for human judges to rate on the 5-point scale
and the agreements among the judges are fairly low.
Table 1 shows for each question, the percentages of

d TUR d QLT d PAT u QNT u RLV u MNR
22.8% 27.8% 35.6% 39.2% 38.4% 38.7%

Table 1: Percent agreements on 5-point scale

pairs of judges who gave the same ratings on the 5-
point scale. For the rest of the paper, we collapse
the “definitely” types of answers with its adjacent
“probably” types of answers (more specifically, an-
swer 1 with 2, and 4 with 5). We substitute scores 1
and 2 with a score of 1.5, and scores 4 and 5 with a
score of 4.5. A score of 3 remains the same.

5.1 Inter-annotator agreement

Table 2 shows the inter-annotator agreements on the
collapsed 3-point scale. The first column presents
the question types. In the first row, “diff” stands
for the differences between human judges’ ratings.
The column “diff=0” shows the percent agreements
on the 3-point scale. We can see the improvements
from the original 5-point scale when comparing with
Table 1. The column “diff=1” shows the percentages
of pairs of judges who agree with each other on a
weaker basis in that one of the judges chooses “can-
not tell”. The column “diff=2” shows the percent-
ages of pairs of judges who disagree with each other.
The column “Kappa” shows the un-weighted kappa
agreements and the column “Kappa*” shows the lin-
ear weighted kappa. We construct the confusion ma-
trix for each question to compute kappa agreements.
Table 3 shows the confusion matrix for d TUR. The
first three rows of the first three columns show the
counts of judges’ ratings on the 3-point scale. For
example, the first cell shows that there are 20 cases
where both judges give 1.5 to the same dialog. When
calculating the linear weighted kappa, we define the
distances between the adjacent categories to be one1.
Note that we randomly picked two judges to rate
each dialog so that different dialogs are rated by dif-
ferent pairs of judges and one pair of judges only
worked on one dialog together. Thus, the kappa
agreements here do not reflect the agreement of one
pair of judges. Instead, the kappa agreements show
the overall observed agreement among every pair of

1We also calculated the quadratic weighted kappa in which
the distances are squared and the kappa results are similar to the
linear weighted ones. For calculating the two weighted kappas,
see http://faculty.vassar.edu/lowry/kappa.html for details.
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Q diff=0 diff=1 diff=2 Kappa Kappa*
d TUR 35.0% 45.6% 19.4% 0.022 0.079
d QLT 46.1% 28.9% 25.0% 0.115 0.162
d PAT 47.2% 30.6% 22.2% 0.155 0.207
u QNT 66.8% 13.9% 19.3% 0.377 0.430
u RLV 66.6% 17.2% 16.2% 0.369 0.433
u MNR 67.5% 15.4% 17.1% 0.405 0.470

Table 2: Agreements on 3-point scale

score=1.5 score=3 score=4.5 sum
score=1.5 20 26 20 66
score=3 17 11 19 47
score=4.5 15 20 32 67
sum 52 57 71 180

Table 3: Confusion Matrix on d TUR

judges controlling for the chance agreement.
We observe that human judges have low agree-

ment on all types of questions, although the agree-
ments on the utterance level questions are better
than the dialog level questions. This observation
indicates that assessing the overall quality of sim-
ulated/real dialogs on the dialog level is a difficult
task. The lowest agreement appears on d TUR.
We investigate the low agreements by looking into
judges’ explanations on the dialog level questions.
21% of the judges find it hard to rate a particular
dialog because that dialog is too short or the stu-
dent utterances mostly consist of one or two words.
There are also some common false beliefs among
the judges. For example, 16% of the judges think
that humans will say longer utterances while 9% of
the judges think that only humans will admit the ig-
norance of an answer.

5.2 Rankings of the models
In Table 4, the first column shows the name of the
questions; the second column shows the name of
the models; the third to the fifth column present the
percentages of judges who choose answer 1 and 2,
can’t tell, and answer 4 and 5. For example, when
looking at the column “1 and 2” for d TUR, we
see that 22.2% of the judges think a dialog by a
real student is generated probably or definitely by
a computer; more judges (25.6%) think a dialog by
the cluster model is generated by a computer; even
more judges (32.2%) think a dialog by the correct-
ness model is generated by a computer; and even

Question model 1 and 2 can’t tell 4 and 5

d TUR

real 22.2% 28.9% 48.9%
clu 25.6% 31.1% 43.3%
cor 32.2% 26.7% 41.1%
ran 51.1% 28.9% 20.0%

d QLT

real 20.0% 10.0% 70.0%
clu 21.1% 20.0% 58.9%
cor 24.4% 15.6% 60.0%
ran 60.0% 18.9% 21.1%

d PAT

real 28.9% 21.1% 50.0%
clu 41.1% 17.8% 41.1%
cor 43.3% 18.9% 37.8%
ran 82.2% 14.4% 3.4%

Table 4: Rankings on Dialog Level Questions

more judges (51.1%) think a dialog by the random
model is generated by a computer. When looking at
the column “4 and 5” for d TUR, we find that most
of the judges think a dialog by the real student is
generated by a human while the fewest number of
judges think a dialog by the random model is gen-
erated by a human. Given that more human-like is
better, both rankings support our hypothesis that the
quality of the models from the best to the worst is:
real, clu, cor, and ran. In other words, although it is
hard to obtain well-agreed ratings among judges, we
can combine the judges’ ratings to produce the rank-
ing of the models. We see consistent ranking orders
on d QLT and d PAT as well, except for a disorder
of cluster and correctness model on d QLT indicated
by the underlines.

When comparing two models, we can tell which
model is better from the above rankings. Neverthe-
less, we also want to know how significant the dif-
ference is. We use t-tests to examine the significance
of differences between every two models. We aver-
age the two human judges’ ratings to get an aver-
aged score for each dialog. For each pair of models,
we compare the two groups of the averaged scores
for the dialogs generated by the two models using
2-tail t-tests at the significance level of p < 0.05.
In Table 5, the first row presents the names of the
models in each pair of comparison. Sig means that
the t-test is significant after Bonferroni correction;
question mark (?) means that the t-test is signifi-
cant before the correction, but not significant after-
wards, we treat this situation as a trend; not means
that the t-test is not significant at all. The table shows
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real- real- real- ran- ran- cor-
ran cor clu cor clu clu

d TUR sig not not sig sig not
d QLT sig not not sig sig not
d PAT sig ? ? sig sig not

u QNT sig not not sig sig not
u RLV sig not not sig sig not

u MNR sig not not sig sig not

Table 5: T-Tests Results

that only the random model is significantly different
from all other models. The correctness model and
the cluster model are not significantly different from
the real student given the human judges’ ratings, nei-
ther are the two models significantly different from
each other.

5.3 Human judgment accuracy on d TUR

We look further into d TUR in Table 4 because it is
the only question that we know the ground truth. We
compute the accuracy of human judgment as (num-
ber of ratings 4&5 on real dialogs + number of rat-
ings of 1&2 on simulated dialogs)/(2*total number
of dialogs). The accuracy is 39.44%, which serves
as further evidence that it is difficult to discern hu-
man from simulated users directly. A weaker accu-
racy is calculated to be 68.35% when we treat “can-
not tell” as a correct answer as well.

6 Validating Automatic Measures

Since it is expensive to use human judges to rate
simulated dialogs, we are interested in building pre-
diction models of human judgments using auto-
matic measures. If the prediction model can re-
liably mimic human judgments, it can be used to
rate new simulation models without collecting hu-
man ratings. In this section, we use a subset of the
automatic measures proposed in (Schatzmann et al.,
2005) that are applicable to our data to predict hu-
man judgments. Here, the human judgment on each
dialog is calculated as the average of the two judges’
ratings. We focus on predicting human judgments
on the dialog level because these ratings represent
the overall performance of the student models. We
use six high-level dialog feature measures including
the number of student turns (Sturn), the number of
tutor turns (Tturn), the number of words per stu-

dent turn (Swordrate), the number of words per tu-
tor turn (Twordrate), the ratio of system/user words
per dialog (WordRatio), and the percentage of cor-
rect answers (cRate).

6.1 The Regression Model

We use stepwise multiple linear regression to model
the human judgments using the set of automatic fea-
tures we listed above. The stepwise procedure au-
tomatically selects measures to be included in the
model. For example, d TUR is predicted as 3.65 −
0.08 ∗ WordRatio − 3.21 ∗ Swordrate, with an
R-square of 0.12. The prediction models for d QLT
and d PAT have similar low R-square values of 0.08
and 0.17, respectively. This result is not surprising
because we only include the surface level automatic
measures here. Also, these measures are designed
for comparison between models instead of predic-
tion. Thus, in Section 6.2, we build a ranking model
to utilize the measures in their comparative manner.

6.2 The Ranking Model

We train three ranking models to mimic human
judges’ rankings of the real and the simulated stu-
dent models on the three dialog level questions using
RankBoost, a boosting algorithm for ranking ((Fre-
und et al., 2003), (Mairesse et al., 2007)). We briefly
explain the algorithm using the same terminologies
and equations as in (Mairesse et al., 2007), by build-
ing the ranking model for d TUR as an example.
In the training phase, the algorithm takes as input
a group of dialogs that are represented by values of
the automatic measures and the human judges’ rat-
ings on d TUR. The RankBoost algorithm treats the
group of dialogs as ordered pairs:

T = {(x, y)| x, y are two dialog samples,
x has a higher human rated score than y }

Each dialog x is represented by a set of m indica-
tor functions hs(x) (1 ≤ s ≤ m). For example:

hs(x) =
{

1 if WordRatio(x) ≥ 0.47
0 otherwise

Here, the threshold of 0.47 is calculated by Rank-
Boost. α is a parameter associated with each indi-
cator function. For each dialog, a ranking score is
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calculated as:

F (x) =
∑
s

αshs(x) (1)

In the training phase, the human ratings are used
to set α by minimizing the loss function:

LOSS =
1
|T |

∑

(x,y)∈T

eval(F (x) ≤ F (y)) (2)

The eval function returns 0 if (x, y) pair is ranked
correctly, and 1 otherwise. In other words, LOSS
score is the percentage of misordered pairs where
the order of the predicted scores disagree with the
order indicated by human judges. In the testing
phase, the ranking score for every dialog is cal-
culated by Equation 1. A baseline model which
ranks dialog pairs randomly produces a LOSS of 0.5
(lower is better).

While LOSS indicates how many pairs of dialogs
are ranked correctly, our main focus here is to rank
the performance of the four student models instead
of individual dialogs. Therefore, we propose another
Averaged Model Ranking (AMR) score. AMR is
computed as the sum of the ratings of all the dialogs
generated by one model averaged by the number of
the dialogs. The four student models are then ranked
based on their AMR scores. The chance to get the
right ranking order of the four student models by
random guess is 1/(4!).

Table 6 shows a made-up example to illustrate the
two measures. real 1 and real 2 are two dialogs gen-
erated by the real student model; ran 1 and ran 2
are two dialogs by the random model. The second
and third column shows the human-rated score as the
gold standard and the machine-predicted score in the
testing phase respectively. The LOSS in this exam-
ple is 1/6, because only the pair of real 2 and ran 1
is misordered out of all the 6 possible pair combina-
tions. We then compute the AMR of the two models.
According to human-rated scores, the real model is
scored 0.75 (=(0.9+0.6)/2) while the random model
is scored 0.3. When looking at the predicted scores,
the real model is scored 0.65, which is also higher
than the random model with a score of 0.4. We thus
conclude that the ranking model ranks the two stu-
dent models correctly according to the overall rating
measure. We use both LOSS and AMR to evaluate
the ranking models.

Dialog Human-rated Score Predicted Score
real 1 0.9 0.9
real 2 0.6 0.4
ran 1 0.4 0.6
ran 2 0.2 0.2

Table 6: A Made-up Example of the Ranking Model

Cross Validation d TUR d QLT d PAT
Regular 0.176 0.155 0.151

Minus-one-model 0.224 0.180 0.178

Table 7: LOSS scores for Regular and Minus-one-model
(during training) Cross Validations

First, we use regular 4-fold cross validation where
we randomly hold out 25% of the data for testing
and train on the remaining 75% of the data for 4
rounds. Both the training and the testing data consist
of dialogs equally distributed among the four student
models. However, since the practical usage of the
ranking model is to rank a new model against sev-
eral old models without collecting additional human
ratings, we further test the algorithm by repeating
the 4 rounds of testing while taking turns to hold out
the dialogs from one model in the training data, as-
suming that model is the new model that we do not
have human ratings to train on. The testing corpus
still consists of dialogs from all four models. We call
this approach the minus-one-model cross validation.

Table 7 shows the LOSS scores for both cross val-
idations. Using 2-tailed t-tests, we observe that the
ranking models significantly outperforms the ran-
dom baseline in all cases after Bonferroni correction
(p < 0.05). When comparing the two cross vali-
dation results for the same question, we see more
LOSS in the more difficult minus-one-model case.
However, the LOSS scores do not offer a direct
conclusion on whether the ranking model ranks the
four student models correctly or not. To address
this question, we use AMR scores to re-evaluate all
cross validation results. Table 8 shows the human-
rated and predicted AMR scores averaged over four
rounds of testing on the regular cross validation re-
sults. We see that the ranking model gives the
same rankings of the student models as the human
judges on all questions. When applying AMR on
the minus-one-model cross validation results, we see
similar results that the ranking model reproduces hu-
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real clu cor ran
human predicted human predicted human predicted human predicted

d TUR 0.68 0.62 0.65 0.59 0.63 0.52 0.51 0.49
d QLT 0.75 0.71 0.71 0.63 0.69 0.61 0.48 0.50
d PAR 0.66 0.65 0.60 0.60 0.58 0.57 0.31 0.32

Table 8: AMR Scores for Regular Cross Validation

man judges’ rankings. Therefore, we suggest that
the ranking model can be used to evaluate a new
simulation model by ranking it against several old
models. Since our testing corpus is relatively small,
we would like to confirm this result on a large corpus
and on other dialog systems in the future.

7 Conclusion and Future Work

Automatic evaluation measures are used in evaluat-
ing simulated dialog corpora. In this study, we inves-
tigate a set of previously proposed automatic mea-
sures by comparing the conclusions drawn by these
measures with human judgments. These measures
are considered as valid if the conclusions drawn by
these measures agree with human judgments. We
use a tutoring dialog corpus with real students, and
three simulated dialog corpora generated by three
different simulation models trained from the real
corpus. Human judges are recruited to read the di-
alog transcripts and rate the dialogs by answering
different utterance and dialog level questions. We
observe low agreements among human judges’ rat-
ings. However, the overall human ratings give con-
sistent rankings on the quality of the real and sim-
ulated user models. Therefore, we build a ranking
model which successfully mimics human judgments
using previously proposed automatic measures. We
suggest that the ranking model can be used to rank
new simulation models against the old models in or-
der to assess the quality of the new model.

In the future, we would like to test the ranking
model on larger dialog corpora generated by more
simulation models. We would also want to include
more automatic measures that may be available in
the richer corpora to improve the ranking and the
regression models.
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Abstract

This work presents an agenda-based approach
to improve the robustness of the dialog man-
ager by using dialog examples and n-best
recognition hypotheses. This approach sup-
ports n-best hypotheses in the dialog man-
ager and keeps track of the dialog state us-
ing a discourse interpretation algorithm with
the agenda graph and focus stack. Given
the agenda graph and n-best hypotheses, the
system can predict the next system actions
to maximize multi-level score functions. To
evaluate the proposed method, a spoken dia-
log system for a building guidance robot was
developed. Preliminary evaluation shows this
approach would be effective to improve the ro-
bustness of example-based dialog modeling.

1 Introduction

Development of spoken dialog systems involves hu-
man language technologies which must cooperate
to answer user queries. Since the performance in
human language technologies such as Automatic
Speech Recognition (ASR) and Natural Language
Understanding (NLU)1 have been improved, this ad-
vance has made it possible to develop spoken dialog
systems for many different application domains.

Nevertheless, there are major problems for practi-
cal spoken dialog systems. One of them which must
be considered by the Dialog Manager (DM) is the
error propagation from ASR and NLU modules. In

1Through this paper, we will use the termnatural language
to include bothspoken languageandwritten language

general, errors in spoken dialog systems are preva-
lent due to errors in speech recognition or language
understanding. These errors can cause the dialog
system to misunderstand a user and in turn lead to
an inappropriate response. To avoid these errors, a
basic solution is to improve the accuracy and robust-
ness of the recognition and understanding processes.
However, it has been impossible to develop perfect
ASR and NLU modules because of noisy environ-
ments and unexpected input. Therefore, the devel-
opment of robust dialog management has also been
one of the most important goals in research on prac-
tical spoken dialog systems.

In the dialog manager, a popular method to deal
with these errors is to adopt dialog mechanisms for
detecting and repairing potential errors at the con-
versational level (McTear et al., 2005; Torres et al.,
2005; Lee et al., 2007). In human-computer com-
munication, the goal of error recovery strategy is
to maximize the user’s satisfaction of using the sys-
tem by guiding for the repair of the wrong informa-
tion by human-computer interaction. On the other
hand, there are different approaches to improve the
robustness of dialog management using n-best hy-
potheses. Rather than Markov Decision Processes
(MDPs), partially observable MDPs (POMDPs) po-
tentially provide a much more powerful framework
for robust dialog modeling since they consider n-
best hypotheses to estimate the distribution of the
belief state (Williams and Young, 2007).

In recent, we proposed another data-driven ap-
proach for the dialog modeling called Example-
based Dialog Modeling (EBDM) (Lee et al., 2006a).
However, difficulties occur when attempting to de-
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ploy EBDM in practical spoken dialog systems in
which ASR and NLU errors are frequent. Thus,
this paper proposes a new method to improve the ro-
bustness of the EBDM framework using an agenda-
based approach and n-best recognition hypotheses.
We consider a domain-specific agenda to estimate
the best dialog state and example because, in task-
oriented systems, a current dialog state is highly cor-
related to the previous dialog state. We have also
used the example-based error recovery approach to
handle exceptional cases due to noisy input or unex-
pected focus shift.

This paper is organized as follows. Previous re-
lated work is described in Section 2, followed by the
methodology and problems of the example-based di-
alog modeling in Section 3. An agenda-based ap-
proach for heuristics is presented in Section 4. Fol-
lowing that, we explain greedy selection with n-best
hypotheses in Section 5. Section 6 describes the
error recovery strategy to handle unexpected cases.
Then, Section 7 provides the experimental results of
a real user evaluation to verify our approach. Finally,
we draw conclusions and make suggestions for fu-
ture work in Section 8.

2 Related Work

In many spoken dialog systems that have been devel-
oped recently, various knowledge sources are used.
One of the knowledge sources, which are usually
application-dependent, is an agenda or task model.
These are powerful representations for segmenting
large tasks into more reasonable subtasks (Rich and
Sidner, 1998; Bohus and Rudnicky, 2003; Young et
al., 2007). These are manually designed for various
purposes including dialog modeling, search space
reduction, domain knowledge, and user simulation.

In Collagen (Rich and Sidner, 1998), a plan tree,
which is an approximate representation of a partial
SharedPlan, is composed of alternating act and plan
recipe nodes for internal discourse state representa-
tion and discourse interpretation.

In addition, Bohus and Rudnicky (2003) have pre-
sented a RavenClaw dialog management which is
an agenda-based architecture using hierarchical task
decomposition and an expectation agenda. For mod-
eling dialog, the domain-specific dialog control is
represented in theDialog Task Specificationlayer

using a tree of dialog agents, with each agent han-
dling a certain subtask of the dialog task.

Recently, the problem of a large state space in
POMDP framework has been solved by grouping
states into partitions using user goal trees and on-
tology rules as heuristics (Young et al., 2007).

In this paper, we are interested in exploring algo-
rithms that would integrate this knowledge source
for users to achieve domain-specific goals. We used
an agenda graph whose hierarchy reflects the natu-
ral order of dialog control. This graph is used to both
keep track of the dialog state and to select the best
example using multiple recognition hypotheses for
augmenting previous EBDM framework.

3 Example-based Dialog Modeling

Our approach is implemented based on Example-
Based Dialog Modeling (EBDM) which is one of
generic dialog modelings. We begin with a brief
overview of the EBDM framework in this sec-
tion. EBDM was inspired by Example-Based Ma-
chine Translation (EBMT) (Nagao, 1984), a trans-
lation system in which the source sentence can be
translated using similar example fragments within a
large parallel corpus, without knowledge of the lan-
guage’s structure. The idea of EBMT can be ex-
tended to determine the next system actions by find-
ing similar dialog examples within the dialog cor-
pus. The system action can be predicted by finding
semantically similar user utterances with the dialog
state. The dialog state is defined as the set of relevant
internal variables that affect the next system action.
EBDM needs to automatically construct an example
database from the dialog corpus. Dialog Example
DataBase (DEDB) is semantically indexed to gen-
eralize the data in which the indexing keys can be
determined according to state variables chosen by
a system designer for domain-specific applications
(Figure 1). Each turn pair (user turn, system turn) in
the dialog corpus is mapped to semantic instances in
the DEDB. The index constraints represent the state
variables which are domain-independent attributes.
To determine the next system action, there are three
processes in the EBDM framework as follows:

• Query Generation: The dialog manager
makes Structured Query Language (SQL)
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Figure 1: Indexing scheme for dialog example database on building guidance domain

statement using discourse history and NLU re-
sults.

• Example Search: The dialog manager
searches for semantically similar dialog exam-
ples in the DEDB given the current dialog state.
If no example is retrieved, some state variables
can be ignored by relaxing particular variables
according to the level of importance given the
dialog’s genre and domain.

• Example Selection: The dialog manager se-
lects the best example to maximize the ut-
terance similarity measure based on lexico-
semantic similarity and discourse history simi-
larity.

Figure 2 illustrates the overall strategy of EBDM
framework for spoken dialog systems. The EBDM
framework is a simple and powerful approach
to rapidly develop natural language interfaces for
multi-domain dialog processing (Lee et al., 2006b).
However, in the context of spoken dialog system for
domain-specific tasks, this framework must solve
two problems: (1) Keeping track of the dialog state
with a view to ensuring steady progress towards task
completion, (2) Supporting n-best recognition hy-
potheses to improve the robustness of dialog man-
ager. Consequently, we sought to solve these prob-

Figure 2: Strategy of the Example-Based Dialog
Modeling (EBDM) framework.

lems by integrating the agenda graph as a heuristic
which reflects the natural hierarchy and order of sub-
tasks needed to complete the task.

4 Agenda Graph

In this paper, agenda graphG is simply a way of
encoding the domain-specific dialog control to com-
plete the task. An agenda is one of the subtask flows,
which are possible paths from root node to terminal
node.G is composed of nodes (v) which correspond
to possible intermediate steps in the process of com-
pleting the specified task, and edges (e) which con-
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Figure 3: Example of an agenda graph for a building
guidance.

nect nodes. In other words,v corresponds to user
goal state to achieve domain-specific subtask in its
expected agenda. Each node includes three different
components: (1) A precondition that must be true
before the subtask is executed; (2) A description of
the node that includes its label and identifier; and
(3) Links to nodes that will be executed at the subse-
quent turn. For every edgeeij = (vi, vj), we defined
a transition probability based on prior knowledge of
dialog flows. This probability can be assigned based
on empirical analysis of human-computer conversa-
tions, assuming that the users behave in consistent,
goal-directed ways. Alternatively, it can be assigned
manually at the discretion of the system developer
to control the dialog flow. This heuristic has ad-
vantages for practical spoken dialog system because
a key condition for successful task-oriented dialog
system is that the user and system know which task
or subtask is currently being executed. To exem-
plify, Figure 3 illustrates part of the agenda graph for
PHOPE, a building guidance robot using the spoken
dialog system. In Figure 3,G is represented by a
Directed Acyclic Graph (DAG), where each link in
the graph reflects a transition between one user goal
state and the next. The set of paths inG represent
an agenda designed by the system developer. We
adapted DAG representation because it is more in-
tuitive and flexible than hierarchical tree represen-
tation. The syntax for graph representation in our
system is described by an XML schema (Figure 4).

4.1 Mapping Examples to Nodes

In the agenda graphG, each nodev should hold
relevant dialog examples corresponding to user goal
states. Therefore, the dialog examples in DEDB are

Figure 4: XML description for the agenda graph

mapped to a user goal state when a precondition of
the node is true. Initially, the root node of the DAG is
the starting state, where there is no dialog example.
Then, the attributes of each dialog example are ex-
amined via the preconditions of each user goal node
by breadth-first traversal. If the precondition is true,
the node holds relevant that may appear in the user’s
goal state. The method of selecting the best of these
examples will be described in 5.

4.2 Discourse Interpretation

Inspired by Collagen (Rich and Sidner, 1998; Lesh
et al., 2001), we investigated a discourse interpre-
tation algorithm to consider how the current user’s
goal can contribute to the current agenda in a focus
stack according to Lochbaum’s discourse interpreta-
tion algorithm (Lochbaum, 1998). The focus stack
takes into account the discourse structure by keeping
track of discourse states. In our system, the focus
stack is a set of user goal nodes which lead to com-
pletion of the subtask. The top on the focus stack is
the previous node in this set. The focus stack is up-
dated after every utterance. To interpret the type of
the discourse state, this breaks down into five main
cases of possible current node for an observed user’s
goal:

• NEWTASK: Starting a new task to complete a
new agenda (Child of the root).

• NEWSUBTASK: Starting a new subtask to
partially shift focus (A different child of the
parent).
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• NEXTTASK: Working on the next subtask con-
tributing to current agenda (Its child node).

• CURRENTTASK: Repeating or modifying the
observed goal on the current subtask (Current
node).

• PARENTTASK: Modifying the observation on
the previous subtask (Parent node).

Nodes in parentheses denote the topological position
of the current node relative to the top node on the
focus stack. IfNEXTTASK is selected, the current
node is pushed to the focus stack.NEXTTASKcov-
ers totally focused behavior, i.e., when there are no
unexpected focus shifts. This occurs when the cur-
rent user utterance is highly correlated to the pre-
vious system utterance. The remaining four cases
cover various types of discourse state. For example,
NEWSUBTASKinvolves starting a new subtask to
partially shift focus, thereby popping the previous
goal off the focus stack and pushing a new user goal
for the new subtask.NEWTASK, which is placed
on the node linked to root node, involves starting a
new task to complete a new agenda. Therefore, a di-
alog is re-started and the current node is pushed onto
the focus stack with the current user goal as its first
element.

If none of the above cases holds, the discourse in-
terpretation concludes that the current input should
be rejected because we expect user utterances to be
correlated to the previous turn in a task-oriented do-
main. Therefore, this interpretation does not con-
tribute to the current agenda on the focus stack due
to ASR and NLU errors that are due to noisy envi-
ronments and unexpected input. These cases can be
handled by using an error recovery strategy in Sec-
tion 6.

Figure 5 shows some examples of pseudo-codes
used in the discourse interpretation algorithm to
select the best node among possible next nodes.
S,H,andG denote the focus stack, hypothesis, and
agenda graph, respectively. TheINTERPRET al-
gorithm is initially called to interpret the current dis-
course state. Furthermore, the essence of a discourse
interpretation algorithm is to find candidate nodes of
possible next subtask for an observed user goal, ex-
pressed in the definition ofGENERATE . TheSE-
LECT algorithm selects the best node to maximize

Figure 5: Pseudo-codes for the discourse interpreta-
tion algorithm

the score function based on current input and dis-
course structure given the focus stack. The details
of how the score of candidate nodes are calculated
are explained in Section 5.

5 Greedy Selection with n-best Hypotheses

Many speech recognizers can generate a list of plau-
sible hypotheses (n-best list) but output only the
most probable one. Examination of the n-best list
reveals that the best hypothesis, the one with the
lowest word error rate, is not always in top-1 posi-
tion but sometimes in the lower rank of the n-best
list. Therefore, we need to select the hypothesis
that maximizes the scoring function among a set of
n-best hypotheses of each utterance. The role of
agenda graph is for a heuristic to score the discourse
state to successfully complete the task given the fo-
cus stack.

The current system depends on a greedy policy
which is based on immediate transitions rather than
full transitions from the initial state. The greedy
selection with n-best hypotheses is implemented as
follows. Firstly, every hypothesishi is scanned and
all possible nodes are generated using the discourse
interpretation. Secondly, the multi-level score func-
tions are computed for each candidate nodeci given
a hypothesishi. Using the greedy algorithm, the
node with the highest score is selected as the user
goal state. Finally, the system actions are predicted
by the dialog example to maximize the example
score in the best node.

The generation of candidate nodes is based
on multiple hypotheses from the previous EBDM
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framework. This previous EBDM framework chose
a dialog example to maximize the utterance similar-
ity measure. However, our system generates a set of
multiple dialog examples with each utterance sim-
ilarity over a threshold given a specific hypothesis.
Then, the candidate nodes are generated by match-
ing to each dialog example bound to the node. If the
number of matching nodes is exactly one, that node
is selected. Otherwise, the best node which would
be pushed onto the focus stack must be selected us-
ing multi-level score functions.

5.1 Node Selection

The node selection is determined by calculating
some score functions. We defined multi-level score
functions that combine the scores of ASR, SLU, and
DM modules, which range from0.00 to 1.00. The
best node is selected by greedy search with multiple
hypothesesH and candidate nodesC as follows:

c∗ = arg max
hi∈H,ci∈C

ωSH(hi) + (1− ω)SD(ci|S)

whereH is a list of n-best hypotheses andC is a
set of nodes to be generated by the discourse in-
terpretation. For the node selection, we divided the
score function into two functionsSH(hi), hypothe-
sis score, andSD(ci|S), discourse score, whereci is
the focus node to be generated by single hypothesis
hi.

We defined the hypothesis score at the utterance
level as

SH(hi) = αSrec(hi) + βScont(hi)

whereSrec(hi) denotes the recognition score which
is a generalized confidence score over the confi-
dence score of the top-rank hypothesis.Scont(hi)
is the content score in the view of content manage-
ment to access domain-specific contents. For exam-
ple, in the building guidance domain, theses contents
would be a building knowledge database including
room name, room number, and room type. The score
is defined as:

Scont(hi) =





N(Chi
)

N(Cprev) if Chi ⊆ Cprev

N(Chi
)

N(Ctotal)
if Chi * Cprev

whereCprev is a set of contents at the previous turn
and Ctotal is a set of total contents in the content

database.Chi
denotes a set of focused contents by

hypothesishi at the current turn.N(C) represents
the number of contentsC. This score reflects the
degree of content coherence because the number of
contents of interest has been gradually reduced with-
out any unexpected focus shift. In the hypothesis
score,α andβ denote weights which depend on the
accuracy of speech recognition and language under-
standing, respectively.

In addition to the hypothesis score, we defined the
discourse scoreSD at the discourse level to consider
the discourse structure between the previous node
and current node given the focus stackS. This score
is the degree to which candidate nodeci is in focus
with respect to the previous user goal and system ut-
terance. In the agenda graphG, each transition has
its own probability as prior knowledge. Therefore,
whenci is NEXTTASK, the discourse score is com-
puted as

SD(ci|S) = P (ci|c = top(S))

whereP (ci|c = top(S)) is a transition probabil-
ity from the top nodec on the focus stackS to the
candidate nodeci. However, there is a problem for
cases other thanNEXTTASKbecause the graph has
no backward probability. To solve this problem, we
assume that the transition probability may be lower
than that of theNEXTTASK case because a user
utterance is likely to be influenced by the previous
turn. Actually, when using the task-oriented dialog
system, typical users stay focused most of the time
during imperfect communication (Lesh et al., 2001).
To assign the backward transition probability, we
obtain the minimum transition probabilityPmin(S)
among from the top node on the focus stackS to
its children. Then, the discourse scoreSD can be
formalized when the candidate nodeci does not cor-
respond toNEXTTASKas follows:

SD(ci|S) = max{Pmin(S)− λDist(ci, c), 0}

where λ is a penalty of distance between candi-
date node and previous node,Dist(ci, c), according
to type of candidate node such asNEWTASKand
NEWSUBTASK. The simplest case is to uniformly
assignλ to a specific value.

To select the best node using the node score, we
use ω (0 ≤ ω ≤ 1) as an interpolation weight
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between the hypothesis scoreSh and the discourse
scoreSD. This weight is empirically assigned ac-
cording to the characteristics of the dialog genre and
task. For example,ω can set lower to manage the
transactional dialog in which the user utterance is
highly correlated to the previous system utterance,
i.e., a travel reservation task, because this task usu-
ally has preference orders to fill slots.

5.2 Example Selection

After selecting the best node, we use the example
score to select the best dialog example mapped into
this node.

e∗ = arg max
ej∈E(c∗)

ωSutter(h∗, ej)+(1−ω)Ssem(h∗, ej)

where h∗ is the best hypothesis to maximize the
node score andej is a dialog example in the best
nodec∗. Sutter(h, ej) denotes the value of the utter-
ance similarity of the user’s utterances between the
hypothesish and dialog exampleej in the best node
c∗ (Lee et al., 2006a).

To augment the utterance similarity used in the
EBDM framework, we also defined the semantic
score for example selection,Ssem(h, ej):

Ssem(h, ej) =
# of matching index keys

# of total index keys

The semantic score is the ratio of matching index
keys to the number of total index keys between hy-
pothesish and example recordej . This score re-
flects that a dialog example is semantically closer to
the current utterance if the example is selected with
more index keys. After processing of the node and
example selection, the best example is used to pre-
dict the system actions. Therefore, the dialog man-
ager can predict the next actions with the agenda
graph and n-best recognition hypotheses.

6 Error Recovery Strategy

As noted in Section 4.2, the discourse interpretation
sometimes fails to generate candidate nodes. In ad-
dition, the dialog manager should confirm the cur-
rent information when the score falls below some
threshold. For these cases, we adapt an example-
based error recovery strategy (Lee et al., 2007). In
this approach, the system detects that something is

wrong in the user’s utterance and takes immediate
steps to address the problem using some help mes-
sages such asUtterHelp, InfoHelp, andUsageHelp
in the example-based error recovery strategies. We
also added a new help message,AgendaHelp, that
uses the agenda graph and the label of each node to
tell the user which subtask to perform next such as
”SYSTEM: Next, you can do the subtask 1)Search
Location with Room Name or 2)Search Location
with Room Type”.

7 Experiment & Result

First we developed the spoken dialog system for
PHOPEin which an intelligent robot can provide in-
formation about buildings (i.e., room number, room
location, room name, room type) and people (i.e.,
name, phone number, e-mail address, cellular phone
number). If the user selects a specific room to visit,
then the robot takes the user to the desired room.
For this system, ten people used the WOZ method to
collect a dialog corpus of about 500 utterances from
100 dialogs which were based on a set of pre-defined
10 subjects relating to domain-specific tasks. Then,
we designed an agenda graph and integrated it into
the EBDM framework.

In an attempt to quantify the impact of our ap-
proach, five Korean users participated in a prelimi-
nary evaluation. We provided them with pre-defined
scenarios and asked them to collect test data from
50 dialogs, including about 150 utterances. After
processing each dialog, the participants completed
a questionnaire to assess their satisfaction with as-
pects of the performance evaluation. The speech
recognition hypotheses are obtained by using the
Hidden Markov model Toolkit (HTK) speech rec-
ognizer adapted to our application domain in which
the word error rate (WER) is 21.03%. The results of
theTask Completion Rate(TCR) are shown in Table
1. We explored the effects of our agenda-based ap-
proach with n-best hypotheses compared to the pre-
vious EBDM framework which has no agenda graph
and supports only1-best hypothesis.

Note that using10-best hypotheses and the
agenda graph increases the TCR from 84.0% to
90.0%, that is, 45 out of 50 dialogs were com-
pleted successfully. The average number of turns
(#AvgTurn) to completion was also shorter, which
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shows 4.35 turns per a dialog using the agenda graph
and10-best hypotheses. From these results, we con-
clude that the the use of the n-best hypotheses with
the agenda graph is helpful to improve the robust-
ness of the EBDM framework against noisy inputs.

System #AvgTurn TCR (%)
1-best(-AG) 4.65 84.0

10-best(+AG) 4.35 90.0

Table 1: Task completion rate according to using the
AG (Agenda Graph) and n-best hypotheses for n=1
and n=10.

8 Conclusion & Discussion

This paper has proposed a new agenda-based ap-
proach with n-best recognition hypotheses to im-
prove the robustness of the Example-based Dialog
Modeling (EBDM) framework. The agenda graph
can be thought of as a hidden cost of applying our
methodology. However, an explicit agenda is nec-
essary to successfully achieve the purpose of using
spoken dialog system. Our preliminary results indi-
cate this fact that the use of agenda graph as heuris-
tics can increase the TCR. In addition, our approach
is robust to recognition errors because it maintains
multiple hypotheses for each user utterance.

There are several possible subjects for further re-
search on our approach. First, the optimal interpo-
lation weights should be determined. This task will
require larger dialog corpora by using user simula-
tion. Second, the cost of designing the agenda graph
should be reduced. We have focused on developing a
system to construct this graph semi-automatically by
applying dialog state clustering and utterance clus-
tering to achieve hierarchical clustering of dialog ex-
amples. Finally, future work will include expanding
our system to other applications, such as navigation
systems for automobiles.
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Abstract

We address two problems in the field of au-
tomatic optimization of dialogue strategies:
learning effective dialogue strategies when no
initial data or system exists, and evaluating the
result with real users. We use Reinforcement
Learning (RL) to learn multimodal dialogue
strategies by interaction with a simulated envi-
ronment which is “bootstrapped” from small
amounts of Wizard-of-Oz (WOZ) data. This
use of WOZ data allows development of op-
timal strategies for domains where no work-
ing prototype is available. We compare the
RL-based strategy against a supervised strat-
egy which mimics the wizards’ policies. This
comparison allows us to measure relative im-
provement over the training data. Our results
show that RL significantly outperforms Super-
vised Learning when interacting in simulation
as well as for interactions with real users. The
RL-based policy gains on average 50-times
more reward when tested in simulation, and
almost 18-times more reward when interacting
with real users. Users also subjectively rate
the RL-based policy on average 10% higher.

1 Introduction

Designing a spoken dialogue system is a time-
consuming and challenging task. A developer may
spend a lot of time and effort anticipating the po-
tential needs of a specific application environment
and then deciding on the most appropriate system
action (e.g. confirm, present items,. . . ). One of the
key advantages of statistical optimisation methods,
such as Reinforcement Learning (RL), for dialogue

strategy design is that the problem can be formu-
lated as a principled mathematical model which can
be automatically trained on real data (Lemon and
Pietquin, 2007; Frampton and Lemon, to appear). In
cases where a system is designed from scratch, how-
ever, there is often no suitable in-domain data. Col-
lecting dialogue data without a working prototype
is problematic, leaving the developer with a classic
chicken-and-egg problem.

We propose to learn dialogue strategies by
simulation-based RL (Sutton and Barto, 1998),
where the simulated environment is learned from
small amounts of Wizard-of-Oz (WOZ) data. Us-
ing WOZ data rather than data from real Human-
Computer Interaction (HCI) allows us to learn op-
timal strategies for domains where no working di-
alogue system already exists. To date, automatic
strategy learning has been applied to dialogue sys-
tems which have already been deployed using hand-
crafted strategies. In such work, strategy learning
was performed based on already present extensive
online operation experience, e.g. (Singh et al., 2002;
Henderson et al., 2005). In contrast to this preced-
ing work, our approach enables strategy learning in
domains where no prior system is available. Opti-
mised learned strategies are then available from the
first moment of online-operation, and tedious hand-
crafting of dialogue strategies is omitted. This inde-
pendence from large amounts of in-domain dialogue
data allows researchers to apply RL to new appli-
cation areas beyond the scope of existing dialogue
systems. We call this method ‘bootstrapping’.

In a WOZ experiment, a hidden human operator,
the so called “wizard”, simulates (partly or com-
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pletely) the behaviour of the application, while sub-
jects are left in the belief that they are interacting
with a real system (Fraser and Gilbert, 1991). That
is, WOZ experiments only simulate HCI. We there-
fore need to show that a strategy bootstrapped from
WOZ data indeed transfers to real HCI. Further-
more, we also need to introduce methods to learn
useful user simulations (for training RL) from such
limited data.

The use of WOZ data has earlier been proposed
in the context of RL. (Williams and Young, 2004)
utilise WOZ data to discover the state and action
space for MDP design. (Prommer et al., 2006)
use WOZ data to build a simulated user and noise
model for simulation-based RL. While both stud-
ies show promising first results, their simulated en-
vironment still contains many hand-crafted aspects,
which makes it hard to evaluate whether the suc-
cess of the learned strategy indeed originates from
the WOZ data. (Schatzmann et al., 2007) propose to
‘bootstrap’ with a simulated user which is entirely
hand-crafted. In the following we propose an en-
tirely data-driven approach, where all components
of the simulated learning environment are learned
from WOZ data. We also show that the resulting
policy performs well for real users.

2 Wizard-of-Oz data collection

Our domains of interest are information-seeking di-
alogues, for example a multimodal in-car interface
to a large database of music (MP3) files. The corpus
we use for learning was collected in a multimodal
study of German task-oriented dialogues for an in-
car music player application by (Rieser et al., 2005).
This study provides insights into natural methods
of information presentation as performed by human
wizards. 6 people played the role of an intelligent
interface (the “wizards”). The wizards were able
to speak freely and display search results on the
screen by clicking on pre-computed templates. Wiz-
ards’ outputs were not restricted, in order to explore
the different ways they intuitively chose to present
search results. Wizard’s utterances were immedi-
ately transcribed and played back to the user with
Text-To-Speech. 21 subjects (11 female, 10 male)
were given a set of predefined tasks to perform, as
well as a primary driving task, using a driving simu-

lator. The users were able to speak, as well as make
selections on the screen. We also introduced artifi-
cial noise in the setup, in order to closer resemble
the conditions of real HCI. Please see (Rieser et al.,
2005) for further detail.

The corpus gathered with this setup comprises 21
sessions and over 1600 turns. Example 1 shows a
typical multimodal presentation sub-dialogue from
the corpus (translated from German). Note that the
wizard displays quite a long list of possible candi-
dates on an (average sized) computer screen, while
the user is driving. This example illustrates that even
for humans it is difficult to find an “optimal” solu-
tion to the problem we are trying to solve.

(1) User: Please search for music by Madonna .
Wizard: I found seventeen hundred and eleven

items. The items are displayed on the screen.
[displays list]

User: Please select ‘Secret’.

For each session information was logged, e.g. the
transcriptions of the spoken utterances, the wizard’s
database query and the number of results, the screen
option chosen by the wizard, and a rich set of con-
textual dialogue features was also annotated, see
(Rieser et al., 2005).

Of the 793 wizard turns 22.3% were annotated
as presentation strategies, resulting in 177 instances
for learning, where the six wizards contributed about
equal proportions.

Information about user preferences was obtained,
using a questionnaire containing similar questions to
the PARADISE study (Walker et al., 2000). In gen-
eral, users report that they get distracted from driv-
ing if too much information is presented. On the
other hand, users prefer shorter dialogues (most of
the user ratings are negatively correlated with dia-
logue length). These results indicate that we need
to find a strategy given the competing trade-offs be-
tween the number of results (large lists are difficult
for users to process), the length of the dialogue (long
dialogues are tiring, but collecting more information
can result in more precise results), and the noise in
the speech recognition environment (in high noise
conditions accurate information is difficult to ob-
tain). In the following we utilise the ratings from the
user questionnaires to optimise a presentation strat-
egy using simulation-based RL.
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Figure 1: State-Action space for hierarchical Reinforcement Learning

3 Simulated Learning Environment

Simulation-based RL (also know as “model-free”
RL) learns by interaction with a simulated environ-
ment. We obtain the simulated components from the
WOZ corpus using data-driven methods. The em-
ployed database contains 438 items and is similar in
retrieval ambiguity and structure to the one used in
the WOZ experiment. The dialogue system used for
learning comprises some obvious constraints reflect-
ing the system logic (e.g. that only filled slots can be
confirmed), implemented as Information State Up-
date (ISU) rules. All other actions are left for opti-
misation.

3.1 MDP and problem representation
The structure of an information seeking dialogue
system consists of an information acquisition phase,
and an information presentation phase. For informa-
tion acquisition the task of the dialogue manager is
to gather ‘enough’ search constraints from the user,
and then, ‘at the right time’, to start the information
presentation phase, where the presentation task is to
present ‘the right amount’ of information in the right
way– either on the screen or listing the items ver-
bally. What ‘the right amount’ actually means de-
pends on the application, the dialogue context, and
the preferences of users. For optimising dialogue
strategies information acquisition and presentation
are two closely interrelated problems and need to
be optimised simultaneously: when to present in-
formation depends on the available options for how
to present them, and vice versa. We therefore for-
mulate the problem as a Markov Decision Process
(MDP), relating states to actions in a hierarchical
manner (see Figure 1): 4 actions are available for

the information acquisition phase; once the action
presentInfo is chosen, the information presen-
tation phase is entered, where 2 different actions
for output realisation are available. The state-space
comprises 8 binary features representing the task for
a 4 slot problem: filledSlot indicates whether a
slots is filled, confirmedSlot indicates whether
a slot is confirmed. We also add features that hu-
man wizards pay attention to, using the feature se-
lection techniques of (Rieser and Lemon, 2006b).
Our results indicate that wizards only pay attention
to the number of retrieved items (DB). We there-
fore add the feature DB to the state space, which
takes integer values between 1 and 438, resulting in
28 × 438 = 112, 128 distinct dialogue states. In to-
tal there are 4112,128 theoretically possible policies
for information acquisition. 1 For the presentation
phase the DB feature is discretised, as we will further
discuss in Section 3.6. For the information presenta-
tion phase there are 223

= 256 theoretically possible
policies.

3.2 Supervised Baseline
We create a baseline by applying Supervised Learn-
ing (SL). This baseline mimics the average wizard
behaviour and allows us to measure the relative im-
provements over the training data (cf. (Henderson et
al., 2005)). For these experiments we use the WEKA

toolkit (Witten and Frank, 2005). We learn with the
decision tree J4.8 classifier, WEKA’s implementation
of the C4.5 system (Quinlan, 1993), and rule induc-

1In practise, the policy space is smaller, as some of combi-
nations are not possible, e.g. a slot cannot be confirmed before
being filled. Furthermore, some incoherent action choices are
excluded by the basic system logic.
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baseline JRip J48
timing 52.0(± 2.2) 50.2(± 9.7) 53.5(±11.7)
modality 51.0(± 7.0) 93.5(±11.5)* 94.6(± 10.0)*

Table 1: Predicted accuracy for presentation timing and
modality (with standard deviation ±), * denotes statisti-
cally significant improvement at p < .05

tion JRIP, the WEKA implementation of RIPPER (Co-
hen, 1995). In particular, we learn models which
predict the following wizard actions:

• Presentation timing: when the ‘average’ wizard
starts the presentation phase

• Presentation modality: in which modality the
list is presented.

As input features we use annotated dialogue con-
text features, see (Rieser and Lemon, 2006b). Both
models are trained using 10-fold cross validation.
Table 1 presents the results for comparing the ac-
curacy of the learned classifiers against the major-
ity baseline. For presentation timing, none of the
classifiers produces significantly improved results.
Hence, we conclude that there is no distinctive pat-
tern the wizards follow for when to present informa-
tion. For strategy implementation we therefore use a
frequency-based approach following the distribution
in the WOZ data: in 0.48 of cases the baseline policy
decides to present the retrieved items; for the rest of
the time the system follows a hand-coded strategy.
For learning presentation modality, both classifiers
significantly outperform the baseline. The learned
models can be rewritten as in Algorithm 1. Note that
this rather simple algorithm is meant to represent the
average strategy as present in the initial data (which
then allows us to measure the relative improvements
of the RL-based strategy).

Algorithm 1 SupervisedStrategy
1: if DB ≤ 3 then
2: return presentInfoVerbal
3: else
4: return presentInfoMM
5: end if

3.3 Noise simulation
One of the fundamental characteristics of HCI is an
error prone communication channel. Therefore, the
simulation of channel noise is an important aspect of
the learning environment. Previous work uses data-
intensive simulations of ASR errors, e.g. (Pietquin
and Dutoit, 2006). We use a simple model simulat-
ing the effects of non- and misunderstanding on the
interaction, rather than the noise itself. This method
is especially suited to learning from small data sets.
From our data we estimate a 30% chance of user
utterances to be misunderstood, and 4% to be com-
plete non-understandings. We simulate the effects
noise has on the user behaviour, as well as for the
task accuracy. For the user side, the noise model de-
fines the likelihood of the user accepting or rejecting
the system’s hypothesis (for example when the sys-
tem utters a confirmation), i.e. in 30% of the cases
the user rejects, in 70% the user agrees. These prob-
abilities are combined with the probabilities for user
actions from the user simulation, as described in the
next section. For non-understandings we have the
user simulation generating Out-of-Vocabulary utter-
ances with a chance of 4%. Furthermore, the noise
model determines the likelihood of task accuracy as
calculated in the reward function for learning. A
filled slot which is not confirmed by the user has a
30% chance of having been mis-recognised.

3.4 User simulation
A user simulation is a predictive model of real user
behaviour used for automatic dialogue strategy de-
velopment and testing. For our domain, the user
can either add information (add), repeat or para-
phrase information which was already provided at
an earlier stage (repeat), give a simple yes-no an-
swer (y/n), or change to a different topic by pro-
viding a different slot value than the one asked for
(change). These actions are annotated manually
(κ = .7). We build two different types of user
simulations, one is used for strategy training, and
one for testing. Both are simple bi-gram models
which predict the next user action based on the pre-
vious system action (P (auser|asystem)). We face
the problem of learning such models when train-
ing data is sparse. For training, we therefore use
a cluster-based user simulation method, see (Rieser
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and Lemon, 2006a). For testing, we apply smooth-
ing to the bi-gram model. The simulations are evalu-
ated using the SUPER metric proposed earlier (Rieser
and Lemon, 2006a), which measures variance and
consistency of the simulated behaviour with respect
to the observed behaviour in the original data set.
This technique is used because for training we need
more variance to facilitate the exploration of large
state-action spaces, whereas for testing we need sim-
ulations which are more realistic. Both user simula-
tions significantly outperform random and majority
class baselines. See (Rieser, 2008) for further de-
tails.

3.5 Reward modelling
The reward function defines the goal of the over-
all dialogue. For example, if it is most important
for the dialogue to be efficient, the reward penalises
dialogue length, while rewarding task success. In
most previous work the reward function is manu-
ally set, which makes it “the most hand-crafted as-
pect” of RL (Paek, 2006). In contrast, we learn the
reward model from data, using a modified version
of the PARADISE framework (Walker et al., 2000),
following pioneering work by (Walker et al., 1998).
In PARADISE multiple linear regression is used to
build a predictive model of subjective user ratings
(from questionnaires) from objective dialogue per-
formance measures (such as dialogue length). We
use PARADISE to predict Task Ease (a variable ob-
tained by taking the average of two questions in the
questionnaire) 2 from various input variables, via
stepwise regression. The chosen model comprises
dialogue length in turns, task completion (as manu-
ally annotated in the WOZ data), and the multimodal
user score from the user questionnaire, as shown in
Equation 2.

TaskEase = − 20.2 ∗ dialogueLength+
11.8 ∗ taskCompletion+ 8.7 ∗multimodalScore; (2)

This equation is used to calculate the overall re-
ward for the information acquisition phase. Dur-
ing learning, Task Completion is calculated online
according to the noise model, penalising all slots
which are filled but not confirmed.

2“The task was easy to solve.”, “I had no problems finding
the information I wanted.”

For the information presentation phase, we com-
pute a local reward. We relate the multimodal score
(a variable obtained by taking the average of 4 ques-
tions) 3 to the number of items presented (DB) for
each modality, using curve fitting. In contrast to
linear regression, curve fitting does not assume a
linear inductive bias, but it selects the most likely
model (given the data points) by function interpo-
lation. The resulting models are shown in Figure
3.5. The reward for multimodal presentation is a
quadratic function that assigns a maximal score to
a strategy displaying 14.8 items (curve inflection
point). The reward for verbal presentation is a linear
function assigning negative scores to all presented
items ≤ 4. The reward functions for information
presentation intersect at no. items=3. A comprehen-
sive evaluation of this reward function can be found
in (Rieser and Lemon, 2008a).
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Figure 2: Evaluation functions relating number of items
presented in different modalities to multimodal score

3.6 State space discretisation
We use linear function approximation in order to
learn with large state-action spaces. Linear func-
tion approximation learns linear estimates for ex-
pected reward values of actions in states represented
as feature vectors. This is inconsistent with the idea

3“I liked the combination of information being displayed on
the screen and presented verbally.”, “Switching between modes
did not distract me.”, “The displayed lists and tables contained
on average the right amount of information.”, “The information
presented verbally was easy to remember.”
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of non-linear reward functions (as introduced in the
previous section). We therefore quantise the state
space for information presentation. We partition
the database feature into 3 bins, taking the first in-
tersection point between verbal and multimodal re-
ward and the turning point of the multimodal func-
tion as discretisation boundaries. Previous work
on learning with large databases commonly quan-
tises the database feature in order to learn with large
state spaces using manual heuristics, e.g. (Levin et
al., 2000; Heeman, 2007). Our quantisation tech-
nique is more principled as it reflects user prefer-
ences for multi-modal output. Furthermore, in pre-
vious work database items were not only quantised
in the state-space, but also in the reward function,
resulting in a direct mapping between quantised re-
trieved items and discrete reward values, whereas
our reward function still operates on the continuous
values. In addition, the decision when to present a
list (information acquisition phase) is still based on
continuous DB values. In future work we plan to en-
gineer new state features in order to learn with non-
linear rewards while the state space is still continu-
ous. A continuous representation of the state space
allows learning of more fine-grained local trade-offs
between the parameters, as demonstrated by (Rieser
and Lemon, 2008b).

3.7 Testing the Learned Policies in Simulation
We now train and test the multimodal presentation
strategies by interacting with the simulated learn-
ing environment. For the following RL experiments
we used the REALL-DUDE toolkit of (Lemon et al.,
2006b). The SHARSHA algorithm is employed for
training, which adds hierarchical structure to the
well known SARSA algorithm (Shapiro and Langley,
2002). The policy is trained with the cluster-based
user simulation over 180k system cycles, which re-
sults in about 20k simulated dialogues. In total, the
learned strategy has 371 distinct state-action pairs
(see (Rieser, 2008) for details).

We test the RL-based and supervised baseline
policies by running 500 test dialogues with a
smoothed user simulation (so that we are not train-
ing and testing on the same simulation). We then
compare quantitative dialogue measures performing
a paired t-test. In particular, we compare mean val-
ues of the final rewards, number of filled and con-

firmed slots, dialog length, and items presented mul-
timodally (MM items) and items presented ver-
bally (verbal items). RL performs signifi-
cantly better (p < .001) than the baseline strategy.
The only non-significant difference is the number
of items presented verbally, where both RL and SL
strategy settled on a threshold of less than 4 items.
The mean performance measures for simulation-
based testing are shown in Table 2 and Figure 3.

The major strength of the learned policy is that
it learns to keep the dialogues reasonably short (on
average 5.9 system turns for RL versus 8.4 turns
for SL) by presenting lists as soon as the number
of retrieved items is within tolerance range for the
respective modality (as reflected in the reward func-
tion). The SL strategy in contrast has not learned the
right timing nor an upper bound for displaying items
on the screen. The results show that simulation-
based RL with an environment bootstrapped from
WOZ data allows learning of robust strategies which
significantly outperform the strategies contained in
the initial data set.

One major advantage of RL is that it allows us
to provide additional information about user pref-
erences in the reward function, whereas SL simply
mimics the data. In addition, RL is based on de-
layed rewards, i.e. the optimisation of a final goal.
For dialogue systems we often have measures indi-
cating how successful and/or satisfying the overall
performance of a strategy was, but it is hard to tell
how things should have been exactly done in a spe-
cific situation. This is what makes RL specifically
attractive for dialogue strategy learning. In the next
section we test the learned strategy with real users.

4 User Tests

4.1 Experimental design
For the user tests the RL policy is ported to a work-
ing ISU-based dialogue system via table look-up,
which indicates the action with the highest expected
reward for each state (cf. (Singh et al., 2002)). The
supervised baseline is implemented using standard
threshold-based update rules. The experimental con-
ditions are similar to the WOZ study, i.e. we ask the
users to solve similar tasks, and use similar ques-
tionnaires. Furthermore, we decided to use typed
user input rather than ASR. The use of text input
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Measure SL baseline RL Strategy
SIM REAL SIM REAL

av. turns 8.42(±3.04) 5.86(±3.2) 5.9(±2.4)*** 5.07(±2.9)***
av. speech items 1.04(±.2) 1.29(±.4) 1.1(±.3) 1.2(±.4)
av. MM items 61.37(±82.5) 52.2(±68.5) 11.2(±2.4)*** 8.73(±4.4)***
av. reward -1741.3(±566.2) -628.2(±178.6) 44.06(±51.5)*** 37.62(±60.7)***

Table 2: Comparison of results obtained in simulation (SIM) and with real users (REAL) for SL and RL-based strate-
gies; *** denotes significant difference between SL and RL at p < .001

Figure 3: Graph comparison of objective measures: SLs
= SL policy in simulation; SLr = SL policy with real
users; RLs = RL policy in simulation; RLr = RL policy
with real users.

allows us to target the experiments to the dialogue
management decisions, and block ASR quality from
interfering with the experimental results (Hajdinjak
and Mihelic, 2006). 17 subjects (8 female, 9 male)
are given a set of 6×2 predefined tasks, which they
solve by interaction with the RL-based and the SL-
based system in controlled order. As a secondary
task users are asked to count certain objects in a driv-
ing simulation. In total, 204 dialogues with 1,115
turns are gathered in this setup.

4.2 Results
In general, the users rate the RL-based significantly
higher (p < .001) than the SL-based policy. The re-
sults from a paired t-test on the user questionnaire

data show significantly improved Task Ease, better
presentation timing, more agreeable verbal and mul-
timodal presentation, and that more users would use
the RL-based system in the future (Future Use). All
the observed differences have a medium effects size
(r ≥ |.3|).

We also observe that female participants clearly
favour the RL-based strategy, whereas the ratings by
male participants are more indifferent. Similar gen-
der effects are also reported by other studies on mul-
timodal output presentation, e.g. (Foster and Ober-
lander, 2006).

Furthermore, we compare objective dialogue per-
formance measures. The dialogues of the RL strat-
egy are significantly shorter (p < .005), while fewer
items are displayed (p < .001), and the help func-
tion is used significantly less (p < .003). The mean
performance measures for testing with real users are
shown in Table 2 and Figure 3. However, there is
no significant difference for the performance of the
secondary driving task.

5 Comparison of Results

We finally test whether the results obtained in sim-
ulation transfer to tests with real users, following
(Lemon et al., 2006a). We evaluate the quality of
the simulated learning environment by directly com-
paring the dialogue performance measures between
simulated and real interaction. This comparison en-
ables us to make claims regarding whether a policy
which is ‘bootstrapped’ from WOZ data is transfer-
able to real HCI. We first evaluate whether objective
dialogue measures are transferable, using a paired
t-test. For the RL policy there is no statistical dif-
ference in overall performance (reward), dialogue
length (turns), and the number of presented items
(verbal and multimodal items) between simulated
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Measure WOZ SL RL
av. Task Ease .53±.14 .63±.26 .79±.21***
av. Future Use .56±.16 .55±.21 .67±.20***

Table 3: Improved user ratings over the WOZ study
where *** denotes p < .001

and real interaction (see Table 2, Figure 3). This in-
dicates that the learned strategy transfers well to real
settings. For the SL policy the dialogue length for
real users is significantly shorter than in simulation.
From an error analysis we conclude that real users
intelligently adapt to poor policies, e.g. by changing
topic, whereas the simulated users do not react in
this way.

Furthermore, we want to know whether the sub-
jective user ratings for the RL strategy improved
over the WOZ study. We therefore compare the user
ratings from the WOZ questionnaire to the user rat-
ings of the final user tests using a independent t-test
and a Wilcoxon Signed Ranks Test. Users rate the
RL-policy on average 10% higher. We are especially
interested in the ratings for Task Ease (as this was
the ultimate measure optimised with PARADISE) and
Future Use, as we believe this measure to be an im-
portant indicator of acceptance of the technology.
The results show that only the RL strategy leads to
significantly improved user ratings (increasing av-
erage Task Ease by 49% and Future Use by 19%),
whereas the ratings for the SL policy are not signifi-
cantly better than those for the WOZ data, see Table
3. 4 This indicates that the observed difference is in-
deed due to the improved strategy (and not to other
factors like the different user population or the em-
bedded dialogue system).

6 Conclusion

We addressed two problems in the field of automatic
optimization of dialogue strategies: learning effec-
tive dialogue strategies when no initial data or sys-
tem exists, and evaluating the result with real users.
We learned optimal strategies by interaction with a
simulated environment which is bootstrapped from

4The ratings are normalised as some of the questions were
on different scales.

a small amount of Wizard-of-Oz data, and we evalu-
ated the result with real users. The use of WOZ data
allows us to develop optimal strategies for domains
where no working prototype is available. The de-
veloped simulations are entirely data driven and the
reward function reflects real user preferences. We
compare the Reinforcement Learning-based strategy
against a supervised strategy which mimics the (hu-
man) wizards’ policies from the original data. This
comparison allows us to measure relative improve-
ment over the training data. Our results show that
RL significantly outperforms SL in simulation as
well as in interactions with real users. The RL-based
policy gains on average 50-times more reward when
tested in simulation, and almost 18-times more re-
ward when interacting with real users. The human
users also subjectively rate the RL-based policy on
average 10% higher, and 49% higher for Task Ease.
We also show that results obtained in simulation are
comparable to results for real users. We conclude
that a strategy trained from WOZ data via boot-
strapping is transferable to real Human-Computer-
Interaction.

In future work will apply similar techniques to
statistical planning for Natural Language Generation
in spoken dialogue (Lemon, 2008; Janarthanam and
Lemon, 2008), (see the EC FP7 CLASSiC project:
www.classic-project.org).
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PUC-Rio
nogueira@inf.puc-rio.br

Julio C. Duarte
Centro Tecnológico do Exército
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Abstract

Entropy Guided Transformation Learning
(ETL) is a new machine learning strategy
that combines the advantages of decision
trees (DT) and Transformation Based Learn-
ing (TBL). In this work, we apply the ETL
framework to four phrase chunking tasks: Por-
tuguese noun phrase chunking, English base
noun phrase chunking, English text chunking
and Hindi text chunking. In all four tasks,
ETL shows better results than Decision Trees
and also than TBL with hand-crafted tem-
plates. ETL provides a new training strat-
egy that accelerates transformation learning.
For the English text chunking task this corre-
sponds to a factor of five speedup. For Por-
tuguese noun phrase chunking, ETL shows the
best reported results for the task. For the other
three linguistic tasks, ETL shows state-of-the-
art competitive results and maintains the ad-
vantages of using a rule based system.

1 Introduction

Phrase Chunking is a Natural Language Processing
(NLP) task that consists in dividing a text into syn-
tactically correlated parts of words. Theses phrases
are non-overlapping, i.e., a word can only be a mem-
ber of one chunk (Sang and Buchholz, 2000). It pro-
vides a key feature that helps on more elaborated
NLP tasks such as parsing and information extrac-
tion.

Since the last decade, many high-performance
chunking systems were proposed, such as, SVM-
based (Kudo and Matsumoto, 2001; Wu et al.,

2006), Winnow (Zhang et al., 2002), voted-
perceptrons (Carreras and Màrquez, 2003),
Transformation-Based Learning (TBL) (Ramshaw
and Marcus, 1999; Megyesi, 2002) and Hidden
Markov Model (HMM) (Molina and Pla, 2002),
Memory-based (Sang, 2002). State-of-the-art
systems for English base noun phrase chunking and
text chunking are based in statistical techniques
(Kudo and Matsumoto, 2001; Wu et al., 2006;
Zhang et al., 2002).

TBL is one of the most accurate rule-based tech-
niques for phrase chunking tasks (Ramshaw and
Marcus, 1999; Ngai and Florian, 2001; Megyesi,
2002). On the other hand, TBL rules must follow
patterns, called templates, that are meant to cap-
ture the relevant feature combinations. The process
of generating good templates is highly expensive.
It strongly depends on the problem expert skills to
build them. Even when a template set is available
for a given task, it may not be effective when we
change from a language to another (dos Santos and
Oliveira, 2005).

In this work, we apply Entropy Guided Transfor-
mation Learning (ETL) for phrase chunking. ETL is
a new machine learning strategy that combines the
advantages of Decision Trees (DT) and TBL (dos
Santos and Milidiú, 2007a). The ETL key idea is to
use decision tree induction to obtain feature com-
binations (templates) and then use the TBL algo-
rithm to generate transformation rules. ETL pro-
duces transformation rules that are more effective
than decision trees and also eliminates the need of
a problem domain expert to build TBL templates.

We evaluate the performance of ETL over four
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phrase chunking tasks: (1) English Base Noun
Phrase (NP) chunking; (2) Portuguese NP chunk-
ing; (3) English Text Chunking; and (4) Hindi Text
Chunking. Base NP chunking consists in recogniz-
ing non-overlapping text segments that contain NPs.
Text chunking consists in dividing a text into syn-
tactically correlated parts of words. For these four
tasks, ETL shows state-of-the-art competitive results
and maintains the advantages of using a rule based
system.

The remainder of the paper is organized as fol-
lows. In section 2, the ETL strategy is described.
In section 3, the experimental design and the corre-
sponding results are reported. Finally, in section 4,
we present our concluding remarks.

2 Entropy Guided Transformation
Learning

Entropy Guided Transformation Learning (ETL)
is a new machine learning strategy that com-
bines the advantages of Decision Trees (DT) and
Transformation-Based Learning (TBL) (dos Santos
and Milidiú, 2007a). The key idea of ETL is to use
decision tree induction to obtain templates. Next,
the TBL strategy is used to generate transformation
rules. The proposed method is illustrated in the Fig.
1.

Figure 1: ETL - Entropy Guided Transformation Learn-
ing.

A combination of DT and TBL is presented in
(Corston-Oliver and Gamon, 2003). The main dif-
ference between Corston-Oliver & Gamon work and
the ETL strategy is that they extract candidate rules
directly from the DT, and then use the TBL strategy

to select the appropriate rules. Another difference is
that they use a binary DT, whereas ETL uses a DT
that is not necessarily binary.

An evolutionary approach based on Genetic Al-
gorithms (GA) to automatically generate TBL tem-
plates is presented in (Milidiú et al., 2007). Us-
ing a simple genetic coding, the generated template
sets have efficacy near to the handcrafted templates
for the tasks: English Base Noun Phrase Identifica-
tion, Text Chunking and Portuguese Named Entities
Recognition. The main drawback of this strategy is
that the GA step is computationally expensive. If we
need to consider a large context window or a large
number of features, it can be infeasible.

The remainder of this section is organized as fol-
lows. In section 2.1, we describe the DT learning
algorithm. In section 2.2, the TBL algorithm is de-
picted. In section 2.3, we depict the process of ob-
taining templates from a decision tree decomposi-
tion. Finally, in section 2.4, we present a template
evolution scheme that speeds up the TBL step.

2.1 Decision Trees
Decision tree learning is one of the most widely used
machine learning algorithms. It performs a parti-
tioning of the training set using principles of Infor-
mation Theory. The learning algorithm executes a
general to specific search of a feature space. The
most informative feature is added to a tree structure
at each step of the search. Information Gain Ratio,
which is based on the data Entropy, is normally used
as the informativeness measure. The objective is to
construct a tree, using a minimal set of features, that
efficiently partitions the training set into classes of
observations. After the tree is grown, a pruning step
is carried out in order to avoid overfitting.

One of the most used algorithms for induction of
a DT is the C4.5 (Quinlan, 1993). We use Quinlan’s
C4.5 system throughout this work.

2.2 Transformation-Based Learning
Transformation Based error-driven Learning (TBL)
is a successful machine learning algorithm intro-
duced by Eric Brill (Brill, 1995). It has since been
used for several Natural Language Processing tasks,
such as part-of-speech (POS) tagging (Brill, 1995),
English text chunking (Ramshaw and Marcus, 1999;
dos Santos and Milidiú, 2007b), spelling correc-
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tion (Mangu and Brill, 1997), Portuguese appos-
itive extraction (Freitas et al., 2006), Portuguese
named entity extraction (Milidiú et al., 2006) and
Portuguese noun-phrase chunking (dos Santos and
Oliveira, 2005), achieving state-of-the-art perfor-
mance in many of them.

TBL uses an error correcting strategy. Its main
scheme is to generate an ordered list of rules that
correct classification mistakes in the training set,
which have been produced by an initial classifier.

The requirements of the algorithm are:

• two instances of the training set, one that has
been correctly labeled, and another that re-
mains unlabeled;

• an initial classifier, the baseline system, which
classifies the unlabeled training set by trying
to apply the correct class for each sample. In
general, the baseline system is based on simple
statistics of the labeled training set; and

• a set of rule templates, which are meant to
capture the relevant feature combinations that
would determine the sample’s classification.
Concrete rules are acquired by instantiation of
this predefined set of rule templates.

• a threshold value, that is used as a stopping cri-
teria for the algorithm and is needed to avoid
overfitting to the training data.

The learning method is a mistake-driven greedy
procedure that iteratively acquires a set of transfor-
mation rules. The TBL algorithm can be depicted as
follows:

1. Starts applying the baseline system, in order to
guess an initial classification for the unlabeled
version of the training set;

2. Compares the resulting classification with the
correct one and, whenever a classification error
is found, all the rules that can correct it are gen-
erated by instantiating the templates. This tem-
plate instantiation is done by capturing some
contextual data of the sample being corrected.
Usually, a new rule will correct some errors, but
will also generate some other errors by chang-
ing correctly classified samples;

3. Computes the rules’ scores (errors repaired - er-
rors created). If there is not a rule with a score
above an arbitrary threshold, the learning pro-
cess is stopped;

4. Selects the best scoring rule, stores it in the set
of learned rules and applies it to the training
set;

5. Returns to step 2.

When classifying a new sample item, the resulting
sequence of rules is applied according to its genera-
tion order.

2.3 DT Template Extraction

There are many ways to extract feature combinations
from decision trees. In an path from the root to the
leaves, more informative features appear first . Since
we want to generate the most promising templates
only, we just combine the more informative ones.

The process we use to extract templates from a
DT includes a depth-first traversal of the DT. For
each visited node, we create a new template that
combines its parent node template with the feature
used to split the data at that node. This is a very
simple decomposition scheme. Nevertheless, it re-
sults into extremely effective templates. We also use
pruned trees in all experiments shown in section 3.

Fig. 2 shows an excerpt of a DT generated for the
English text chunking task1. Using the described
method to extract templates from the DT shown in
Fig. 2, we obtain the template set listed in the left
side of Table 1. In order to generate more feature
combinations, without largely increasing the num-
ber of templates, we extend the template set by in-
cluding templates that do not have the root node fea-
ture. The extended template set for the DT shown in
Fig. 2 is listed in the right side of the Table 1.

We have also tried some other strategies that ex-
tract a larger number of templates from a DT. How-
ever, the efficacy of the learned rules is quite similar
to the one generated by the first method. This rein-
forces the conjecture that a DT generates informa-
tive feature combinations.

1CK[0] = Chunk tag of the current word (initial classifier
result); CK[–1] = previous word Chunk tag; CK[1] = next word
Chunk tag; POS[0] = current word POS tag; WRD[0] = current
word.
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Table 1: Text chunking DT Template set example

Template set Extended template set
CK[0] CK[0]
CK[0] CK[1] CK[0] CK[1] CK[1]
CK[0] CK[1] WRD[0] CK[0] CK[1] WRD[0] CK[1] WRD[0]
CK[0] CK[1] WRD[0] CK[–1] CK[0] CK[1] WRD[0] CK[–1] CK[1] WRD[0] CK[–1]
CK[0] CK[1] POS[0] CK[0] CK[1] POS[0] CK[1] POS[0]
CK[0] CK[–1] CK[0] CK[–1] CK[–1]

Figure 2: Text chunking decision tree excerpt.

2.4 Template Evolution Speedup

TBL training time is highly sensitive to the number
and complexity of the applied templates. In (Cur-
ran and Wong, 2000), it is argued that we can bet-
ter tune the training time vs. templates complex-
ity trade-off by using an evolutionary template ap-
proach. The main idea is to apply only a small num-
ber of templates that evolve throughout the training.
When training starts, templates are short, consisting
of few feature combinations. As training proceeds,
templates evolve to more complex ones that contain
more feature combinations. In this way, only a few
templates are considered at any point in time. Nev-
ertheless, the descriptive power is not significantly
reduced.

The template evolution approach can be easily im-
plemented by using template sets extracted from a
DT. We implement this idea by successively training
TBL models. Each model uses only the templates

that contain feature combinations up to a given tree
level. For instance, using the tree shown in Fig. 2,
we have the following template sets for the three first
training rounds2:

1. CK[0] CK[1];
CK[0] CK[–1]

2. CK[0] CK[1] WRD[0];
CK[0] CK[1] POS[0]

3. CK[0] CK[1] WRD[0] CK[–1]

Using the template evolution strategy, the training
time is decreased by a factor of five for the English
text chunking task. This is a remarkable reduction,
since we use an implementation of the fastTBL algo-
rithm (Ngai and Florian, 2001) that is already a very
fast TBL version. The efficacy of the rules gener-
ated by the sequential training is quite similar to the
one obtained by training with all the templates at the
same time.

3 Experiments

This section presents the experimental setup and re-
sults of the application of ETL to four phrase chunk-
ing tasks. ETL results are compared with the results
of DT and TBL using hand-crafted templates.

In the TBL step, for each one of the four chunking
tasks, the initial classifier assigns to each word the
chunk tag that was most frequently associated with
the part-of-speech of that word in the training set.

The DT learning works as a feature selector and
is not affected by irrelevant features. We have tried
several context window sizes when training the clas-
sifiers. Some of the tested window sizes would be
very hard to be explored by a domain expert using

2We ignore templates composed of only one feature test.
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TBL alone. The corresponding huge number of pos-
sible templates would be very difficult to be man-
aged by a template designer.

For the four tasks, the following experimental
setup provided us our best results.

ETL in the ETL learning, we use the features word,
POS and chunk. In order to overcome the spar-
sity problem, we only use the 200 most fre-
quent words to induce the DT. In the DT learn-
ing, the chunk tag of the word is the one applied
by the initial classifier. On the other hand, the
chunk tag of neighbor words are the true ones.
We report results for ETL trained with all the
templates at the same time as well as using tem-
plate evolution.

TBL the results for the TBL approach refers to TBL
trained with the set of templates proposed in
(Ramshaw and Marcus, 1999).

DT the best result for the DT classifier is shown.
The features word, POS and chunk are used to
generate the DT classifier. The chunk tag of a
word and its neighbors are the ones guessed by
the initial classifier. Using only the 100 most
frequent words gives our best results.

In all experiments, the term WS=X subscript
means that a window of size X was used for the
given model. For instance, ETLWS=3 corresponds
to ETL trained with window of size three, that is,
the current token, the previous and the next one.

3.1 Portuguese noun phrase chunking
For this task, we use the SNR-CLIC corpus de-
scribed in (Freitas et al., 2005). This corpus is
tagged with both POS and NP tags. The NP tags
are: I, for in NP; O, for out of NP; and B for the
leftmost word of an NP beginning immediately af-
ter another NP. We divided the corpus into 3514-
sentence (83346 tokens) training set and a 878-
sentence (20798 tokens) test set.

In Table 2 we compare the results3 of ETL with
DT and TBL. We can see that ETL, even with a
small window size, produces better results than DT
and TBL. The Fβ=1 of the ETLWS=7 classifier is
1.8% higher than the one of TBL and 2.6% higher
than the one of the DT classifier.

3#T = Number of templates.

Table 2: Portuguese noun phrase chunking.

Acc. Prec. Rec. Fβ=1 # T
(%) (%) (%) (%)

BLS 96.57 62.69 74.45 68.06 –
DTWS=13 97.35 83.96 87.27 85.58 –
TBL 97.45 85.48 87.32 86.39 100
ETLWS=3 97.61 86.12 87.24 86.67 21
ETLWS=5 97.68 86.85 87.49 87.17 35
ETLWS=7 97.82 88.15 88.20 88.18 34
ETLWS=9 97.82 88.02 88.34 88.18 40

Table 3 shows the results4 of ETL using template
evolution. As we can see, for the task of Portuguese
noun phrase chunking, the template evolution strat-
egy reduces the average training time in approxi-
mately 35%. On the other hand, there is a decrease
of the classifier efficacy in some cases.

Table 3: Portuguese noun phrase chunking using ETL
with template evolution.

Acc. Prec. Rec. Fβ=1 TTR
(%) (%) (%) (%) (%)

ETLWS=3 97.61 86.22 87.27 86.74 20.7
ETLWS=5 97.56 86.39 87.10 86.74 38.2
ETLWS=7 97.69 87.35 87.89 87.62 37.0
ETLWS=9 97.76 87.55 88.14 87.85 41.9

In (dos Santos and Oliveira, 2005), a special set
of six templates is shown. These templates are
designed to reduce classification errors of prepo-
sition within the task of Portuguese noun phrase
chunking. These templates use very specific do-
main knowledge and are difficult to DT and TBL
to extract. Table 4 shows the results of an experi-
ment where we include these six templates into the
Ramshaw&Marcus template set and also into the
template sets generated by ETL. Again, ETL pro-
duces better results than TBL.

Table 5 shows the results of using a committee
composed by the three best ETL classifiers. The
classification is done by selecting the most popular
tag among all the three committee members. The
achieved Fβ=1, 89.14% is the best one ever reported
for the SNR-CLIC corpus.

4TTR = Training time reduction.
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Table 4: Portuguese noun phrase chunking using six ad-
ditional hand-crafted templates.

Acc. Prec. Rec. Fβ=1 # T
(%) (%) (%) (%)

BLS 96.57 62.69 74.45 68.06 –
TBL 97.60 86.79 88.12 87.45 106
ETLWS=3 97.73 86.95 88.40 87.67 27
ETLWS=5 97.87 88.35 89.02 88.68 41
ETLWS=7 97.91 88.12 89.22 88.67 40
ETLWS=9 97.93 88.53 89.11 88.82 46

Table 5: Committee with the classifiers ETLWS=5,
ETLWS=7 and ETLWS=9, shown in Table 4.

Results (%)
Accuracy 97.97
Precision 88.62
Recall 89.67
Fβ=1 89.14

3.2 English base noun phrase chunking

The data used in the base NP chunking experiments
is the one by Ramshaw & Marcus (Ramshaw and
Marcus, 1999). This corpus contains sections 15-
18 and section 20 of the Penn Treebank, and is pre-
divided into 8936-sentence (211727 tokens) training
set and a 2012-sentence (47377 tokens) test. This
corpus is tagged with both POS and chunk tags.

Table 6 compares the results of ETL with DT
and TBL for the base NP chunking. We can see
that ETL, even using a small window size, produces
better results than DT and TBL. The Fβ=1 of the
ETLWS=9 classifier is 0.87% higher than the one of
TBL and 2.31% higher than the one of the DT clas-
sifier.

Table 7 shows the results of ETL using template
evolution. The template evolution strategy reduces
the average training time in approximately 62%.
Differently from the Portuguese NP chunking, we
observe an increase of the classifier efficacy in al-
most all the cases.

Table 8 shows the results of using a committee
composed by the eight ETL classifiers reported in
this section. Table 8 also shows the results for a
committee of SVM models presented in (Kudo and
Matsumoto, 2001). SVM’s results are the state-of-

Table 6: Base NP chunking.

Acc. Prec. Rec. Fβ=1 # T
(%) (%) (%) (%)

BLS 94.48 78.20 81.87 79.99 –
DTWS=11 97.03 89.92 91.16 90.53 –
TBL 97.42 91.68 92.26 91.97 100
ETLWS=3 97.54 91.93 92.78 92.35 68
ETLWS=5 97.55 92.43 92.77 92.60 85
ETLWS=7 97.52 92.49 92.70 92.59 106
ETLWS=9 97.63 92.62 93.05 92.84 122

Table 7: Base NP chunking using ETL with template evo-
lution.

Acc. Prec. Rec. Fβ=1 TTR
(%) (%) (%) (%) (%)

ETLWS=3 97.58 92.07 92.74 92.41 53.9
ETLWS=5 97.63 92.66 93.16 92.91 57.9
ETLWS=7 97.61 92.56 93.04 92.80 65.1
ETLWS=9 97.59 92.50 93.01 92.76 69.4

the-art for the Base NP chunking task. On the other
hand, using a committee of ETL classifiers, we pro-
duce very competitive results and maintain the ad-
vantages of using a rule based system.

Table 8: Base NP chunking using a committee of eight
ETL classifiers.

Accuracy Precision Recall Fβ=1

(%) (%) (%) (%)
ETL 97.72 92.87 93.34 93.11
SVM – 94.15 94.29 94.22

3.3 English text chunking
The data used in the English text chunking exper-
iments is the CoNLL-2000 corpus, which is de-
scribed in (Sang and Buchholz, 2000). It is com-
posed by the same texts as the Ramshaw & Marcus
(Ramshaw and Marcus, 1999) corpus.

Table 9 compares the results of ETL with DTs and
TBL for English text chunking. ETL, even using a
small window size, produces better results than DTs
and TBL. The Fβ=1 of the ETLWS=3 classifier is
0.28% higher than the one of TBL and 2.17% higher
than the one of the DT classifier. It is an interesting
linguistic finding that the use of a window of size 3
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(the current token, the previous token and the next
token) provides the current best results for this task.

Table 9: English text Chunking.

Acc. Prec. Rec. Fβ=1 # T
(%) (%) (%) (%)

BLS 77.29 72.58 82.14 77.07 –
DTWS=9 94.29 89.55 91.00 90.27 –
TBL 95.12 92.05 92.28 92.16 100
ETLWS=3 95.24 92.32 92.56 92.44 105
ETLWS=5 95.12 92.19 92.27 92.23 167
ETLWS=7 95.13 92.24 92.32 92.28 183
ETLWS=9 95.07 92.10 92.27 92.19 205

Table 10 shows the results of ETL using template
evolution. The template evolution strategy reduces
the average training time by approximately 81%. On
the other hand, there is a small decrease of the clas-
sifier efficacy in all cases.

Table 10: English text chunking using ETL with template
evolution.

Acc. Prec. Rec. Fβ=1 TTR
(%) (%) (%) (%) (%)

ETLWS=3 95.21 92.14 92.53 92.34 77.2
ETLWS=5 94.98 91.84 92.25 92.04 80.8
ETLWS=7 95.03 91.89 92.28 92.09 83.0
ETLWS=9 95.01 91.87 92.21 92.04 84.5

Table 11 shows the results of using a committee
composed by the eight ETL classifiers reported in
this section. Table 11 also shows the results for a
SVM model presented in (Wu et al., 2006). SVM’s
results are the state-of-the-art for the Text chunking
task. On the other hand, using a committee of ETL
classifiers, we produce very competitive results and
maintain the advantages of using a rule based sys-
tem.

Table 11: English text Chunking using a committee of
eight ETL classifiers.

Accuracy Precision Recall Fβ=1

(%) (%) (%) (%)
ETL 95.50 92.63 92.96 92.79
SVM – 94.12 94.13 94.12

Table 12 shows the results, broken down by chunk

type, of using a committee composed by the eight
ETL classifiers reported in this section.

Table 12: English text chunking results, broken down by
chunk type, for the ETL committee.

Precision Recall Fβ=1

(%) (%) (%)
ADJP 75.59 72.83 74.19
ADVP 82.02 79.56 80.77
CONJP 35.71 55.56 43.48
INTJ 00.00 00.00 00.00
LST 00.00 00.00 00.00
NP 92.90 93.08 92.99
PP 96.53 97.63 97.08
PRT 66.93 80.19 72.96
SBAR 86.50 85.05 85.77
VP 92.84 93.58 93.21
Overall 92.63 92.96 92.79

3.4 Hindi text chunking

The data used in the Hindi text chunking exper-
iments is the SPSAL-2007 corpus, which is de-
scribed in (Bharati and Mannem, 2007). This cor-
pus is pre-divided into a 20000-tokens training set, a
5000-tokens development set and a 5000-tokens test
set. This corpus is tagged with both POS and chunk
tags.

To fairly compare our approach with the ones
presented in the SPSAL-2007, the POS tags of the
test corpus were replaced by the ones predicted by
an ETL-based Hindi POS Tagger. The description
of our ETL pos tagger is beyond the scope of this
work. Since the amount of training data is very small
(20000 tokens), the accuracy of the ETL Hindi POS
tagger is low, 77.50% for the test set.

The results are reported in terms of chunking ac-
curacy, the same performance measure used in the
SPSAL-2007. Table 13 compares the results of ETL
with DT and TBL for Hindi text chunking. ETL pro-
duces better results than DT and achieves the same
performance of TBL using 60% less templates. We
believe that ETL performance is not as good as in
the other tasks mainly because of the small amount
of training data, which increases the sparsity prob-
lem.

We do not use template evolution for Hindi text
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chunking. Since the training corpus is very small,
the training time reduction is not significant.

Table 13: Hindi text Chunking.

Accuracy # Templates
(%)

BLS 70.05 –
DTWS=5 78.20 –
TBL 78.53 100
ETLWS=5 78.53 30

Table 14 compares the results of ETL with the two
best Hindi text chunkers at SPSAL-2007 (Bharati
and Mannem, 2007). The first one is a combination
of Hidden Markov Models (HMM) and Conditional
Random Fields (CRF) (PVS and Gali, 2007). The
second is based in Maximum Entropy Models (Max-
Ent) (Dandapat, 2007). ETL performs better than
MaxEnt and worst than HMM+CRF. It is important
to note that the accuracy of the POS tagger used by
(PVS and Gali, 2007) (78.66%) is better than ours
(77.50%). The POS tagging quality directly affects
the chunking accuracy.

Table 14: Comparison with best systems of SPSAL-2007

Accuracy
(%)

HMM + CRF 80.97
ETLWS=5 78.53
MaxEnt 74.92

4 Conclusions

In this paper, we approach the phrase chunking
task using Entropy Guided Transformation Learning
(ETL). We carry out experiments with four phrase
chunking tasks: Portuguese noun phrase chunking,
English base noun phrase chunking, English text
chunking and Hindi text chunking. In all four tasks,
ETL shows better results than Decision Trees and
also than TBL with hand-crafted templates. ETL
provides a new training strategy that accelerates
transformation learning. For the English text chunk-
ing task this corresponds to a factor of five speedup.
For Portuguese noun phrase chunking, ETL shows
the best reported results for the task. For the other

three linguistic tasks, ETL shows competitive results
and maintains the advantages of using a rule based
system.
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Abstract

Traditional wisdom holds that once docu-

ments are turned into bag-of-words (unigram

count) vectors, word orders are completely

lost. We introduce an approach that, perhaps

surprisingly, is able to learn a bigram lan-

guage model from a set of bag-of-words docu-

ments. At its heart, our approach is an EM al-

gorithm that seeks a model which maximizes

the regularized marginal likelihood of the bag-

of-words documents. In experiments on seven

corpora, we observed that our learned bigram

language models: i) achieve better test set per-

plexity than unigram models trained on the

same bag-of-words documents, and are not far

behind “oracle bigram models” trained on the

corresponding ordered documents; ii) assign

higher probabilities to sensible bigram word

pairs; iii) improve the accuracy of ordered-

document recovery from a bag-of-words. Our

approach opens the door to novel phenomena,

for example, privacy leakage from index files.

1 Introduction

A bag-of-words (BOW) is a basic document repre-

sentation in natural language processing. In this pa-

per, we consider a BOW in its simplest form, i.e.,

a unigram count vector or word histogram over the

vocabulary. When performing the counting, word

order is ignored. For example, the phrases “really

neat” and “neat really” contribute equally to a BOW.

Obviously, once a set of documents is turned into

a set of BOWs, the word order information within

them is completely lost—or is it?

In this paper, we show that one can in fact partly

recover the order information. Specifically, given a

set of documents in unigram-count BOW representa-

tion, one can recover a non-trivial bigram language

model (LM)1, which has part of the power of a bi-

gram LM trained on ordered documents. At first

glance this seems impossible: How can one learn

bigram information from unigram counts? However,

we will demonstrate that multiple BOW documents

enable us to recover some higher-order information.

Our results have implications in a wide range of

natural language problems, in particular document

privacy. With the wide adoption of natural language

applications like desktop search engines, software

programs are increasingly indexing computer users’

personal files for fast processing. Most index files

include some variant of the BOW. As we demon-

strate in this paper, if a malicious party gains access

to BOW index files, it can recover more than just

unigram frequencies: (i) the malicious party can re-

cover a higher-order LM; (ii) with the LM it may at-

tempt to recover the original ordered document from

a BOW by finding the most-likely word permuta-

tion2. Future research will quantify the extent to

which such a privacy breach is possible in theory,

and will find solutions to prevent it.

There is a vast literature on language modeling;

see, e.g., (Rosenfeld, 2000; Chen and Goodman,

1999; Brants et al., 2007; Roark et al., 2007). How-

1A trivial bigram LM is a unigram LM which ignores his-

tory: P (v|u) = P (v).
2It is possible to use a generic higher-order LM, e.g., a tri-

gram LM trained on standard English corpora, for this purpose.

However, incorporating a user-specific LM helps.
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ever, to the best of our knowledge, none addresses

this reverse direction of learning higher-order LMs

from lower-order data. This work is inspired by re-

cent advances in inferring network structure from

co-occurrence data, for example, for computer net-

works and biological pathways (Rabbat et al., 2007).

2 Problem Formulation and Identifiability

We assume that a vocabulary of size W is given.

For notational convenience, we include in the vo-

cabulary a special “begin-of-document” symbol 〈d〉
which appears only at the beginning of each docu-

ment. The training corpus consists of a collection of

n BOW documents {x1, . . . ,xn}. Each BOW xi is

a vector (xi1, . . . , xiW ) where xiu is the number of

times word u occurs in document i. Our goal is to

learn a bigram LM θ, represented as a W×W transi-

tion matrix with θuv = P (v|u), from the BOW cor-

pus. Note P (v|〈d〉) corresponds to the initial state

probability for word v, and P (〈d〉|u) = 0,∀u.

It is worth noting that traditionally one needs or-

dered documents to learn a bigram LM. A natural

question that arises in our problem is whether or not

a bigram LM can be recovered from the BOW cor-

pus with any guarantee. Let X denote the space

of all possible BOWs. As a toy example, consider

W = 3 with the vocabulary {〈d〉, A, B}. Assuming

all documents have equal length |x| = 4 (including

〈d〉), then X = {(〈d〉:1, A:3, B:0), (〈d〉:1, A:2, B:1),

(〈d〉:1, A:1, B:2), (〈d〉:1, A:0, B:3)}. Our training

BOW corpus, when sufficiently large, provides the

marginal distribution p̂(x) for x ∈ X . Can we re-

cover a bigram LM from p̂(x)?
To answer this question, we first need to introduce

a generative model for the BOWs. We assume that

the BOW corpus is generated from a bigram LM θ

in two steps: (i) An ordered document is generated

from the bigram LM θ; (ii) The document’s unigram

counts are collected to produce the BOW x. There-

fore, the probability of a BOW x being generated

by θ can be computed by marginalizing over unique

orderings z of x:

P (x|θ) =
∑

z∈σ(x)

P (z|θ) =
∑

z∈σ(x)

|x|
∏

j=2

θzj−1,zj
,

where σ(x) is the set of unique orderings, and |x| is

the document length. For example, if x =(〈d〉:1,

A:2, B:1) then σ(x) = {z1, z2, z3} with z1 =
“〈d〉 A A B”, z2 = “〈d〉 A B A”, z3 = “〈d〉 B A A”.

Bigram LM recovery then amounts to finding a θ

that satisfies the system of marginal-matching equa-

tions

P (x|θ) = p̂(x) , ∀x ∈ X . (1)

As a concrete example where one can exactly re-

cover a bigram LM from BOWs, consider our toy

example again. We know there are only three free

variables in our 3×3 bigram LM θ: r = θ〈d〉A, p =

θAA, q = θBB , since the rest are determined by

normalization. Suppose the documents are gener-

ated from a bigram LM with true parameters r =
0.25, p = 0.9, q = 0.5. If our BOW corpus is very

large, we will observe that 20.25% of the BOWs are

(〈d〉:1, A:3, B:0), 37.25% are (〈d〉:1, A:2, B:1), and

18.75% are (〈d〉:1, A:0, B:3). These numbers are

computed using the definition of P (x|θ). We solve

the reverse problem of finding r, p, q from the sys-

tem of equations (1), now explicitly written as















rp2 = 0.2025
rp(1− p) + r(1− p)(1− q)

+(1− r)(1− q)p = 0.3725
(1− r)q2 = 0.1875.

The above system has only one valid solution,

which is the correct set of bigram LM parameters

(r, p, q) = (0.25, 0.9, 0.5).
However, if the true parameters were (r, p, q) =

(0.1, 0.2, 0.3) with proportions of BOWs being

0.4%, 19.8%, 8.1%, respectively, it is easy to ver-

ify that the system would have multiple valid solu-

tions: (0.1, 0.2, 0.3), (0.8819, 0.0673, 0.8283), and

(0.1180, 0.1841, 0.3030). In general, if p̂(x) is

known from the training BOW corpus, when can

we guarantee to uniquely recover the bigram LM

θ? This is the question of identifiability, which

means the transition matrix θ satisfying (1) exists

and is unique. Identifiability is related to finding

unique solutions of a system of polynomial equa-

tions since (1) is such a system in the elements of θ.

The details are beyond the scope of this paper, but

applying the technique in (Basu and Boston, 2000),

it is possible to show that for W = 3 (including 〈d〉)
we need longer documents (|x| ≥ 5) to ensure iden-

tifiability. The identifiability of more general cases

is still an open research question.
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3 Bigram Recovery Algorithm

In practice, the documents are not truly generated

from a bigram LM, and the BOW corpus may be

small. We therefore seek a maximum likelihood es-

timate of θ or a regularized version of it. Equiva-

lently, we no longer require equality in (1), but in-

stead find θ that makes the distribution P (x|θ) as

close to p̂(x) as possible. We formalize this notion

below.

3.1 The Objective Function

Given a BOW corpus {x1, . . . ,xn}, its nor-

malized log likelihood under θ is ℓ(θ) ≡
1
C

∑n
i=1 log P (xi|θ), where C =

∑n
i=1(|xi| − 1)

is the corpus length excluding 〈d〉’s. The idea is to

find θ that maximizes ℓ(θ). This also brings P (x|θ)
closest to p̂(x) in the KL-divergence sense. How-

ever, to prevent overfitting, we regularize the prob-

lem so that θ prefers to be close to a “prior” bi-

gram LM φ. The prior φ is also estimated from the

BOW corpus, and is discussed in Section 3.4. We

define the regularizer to be an asymmetric dissimi-

larity D(φ, θ) between the prior φ and the learned

model θ. The dissimilarity is 0 if θ = φ, and

increases as they diverge. Specifically, the KL-

divergence between two word distributions condi-

tioned on the same history u is KL(φu·‖θu·) =
∑W

v=1 φuv log φuv

θuv
. We define D(φ, θ) to be

the average KL-divergence over all histories:

D(φ, θ) ≡ 1
W

∑W
u=1 KL(φu·‖θu·), which is con-

vex in θ (Cover and Thomas, 1991). We will use

the following derivative later: ∂D(φ, θ)/∂θuv =
−φuv/(Wθuv).

We are now ready to define the regularized op-

timization problem for recovering a bigram LM θ
from the BOW corpus:

max
θ

ℓ(θ)− λD(φ, θ)

subject to θ1 = 1, θ ≥ 0. (2)

The weight λ controls the strength of the prior. The

constraints ensure that θ is a valid bigram matrix,

where 1 is an all-one vector, and the non-negativity

constraint is element-wise. Equivalently, (2) can be

viewed as the maximum a posteriori (MAP) estimate

of θ, with independent Dirichlet priors for each row

of θ: p(θu·) = Dir(θu·|αu·) and hyperparameters

αuv = λC
W

φuv + 1.

The summation over hidden ordered documents

z in P (x|θ) couples the variables and makes (2) a

non-concave problem. We optimize θ using an EM

algorithm.

3.2 The EM Algorithm

We derive the EM algorithm for the optimization

problem (2). Let O(θ) ≡ ℓ(θ) − λD(φ, θ) be the

objective function. Let θ(t−1) be the bigram LM at

iteration t− 1. We can lower-bound O as follows:

O(θ)

=
1

C

n
∑

i=1

log
∑

z∈σ(xi)

P (z|θ(t−1),x)
P (z|θ)

P (z|θ(t−1),x)

−λD(φ, θ)

≥
1

C

n
∑

i=1

∑

z∈σ(xi)

P (z|θ(t−1),x) log
P (z|θ)

P (z|θ(t−1),x)

−λD(φ, θ)

≡ L(θ, θ(t−1)).

We used Jensen’s inequality above since log()
is concave. The lower bound L involves

P (z|θ(t−1),x), the probability of hidden orderings

of the BOW under the previous iteration’s model.

In the E-step of EM we compute P (z|θ(t−1),x),
which will be discussed in Section 3.3. One

can verify that L(θ, θ(t−1)) is concave in θ, un-

like the original objective O(θ). In addition, the

lower bound “touches” the objective at θ(t−1), i.e.,

L(θ(t−1), θ(t−1)) = O(θ(t−1)).
The EM algorithm iteratively maximizes the

lower bound, which is now a concave optimization

problem: maxθ L(θ, θ(t−1)), subject to θ1 = 1.

The non-negativity constraints turn out to be auto-

matically satisfied. Introducing Lagrange multipli-

ers βu for each history u = 1 . . .W , we form the

Lagrangian ∆:

∆ ≡ L(θ, θ(t−1))−

W
∑

u=1

βu

(

W
∑

v=1

θuv − 1

)

.

Taking the partial derivative with respect to θuv and

setting it to zero: ∂∆/∂θuv = 0, we arrive at the

following update:

θuv ∝
n
∑

i=1

∑

z∈σ(xi)

P (z|θ(t−1),x)cuv(z) +
λC

W
φuv.

(3)
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Input: BOW documents {x1, . . . ,xn}, a prior bi-

gram LM φ, weight λ.

1. t = 1. Initialize θ(0) = φ.

2. Repeat until the objective O(θ) converges:

(a) (E-step) Compute P (z|θ(t−1),x) for z ∈
σ(xi), i = 1, . . . , n.

(b) (M-step) Compute θ(t) using (3). Let t =
t + 1.

Output: The recovered bigram LM θ.

Table 1: The EM algorithm

The normalization is over v = 1 . . .W . We use

cuv(z) to denote the number of times the bigram

“uv” appears in the ordered document z. This is the

M-step of EM. Intuitively, the first term counts how

often the bigram “uv” occurs, weighing each order-

ing by its probability under the previous model; the

second term pulls the parameter towards the prior.

If the weight of the prior λ → ∞, we would have

θuv = φuv. The update is related to the MAP esti-

mate for a multinomial distribution with a Dirichlet

prior, where we use the expected counts.

We initialize the EM algorithm with θ(0) = φ.

The EM algorithm is summarized in Table 1.

3.3 Approximate E-step

The E-step needs to compute the expected bigram

counts of the form

∑

z∈σ(x)

P (z|θ,x)cuv(z). (4)

However, this poses a computational problem. The

summation is over unique ordered documents. The

number of unique ordered documents can be on the

order of |x|!, i.e., all permutations of the BOW. For a

short document of length 15, this number is already

1012. Clearly, brute-force enumeration is only fea-

sible for very short documents. Approximation is

necessary to handle longer ones.

A simple Monte Carlo approximation to (4)

would involve sampling ordered documents

z1, z2, . . . , zL according to zi ∼ P (z|θ,x), and

replacing (4) with
∑L

i=1 cuv(zi)/L. This estimate

is unbiased, and the variance decreases linearly

with the number of samples, L. However, sampling

directly from P is difficult.

Instead, we sample ordered documents zi ∼
R(zi|θ,x) from a distribution R which is easy

to generate, and construct an approximation us-

ing importance sampling (see, e.g., (Liu, 2001)).

With each sample, zi, we associate a weight

wi ∝ P (zi|θ,x)/R(zi|θ,x). The importance

sampling approximation to (4) is then given by

(
∑L

i=1 wicuv(zi))/(
∑L

i=1 wi). Re-weighting the

samples in this fashion accounts for the fact that we

are using a sampling distribution R which is differ-

ent the target distribution P , and guarantees that our

approximation is asymptotically unbiased.

The quality of an importance sampling approxi-

mation is closely related to how closely R resembles

P ; the more similar they are, the better the approxi-

mation, in general. Given a BOW x and our current

bigram model estimate, θ, we generate one sample

(an ordered document zi) by sequentially drawing

words from the bag, with probabilities proportional

to θ, but properly normalized to form a distribution

based on which words remain in the bag. For exam-

ple, suppose x = (〈d〉:1, A:2, B:1, C:1). Then we

set zi1 = 〈d〉, and sample zi2 = A with probabil-

ity 2θ〈d〉A/(2θ〈d〉A + θ〈d〉B + θ〈d〉C). Similarly,

if zi(j−1) = u and if v is in the original BOW that

hasn’t been sampled yet, then we set the next word in

the ordered document zij equal to v with probability

proportional to cvθuv, where cv is the count of v in

the remaining BOW. For this scheme, one can ver-

ify (Rabbat et al., 2007) that the importance weight

corresponding to a sampled ordered document zi =

(zi1, . . . , zi|x|) is given by wi =
∏|x|

t=2

∑|x|
i=t θzt−1zi

.

In our implementation, the number of importance

samples used for a document x is 10|x|2 if the length

of the document |x| > 8; otherwise we enumerate

σ(x) without importance sampling.

3.4 Prior Bigram LM φ

The quality of the EM solution θ can depend on the

prior bigram LM φ. To assess bigram recoverabil-

ity from a BOW corpus alone, we consider only pri-

ors estimated from the corpus itself3. Like θ, φ is a

W×W transition matrix with φuv = P (v|u). When

3Priors based on general English text or domain-specific

knowledge could be used in specific applications.
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appropriate, we set the initial probability φ〈d〉v pro-

portional to the number of times word v appears in

the BOW corpus. We consider three prior models:

Prior 1: Unigram φunigram. The most naı̈ve

φ is a unigram LM which ignores word history.

The probability for word v is estimated from the

BOW corpus frequency of v, with add-1 smoothing:

φunigram
uv ∝ 1 +

∑n
i=1 xiv. We should point out

that the unigram prior is an asymmetric bigram, i.e.,

φunigram
uv 6= φunigram

vu .

Prior 2: Frequency of Document Co-

occurrence (FDC) φfdc. Let δ(u, v|x) = 1 if

words u 6= v co-occur (regardless of their counts)

in BOW x, and 0 otherwise. In the case u = v,

δ(u, u|x) = 1 only if u appears at least twice in

x. Let cfdc
uv =

∑n
i=1 δ(u, v|xi) be the number of

BOWs in which u, v co-occur. The FDC prior is

φfdc
uv ∝ cfdc

uv + 1. The co-occurrence counts cfdc

are symmetric, but φfdc is asymmetric because

of normalization. FDC captures some notion of

potential transitions from u to v. FDC is in spirit

similar to Kneser-Ney smoothing (Kneser and Ney,

1995) and other methods that accumulate indicators

of document membership.

Prior 3: Permutation-Based (Perm) φperm. Re-

call that cuv(z) is the number of times the bigram

“uv” appears in an ordered document z. We define

cperm
uv =

∑n
i=1 E

z∈σ(xi)[cuv(z)], where the expecta-

tion is with respect to all unique orderings of each

BOW. We make the zero-knowledge assumption of

uniform probability over these orderings, rather than

P (z|θ) as in the EM algorithm described above. EM

will refine these estimates, though, so this is a natu-

ral starting point. Space precludes a full discussion,

but it can be proven that cperm
uv =

∑n
i=1 xiuxiv/|xi|

if u 6= v, and cperm
uu =

∑n
i=1 xiu(xiu − 1)/|xi|. Fi-

nally, φperm
uv ∝ cperm

uv + 1.

3.5 Decoding Ordered Documents from BOWs

Given a BOW x and a bigram LM θ, we for-

mulate document recovery as the problem z
∗ =

argmax
z∈σ(x)P (z|θ). In fact, we can generate

the top N candidate ordered documents in terms

of P (z|θ). We use A∗ search to construct such

an N-best list (Russell and Norvig, 2003). Each

state is an ordered, partial document. Its succes-

sor states append one more unused word in x to

the partial document. The actual cost g from the

start (empty document) to a state is the log proba-

bility of the partial document under bigram θ. We

design a heuristic cost h from the state to the goal

(complete document) that is admissible: the idea is

to over-use the best bigram history for the remain-

ing words in x. Let the partial document end with

word we. Let the count vector for the remaining

BOW be (c1, . . . , cW ). One admissible heuristic

is h = log
∏W

u=1 P (u|bh(u); θ)cu , where the “best

history” for word type u is bh(u) = argmaxvθvu,

and v ranges over the word types with non-zero

counts in (c1, . . . , cW ), plus we. It is easy to see that

h is an upper bound on the bigram log probability

that the remaining words in x can achieve.

We use a memory-bounded A∗ search similar

to (Russell, 1992), because long BOWs would oth-

erwise quickly exhaust memory. When the priority

queue grows larger than the bound, the worst states

(in terms of g + h) in the queue are purged. This

necessitates a double-ended priority queue that can

pop either the maximum or minimum item. We use

an efficient implementation with Splay trees (Chong

and Sahni, 2000). We continue running A∗ after

popping the goal state from its priority queue. Re-

peating this N times gives the N-best list.

4 Experiments

We show experimentally that the proposed algo-

rithm is indeed able to recover reasonable bigram

LMs from BOW corpora. We observe:

1. Good test set perplexity: Using test (held-

out) set perplexity (PP) as an objective measure of

LM quality, we demonstrate that our recovered bi-

gram LMs are much better than naı̈ve unigram LMs

trained on the same BOW corpus. Furthermore, they

are not far behind the “oracle” bigram LMs trained

on ordered documents that correspond to the BOWs.

2. Sensible bigram pairs: We inspect the recov-

ered bigram LMs and find that they assign higher

probabilities to sensible bigram pairs (e.g., “i mean”,

“oh boy”, “that’s funny”), and lower probabilities to

nonsense pairs (e.g., “i yep”, “you let’s”, “right lot”).

3. Document recovery from BOW: With the bi-

gram LMs, we show improved accuracy in recover-

ing ordered documents from BOWs.

We describe these experiments in detail below.
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Corpus |V | # Docs # Tokens |x|

SV10 10 6775 7792 1.2

SV25 25 9778 13324 1.4

SV50 50 12442 20914 1.7

SV100 100 14602 28611 2.0

SV250 250 18933 51950 2.7

SV500 500 23669 89413 3.8

SumTime 882 3341 68815 20.6

Table 2: Corpora statistics: vocabulary size, document

count, total token count, and mean document length.

4.1 Corpora and Protocols

We note that although in principle our algorithm

works on large corpora, the current implementa-

tion does not scale well (Table 3 last column). We

therefore experimented on seven corpora with rel-

atively small vocabulary sizes, and with short doc-

uments (mostly one sentence per document). Ta-

ble 2 lists statistics describing the corpora. The first

six contain text transcripts of conversational tele-

phone speech from the small vocabulary “SVitch-

board 1” data set. King et al. constructed each cor-

pus from the full Switchboard corpus, with the re-

striction that the sentences use only words in the cor-

responding vocabulary (King et al., 2005). We re-

fer to these corpora as SV10, SV25, SV50, SV100,

SV250, and SV500. The seventh corpus comes from

the SumTime-Meteo data set (Sripada et al., 2003),

which contains real weather forecasts for offshore

oil rigs in the North Sea. For the SumTime cor-

pus, we performed sentence segmentation to pro-

duce documents, removed punctuation, and replaced

numeric digits with a special token.

For each of the seven corpora, we perform 5-fold

cross validation. We use four folds other than the

k-th fold as the training set to train (recover) bigram

LMs, and the k-th fold as the test set for evaluation.

This is repeated for k = 1 . . . 5, and we report the

average cross validation results. We distinguish the

original ordered documents (training set z1, . . . zn,

test set zn+1, . . . , zm) and the corresponding BOWs

(training set x1 . . .xn, test set xn+1 . . .xm). In all

experiments, we simply set the weight λ = 1 in (2).

Given a training set and a test set, we perform the

following steps:

1. Build prior LMs φX from the training BOW

corpus x1, . . .xn, for X = unigram, fdc, perm.

2. Recover the bigram LMs θX with the EM al-

gorithm in Table 1, from the training BOW corpus

x1, . . .xn and using the prior from step 1.

3. Compute the MAP bigram LM from the or-

dered training documents z1, . . . zn. We call this the

“oracle” bigram LM because it uses order informa-

tion (not available to our algorithm), and we use it

as a lower-bound on perplexity.

4. Test all LMs on zn+1, . . . , zm by perplexity.

4.2 Good Test Set Perplexity

Table 3 reports the 5-fold cross validation mean-test-

set-PP values for all corpora, and the run time per

EM iteration. Because of the long running time, we

adopt the rule-of-thumb stopping criterion of “two

EM iterations”. First, we observe that all bigram

LMs perform better than unigram LMs φunigram

even though they are trained on the same BOW cor-

pus. Second, all recovered bigram LMs θX im-

proved upon their corresponding baselines φX . The

difference across every row is statistically significant

according to a two-tailed paired t-test with p < 0.05.

The differences among PP(θX ) for the same corpus

are also significant (except between θunigram and

θperm for SV500). Finally, we observe that θperm

tends to be best for the smaller vocabulary corpora,

whereas θfdc dominates as the vocabulary grows.

To see how much better we could do if we had or-

dered training documents z1, . . . , zn, we present the

mean-test-set-PP of “oracle” bigram LMs in Table 4.

We used three smoothing methods to obtain oracle

LMs: absolute discounting using a constant of 0.5

(we experimented with other values, but 0.5 worked

best), Good-Turing, and interpolated Witten-Bell as

implemented in the SRILM toolkit (Stolcke, 2002).

We see that our recovered LMs (trained on un-

ordered BOW documents), especially for small vo-

cabulary corpora, are close to the oracles (trained on

ordered documents). For the larger datasets, the re-

covery task is more difficult, and the gap between

the oracle LMs and the θ LMs widens. Note that the

oracle LMs do much better than the recovered LMs

on the SumTime corpus; we suspect the difference is

due to the larger vocabulary and significantly higher

average sentence length (see Table 2).

4.3 Sensible Bigram Pairs

The next set of experiments compares the recov-

ered bigram LMs to their corresponding prior LMs
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Corpus X PP(φX ) PP(θX )
Time/

Iter

SV10

unigram 7.48 6.95 < 1s

fdc 6.52 6.47 < 1s

perm 6.50 6.45 < 1s

SV25

unigram 16.4 12.8 0.1s

fdc 12.3 11.8 0.1s

perm 12.2 11.7 0.1s

SV50

unigram 29.1 19.7 2s

fdc 19.6 17.8 4s

perm 19.5 17.7 5s

SV100

unigram 45.4 27.8 7s

fdc 29.5 25.3 11s

perm 30.0 25.6 11s

SV250

unigram 91.8 51.2 5m

fdc 60.0 47.3 8m

perm 65.4 49.7 8m

SV500

unigram 149.1 87.2 3h

fdc 104.8 80.1 3h

perm 123.9 87.4 3h

SumTime

unigram 129.7 81.8 4h

fdc 103.2 77.7 4h

perm 187.9 85.4 3h

Table 3: Mean test set perplexities of prior LMs and bi-

gram LMs recovered after 2 EM iterations.

in terms of how they assign probabilities to word

pairs. One naturally expects probabilities for fre-

quently occurring bigrams to increase, while rare

or nonsensical bigrams’ probabilities should de-

crease. For a prior-bigram pair (φ, θ), we evaluate

the change in probabilities by computing the ratio

ρhw = P (w|h,θ)

P (w|h,φ)
= θhw

φhw
. For a given history h, we

sort words w by this ratio rather than by actual bi-

gram probability because the bigrams with the high-

est and lowest probabilities tend to stay the same,

while the changes accounting for differences in PP

scores are more noticeable by considering the ratio.

Due to space limitation, we present one specific

result (FDC prior, fold 1) for the SV500 corpus in

Table 5. Other results are similar. The table lists

a few most frequent unigrams as history words h
(left), and the words w with the smallest (center)

and largest (right) ρhw ratio. Overall we see that our

EM algorithm is forcing meaningless bigrams (e.g.,

“i goodness”, “oh thing”) to have lower probabil-

ities, while assigning higher probabilities to sensi-

ble bigram pairs (e.g., “really good”, “that’s funny”).

Note that the reverse of some common expressions

(e.g., “right that’s”) also rise in probability, suggest-

ing the algorithm detects that the two words are of-

Corpus
Absolute

Discount

Good-

Turing
Witten-

Bell
θ∗

SV10 6.27 6.28 6.27 6.45

SV25 10.5 10.6 10.5 11.7

SV50 14.8 14.9 14.8 17.7

SV100 20.0 20.1 20.0 25.3

SV250 33.7 33.7 33.8 47.3

SV500 50.9 50.9 51.3 80.1

SumTime 10.8 10.5 10.6 77.7

Table 4: Mean test set perplexities for oracle bigram LMs

trained on z1, . . . , zn and tested on zn+1, . . . , zm. For

reference, the rightmost column lists the best result using

a recovered bigram LM (θperm for the first three corpora,

θfdc for the latter four).

ten adjacent, but lacks sufficient information to nail

down the exact order.

4.4 Document Recovery from BOW

We now play the role of the malicious party men-

tioned in the introduction. We show that, com-

pared to their corresponding prior LMs, our recov-

ered bigram LMs are better able to reconstruct or-

dered documents out of test BOWs xn+1, . . . ,xm.

We perform document recovery using 1-best A∗ de-

coding. We use “document accuracy” and “n-gram

accuracy” (for n = 2, 3) as our evaluation criteria.

We define document accuracy (Accdoc) as the frac-

tion of documents4 for which the decoded document

matches the true ordered document exactly. Simi-

larly, n-gram accuracy (Accn) measures the fraction

of all n-grams in test documents (with n or more

words) that are recovered correctly.

For this evaluation, we compare models built for

the SV500 corpus. Table 6 presents 5-fold cross val-

idation average test-set accuracies. For each accu-

racy measure, we compare the prior LM with the

recovered bigram LM. It is interesting to note that

the FDC and Perm priors reconstruct documents sur-

prisingly well, but we can always improve them by

running our EM algorithm. The accuracies obtained

by θ are statistically significantly better (via two-

tailed paired t-tests with p < 0.05) than their cor-

responding priors φ in all cases except Accdoc for

θperm versus φperm. Furthermore, θfdc and θperm

are significantly better than all other models in terms

of all three reconstruction accuracy measures.

4We omit single-word documents from these computations.
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h w (smallest ρhw) w (largest ρhw)

i yep, bye-bye, ah, goodness, ahead mean, guess, think, bet, agree

you let’s, us, fact, such, deal thank, bet, know, can, do

right as, lot, going, years, were that’s, all, right, now, you’re

oh thing, here, could, were, doing boy, really, absolutely, gosh, great

that’s talking, home, haven’t, than, care funny, wonderful, true, interesting, amazing

really now, more, yep, work, you’re sad, neat, not, good, it’s

Table 5: The recovered bigram LM θfdc decreases nonsense bigram probabilities (center column) and increases

sensible ones (right column) compared to the prior φfdc on the SV500 corpus.

φperm reconstructions of test BOWs θperm reconstructions of test BOWs

just it’s it’s it’s just going it’s just it’s just it’s going

it’s probably out there else something it’s probably something else out there

the the have but it doesn’t but it doesn’t have the the

you to talking nice was it yes yes it was nice talking to you

that’s well that’s what i’m saying well that’s that’s what i’m saying

a little more here home take a little more take home here

and they can very be nice too and they can be very nice too

i think well that’s great i’m well i think that’s great i’m

but was he because only always but only because he was always

that’s think i don’t i no no i don’t i think that’s

that in and it it’s interesting and it it’s interesting that in

that’s right that’s right that’s difficult right that’s that’s right that’s difficult

so just not quite a year so just not a quite year

well it is a big dog well it is big a dog

so do you have a car so you do have a car

Table 7: Subset of SV500 documents that only φperm or θperm (but not both) reconstructs correctly. The correct

reconstructions are in bold.

Accdoc Acc2 Acc3

X φX θX φX θX φX θX

unigram 11.1 26.8 17.7 32.8 2.7 11.8

fdc 30.2 31.0 33.0 35.1 11.4 13.3

perm 30.9 31.5 32.7 34.8 11.5 13.1

Table 6: Percentage of correctly reconstructed docu-

ments, 2-grams and 3-grams from test BOWs in SV500,

5-fold cross validation. The same trends continue for 4-

grams and 5-grams (not shown).

We conclude our experiments with a closer look

at some BOWs for which φ and θ reconstruct dif-

ferently. As a representative example, we compare

θperm to φperm on one test set of the SV500 cor-

pus. There are 92 documents that are correctly re-

constructed by θperm but not by φperm. In con-

trast, only 65 documents are accurately reordered by

φperm but not by θperm. Table 7 presents a subset

of these documents with six or more words. Over-

all, we conclude that the recovered bigram LMs do

a better job at reconstructing BOW documents.

5 Conclusions and Future Work

We presented an algorithm that learns bigram lan-

guage models from BOWs. We plan to: i) inves-

tigate ways to speed up our algorithm; ii) extend

it to trigram and higher-order models; iii) handle

the mixture of BOW documents and some ordered

documents (or phrases) when available; iv) adapt a

general English LM to a special domain using only

BOWs from that domain; and v) explore novel ap-

plications of our algorithm.
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Abstract

This paper provides evidence that the use of
more unlabeled data in semi-supervised learn-
ing can improve the performance of Natu-
ral Language Processing (NLP) tasks, such
as part-of-speech tagging, syntactic chunking,
and named entity recognition. We first pro-
pose a simple yet powerful semi-supervised
discriminative model appropriate for handling
large scale unlabeled data. Then, we describe
experiments performed on widely used test
collections, namely, PTB III data, CoNLL’00
and ’03 shared task data for the above three
NLP tasks, respectively. We incorporate up
to 1G-words (one billion tokens) of unlabeled
data, which is the largest amount of unlabeled
data ever used for these tasks, to investigate
the performance improvement. In addition,
our results are superior to the best reported re-
sults for all of the above test collections.

1 Introduction

Today, we can easily find a large amount of un-
labeled data for many supervised learning applica-
tions in Natural Language Processing (NLP). There-
fore, to improve performance, the development of
an effective framework for semi-supervised learning
(SSL) that uses both labeled and unlabeled data is at-
tractive for both the machine learning and NLP com-
munities. We expect that such SSL will replace most
supervised learning in real world applications.

In this paper, we focus on traditional and impor-
tant NLP tasks, namely part-of-speech (POS) tag-
ging, syntactic chunking, and named entity recog-
nition (NER). These are also typical supervised
learning applications in NLP, and are referred to
as sequential labeling and segmentation problems.
In some cases, these tasks have relatively large

amounts of labeled training data. In this situation,
supervised learning can provide competitive results,
and it is difficult to improve them any further by
using SSL. In fact, few papers have succeeded in
showing significantly better results than state-of-the-
art supervised learning. Ando and Zhang (2005) re-
ported a substantial performance improvement com-
pared with state-of-the-art supervised learning re-
sults for syntactic chunking with the CoNLL’00
shared task data (Tjong Kim Sang and Buchholz,
2000) and NER with the CoNLL’03 shared task
data (Tjong Kim Sang and Meulder, 2003).

One remaining question is the behavior of SSL
when using as much labeled and unlabeled data
as possible. This paper investigates this question,
namely, the use of a large amount of unlabeled data
in the presence of (fixed) large labeled data.

To achieve this, it is paramount to make the SSL
method scalable with regard to the size of unlabeled
data. We first propose a scalable model for SSL.
Then, we apply our model to widely used test collec-
tions, namely Penn Treebank (PTB) III data (Mar-
cus et al., 1994) for POS tagging, CoNLL’00 shared
task data for syntactic chunking, and CoNLL’03
shared task data for NER. We used up to 1G-words
(one billion tokens) of unlabeled data to explore the
performance improvement with respect to the unla-
beled data size. In addition, we investigate the per-
formance improvement for ‘unseen data’ from the
viewpoint of unlabeled data coverage. Finally, we
compare our results with those provided by the best
current systems.

The contributions of this paper are threefold.
First, we present a simple, scalable, but power-
ful task-independent model for semi-supervised se-
quential labeling and segmentation. Second, we re-
port the best current results for the widely used test
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collections described above. Third, we confirm that
the use of more unlabeled data in SSL can really lead
to further improvements.

2 Conditional Model for SSL

We design our model for SSL as a natural semi-
supervised extension of conventional supervised
conditional random fields (CRFs) (Lafferty et al.,
2001). As our approach for incorporating unla-
beled data, we basically follow the idea proposed in
(Suzuki et al., 2007).

2.1 Conventional Supervised CRFs

Let x∈X andy∈Y be an input and output, where
X andY represent the set of possible inputs and out-
puts, respectively.C stands for the set of cliques in
an undirected graphical modelG(x, y), which indi-
cates the interdependency of a givenx andy. yc

denotes the output from the corresponding cliquec.
Each cliquec∈C has apotential functionΨc. Then,
the CRFs define the conditional probabilityp(y|x)
as a product ofΨcs. In addition, letf =(f1, . . ., fI)
be a feature vector, andλ = (λ1, . . ., λI) be a pa-
rameter vector, whose lengths areI. p(y|x;λ) on a
CRF is defined as follows:

p(y|x; λ) =
1

Z(x)

∏
c
Ψc(yc,x; λ), (1)

whereZ(x) =
∑

y∈Y
∏

c∈C Ψc(yc, x; λ) is the par-
tition function. We generally assume that the po-
tential function is a non-negative real value func-
tion. Therefore, the exponentiated weighted sum
over the features of a clique is widely used, so that,
Ψc(yc, x; λ)=exp(λ · f c(yc, x)) wheref c(yc, x)
is a feature vector obtained from the corresponding
cliquec in G(x, y).

2.2 Semi-supervised Extension for CRFs

Suppose we haveJ kinds of probability mod-
els (PMs). The j-th joint PM is represented by
pj(xj , y; θj) whereθj is a model parameter.xj =
Tj(x) is simply an inputx transformed by a pre-
defined functionTj . We assumexj has the same
graph structure asx. This meanspj(xj , y) can
be factorized by the cliquesc in G(x, y). That is,
pj(xj , y;θj)=

∏
c pj(xjc, yc;θj). Thus, we can in-

corporate generative models such as Bayesian net-
works including (1D and 2D) hidden Markov mod-
els (HMMs) as these joint PMs. Actually, there is

a difference in that generative models aredirected
graphical models while our conditional PM is an
undirected. However, this difference causes no vi-
olations when we construct our approach.

Let us introduceλ′=(λ1, . . ., λI, λI+1, . . ., λI+J),
and h = (f1, . . ., fI, log p1, . . ., log pJ), which is
the concatenation of feature vectorf and the log-
likelihood of J-joint PMs. Then, we can define a
new potential function by embedding the joint PMs;

Ψ′
c(yc,x; λ′,Θ)

= exp(λ · f c(yc, x)) ·
∏

j
pj(xjc,yc; θj)λI+j

= exp(λ′ · hc(yc, x)).

whereΘ = {θj}J
j=1, andhc(yc, x) is h obtained

from the corresponding cliquec in G(x, y). Since
each pj(xjc, yc) has range[0, 1], which is non-
negative,Ψ′

c can also be used as a potential func-
tion. Thus, the conditional model for our SSL can
be written as:

P (y|x; λ′,Θ) =
1

Z ′(x)

∏
c
Ψ′

c(yc, x; λ′,Θ), (2)

whereZ ′(x)=
∑

y∈Y
∏

c∈C Ψ′
c(yc, x; λ′,Θ). Here-

after in this paper, we refer to this conditional model
as a ‘Joint probability model Embedding style Semi-
Supervised Conditional Model’, or JESS-CM for
short.

Given labeled data,Dl={(xn, yn)}N
n=1, the MAP

estimation ofλ′ under a fixedΘ can be written as:

L1(λ′|Θ) =
∑

n

log P (yn|xn; λ′,Θ) + log p(λ′),

wherep(λ′) is a prior probability distribution ofλ′.
Clearly, JESS-CM shown in Equation 2 has exactly
the same form as Equation 1. With a fixedΘ, the
log-likelihood,log pj , can be seen simply as the fea-
ture functions of JESS-CM as withfi. Therefore,
embedded joint PMs do not violate the global con-
vergence conditions. As a result, as with super-
vised CRFs, it is guaranteed thatλ′ has a value that
achieves the global maximum ofL1(λ′|Θ). More-
over, we can obtain the same form of gradient as that
of supervised CRFs (Sha and Pereira, 2003), that is,

∇L1(λ′|Θ) = EP̃ (Y,X ;λ′,Θ)

[
h(Y,X )

]

−
∑

n

EP (Y|xn;λ′,Θ)

[
h(Y, xn)

]
+∇ log p(λ′).

Thus, we can easily optimizeL1 by using the
forward-backward algorithm since this paper solely
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focuses on a sequence model and a gradient-based
optimization algorithm in the same manner as those
used in supervised CRF parameter estimation.

We cannot naturally incorporate unlabeled data
into standard discriminative learning methods since
the correct outputsy for unlabeled data are un-
known. On the other hand with a generative ap-
proach, a well-known way to achieve this incorpora-
tion is to use maximum marginal likelihood (MML )
parameter estimation, i.e., (Nigam et al., 2000).
Given unlabeled dataDu = {xm}M

m=1, MML esti-
mation in our setting maximizes the marginal distri-
bution of a joint PM over a missing (hidden) variable
y, namely, it maximizes

∑
m log

∑
y∈Y p(xm,y; θ).

Following this idea, there have been introduced
a parameter estimation approach for non-generative
approaches that can effectively incorporate unla-
beled data (Suzuki et al., 2007). Here, we refer to it
as ‘Maximum Discriminant Functions sum’ (MDF )
parameter estimation. MDF estimation substitutes
p(x, y) with discriminant functionsg(x, y). There-
fore, to estimate the parameterΘ of JESS-CM by
using MDF estimation, the following objective func-
tion is maximized with a fixedλ′:

L2(Θ|λ′) =
∑

m

log
∑

y∈Y
g(xm, y;λ′,Θ) + log p(Θ),

where p(Θ) is a prior probability distribution of
Θ. Since the normalization factor does not af-
fect the determination ofy, the discriminant func-
tion of JESS-CM shown in Equation 2 is defined
as g(x, y; λ′,Θ) =

∏
c∈C Ψ′

c(yc,x; λ′,Θ). With
a fixedλ′, the local maximum ofL2(Θ|λ′) around
the initialized value ofΘ can be estimated by an iter-
ative computation such as the EM algorithm (Demp-
ster et al., 1977).

2.3 Scalability: Efficient Training Algorithm

A parameter estimation algorithm ofλ′ andΘ can
be obtained by maximizing the objective functions
L1(λ′|Θ) andL2(Θ|λ′) iteratively and alternately.
Figure 1 summarizes an algorithm for estimatingλ′

andΘ for JESS-CM.
This paper considers a situation where there are

many more unlabeled dataM than labeled dataN ,
that is,N << M . This means that the calculation
cost for unlabeled data is dominant. Thus, in order
to make the overall parameter estimation procedure

Input : training dataD = {Dl,Du}
where labeled dataDl = {(xn, yn)}N

n=1,
and unlabeled dataDu = {xm}M

m=1

Initialize : Θ(0) ← uniform distribution,t ← 0
do
1. t ← t + 1
2. (Re)estimateλ′:

maximizeL1(λ′|Θ) with fixedΘ←Θ(t−1) usingDl.
3. EstimateΘ(t): (Initial values =Θ(t−1))

update one step toward maximizingL2(Θ|λ′)
with fixedλ′ usingDu.

do until |Θ(t)−Θ(t−1)|
|Θ(t−1)|

< ε.

Reestimateλ′: perform the same procedure as 1.
Output : a JESS-CM,P (y|x, λ′,Θ(t)).

Figure 1: Parameter estimation algorithm for JESS-CM.

scalable for handling large scale unlabeled data, we
only perform one step of MDF estimation for eacht
as explained on 3. in Figure 1. In addition, the cal-
culation cost for estimating parameters of embedded
joint PMs (HMMs) is independent of the number of
HMMs, J , that we used (Suzuki et al., 2007). As a
result, the cost for calculating the JESS-CM param-
eters,λ′ andΘ, is essentially the same as execut-
ing T iterations of the MML estimation for a single
HMM using the EM algorithm plusT +1 time opti-
mizations of the MAP estimation for a conventional
supervised CRF if it converged whent = T . In
addition, our parameter estimation algorithm can be
easily performed in parallel computation.

2.4 Comparison with Hybrid Model

SSL based on a hybrid generative/discriminative ap-
proach proposed in (Suzuki et al., 2007) has been
defined as a log-linear model that discriminatively
combines several discriminative models,pD

i , and
generative models,pG

j , such that:

R(y|x;Λ,Θ,Γ)

=

∏
i pD

i (y|x; λi)γi
∏

j pG
j (xj , y;θj)γj

∑
y

∏
i pD

i (y|x; λi)γi
∏

j pG
j (xj , y; θj)γj

,

whereΛ={λi}I
i=1, andΓ={{γi}I

i=1, {γj}I+J
j=I+1}.

With the hybrid model, if we use the same labeled
training data to estimate bothΛ andΓ, γjs will be-
come negligible (zero or nearly zero) sincepD

i is al-
ready fitted to the labeled training data whilepG

j are
trained by using unlabeled data. As a solution, a
given amount of labeled training data is divided into
two distinct sets, i.e., 4/5 for estimatingΛ, and the
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remaining 1/5 for estimatingΓ (Suzuki et al., 2007).
Moreover, it is necessary to split features into sev-
eral sets, and then train several corresponding dis-
criminative models separately and preliminarily. In
contrast, JESS-CM is free from this kind of addi-
tional process, and the entire parameter estimation
procedure can be performed in a single pass. Sur-
prisingly, although JESS-CM is a simpler version of
the hybrid model in terms of model structure and
parameter estimation procedure, JESS-CM provides
F -scores of 94.45 and 88.03 for CoNLL’00 and ’03
data, respectively, which are 0.15 and 0.83 points
higher than those reported in (Suzuki et al., 2007)
for the same configurations. This performance im-
provement is basically derived from the full bene-
fit of using labeled training data for estimating the
parameter of the conditional model while the com-
bination weights,Γ, of the hybrid model are esti-
mated solely by using 1/5 of the labeled training
data. These facts indicate that JESS-CM has sev-
eral advantageous characteristics compared with the
hybrid model.

3 Experiments

In our experiments, we report POS tagging, syntac-
tic chunking and NER performance incorporating up
to 1G-words of unlabeled data.

3.1 Data Set

To compare the performance with that of previ-
ous studies, we selected widely used test collec-
tions. For our POS tagging experiments, we used
the Wall Street Journal in PTB III (Marcus et al.,
1994) with the same data split as used in (Shen et
al., 2007). For our syntactic chunking and NER ex-
periments, we used exactly the same training, devel-
opment and test data as those provided for the shared
tasks of CoNLL’00 (Tjong Kim Sang and Buchholz,
2000) and CoNLL’03 (Tjong Kim Sang and Meul-
der, 2003), respectively. The training, development
and test data are detailed in Table 11 .

The unlabeled data for our experiments was
taken from the Reuters corpus, TIPSTER corpus
(LDC93T3C) and the English Gigaword corpus,
third edition (LDC2007T07). As regards the TIP-

1The second-order encoding used in our NER experiments
is the same as that described in (Sha and Pereira, 2003) except
removing IOB-tag of previous position label.

(a) POS-tagging: (WSJ in PTB III)
# of labels 45
Data set (WSJ sec. IDs) # of sent. # of words
Training 0–18 38,219 912,344
Development 19–21 5,527 131,768
Test 22–24 5,462 129,654

(b) Chunking: (WSJ in PTB III: CoNLL’00 shared task data)
# of labels 23 (w/ IOB-tagging)
Data set (WSJ sec. IDs) # of sent. # of words
Training 15–18 8,936 211,727
Development N/A N/A N/A
Test 20 2,012 47,377

(c) NER: (Reuters Corpus: CoNLL’03 shared task data)
# of labels 29 (w/ IOB-tagging+2nd-order encoding)
Data set (time period) # of sent. # of words
Training 22–30/08/96 14,987 203,621
Development 30–31/08/96 3,466 51,362
Test 06–07/12/96 3,684 46,435

Table 1: Details of training, development, and test data
(labeled data set) used in our experiments

data abbr. (time period) # of sent. # of words
Tipster wsj 04/90–03/92 1,624,744 36,725,301
Reuters reu 09/96–08/97* 13,747,227 215,510,564
Corpus *(excluding 06–07/12/96)
English afp 05/94–12/96 5,510,730 135,041,450
Gigaword apw 11/94–12/96 7,207,790 154,024,679

ltw 04/94–12/96 3,094,290 72,928,537
nyt 07/94–12/96 15,977,991 357,952,297
xin 01/95–12/96 1,740,832 40,078,312

total all 48,903,604 1,012,261,140

Table 2: Unlabeled data used in our experiments

STER corpus, we extracted all the Wall Street Jour-
nal articles published between 1990 and 1992. With
the English Gigaword corpus, we extracted articles
from five news sources published between 1994 and
1996. The unlabeled data used in this paper is de-
tailed in Table 2. Note that the total size of the unla-
beled data reaches 1G-words (one billion tokens).

3.2 Design of JESS-CM

We used the same graph structure as the linear chain
CRF for JESS-CM. As regards the design of the fea-
ture functionsfi, Table 3 shows the feature tem-
plates used in our experiments. In the table,s indi-
cates a focused token position.Xs−1:s represents the
bi-gram of featureX obtained froms− 1 ands po-
sitions.{Xu}B

u=A indicates thatu ranges fromA to
B. For example,{Xu}s+2

u=s−2 is equal to five feature
templates,{Xs−2, Xs−1, Xs, Xs+1, Xs+2}. ‘word
type’ or wtp represents features of a word such as
capitalization, the existence of digits, and punctua-
tion as shown in (Sutton et al., 2006) without regular
expressions. Although it is common to use external
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(a) POS tagging:(total 47 templates)
[ys], [ys−1:s], {[ys, pf-Ns], [ys, sf-Ns]}9N=1,
{[ys, wdu], [ys, wtpu], [ys−1:s, wtpu]}s+2

u=s−2,
{[ys, wdu−1:u], [ys, wtpu−1:u], [ys−1:s, wtpu−1:u]}s+2

u=s−1

(b) Syntactic chunking: (total 39 templates)
[ys], [ys−1:s], {[ys, wdu], [ys, posu], [ys, wdu, posu],
[ys−1:s, wdu], [ys−1:s, posu]}s+2

u=s−2, {[ys, wdu−1:u],
[ys, posu−1:u], {[ys−1:s, posu−1:u]}s+2

u=s−1,

(c) NER: (total 79 templates)
[ys], [ys−1:s], {[ys, wdu], [ys, lwdu], [ys, posu], [ys, wtpu],
[ys−1:s, lwdu], [ys−1:s, posu], [ys−1:s, wtpu]}s+2

u=s−2,
{[ys, lwdu−1:u], [ys, posu−1:u], [ys, wtpu−1:u],
[ys−1:s, posu−1:u], [ys−1:s, wtpu−1:u]}s+2

u=s−1,
[ys, poss−1:s:s+1], [ys, wtps−1:s:s+1], [ys−1:s, poss−1:s:s+1],
[ys−1:s, wtps−1:s:s+1], [ys, wd4ls], [ys, wd4rs],
{[ys, pf-Ns], [ys, sf-Ns], [ys−1:s, pf-Ns], [ys−1:s, sf-Ns]}4N=1

wd: word, pos: part-of-speech lwd : lowercase of word,
wtp: ‘word type’, wd4{l,r}: words within the left or right 4 tokens
{pf,sf}-N: N character prefix or suffix of word

Table 3: Feature templates used in our experiments
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(a) Influence ofη (b) Changes in performance
in Dirichlet prior and convergence property

Figure 2: Typical behavior of tunable parameters

resources such as gazetteers for NER, we used none.
All our features can be automatically extracted from
the given training data.

3.3 Design of Joint PMs (HMMs)

We used first order HMMs for embedded joint PMs
since we assume that they have the same graph struc-
ture as JESS-CM as described in Section 2.2.

To reduce the required human effort, we simply
used the feature templates shown in Table 3 to gener-
ate the features of the HMMs. With our design, one
feature template corresponded to one HMM. This
design preserves the feature whereby each HMM
emits a single symbol from a single state (or transi-
tion). We can easily ignore overlapping features that
appear in a single HMM. As a result, 47, 39 and 79
distinct HMMs are embedded in the potential func-
tions of JESS-CM for POS tagging, chunking and
NER experiments, respectively.

3.4 Tunable Parameters

In our experiments, we selected Gaussian and
Dirichlet priors as the prior distributions inL1 and

L2, respectively. This means that JESS-CM has two
tunable parameters,σ2 andη, in the Gaussian and
Dirichlet priors, respectively. The values of these
tunable parameters are chosen by employing a bi-
nary line search. We used the value for the best per-
formance with the development set2. However, it
may be computationally unrealistic to retrain the en-
tire procedure several times using 1G-words of unla-
beled data. Therefore, these tunable parameter val-
ues are selected using a relatively small amount of
unlabeled data (17M-words), and we used the se-
lected values in all our experiments. The left graph
in Figure 2 shows typicalη behavior. The left end
is equivalent to optimizingL2 without a prior, and
the right end is almost equivalent to considering
pj(xj , y) for all j to be a uniform distribution. This
is why it appears to be bounded by the performance
obtained from supervised CRF. We omitted the in-
fluence ofσ2 because of space constraints, but its be-
havior is nearly the same as that of supervised CRF.

Unfortunately,L2(Θ|λ′) may have two or more
local maxima. Our parameter estimation procedure
does not guarantee to provide either the global opti-
mum or a convergence solution inΘ andλ′ space.
An example of non-convergence is the oscillation of
the estimatedΘ. That is,Θ traverses two or more
local maxima. Therefore, we examined its con-
vergence property experimentally. The right graph
in Figure 2 shows a typical convergence property.
Fortunately, in all our experiments, JESS-CM con-
verged in a small number of iterations. No oscilla-
tion is observed here.

4 Results and Discussion

4.1 Impact of Unlabeled Data Size

Table 4 shows the performance of JESS-CM us-
ing 1G-words of unlabeled data and the perfor-
mance gain compared with supervised CRF, which
is trained under the same conditions as JESS-CM ex-
cept that joint PMs are not incorporated. We empha-
size that our model achieved these large improve-
ments solely using unlabeled data as additional re-
sources, without introducing a sophisticated model,
deep feature engineering, handling external hand-

2Since CoNLL’00 shared task data has no development set,
we divided the labeled training data into two distinct sets, 4/5
for training and the remainder for the development set, and de-
termined the tunable parameters in preliminary experiments.
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(a) POS tagging (b) Chunking (c) NER
measures label accuracy entire sent. acc. Fβ=1 sent. acc. Fβ=1 entire sent. acc.
eval. data dev. test dev. test test test dev. test dev. test

JESS-CM (CRF/HMM) 97.35 97.40 56.34 57.01 95.15 65.06 94.48 89.92 91.17 85.12
(gain from supervised CRF) (+0.17) (+0.19) (+1.90) (+1.63) (+1.27) (+4.92) (+2.74) (+3.57) (+3.46) (+3.96)

Table 4: Results for POS tagging (PTB III data), syntactic chunking (CoNLL’00 data), and NER (CoNLL’03 data)
incorporated with 1G-words of unlabeled data, and the performance gain from supervised CRF
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(a) POS tagging (b) Syntactic chunking (c) NER

Figure 3: Performance changes with respect to unlabeled data size in JESS-CM

crafted resources, or task dependent human knowl-
edge (except for the feature design). Our method can
greatly reduce the human effort needed to obtain a
high performance tagger or chunker.

Figure 3 shows the learning curves of JESS-CM
with respect to the size of the unlabeled data, where
the x-axis is on the logarithmic scale of the unla-
beled data size (Mega-word). The scale at the top
of the graph shows the ratio of the unlabeled data
size to the labeled data size. We observe that a small
amount of unlabeled data hardly improved the per-
formance since the supervised CRF results are com-
petitive. It seems that we require at least dozens
of times more unlabeled data than labeled training
data to provide a significant performance improve-
ment. The most important and interesting behav-
ior is that the performance improvements against the
unlabeled data size are almost linear on a logarith-
mic scale within the size of the unlabeled data used
in our experiments. Moreover, there is a possibil-
ity that the performance is still unsaturated at the
1G-word unlabeled data point. This suggests that
increasing the unlabeled data in JESS-CM may fur-
ther improve the performance.

SupposeJ=1, the discriminant function of JESS-
CM is g(x, y) = A(x, y)p1(x1, y;θ1)λI+1 where
A(x, y) = exp(λ ·

∑
c f c(yc, x)). Note that both

A(x, y) and λI+j are given and fixed during the
MDF estimation of joint PM parametersΘ. There-
fore, the MDF estimation in JESS-CM can be re-

garded as a variant of the MML estimation (see Sec-
tion 2.2), namely, it is MML estimation with a bias,
A(x, y), and smooth factors,λI+j . MML estima-
tion can be seen as modelingp(x) since it is equiv-
alent to maximizing

∑
m log p(xm) with marginal-

ized hidden variablesy, where
∑

y∈Y p(x, y) =
p(x). Generally, more data will lead to a more ac-
curate model ofp(x). With our method, as with
modelingp(x) in MML estimation, more unlabeled
data is preferable since it may provide more accurate
modeling. This also means that it provides better
‘clusters’ over the output space sinceY is used as
hidden states in HMMs. These are intuitive expla-
nations as to why more unlabeled data in JESS-CM
produces better performance.

4.2 Expected Performance for Unseen Data

We try to investigate the impact of unlabeled data
on the performance of unseen data. We divide the
test set (or the development set) into two disjoint
sets: L.app and L.neg app.L.app is a set of sen-
tences constructed by words that allappeared in the
Labeled training data.L.¬app is a set of sentences
that have at least one word that doesnot appear in
theLabeled training data.

Table 5 shows the performance with these two
sets obtained from both supervised CRF and JESS-
CM with 1G-word unlabeled data. As the super-
vised CRF results, the performance of the L.¬app
sets is consistently much lower than that of the cor-
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(a) POS tagging (b) Chunking (c) NER
eval. data development test test development test

L.¬app L.app L.¬app L.app L.¬app L.app L.¬app L.app L.¬app L.app
rates of sentences(46.1%) (53.9%) (40.4%) (59.6%) (70.7%) (29.3%) (54.3%) (45.7%) (64.3%) (35.7%)

supervised CRF (baseline) 46.78 60.99 48.57 60.01 56.92 67.91 79.60 97.35 75.69 91.03
JESS-CM (CRF/HMM) 49.02 62.60 50.79 61.24 62.47 71.30 85.87 97.47 80.84 92.85
(gain from supervised CRF) (+2.24) (+1.61) (+2.22) (+1.23) (+5.55) (+3.40) (+6.27) (+0.12) (+5.15) (+1.82)

U.app 83.7% 96.3% 84.3% 95.8% 89.5% 99.2% 95.3% 99.8% 94.9% 100.0%

Table 5: Comparison with L.¬app and L.app sets obtained from both supervised CRF and JESS-CM with 1G-word
unlabeled data evaluated by theentire sentence accuracies, and the ratio of U.app.

unlab. data dev (Aug. 30-31) test (Dec. 06-07)
(period) #sent. #wds Fβ=1 U.app Fβ=1 U.app
reu(Sep.) 1.0M 17M 93.50 82.0% 88.27 69.7%
reu(Oct.) 1.3M 20M 93.04 71.0% 88.82 72.0%
reu(Nov.) 1.2M 18M 92.94 68.7% 89.08 74.3%
reu(Dec.)* 9M 15M 92.91 67.0% 89.29 84.4%

Table 6: Influence of U.app in NER experiments: *(ex-
cluding Dec. 06-07)

responding L.app sets. Moreover, we can observe
that the ratios of L.¬app are not so small; nearly half
(46.1% and 40.4%) in the PTB III data, and more
than half (70.7%, 54.3% and 64.3%) in CoNLL’00
and ’03 data, respectively. This indicates that words
not appearing in the labeled training data are really
harmful for supervised learning. Although the per-
formance with L.¬app sets is still poorer than with
L.app sets, the JESS-CM results indicate that the in-
troduction of unlabeled data effectively improves the
performance of L.¬app sets, even more than that of
L.app sets. These improvements are essentially very
important; when a tagger and chunker are actually
used, input data can be obtained from anywhere and
this may mostly include words that do not appear
in the given labeled training data since the labeled
training data is limited and difficult to increase. This
means that the improved performance of L.¬app can
link directly to actual use.

Table 5 also shows the ratios of sentences that
are constructed from words that allappeared in the
1G-word Unlabeled data used in our experiments
(U.app) in the L.¬app and L.app. This indicates that
most of the words in the development or test sets are
covered by the 1G-word unlabeled data. This may
be the main reason for JESS-CM providing large
performance gains for both the overall and L.¬app
set performance of all three tasks.

Table 6 shows the relation between JESS-CM per-
formance and U.app in the NER experiments. The
development data and test data were obtained from

system dev. test additional resources
JESS-CM (CRF/HMM) 97.3597.401G-word unlabeled data
(Shen et al., 2007) 97.2897.33–
(Toutanova et al., 2003)97.1597.24crude company name detector
[sup. CRF (baseline)] 97.1897.21–

Table 7: POS tagging results of the previous top systems
for PTB III data evaluated by label accuracy

system test additional resources
JESS-CM (CRF/HMM) 95.15 1G-word unlabeled data

94.67 15M-word unlabeled data
(Ando and Zhang, 2005) 94.39 15M-word unlabeled data
(Suzuki et al., 2007) 94.36 17M-word unlabeled data
(Zhang et al., 2002) 94.17 full parser output
(Kudo and Matsumoto, 2001)93.91 –
[supervised CRF (baseline)]93.88 –

Table 8: Syntactic chunking results of the previous top
systems for CoNLL’00 shared task data (Fβ=1 score)

30-31 Aug. 1996 and 6-7 Dec. 1996 Reuters news
articles, respectively. We find that temporal proxim-
ity leads to better performance. This aspect can also
be explained as U.app. Basically, the U.app increase
leads to improved performance.

The evidence provided by the above experiments
implies that increasing the coverage of unlabeled
data offers the strong possibility of increasing the
expected performance of unseen data. Thus, it
strongly encourages us to use an SSL approach that
includes JESS-CM to construct a general tagger and
chunker for actual use.

5 Comparison with Previous Top Systems
and Related Work

In POS tagging, the previous best performance was
reported by (Shen et al., 2007) as summarized in
Table 7. Their method uses a novel sophisticated
model that learns both decoding order and labeling,
while our model uses a standard first order Markov
model. Despite using such a simple model, our
method can provide a better result with the help of
unlabeled data.
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system dev. test additional resources
JESS-CM (CRF/HMM) 94.48 89.92 1G-word unlabeled data

93.66 89.36 37M-word unlabeled data
(Ando and Zhang, 2005)93.15 89.31 27M-word unlabeled data
(Florian et al., 2003) 93.87 88.76 own large gazetteers,

2M-word labeled data
(Suzuki et al., 2007) N/A 88.41 27M-word unlabeled data
[sup. CRF (baseline)] 91.74 86.35 –

Table 9: NER results of the previous top systems for
CoNLL’03 shared task data evaluated by Fβ=1 score

As shown in Tables 8 and 9, the previous best
performance for syntactic chunking and NER was
reported by (Ando and Zhang, 2005), and is re-
ferred to as ‘ASO-semi’. ASO-semi also incorpo-
rates unlabeled data solely as additional informa-
tion in the same way as JESS-CM. ASO-semi uses
unlabeled data for constructing auxiliary problems
that are expected to capture a good feature repre-
sentation of the target problem. As regards syntac-
tic chunking, JESS-CM significantly outperformed
ASO-semi for the same 15M-word unlabeled data
size obtained from the Wall Street Journal in 1991
as described in (Ando and Zhang, 2005). Unfor-
tunately with NER, JESS-CM is slightly inferior to
ASO-semi for the same 27M-word unlabeled data
size extracted from the Reuters corpus. In fact,
JESS-CM using 37M-words of unlabeled data pro-
vided a comparable result. We observed that ASO-
semi prefers ‘nugget extraction’ tasks to ’field seg-
mentation’ tasks (Grenager et al., 2005). We can-
not provide details here owing to the space limi-
tation. Intuitively, their word prediction auxiliary
problems can capture only a limited number of char-
acteristic behaviors because the auxiliary problems
are constructed by a limited number of ‘binary’ clas-
sifiers. Moreover, we should remember that ASO-
semi used the human knowledge that ‘named en-
tities mostly consist of nouns or adjectives’ during
the auxiliary problem construction in their NER ex-
periments. In contrast, our results require no such
additional knowledge or limitation. In addition, the
design and training of auxiliary problems as well as
calculating SVD are too costly when the size of the
unlabeled data increases. These facts imply that our
SSL framework is rather appropriate for handling
large scale unlabeled data.

On the other hand, ASO-semi and JESS-CM have
an important common feature. That is, both meth-

ods discriminatively combine models trained by us-
ing unlabeled data in order to create informative fea-
ture representation for discriminative learning. Un-
like self/co-training approaches (Blum and Mitchell,
1998), which use estimated labels as ‘correct la-
bels’, this approach automatically judges the relia-
bility of additional features obtained from unlabeled
data in terms of discriminative training. Ando and
Zhang (2007) have also pointed out that this method-
ology seems to be one key to achieving higher per-
formance in NLP applications.

There is an approach that combines individually
and independently trained joint PMs into a discrimi-
native model (Li and McCallum, 2005). There is an
essential difference between this method and JESS-
CM. We categorize their approach as an ‘indirect
approach’ since the outputs of the target task,y,
are not considered during the unlabeled data incor-
poration. Note that ASO-semi is also an ‘indirect
approach’. On the other hand, our approach is a
‘direct approach’ because the distribution ofy ob-
tained from JESS-CM is used as ‘seeds’ of hidden
states during MDF estimation for join PM param-
eters (see Section 4.1). In addition, MDF estima-
tion over unlabeled data can effectively incorporate
the ‘labeled’ training data information via a ‘bias’
sinceλ included inA(x, y) is estimated from la-
beled training data.

6 Conclusion

We proposed a simple yet powerful semi-supervised
conditional model, which we call JESS-CM. It is
applicable to large amounts of unlabeled data, for
example, at the giga-word level. Experimental re-
sults obtained by using JESS-CM incorporating 1G-
words of unlabeled data have provided the current
best performance as regards POS tagging, syntactic
chunking, and NER for widely used large test col-
lections such as PTB III, CoNLL’00 and ’03 shared
task data, respectively. We also provided evidence
that the use of more unlabeled data in SSL can lead
to further improvements. Moreover, our experimen-
tal analysis revealed that it may also induce an im-
provement in the expected performance for unseen
data in terms of the unlabeled data coverage. Our re-
sults may encourage the adoption of the SSL method
for many other real world applications.
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Abstract

Paraphrases have proved to be useful in many
applications, including Machine Translation,
Question Answering, Summarization, and In-
formation Retrieval. Paraphrase acquisition
methods that use a single monolingual corpus
often produce only syntactic paraphrases. We
present a method for obtaining surface para-
phrases, using a 150GB (25 billion words)
monolingual corpus. Our method achieves an
accuracy of around 70% on the paraphrase ac-
quisition task. We further show that we can
use these paraphrases to generate surface pat-
terns for relation extraction. Our patterns are
much more precise than those obtained by us-
ing a state of the art baseline and can extract
relations with more than 80% precision for
each of the test relations.

1 Introduction

Paraphrases are textual expressions that convey the
same meaning using different surface words. For ex-
ample consider the following sentences:
Google acquired YouTube. (1)
Google completed the acquisition of YouTube. (2)

Since they convey the same meaning, sentences
(1) and (2) are sentence level paraphrases, and the
phrases “acquired” and “completed the acquisition
of ” in (1) and (2) respectively are phrasal para-
phrases.
Paraphrases provide a way to capture the vari-

ability of language and hence play an important
∗Work done during an internship at Google Inc.

role in many natural language processing (NLP) ap-
plications. For example, in question answering,
paraphrases have been used to find multiple pat-
terns that pinpoint the same answer (Ravichandran
and Hovy, 2002); in statistical machine transla-
tion, they have been used to find translations for
unseen source language phrases (Callison-Burch et
al., 2006); in multi-document summarization, they
have been used to identify phrases from different
sentences that express the same information (Barzi-
lay et al., 1999); in information retrieval they have
been used for query expansion (Anick and Tipirneni,
1999).

Learning paraphrases requires one to ensure iden-
tity of meaning. Since there are no adequate se-
mantic interpretation systems available today, para-
phrase acquisition techniques use some other mech-
anism as a kind of “pivot” to (help) ensure semantic
identity. Each pivot mechanism selects phrases with
similar meaning in a different characteristic way. A
popular method, the so-called distributional simi-
larity, is based on the dictum of Zelig Harris “you
shall know the words by the company they keep”:
given highly discriminating left and right contexts,
only words with very similar meaning will be found
to fit in between them. For paraphrasing, this has
been often used to find syntactic transformations in
parse trees that preserve (semantic) meaning. An-
other method is to use a bilingual dictionary or trans-
lation table as pivot mechanism: all source language
words or phrases that translate to a given foreign
word/phrase are deemed to be paraphrases of one
another. In this paper we call the paraphrases that
contain only words as surface paraphrases and those
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that contain paths in a syntax tree as syntactic para-
phrases.
We here, present a method to acquire surface

paraphrases from a single monolingual corpus. We
use a large corpus (about 150GB) to overcome the
data sparseness problem. To overcome the scalabil-
ity problem, we pre-process the text with a simple
parts-of-speech (POS) tagger and then apply locality
sensitive hashing (LSH) (Charikar, 2002; Ravichan-
dran et al., 2005) to speed up the remaining compu-
tation for paraphrase acquisition. Our experiments
show results to verify the following main claim:

Claim 1: Highly precise surface paraphrases can be
obtained from a very large monolingual corpus.

With this result, we further show that these para-
phrases can be used to obtain high precision surface
patterns that enable the discovery of relations in a
minimally supervised way. Surface patterns are tem-
plates for extracting information from text. For ex-
ample, if one wanted to extract a list of company ac-
quisitions, “〈ACQUIRER〉 acquired 〈ACQUIREE〉”
would be one surface pattern with “〈ACQUIRER〉”
and “〈ACQUIREE〉” as the slots to be extracted.
Thus we can claim:

Claim 2: These paraphrases can then be used for
generating high precision surface patterns for rela-
tion extraction.

2 Related Work

Most recent work in paraphrase acquisition is based
on automatic acquisition. Barzilay and McKeown
(2001) used a monolingual parallel corpus to obtain
paraphrases. Bannard and Callison-Burch (2005)
and Zhou et al. (2006) both employed a bilingual
parallel corpus in which each foreign language word
or phrase was a pivot to obtain source language para-
phrases. Dolan et al. (2004) and Barzilay and Lee
(2003) used comparable news articles to obtain sen-
tence level paraphrases. All these approaches rely
on the presence of parallel or comparable corpora
and are thus limited by their availability and size.
Lin and Pantel (2001) and Szpektor et al. (2004)

proposed methods to obtain entailment templates by
using a single monolingual resource. While both dif-
fer in their approaches, they both end up finding syn-
tactic paraphrases. Their methods cannot be used if

we cannot parse the data (either because of scale or
data quality). Our approach on the other hand, finds
surface paraphrases; it is more scalable and robust
due to the use of simple POS tagging. Also, our use
of locality sensitive hashing makes finding similar
phrases in a large corpus feasible.
Another task related to our work is relation extrac-

tion. Its aim is to extract instances of a given rela-
tion. Hearst (1992) the pioneering paper in the field
used a small number of hand selected patterns to ex-
tract instances of hyponymy relation. Berland and
Charniak (1999) used a similar method for extract-
ing instances of meronymy relation. Ravichandran
and Hovy (2002) used seed instances of a relation
to automatically obtain surface patterns by querying
the web. But their method often finds patterns that
are too general (e.g., X and Y), resulting in low pre-
cision extractions. Rosenfeld and Feldman (2006)
present a somewhat similar web based method that
uses a combination of seed instances and seed pat-
terns to learn good quality surface patterns. Both
these methods differ from ours in that they learn
relation patterns on the fly (from the web). Our
method however, pre-computes paraphrases for a
large set of surface patterns using distributional sim-
ilarity over a large corpus and then obtains patterns
for a relation by simply finding paraphrases (offline)
for a few seed patterns. Using distributional simi-
larity avoids the problem of obtaining overly gen-
eral patterns and the pre-computation of paraphrases
means that we can obtain the set of patterns for any
relation instantaneously.
Romano et al. (2006) and Sekine (2006) used syn-

tactic paraphrases to obtain patterns for extracting
relations. While procedurally different, both meth-
ods depend heavily on the performance of the syntax
parser and require complex syntax tree matching to
extract the relation instances. Our method on the
other hand acquires surface patterns and thus avoids
the dependence on a parser and syntactic matching.
This also makes the extraction process scalable.

3 Acquiring Paraphrases

This section describes our model for acquiring para-
phrases from text.
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3.1 Distributional Similarity

Harris’s distributional hypothesis (Harris, 1954) has
played an important role in lexical semantics. It
states that words that appear in similar contexts tend
to have similar meanings. In this paper, we apply
the distributional hypothesis to phrases i.e. word n-
grams.
For example, consider the phrase “acquired” of

the form “X acquired Y ”. Considering the con-
text of this phrase, we might find {Google, eBay,
Yahoo,...} in position X and {YouTube, Skype,
Overture,...} in position Y . Now consider another
phrase “completed the acquisition of ”, again of the
form “X completed the acquisition of Y ”. For this
phrase, we might find {Google, eBay, Hilton Hotel
corp.,...} in position X and {YouTube, Skype, Bally
Entertainment Corp.,...} in position Y . Since the
contexts of the two phrases are similar, our exten-
sion of the distributional hypothesis would assume
that “acquired” and “completed the acquisition of ”
have similar meanings.

3.2 Paraphrase Learning Model

Let p be a phrase (n-gram) of the form X p Y ,
where X and Y are the placeholders for words oc-
curring on either side of p. Our first task is to
find the set of phrases that are similar in meaning
to p. Let P = {p1, p2, p3, ..., pl} be the set of all
phrases of the form X pi Y where pi ∈ P . Let
Si,X be the set of words that occur in position X of
pi and Si,Y be the set of words that occur in posi-
tion Y of pi. Let Vi be the vector representing pi

such that Vi = Si,X ∪ Si,Y . Each word f ∈ Vi

has an associated score that measures the strength
of the association of the word f with phrase pi; as
do many others, we employ pointwise mutual infor-
mation (Cover and Thomas, 1991) to measure this
strength of association.

pmi(pi; f) = log P (pi,f)
P (pi)P (f) (1)

The probabilities in equation (1) are calculated by
using the maximum likelihood estimate over our
corpus.
Once we have the vectors for each phrase pi ∈ P ,

we can find the paraphrases for each pi by finding its
nearest neighbors. We use cosine similarity, which

is a commonly used measure for finding similarity
between two vectors.
If we have two phrases pi ∈ P and pj ∈ P with

the corresponding vectors Vi and Vj constructed
as described above, the similarity between the two
phrases is calculated as:

sim(pi; pj) = Vi!Vj

|Vi|∗|Vj | (2)

Each word in Vi (and Vj) has with it an associated
flag which indicates weather the word came from
Si,X or Si,Y . Hence for each phrase pi of the form
X pi Y , we have a corresponding phrase −pi that
has the form Y pi X. This is important to find cer-
tain kinds of paraphrases. The following example
will illustrate. Consider the sentences:
Google acquired YouTube. (3)
YouTube was bought by Google. (4)

From sentence (3), we obtain two phrases:

1. pi = acquired which has the form “X acquired Y ”
where “X = Google” and “Y = YouTube”

2. −pi = −acquired which has the form “Y acquired
X” where “X = YouTube” and “Y = Google”

Similarly, from sentence (4) we obtain two phrases:

1. pj = was bought by which has the form “X was
bought by Y ” where “X = YouTube” and “Y =
Google”

2. −pj = −was bought by which has the form “Y
was bought by X” where “X = Google” and “Y
= YouTube”

The switching of X and Y positions in (3) and (4)
ensures that “acquired” and “−was bought by” are
found to be paraphrases by the algorithm.

3.3 Locality Sensitive Hashing
As described in Section 3.2, we find paraphrases of
a phrase pi by finding its nearest neighbors based
on cosine similarity between the feature vector of
pi and other phrases. To do this for all the phrases
in the corpus, we’ll have to compute the similarity
between all vector pairs. If n is the number of vec-
tors and d is the dimensionality of the vector space,
finding cosine similarity between each pair of vec-
tors has time complexity O(n2d). This computation
is infeasible for our corpus, since both n and d are
large.
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To solve this problem, we make use of Local-
ity Sensitive Hashing (LSH). The basic idea behind
LSH is that a LSH function creates a fingerprint
for each vector such that if two vectors are simi-
lar, they are likely to have similar fingerprints. The
LSH function we use here was proposed by Charikar
(2002). It represents a d dimensional vector by a
stream of b bits (b & d) and has the property of pre-
serving the cosine similarity between vectors, which
is exactly what we want. Ravichandran et al. (2005)
have shown that by using the LSH nearest neighbors
calculation can be done in O(nd) time.1.

4 Learning Surface Patterns

Let r be a target relation. Our task is to find a set of
surface patterns S = {s1, s2, ..., sn} that express the
target relation. For example, consider the relation r
= “acquisition”. We want to find the set of patterns
S that express this relation:
S = {〈ACQUIRER〉 acquired 〈ACQUIREE〉,
〈ACQUIRER〉 bought 〈ACQUIREE〉, 〈ACQUIREE〉
was bought by 〈ACQUIRER〉,...}.
The remainder of the section describes our model

for learning surface patterns for target relations.

4.1 Model Assumption

Paraphrases express the same meaning using differ-
ent surface forms. So if one knew a pattern that ex-
presses a target relation, one could build more pat-
terns for that relation by finding paraphrases for the
surface phrase(s) in that pattern. This is the basic
assumption of our model.
For example, consider the seed pattern

“〈ACQUIRER〉 acquired 〈ACQUIREE〉” for
the target relation “acquisition”. The surface phrase
in the seed pattern is “acquired”. Our model then
assumes that we can obtain more surface patterns
for “acquisition” by replacing “acquired” in the
seed pattern with its paraphrases i.e. {bought, −was
bought by2,...}. The resulting surface patterns are:

1The details of the algorithm are omitted, but interested
readers are encouraged to read Charikar (2002) and Ravichan-
dran et al. (2005)

2The “−” in “−was bought by” indicates that the
〈ACQUIRER〉 and 〈ACQUIREE〉 arguments of the input
phrase “acquired” need to be switched for the phrase “was
bought by”.

{〈ACQUIRER〉 bought 〈ACQUIREE〉, 〈ACQUIREE〉
was bought by 〈ACQUIRER〉,...}

4.2 Surface Pattern Model
Let r be a target relation. Let SEED = {seed1,
seed2,..., seedn} be the set of seed patterns that ex-
press the target relation. For each seedi ∈ SEED,
we obtain the corresponding set of new patterns
PATi in two steps:
1. We find the surface phrase, pi, using a seed
and find the corresponding set of paraphrases,
Pi = {pi,1, pi,2, ..., pi,m}. Each paraphrase,
pi,j ∈ Pi, has with it an associated score which
is similarity between pi and pi,j .

2. In seed pattern, seedi, we replace the sur-
face phrase, pi, with its paraphrases and
obtain the set of new patterns PATi =
{pati,1, pati,2, ..., pati,m}. Each pattern has
with it an associated score, which is the same as
the score of the paraphrase from which it was
obtained3 . The patterns are ranked in the de-
creasing order of their scores.

After we obtain PATi for each seedi ∈ SEED,
we obtain the complete set of patterns, PAT , for
the target relation r as the union of all the individual
pattern sets, i.e., PAT = PAT1 ∪ PAT2 ∪ ... ∪
PATn.

5 Experimental Methodology
In this section, we describe experiments to validate
the main claims of the paper. We first describe para-
phrase acquisition, we then summarize our method
for learning surface patterns, and finally describe the
use of patterns for extracting relation instances.

5.1 Paraphrases
Finding surface variations in text requires a large
corpus. The corpus needs to be orders of magnitude
larger than that required for learning syntactic varia-
tions, since surface phrases are sparser than syntac-
tic phrases.
For our experiments, we used a corpus of about

150GB (25 billion words) obtained from Google
News4 . It consists of few years worth of news data.

3If a pattern is generated from more than one seed, we assign
it its average score.

4The corpus was cleaned to remove duplicate articles.
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We POS tagged the corpus using Tnt tagger (Brants,
2000) and collected all phrases (n-grams) in the cor-
pus that contained at least one verb, and had a noun
or a noun-noun compound on either side. We re-
stricted the phrase length to at most five words.
We build a vector for each phrase as described in

Section 3. Tomitigate the problem of sparseness and
co-reference to a certain extent, whenever we have a
noun-noun compound in the X or Y positions, we
treat it as bag of words. For example, in the sen-
tence “Google Inc. acquired YouTube”, “Google”
and “Inc.” will be treated as separate features in the
vector5.
Once we have constructed all the vectors, we find

the paraphrases for every phrase by finding its near-
est neighbors as described in Section 3. For our ex-
periments, we set the number of random bits in the
LSH function to 3000, and the similarity cut-off be-
tween vectors to 0.15. We eventually end up with
a resource containing over 2.5 million phrases such
that each phrase is connected to its paraphrases.

5.2 Surface Patterns

One claim of this paper is that we can find good sur-
face patterns for a target relation by starting with a
seed pattern. To verify this, we study two target re-
lations6:

1. Acquisition: We define this as the relation be-
tween two companies such that one company
acquired the other.

2. Birthplace: We define this as the relation be-
tween a person and his/her birthplace.

For “acquisition” relation, we start with the sur-
face patterns containing only the words buy and ac-
quire:

1. “〈ACQUIRER〉 bought 〈ACQUIREE〉” (and its
variants, i.e. buy, buys and buying)

2. “〈ACQUIRER〉 acquired 〈ACQUIREE〉” (and its
variants, i.e. acquire, acquires and acquiring)

5This adds some noise in the vectors, but we found that this
results in better paraphrases.

6Since we have to do all the annotations for evaluations on
our own, we restricted our experiments to only two commonly
used relations.

This results in a total of eight seed patterns.
For “birthplace” relation, we start with two seed

patterns:

1. “〈PERSON〉 was born in 〈LOCATION〉”

2. “〈PERSON〉 was born at 〈LOCATION〉”.

We find other surface patterns for each of these
relations by replacing the surface words in the seed
patterns by their paraphrases, as described in Sec-
tion 4.

5.3 Relation Extraction
The purpose of learning surface patterns for a rela-
tion is to extract instances of that relation. We use
the surface patterns obtained for the relations “ac-
quisition” and “birthplace” to extract instances of
these relations from the LDC North American News
Corpus. This helps us to extrinsically evaluate the
quality of the surface patterns.

6 Experimental Results

In this section, we present the results of the experi-
ments and analyze them.

6.1 Baselines
It is hard to construct a baseline for comparing the
quality of paraphrases, as there isn’t much work in
extracting surface level paraphrases using a mono-
lingual corpus. To overcome this, we show the effect
of reduction in corpus size on the quality of para-
phrases, and compare the results informally to the
other methods that produce syntactic paraphrases.
To compare the quality of the extraction patterns,

and relation instances, we use the method presented
by Ravichandran and Hovy (2002) as the baseline.
For each of the given relations, “acquisition” and
“birthplace”, we use 10 seed instances, download
the top 1000 results from the Google search engine
for each instance, extract the sentences that contain
the instances, and learn the set of baseline patterns
for each relation. We then apply these patterns to
the test corpus and extract the corresponding base-
line instances.

6.2 Evaluation Criteria
Here we present the evaluation criteria we used to
evaluate the performance on the different tasks.
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Paraphrases
We estimate the quality of paraphrases by annotating
a random sample as correct/incorrect and calculating
the accuracy. However, estimating the recall is diffi-
cult given that we do not have a complete set of para-
phrases for the input phrases. Following Szpektor et
al. (2004), instead of measuring recall, we calculate
the average number of correct paraphrases per input
phrase.

Surface Patterns
We can calculate the precision (P ) of learned pat-
terns for each relation by annotating the extracted
patterns as correct/incorrect. However calculating
the recall is a problem for the same reason as above.
But we can calculate the relative recall (RR) of the
system against the baseline and vice versa. The rela-
tive recallRRS|B of system S with respect to system
B can be calculated as:

RRS|B = CS∩CB
CB

where CS is the number of correct patterns found by
our system and CB is the number of correct patterns
found by the baseline. RRB|S can be found in a sim-
ilar way.

Relation Extraction
We estimate the precision (P ) of the extracted in-
stances by annotating a random sample of instances
as correct/incorrect. While calculating the true re-
call here is not possible, even calculating the true
relative recall of the system against the baseline is
not possible as we can annotate only a small sam-
ple. However, following Pantel et al. (2004), we as-
sume that the recall of the baseline is 1 and estimate
the relative recall RRS|B of the system S with re-
spect to the baseline B using their respective pre-
cision scores PS and PB and number of instances
extracted by them |S| and |B| as:

RRS|B = PS∗|S|
PB∗|B|

6.3 Gold Standard
In this section, we describe the creation of gold stan-
dard for the different tasks.

Paraphrases
We created the gold standard paraphrase test set by
randomly selecting 50 phrases and their correspond-
ing paraphrases from our collection of 2.5 million

phrases. For each test phrase, we asked two annota-
tors to annotate its paraphrases as correct/incorrect.
The annotators were instructed to look for strict
paraphrases i.e. equivalent phrases that can be sub-
stituted for each other.
To obtain the inter-annotator agreement, the two

annotators annotated the test set separately. The
kappa statistic (Siegal and Castellan Jr., 1988) was
κ = 0.63. The interesting thing is that the anno-
tators got this respectable kappa score without any
prior training, which is hard to achieve when one
annotates for a similar task like textual entailment.

Surface Patterns
For the target relations, we asked two annotators to
annotate the patterns for each relation as either “pre-
cise” or “vague”. The annotators annotated the sys-
tem as well as the baseline outputs. We consider the
“precise” patterns as correct and the “vague” as in-
correct. The intuition is that applying the vague pat-
terns for extracting target relation instances might
find some good instances, but will also find many
bad ones. For example, consider the following two
patterns for the “acquisition” relation:
〈ACQUIRER〉 acquired 〈ACQUIREE〉 (5)
〈ACQUIRER〉 and 〈ACQUIREE〉 (6)

Example (5) is a precise pattern as it clearly identi-
fies the “acquisition” relation while example (6) is
a vague pattern because it is too general and says
nothing about the “acquisition” relation. The kappa
statistic between the two annotators for this task was
κ = 0.72.

Relation Extraction
We randomly sampled 50 instances of the “acquisi-
tion” and “birthplace” relations from the system and
the baseline outputs. We asked two annotators to an-
notate the instances as correct/incorrect. The anno-
tators marked an instance as correct only if both the
entities and the relation between them were correct.
To make their task easier, the annotators were pro-
vided the context for each instance, and were free
to use any resources at their disposal (including a
web search engine), to verify the correctness of the
instances. The annotators found that the annotation
for this task was much easier than the previous two;
the few disagreements they had were due to ambigu-
ity of some of the instances. The kappa statistic for
this task was κ = 0.91.
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Annotator Accuracy Average # correct
paraphrases

Annotator 1 67.31% 4.2
Annotator 2 74.27% 4.28

Table 1: Quality of paraphrases

are being distributed to approved a revision to the
have been distributed to unanimously approved a new
are being handed out to approved an annual
were distributed to will consider adopting a
−are handing out approved a revised
will be distributed to all approved a new

Table 2: Example paraphrases

6.4 Result Summary

Table 1 shows the results of annotating the para-
phrases test set. We do not have a baseline
to compare against but we can analyze them in
light of numbers reported previously for syntac-
tic paraphrases. DIRT (Lin and Pantel, 2001) and
TEASE (Szpektor et al., 2004) report accuracies of
50.1% and 44.3% respectively compared to our av-
erage accuracy across two annotators of 70.79%.
The average number of paraphrases per phrase is
however 10.1 and 5.5 for DIRT and TEASE respec-
tively compared to our 4.2. One reason why this
number is lower is that our test set contains com-
pletely random phrases from our set (2.5 million
phrases): some of these phrases are rare and have
very few paraphrases. Table 2 shows some para-
phrases generated by our system for the phrases “are
being distributed to” and “approved a revision to
the”.

Table 3 shows the results on the quality of surface
patterns for the two relations. It can be observed
that our method outperforms the baseline by a wide
margin in both precision and relative recall. Table 4
shows some example patterns learned by our system.

Table 5 shows the results of the quality of ex-
tracted instances. Our system obtains very high pre-
cision scores but suffers in relative recall given that
the baseline with its very general patterns is likely
to find a huge number of instances (though a very
small portion of them are correct). Table 6 shows
some example instances we extracted.

acquisition birthplace
X agreed to buy Y X , who was born in Y
X , which acquired Y X , was born in Y
X completed its acquisition
of Y X was raised in Y

X has acquired Y X was born in NNNNa in Y
X purchased Y X , born in Y

aEach “N” here is a placeholder for a number from 0 to 9.

Table 4: Example extraction templates

acquisition birthplace
1. Huntington Bancshares
Inc. agreed to acquire Re-
liance Bank

1. Cyril Andrew Ponnam-
peruma was born in Galle

2. Sony bought Columbia
Pictures

2. Cook was born in NNNN
in Devonshire

3. Hanson Industries buys
Kidde Inc.

3. Tansey was born in
Cincinnati

4. Casino America inc.
agreed to buy Grand Palais

4. Tsoiwas born in NNNN in
Uzbekistan

5. Tidewater inc. acquired
Hornbeck Offshore Services
Inc.

5. Mrs. Totenberg was born
in San Francisco

Table 6: Example instances

6.5 Discussion and Error Analysis

We studied the effect of the decrease in size of the
available raw corpus on the quality of the acquired
paraphrases. We used about 10% of our original cor-
pus to learn the surface paraphrases and evaluated
them. The precision, and the average number of
correct paraphrases are calculated on the same test
set, as described in Section 6.2. The performance
drop on using 10% of the original corpus is signif-
icant (11.41% precision and on an average 1 cor-
rect paraphrase per phrase), which shows that we in-
deed need a large amount of data to learn good qual-
ity surface paraphrases. One reason for this drop
is also that when we use only 10% of the original
data, for some of the phrases from the test set, we do
not find any paraphrases (thus resulting in 0% accu-
racy for them). This is not unexpected, as the larger
resource would have a much larger recall, which
again points at the advantage of using a large data
set. Another reason for this performance drop could
be the parameter settings: We found that the qual-
ity of learned paraphrases depended greatly on the
various cut-offs used. While we adjusted our model
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Relation Method # Patterns Annotator 1 Annotator 2
P RR P RR

Acquisition Baseline 160 55% 13.02% 60% 11.16%
Paraphrase Method 231 83.11% 28.40% 93.07% 25%

Birthplace Baseline 16 31.35% 15.38% 31.25% 15.38%
Paraphrase Method 16 81.25% 40% 81.25% 40%

Table 3: Quality of Extraction Patterns

Relation Method # Patterns Annotator 1 Annotator 2
P RR P RR

Acquisition Baseline 1, 261, 986 6% 100% 2% 100%
Paraphrase Method 3875 88% 4.5% 82% 12.59%

Birthplace Baseline 979, 607 4% 100% 2% 100%
Paraphrase Method 1811 98% 4.53% 98% 9.06%

Table 5: Quality of instances

parameters for working with smaller sized data, it is
conceivable that we did not find the ideal setting for
them. So we consider these numbers to be a lower
bound. But even then, these numbers clearly indi-
cate the advantage of using more data.
We also manually inspected our paraphrases. We

found that the problem of “antonyms” was some-
what less pronounced due to our use of a large cor-
pus, but they still were the major source of error.
For example, our system finds the phrase “sell” as
a paraphrase for “buy”. We need to deal with this
problem separately in the future (may be as a post-
processing step using a list of antonyms).
Moving to the task of relation extraction, we see

from table 5 that our system has a much lower rel-
ative recall compared to the baseline. This was ex-
pected as the baseline method learns some very gen-
eral patterns, which are likely to extract some good
instances, even though they result in a huge hit to
its precision. However, our system was able to ob-
tain this performance using very few seeds. So an
increase in the number of input seeds, is likely to in-
crease the relative recall of the resource. The ques-
tion however remains as to what good seeds might
be. It is clear that it is much harder to come up with
good seed patterns (that our system needs), than seed
instances (that the baseline needs). But there are
some obvious ways to overcome this problem. One
way is to bootstrap. We can look at the paraphrases
of the seed patterns and use them to obtain more pat-
terns. Our initial experiments with this method using
handpicked seeds showed good promise. However,

we need to investigate automating this approach.
Another method is to use the good patterns from the
baseline system and use them as seeds for our sys-
tem. We plan to investigate this approach as well.
One reason, why we have seen good preliminary re-
sults using these approaches (for improving recall),
we believe, is that the precision of the paraphrases is
good. So either a seed doesn’t produce any new pat-
terns or it produces good patterns, thus keeping the
precision of the system high while increasing rela-
tive recall.

7 Conclusion

Paraphrases are an important technique to handle
variations in language. Given their utility in many
NLP tasks, it is desirable that we come up with
methods that produce good quality paraphrases. We
believe that the paraphrase acquisition method pre-
sented here is a step towards this very goal. We have
shown that high precision surface paraphrases can be
obtained by using distributional similarity on a large
corpus. We made use of some recent advances in
theoretical computer science to make this task scal-
able. We have also shown that these paraphrases
can be used to obtain high precision extraction pat-
terns for information extraction. While we believe
that more work needs to be done to improve the sys-
tem recall (some of which we are investigating), this
seems to be a good first step towards developing a
minimally supervised, easy to implement, and scal-
able relation extraction system.
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Abstract

The validity of semantic inferences depends
on the contexts in which they are applied.
We propose a generic framework for handling
contextual considerations within applied in-
ference, termedContextual Preferences. This
framework defines the various context-aware
components needed for inference and their
relationships. Contextual preferences extend
and generalize previous notions, such as se-
lectional preferences, while experiments show
that the extended framework allows improving
inference quality on real application data.

1 Introduction

Applied semantic inference is typically concerned
with inferring a target meaning from a given text.
For example, to answer “Who wrote Idomeneo?”,
Question Answering (QA) systems need to infer the
target meaning ‘Mozart wrote Idomeneo’ from a
given text “Mozart composed Idomeneo”. Following
common Textual Entailment terminology (Giampic-
colo et al., 2007), we denote the target meaning byh
(for hypothesis) and the given text byt.

A typical applied inference operation ismatching.
Sometimes,h can be directly matched int (in the
example above, if the given sentence would be liter-
ally “Mozart wrote Idomeneo”). Generally, the tar-
get meaning can be expressed int in many differ-
ent ways. Indirect matching is then needed, using
inference knowledge that may be captured through
rules, termed hereentailment rules. In our exam-
ple, ‘Mozart wrote Idomeneo’ can be inferred using
the rule ‘X composeY → X write Y ’. Recently,

several algorithms were proposed for automatically
learning entailment rules and paraphrases (viewed
as bi-directional entailment rules) (Lin and Pantel,
2001; Ravichandran and Hovy, 2002; Shinyama et
al., 2002; Szpektor et al., 2004; Sekine, 2005).

A common practice is to try matching the struc-
ture ofh, or of the left-hand-side of a ruler, within
t. However, context should be considered to allow
valid matching. For example, suppose that to find
acquisitions of companies we specify the targettem-
plate hypothesis(a hypothesis with variables) ‘X ac-
quireY ’. This h should not be matched in “children
acquire language quickly”, because in this context
Y is not a company. Similarly, the rule ‘X charge
Y → X accuseY ’ should not be applied to “This
store charged my account”, since the assumed sense
of ‘charge’ in the rule is different than its sense in
the text. Thus, the intended contexts forh and r
and the context within the givent should be prop-
erly matched to verify valid inference.

Context matching at inference time was of-
ten approached in an application-specific manner
(Harabagiu et al., 2003; Patwardhan and Riloff,
2007). Recently, some generic methods were pro-
posed to handle context-sensitive inference (Dagan
et al., 2006; Pantel et al., 2007; Downey et al., 2007;
Connor and Roth, 2007), but these usually treat
only a single aspect of context matching (see Sec-
tion 6). We propose a comprehensive framework for
handling various contextual considerations, termed
Contextual Preferences. It extends and generalizes
previous work, defining the needed contextual com-
ponents and their relationships. We also present and
implement concrete representation models and un-
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supervised matching methods for these components.
While our presentation focuses on semantic infer-
ence using lexical-syntactic structures, the proposed
framework and models seem suitable for other com-
mon types of representations as well.

We applied our models to a test set derived from
the ACE 2005 event detection task, a standard In-
formation Extraction (IE) benchmark. We show the
benefits of our extended framework for textual in-
ference and present component-wise analysis of the
results. To the best of our knowledge, these are also
the first unsupervised results for event argument ex-
traction in the ACE 2005 dataset.

2 Contextual Preferences

2.1 Notation

As mentioned above, we follow the generic Tex-
tual Entailment (TE) setting, testing whether a target
meaning hypothesish can be inferred from a given
text t. We allowh to be either a text or atemplate,
a text fragment with variables. For example, “The
stock rose 8%” entails an instantiation of the tem-
plate hypothesis ‘X gainY ’. Typically, h represents
an information need requested in some application,
such as a target predicate in IE.

In this paper, we focus on parse-based lexical-
syntactic representation of texts and hypotheses, and
on the basic inference operation ofmatching. Fol-
lowing common practice (de Salvo Braz et al., 2005;
Romano et al., 2006; Bar-Haim et al., 2007),h is
syntactically matched int if it can be embedded in
t’s parse tree. For template hypotheses, the matching
induces a mapping betweenh’s variables and their
instantiation int.

Matchingh in t can be performed either directly
or indirectly using entailment rules. Anentailment
rule r: ‘LHS → RHS’ is a directional entailment
relation between two templates.h is matched int us-
ing r if LHS is matched int andh matchesRHS.
In the example above,r: ‘X riseY →X gainY ’ al-
lows us to entail ‘X gainY ’, with “stock” and “8%”
instantiatingh’s variables. We denotevars(z) the
set of variables ofz, wherez is a template or a rule.

2.2 Motivation

When matching considers only the structure of hy-
potheses, texts and rules it may result in incorrect

inference due to contextual mismatches. For exam-
ple, an IE system may identify mentions of public
demonstrations using the hypothesish: ‘X demon-
strate’. However,h should not be matched in “Engi-
neers demonstrated the new system”, due to a mis-
match between the intended sense of ‘demonstrate’
in h and its sense int. Similarly, when looking for
physical attack mentions using the hypothesis ‘X at-
tackY ’, we should not utilize the ruler: ‘X accuse
Y →X attackY ’, due to a mismatch between a ver-
bal attack inr and an intended physical attack inh.
Finally, r: ‘X produceY → X lay Y ’ (applicable
whenX refers to poultry andY to eggs) should not
be matched int: “Bugatti produce the fastest cars”,
due to a mismatch between the meanings of ‘pro-
duce’ inr andt. Overall, such incorrect inferences
may be avoided by considering contextual informa-
tion for t, h andr during their matching process.

2.3 The Contextual Preferences Framework

We propose theContextual Preferences(CP) frame-
work for addressing context at inference time. In this
framework, the representation of an objectz, where
z may be a text, a template or an entailment rule, is
enriched with contextual information denotedcp(z).
This information helps constraining or disambiguat-
ing the meaning ofz, and is used to validate proper
matching between pairs of objects.

We consider two components withincp(z): (a)
a representation for the global (“topical”) context
in which z typically occurs, denotedcpg(z); (b)
a representation for the preferences and constraints
(“hard” preferences) on the possible terms that can
instantiate variables withinz, denotedcpv(z). For
example,cpv(‘X produceY → X lay Y ’) may
specify thatX ’s instantiations should be similar to
“chicken” or “duck”.

Contextual Preferences are used when entailment
is assessed between a textt and a hypothesish, ei-
ther directly or by utilizing an entailment-ruler. On
top of structural matching, we now require that the
Contextual Preferences of the participants in the in-
ference will also match. Whenh is directly matched
in t, we require that each component incp(h) will
be matched with its counterpart incp(t). Whenr is
utilized, we additionally require thatcp(r) will be
matched with bothcp(t) andcp(h). Figure 1 sum-
marizes the matching relationships between the CP
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Figure 1: The directional matching relationships between
a hypothesis (h), an entailment rule (r) and a text (t) in the
Contextual Preferences framework.

components ofh, t andr.
Like Textual Entailment inference, Contextual

Preferences matching is directional. When matching
h with t we require that the global context prefer-
ences specified bycpg(h) would subsume those in-
duced bycpg(t), and that the instantiations ofh’s
variables int would adhere to the preferences in
cpv(h) (sincet should entailh, but not necessarily
vice versa). For example, if the preferred global con-
text of a hypothesis is sports, it would match a text
that discusses the more specific topic of basketball.

To implement the CP framework, concrete models
are needed for each component, specifying its repre-
sentation, how it is constructed, and an appropriate
matching procedure. Section 3 describes the specific
CP models that were implemented in this paper.

The CP framework provides a generic view of
contextual modeling in applied semantic inference.
Mapping from a specific application to the generic
framework follows the mappings assumed in the
Textual Entailment paradigm. For example, in QA
the hypothesis to be proved corresponds to the affir-
mative template derived from the question (e.g.h:
‘X invented the PC’ for “Who invented the PC?”).
Thus, cpg(h) can be constructed with respect to
the question’s focus whilecpv(h) may be gener-
ated from the expected answer type (Moldovan et
al., 2000; Harabagiu et al., 2003). Construction of
hypotheses’ CP for IE is demonstrated in Section 4.

3 Contextual Preferences Models

This section presents the current models that we im-
plemented for the various components of the CP
framework. For each component type we describe
its representation, how it is constructed, and a cor-

responding unsupervised match score. Finally, the
different component scores are combined to yield
an overall match score, which is used in our exper-
iments to rank inference instances by the likelihood
of their validity. Our goal in this paper is to cover the
entire scope of the CP framework by including spe-
cific models that were proposed in previous work,
where available, and elsewhere propose initial mod-
els to complete the CP scope.

3.1 Contextual Preferences for Global Context

To represent the global context of an objectz we
utilize Latent Semantic Analysis (LSA) (Deerwester
et al., 1990), a well-known method for representing
the contextual-usage of words based on corpus sta-
tistics. We use LSA analysis of the BNC corpus1,
in which every term is represented by a normalized
vector of the top 100 SVD dimensions, as described
in (Gliozzo, 2005).

To constructcpg(z) we first collect a set of terms
that are representative for the preferred general con-
text of z. Then, the (single) vector which is the sum
of the LSA vectors of the representative terms be-
comes the representation ofcpg(z). This LSA vec-
tor captures the “average” typical contexts in which
the representative terms occur.

The set of representative terms for a textt con-
sists of all the nouns and verbs in it, represented
by their lemma and part of speech. For a ruler:
‘LHS → RHS’, the representative terms are the
words appearing inLHS and inRHS. For exam-
ple, the representative terms for ‘X divorceY → X
marry Y ’ are {divorce:v, marry:v}. As mentioned
earlier, construction of hypotheses and their contex-
tual preferences depends on the application at hand.
In our experiments these are defined manually, as
described in Section 4, derived from the manual de-
finitions of target meanings in the IE data.

The score of matching thecpg components of two
objects, denoted bymg(·, ·), is the Cosine similarity
of their LSA vectors. Negative values are set to 0.

3.2 Contextual Preferences for Variables

3.2.1 Representation

For comparison with prior work, we follow (Pan-
tel et al., 2007) and represent preferences for vari-

1http://www.natcorp.ox.ac.uk/
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able instantiations using a distributional approach,
and in addition incorporate a standard specification
of named-entity types. Thus,cpv is represented by
two lists. The first list, denotedcpv:e, contains ex-
amples for valid instantiations of that variable. For
example,cpv:e(X kill Y → Y die of X) may be
[X: {snakebite, disease}, Y : {man, patient}]. The
second list, denotedcpv:n, contains the variable’s
preferred named-entity types (if any). For exam-
ple, cpv:n(X born inY ) may be [X: {Person}, Y :
{Location}]. We denotecpv:e(z)[j] andcpv:n(z)[j]
as the lists for a specific variablej of the objectz.

For a textt, in which a templatep is matched, the
preferencecpv:e(t) for each template variable is sim-
ply its instantiation int. For example, when ‘X eat
Y ’ is matched int: “Many Americans eat fish reg-
ularly”, we constructcpv:e(t) = [X: {Many Ameri-
cans}, Y : {fish}]. Similarly, cpv:n(t) for each vari-
able is the named-entity type of its instantiation in
t (if it is a named entity). We identify entity types
using the default Lingpipe2 Named-Entity Recog-
nizer (NER), which recognizes the typesLocation,
Personand Organization. In the above example,
cpv:n(t)[X] would be{Person}.

For a ruler: LHS → RHS, we automatically
add to cpv:e(r) all the variable instantiations that
were found common for bothLHS andRHS in a
corpus (see Section 4), as in (Pantel et al., 2007; Pen-
nacchiotti et al., 2007). To constructcpv:n(r), we
currently use a simple approach where each individ-
ual term incpv:e(r) is analyzed by the NER system,
and its type (if any) is added tocpv:n(r).

For a template hypothesis, we currently repre-
sentcpv(h) only by its list of preferred named-entity
types,cpv:n. Similarly tocpg(h), the preferred types
for each template variable were adapted from those
defined in our IE data (see Section 4).

To allow compatible comparisons with previous
work (see Sections 5 and 6), we utilize in this
paper onlycpv:e when matching betweencpv(r)
and cpv(t), as only this representation was exam-
ined in prior work on context-sensitive rule applica-
tions.cpv:n is utilized for context matches involving
cpv(h). We denote the score of matching twocpv

components bymv(·, ·).

2http://www.alias-i.com/lingpipe/

3.2.2 Matchingcpv:e

Our primary matching method is based on repli-
cating the best-performing method reported in (Pan-
tel et al., 2007), which utilizes the CBC distribu-
tional word clustering algorithm (Pantel, 2003). In
short, this method extends eachcpv:e list with CBC
clusters that contain at least one term in the list, scor-
ing them according to their “relevancy”. The score
of matching twocpv:e lists, denoted hereSCBC(·, ·),
is the score of the highest scoring member that ap-
pears in both lists.

We applied the final binary match score presented
in (Pantel et al., 2007), denoted herebinaryCBC:
mv:e(r, t) is 1 if SCBC(r, t) is above a threshold and
0 otherwise. As a more natural ranking method, we
also utilizeSCBC directly, denotedrankedCBC,
havingmv:e(r, t) = SCBC(r, t).

In addition, we tried a simpler method that di-
rectly compares the terms in twocpv:e lists, uti-
lizing the commonly-used term similarity metric of
(Lin, 1998a). This method, denotedLIN , uses the
same raw distributional data as CBC but computes
only pair-wise similarities, without any clustering
phase. We calculated the scores of the 1000 most
similar terms for every term in the Reuters RVC1
corpus3. Then, a directional similarity of terma
to termb, s(a, b), is set to be their similarity score
if a is in b’s 1000 most similar terms and 0 other-
wise. The final score of matchingr with t is deter-
mined by a nearest-neighbor approach, as the score
of the most similar pair of terms in the correspond-
ing two lists of the same variable:mv:e(r, t) =
maxj∈vars(r)[maxa∈cpv:e(t)[j],b∈cpv:e(r)[j][s(a, b)]].

3.2.3 Matchingcpv:n

We use a simple scoring mechanism for compar-
ing between two named-entity typesa andb, s(a, b):
1 for identical types and 0.8 otherwise.

A variable j has a single preferred entity type
in cpv:n(t)[j], the type of its instantiation int.
However, it can have several preferred types forh.
When matchingh with t, j’s match score is that
of its highest scoring type, and the final score is
the product of all variable scores:mv:n(h, t) =∏

j∈vars(h)(maxa∈cpv:n(h)[j][s(a, cpv:n(t)[j])]).
Variablej may also have several types inr, the

3http://about.reuters.com/researchandstandards/corpus/
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types of the common arguments incpv:e(r). When
matchingh with r, s(a, cpv:n(t)[j]) is replaced with
the average score fora and each type incpv:n(r)[j].

3.3 Overall Score for a Match

A final score for a given match, denotedallCP, is
obtained by the product of all six matching scores
of the various CP components (multiplying by 1
if a component score is missing). The six scores
are the results of matching any of the two compo-
nents ofh, t and r: mg(h, t), mv(h, t), mg(h, r),
mv(h, r), mg(r, t) andmv(r, t) (as specified above,
mv(r, t) is based on matchingcpv:e while mv(h, r)
andmv(h, t) are based on matchingcpv:n). We use
rankedCBC for calculatingmv(r, t).

Unlike previous work (e.g. (Pantel et al., 2007)),
we also utilize theprior score of a ruler, which
is provided by the rule-learning algorithm (see next
section). We denote byallCP+pr the final match
score obtained by the product of theallCP score
with the prior score of the matched rule.

4 Experimental Settings

Evaluating the contribution of Contextual Prefer-
ences models requires: (a) a sample of test hypothe-
ses, and (b) a corresponding corpus that contains
sentences which entail these hypotheses, where all
hypothesis matches (either direct or via rules) are an-
notated. We found that the available event mention
annotations in the ACE 2005 training set4 provide a
useful test set that meets these generic criteria, with
the added value of a standard real-world dataset.

The ACE annotation includes 33 types of events,
for which all event mentions are annotated in the
corpus. The annotation of each mention includes the
instantiated arguments for the predicates, which rep-
resent the participants in the event, as well as general
attributes such as time and place. ACE guidelines
specify for each event type its possible arguments,
where all arguments are optional. Each argument is
associated with a semantic role and a list of possible
named-entity types. For instance, anInjure event
may have the arguments{Agent, Victim, Instrument,
Time, Place}, whereVictimshould be a person.

For each event type we manually created a small
set of template hypotheses that correspond to the

4http://projects.ldc.upenn.edu/ace/

given event predicate, and specified the appropri-
ate semantic roles for each variable. We consid-
ered only binary hypotheses, due to the type of
available entailment rules (see below). ForIn-
jure, the set of hypotheses included‘A injure V’
and ‘injure V in T’ where role(A)={Agent, In-
strument}, role(V)={Victim}, and role(T)={Time,
Place}. Thus, correct match of an argument corre-
sponds to correct role identification. The templates
were represented as Minipar (Lin, 1998b) depen-
dency parse-trees.

The Contextual Preferences forh were con-
structed manually: the named-entity types for
cpv:n(h) were set by adapting the entity types given
in the guidelines to the types supported by the Ling-
pipe NER (described in Section 3.2).cpg(h) was
generated from a short list of nouns and verbs that
were extracted from the verbal event definition in
the ACE guidelines. ForInjure, this list included
{injure:v, injury:n, wound:v}. This assumes that
when writing down an event definition the user
would also specify such representative keywords.

Entailment-rules for a givenh (rules in which
RHS is equal toh) were learned automatically by
the DIRT algorithm (Lin and Pantel, 2001), which
also produces a quality score for each rule. We im-
plemented a canonized version ofDIRT (Szpektor
and Dagan, 2007) on the Reuters corpus parsed by
Minipar. Each rule’s arguments forcpv(r) were also
collected from this corpus.

We assessed the CP framework by its ability to
correctly rank, for each predicate (event), all the
candidate entailing mentions that are found for it
in the test corpus. Such ranking evaluation is suit-
able for unsupervised settings, with a perfect rank-
ing placing all correct mentions before any incor-
rect ones. The candidate mentions are found in the
parsed test corpus by matching the specified event
hypotheses, either directly or via the given set of en-
tailment rules, using a syntactic matcher similar to
the one in (Szpektor and Dagan, 2007). Finally, the
mentions are ranked by their match scores, as de-
scribed in Section 3.3. As detailed in the next sec-
tion, those candidate mentions which are also an-
notated as mentions of the same event in ACE are
considered correct.

The evaluation aims to assess the correctness of
inferring a target semantic meaning, which is de-
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noted by a specific predicate. Therefore, we elim-
inated four ACE event types that correspond to mul-
tiple distinct predicates. For instance, theTransfer-
Money event refers to bothdonating and lending
money, which are not distinguished by the ACE an-
notation. We also omitted three events with less than
10 mentions and two events for which the given set
of learned rules could not match any mention. We
were left with 24 event types for evaluation, which
amount to 4085 event mentions in the dataset. Out of
these, our binary templates can correctly match only
mentions with at least two arguments, which appear
2076 times in the dataset.

Comparing with previous evaluation methodolo-
gies, in (Szpektor et al., 2007; Pantel et al., 2007)
proper context matching was evaluated by post-hoc
judgment of a sample of rule applications for a sam-
ple of rules. Such annotation needs to be repeated
each time the set of rules is changed. In addition,
since the corpus annotation is not exhaustive, re-
call could not be computed. By contrast, we use a
standard real-world dataset, in which all mentions
are annotated. This allows immediate comparison
of different rule sets and matching methods, without
requiring any additional (post-hoc) annotation.

5 Results and Analysis

We experimented with three rule setups over the
ACE dataset, in order to measure the contribution
of the CP framework. In the first setup no rules are
used, applying only direct matches of template hy-
potheses to identify event mentions. In the other two
setups we also utilizedDIRT’s top 50 or 100 rules
for each hypothesis.

A match is considered correct when all matched
arguments are extracted correctly according to their
annotated event roles. This main measurement is de-
notedAll. As an additional measurement, denoted
Any, we consider a match as correct if at least one
argument is extracted correctly.

Once event matches are extracted, we first mea-
sure for each event its Recall, the number of correct
mentions identified out of all annotated event men-
tions5 and Precision, the number of correct matches
out of all extracted candidate matches. These figures

5For Recall, we ignored mentions with less than two argu-
ments, as they cannot be correctly matched by binary templates.

quantify the baseline performance of the DIRT rule
set used. To assess our ranking quality, we measure
for each event the commonly used Average Preci-
sion (AP) measure (Voorhees and Harmann, 1998),
which is the area under the non-interpolated recall-
precision curve, while considering for each setup all
correct extracted matches as 100% Recall. Overall,
we reportMean Average Precision(MAP), macro
averagePrecisionand macro averageRecallover the
ACE events. Tables 1 and 2 summarize the main re-
sults of our experiments. As far as we know, these
are the first published unsupervised results for iden-
tifying event arguments in the ACE 2005 dataset.

Examining Recall, we see that it increases sub-
stantially when rules are applied: by more than
100% for the top 50 rules, and by about150% for
the top 100, showing the benefit of entailment-rules
to covering language variability. The difference be-
tween All and Any results shows that about 65%
of the rules that correctly match one argument also
match correctly both arguments.

We use two baselines for measuring the CP rank-
ing contribution: Precision, which corresponds to
the expected MAP of random ranking, and MAP
of ranking using theprior rule score provided by
DIRT. Without rules, the baselineAll Precision is
34.1%, showing that even the manually constructed
hypotheses, which correspond directly to the event
predicate, extract event mentions with limited accu-
racy when context is ignored. When rules are ap-
plied, Precision is very low. But ranking is consider-
ably improved using only the prior score (from 1.4%
to 22.7% for 50 rules), showing that the prior is an
informative indicator for valid matches.

Our main result is that theallCP and allCP+pr
methods rank matches statistically significantly bet-
ter than the baselines in all setups (according to the
Wilcoxon double-sided signed-ranks test at the level
of 0.01 (Wilcoxon, 1945)). In theAll setup, ranking
is improved by 70% for direct matching (Table 1).
When entailment-rules are also utilized, prior-only
ranking is improved by about 35% and 50% when
using allCP and allCP+pr, respectively (Table 2).
Figure 2 presents the average Recall-Precision curve
of the ‘50 Rules, All’ setup for applyingallCP or
allCP+pr, compared to prior-only ranking baseline
(other setups behave similarly). The improvement
in ranking is evident: the drop in precision is signif-
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R P MAP (%)
(%) (%) cpv cpg allCP

All 14.0 34.1 46.5 52.2 60.2

Any 21.8 66.0 72.2 80.5 84.1

Table 1: Recall (R), Precision (P) and Mean Average Pre-
cision (MAP) when only matching template hypotheses
directly.

# R P MAP (%)
Rules (%) (%) prior allCP allCP+pr

All
50 29.6 1.4 22.7 30.6 34.1
100 34.9 0.7 20.5 26.3 30.2

Any
50 46.5 3.5 41.2 43.7 48.6
100 52.9 1.8 35.5 35.1 40.8

Table 2: Recall (R), Precision (P) and Mean Average Pre-
cision (MAP) when also using rules for matching.

icantly slower when CP is used. The behavior of CP
with and without the prior is largely the same up to
50% Recall, but later on our implemented CP mod-
els are noisier and should be combined with the prior
rule score.

Templates are incorrectly matched for several rea-
sons. First, there are context mismatches which are
not scored sufficiently low by our models. Another
main cause is incorrect learned rules in whichLHS
andRHS are topically related, e.g. ‘X convictY →
X arrestY ’, or rules that are used in the wrong en-
tailment direction, e.g. ‘X marryY →X divorceY ’
(DIRT does not learn rule direction). As such rules
do correspond to plausible contexts of the hypothe-
sis, their matches obtain relatively high CP scores.
In addition, some incorrect matches are caused by
our syntactic matcher, which currently does not han-
dle certain phenomena such as co-reference, modal-
ity or negation, and due to Minipar parse errors.

5.1 Component Analysis

Table 3 displays the contribution of different CP
components to ranking, when adding only that com-
ponent’s match score to the baselines, and under ab-
lation tests, when using all CP component scores ex-
cept the tested component, with or without the prior.

As it turns out, matchingh with t (i.e. cp(h, t),
which combinescpg(h, t) andcpv(h, t)) is most use-
ful. With our current models, using onlycp(h, t)
along with the prior, while ignoringcp(r), achieves
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Figure 2: Recall-Precision curves for ranking using: (a)
only the prior (baseline); (b)allCP; (c) allCP+pr.

the highest score in the table. The strong impact of
matchingh andt’s preferences is also evident in Ta-
ble 1, where ranking based on eithercpg or cpv sub-
stantially improves precision, while their combina-
tion provides the best ranking. These results indicate
that the two CP components capture complementary
information and both are needed to assess the cor-
rectness of a match.

When ignoring the prior rule score,cp(r, t) is the
major contributor over the baseline Precision. For
cpv(r, t), this is in synch with the result in (Pantel
et al., 2007), which is based on this single model
without utilizing prior rule scores. On the other
hand,cpv(r, t) does not improve the ranking when
the prior is used, suggesting that this contextual
model for the rule’s variables is not stronger than the
context-insensitive prior rule score. Furthermore,
relative to thiscpv(r, t) model from (Pantel et al.,
2007), our combinedallCP model, with or without
the prior (first row of Table 2), obtains statistically
significantly better ranking (at the level of 0.01).

Comparing between the algorithms for match-
ing cpv:e (Section 3.2.2) we found that while
rankedCBC is statistically significantly better than
binaryCBC, rankedCBC and LIN generally
achieve the same results. When considering the
tradeoffs between the two,LIN is based on a much
simpler learning algorithm whileCBC ’s output is
more compact and allows faster CP matches.
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Addition To Ablation From
P prior allCP allCP+pr

Baseline 1.4 22.7 30.6 34.1
cpg(h, t) ∗10.4 ∗35.4 32.4 33.7
cpv(h, t) ∗11.0 29.9 27.6 32.9
cp(h, t) ∗8.9 ∗37.5 28.6 30.0
cpg(r, t) ∗4.2 ∗30.6 32.5 35.4
cpv(r, t) ∗21.7 21.9 ∗12.9 33.6
cp(r, t) ∗26.0 ∗29.6 ∗17.9 36.8
cpg(h, r) ∗8.1 22.4 31.9 34.3
cpv(h, r) ∗10.7 22.7 ∗27.9 34.4
cp(h, r) ∗16.5 22.4 ∗29.2 34.4
cpg(h, r, t) ∗7.7 ∗30.2 ∗27.5 ∗29.2
cpv(h, r, t) ∗27.5 29.2 ∗7.7 30.2

∗ Indicates statistically significant changes compared to the baseline,

according to the Wilcoxon test at the level of 0.01.

Table 3: MAP(%), under the ‘50 rules, All’ setup, when
adding component match scores to Precision (P) or prior-
only MAP baselines, and when ranking withallCP or
allCP+pr methods but ignoring that component scores.

Currently, some models do not improve the re-
sults when the prior is used. Yet, we would like to
further weaken the dependency on the prior score,
since it is biased towards frequent contexts. We
aim to properly identify also infrequent contexts (or
meanings) at inference time, which may be achieved
by better CP models. More generally, when used
on top of all other components, some of the mod-
els slightly degrade performance, as can be seen by
those figures in the ablation tests which are higher
than the corresponding baseline. However, due to
their different roles, each of the matching compo-
nents might capture some unique preferences. For
example,cp(h, r) should be useful to filter out rules
that don’t match the intended meaning of the given
h. Overall, this suggests that future research for bet-
ter models should aim to obtain a marginal improve-
ment by each component.

6 Related Work

Context sensitive inference was mainly investigated
in an application-dependent manner. For exam-
ple, (Harabagiu et al., 2003) describe techniques for
identifying the question focus and the answer type in
QA. (Patwardhan and Riloff, 2007) propose a super-
vised approach for IE, in which relevant text regions

for a target relation are identified prior to applying
extraction rules.

Recently, the need for context-aware inference
was raised (Szpektor et al., 2007). (Pantel et al.,
2007) propose to learn the preferred instantiations of
rule variables, termed Inferential Selectional Prefer-
ences (ISP). Their clustering-based model is the one
we implemented formv(r, t). A similar approach
is taken in (Pennacchiotti et al., 2007), where LSA
similarity is used to compare between the preferred
variable instantiations for a rule and their instanti-
ations in the matched text. (Downey et al., 2007)
use HMM-based similarity for the same purpose.
All these methods are analogous to matchingcpv(r)
with cpv(t) in the CP framework.

(Dagan et al., 2006; Connor and Roth, 2007) pro-
posed generic approaches for identifying valid appli-
cations of lexical rules by classifying the surround-
ing global context of a word as valid or not for that
rule. These approaches are analogous to matching
cpg(r) with cpg(t) in our framework.

7 Conclusions

We presented the Contextual Preferences (CP)
framework for assessing the validity of inferences
in context. CP enriches the representation of tex-
tual objects with typical contextual information that
constrains or disambiguates their meaning, and pro-
vides matching functions that compare the prefer-
ences of objects involved in the inference. Experi-
ments with our implemented CP models, over real-
world IE data, show significant improvements rela-
tive to baselines and some previous work.

In future research we plan to investigate improved
models for representing and matching CP, and to ex-
tend the experiments to additional applied datasets.
We also plan to apply the framework to lexical infer-
ence rules, for which it seems directly applicable.
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Abstract

We present a novel framework for the dis-
covery and representation of general semantic
relationships that hold between lexical items.
We propose that each such relationship can be
identified with a cluster of patterns that cap-
tures this relationship. We give a fully unsu-
pervised algorithm for pattern cluster discov-
ery, which searches, clusters and merges high-
frequency words-based patterns around ran-
domly selected hook words. Pattern clusters
can be used to extract instances of the corre-
sponding relationships. To assess the quality
of discovered relationships, we use the pattern
clusters to automatically generate SAT anal-
ogy questions. We also compare to a set of
known relationships, achieving very good re-
sults in both methods. The evaluation (done
in both English and Russian) substantiates the
premise that our pattern clusters indeed reflect
relationships perceived by humans.

1 Introduction

Semantic resources can be very useful in many NLP
tasks. Manual construction of such resources is la-
bor intensive and susceptible to arbitrary human de-
cisions. In addition, manually constructed semantic
databases are not easily portable across text domains
or languages. Hence, there is a need for developing
semantic acquisition algorithms that are as unsuper-
vised and language independent as possible.

A fundamental type of semantic resource is that
of concepts (represented by sets of lexical items)
and their inter-relationships. While there is rel-
atively good agreement as to what concepts are

and which concepts should exist in a lexical re-
source, identifying types of important lexical rela-
tionships is a rather difficult task. Most established
resources (e.g., WordNet) represent only the main
and widely accepted relationships such as hyper-
nymy and meronymy. However, there are many
other useful relationships between concepts, such as
noun-modifier and inter-verb relationships. Identi-
fying and representing these explicitly can greatly
assist various tasks and applications. There are al-
ready applications that utilize such knowledge (e.g.,
(Tatu and Moldovan, 2005) for textual entailment).

One of the leading methods in semantics acqui-
sition is based on patterns (see e.g., (Hearst, 1992;
Pantel and Pennacchiotti, 2006)). The standard pro-
cess for pattern-based relation extraction is to start
with hand-selected patterns or word pairs express-
ing a particular relationship, and iteratively scan
the corpus for co-appearances of word pairs in pat-
terns and for patterns that contain known word pairs.
This methodology is semi-supervised, requiring pre-
specification of the desired relationship or hand-
coding initial seed words or patterns. The method
is quite successful, and examining its results in de-
tail shows that concept relationships are often being
manifested by several different patterns.

In this paper, unlike the majority of studies that
use patterns in order to find instances of given rela-
tionships, we use sets of patterns as thedefinitions
of lexical relationships. We introducepattern clus-
ters, a novel framework in which each cluster cor-
responds to a relationship that can hold between the
lexical items that fill its patterns’ slots. We present
a fully unsupervised algorithm to compute pat-
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tern clusters, not requiring any, even implicit, pre-
specification of relationship types or word/pattern
seeds. Our algorithm does not utilize preprocess-
ing such as POS tagging and parsing. Some patterns
may be present in several clusters, thus indirectly ad-
dressing pattern ambiguity.

The algorithm is comprised of the following
stages. First, we randomly select hook words and
create a context corpus (hook corpus) for each hook
word. Second, we define a meta-pattern using high
frequency words and punctuation. Third, in each
hook corpus, we use the meta-pattern to discover
concrete patterns and target words co-appearing
with the hook word. Fourth, we cluster the patterns
in each corpus according to co-appearance of the tar-
get words. Finally, we merge clusters from different
hook corpora to produce the final structure. We also
propose a way to label each cluster by word pairs
that represent it best.

Since we are dealing with relationships that are
unspecified in advance, assessing the quality of the
resulting pattern clusters is non-trivial. Our evalu-
ation uses two methods: SAT tests, and compari-
son to known relationships. We used instances of
the discovered relationships to automatically gener-
ate analogy SAT tests in two languages, English and
Russian1. Human subjects answered these and real
SAT tests. English grades were 80% for our test and
71% for the real test (83% and 79% for Russian),
showing that our relationship definitions indeed re-
flect human notions of relationship similarity. In ad-
dition, we show that among our pattern clusters there
are clusters that cover major known noun-compound
and verb-verb relationships.

In the present paper we focus on the pattern clus-
ter resource itself and how to evaluate its intrinsic
quality. In (Davidov and Rappoport, 2008) we show
how to use the resource for a known task of a to-
tally different nature, classification of relationships
between nominals (based on annotated data), obtain-
ing superior results over previous work.

Section 2 discusses related work, and Section 3
presents the pattern clustering and labeling algo-
rithm. Section 4 describes the corpora we used and
the algorithm’s parameters in detail. Sections 5 and

1Turney and Littman (2005) automatically answers SAT
tests, while our focus is on generating them.

6 present SAT and comparison evaluation results.

2 Related Work

Extraction of relation information from text is a
large sub-field in NLP. Major differences between
pattern approaches include the relationship types
sought (including domain restrictions), the degrees
of supervision and required preprocessing, and eval-
uation method.

2.1 Relationship Types

There is a large body of related work that deals with
discovery of basic relationship types represented in
useful resources such as WordNet, including hyper-
nymy (Hearst, 1992; Pantel et al., 2004; Snow
et al., 2006), synonymy (Davidov and Rappoport,
2006; Widdows and Dorow, 2002) and meronymy
(Berland and Charniak, 1999; Girju et al., 2006).

Since named entities are very important in NLP,
many studies define and discover relations between
named entities (Hasegawa et al., 2004; Hassan et
al., 2006). Work was also done on relations be-
tween verbs (Chklovski and Pantel, 2004). There
is growing research on relations between nominals
(Moldovan et al., 2004; Girju et al., 2007).

2.2 Degree of Supervision and Preprocessing

While numerous studies attempt to discover one or
more pre-specified relationship types, very little pre-
vious work has directly attempted the discovery of
which main types of generic relationships actually
exist in an unrestricted domain. Turney (2006) pro-
vided a pattern distance measure that allows a fully
unsupervised measurement of relational similarity
between two pairs of words; such a measure could
in principle be used by a clustering algorithm in or-
der to deduce relationship types, but this was not
discussed. Unlike (Turney, 2006), we do not per-
form any pattern ranking. Instead we produce (pos-
sibly overlapping) hard clusters, where each pattern
cluster represents a relationship discovered in the
domain. Banko et al. (2007) and Rosenfeld and
Feldman (2007) find relationship instances where
the relationships are not specified in advance. They
aim to find relationship instances rather than iden-
tify generic semantic relationships. Thus, their rep-
resentation is very different from ours. In addition,
(Banko et al., 2007) utilize supervised tools such
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as a POS tagger and a shallow parser. Davidov et
al. (2007) proposed a method for unsupervised dis-
covery of concept-specific relations. That work, like
ours, relies on pattern clusters. However, it requires
initial word seeds and targets the discovery of rela-
tionships specific for some given concept, while we
attempt to discover and define generic relationships
that exist in the entire domain.

Studying relationships between tagged named en-
tities, (Hasegawa et al., 2004; Hassan et al., 2006)
proposed unsupervised clustering methods that as-
sign given sets of pairs into several clusters, where
each cluster corresponds to one of a known set of re-
lationship types. Their classification setting is thus
very different from our unsupervised discovery one.

Several recent papers discovered relations on the
web using seed patterns (Pantel et al., 2004), rules
(Etzioni et al., 2004), and word pairs (Pasca et al.,
2006; Alfonseca et al., 2006). The latter used the
notion of hook which we also use in this paper.
Several studies utilize some preprocessing, includ-
ing parsing (Hasegawa et al., 2004; Hassan et al.,
2006) and usage of syntactic (Suchanek et al., 2006)
and morphological (Pantel et al., 2004) informa-
tion in patterns. Several algorithms use manually-
prepared resources, including WordNet (Moldovan
et al., 2004; Costello et al., 2006) and Wikipedia
(Strube and Ponzetto, 2006). In this paper, we
do not utilize any language-specific preprocessing
or any other resources, which makes our algorithm
relatively easily portable between languages, as we
demonstrate in our bilingual evaluation.

2.3 Evaluation Method

Evaluation for hypernymy and synonymy usually
uses WordNet (Lin and Pantel, 2002; Widdows and
Dorow, 2002; Davidov and Rappoport, 2006). For
more specific lexical relationships like relationships
between verbs (Chklovski and Pantel, 2004), nom-
inals (Girju et al., 2004; Girju et al., 2007) or
meronymy subtypes (Berland and Charniak, 1999)
there is still little agreement which important rela-
tionships should be defined. Thus, there are more
than a dozen different type hierarchies and tasks pro-
posed for noun compounds (and nominals in gen-
eral), including (Nastase and Szpakowicz, 2003;
Girju et al., 2005; Girju et al., 2007).

There are thus two possible ways for a fair eval-

uation. A study can develop its own relationship
definitions and dataset, like (Nastase and Szpakow-
icz, 2003), thus introducing a possible bias; or it
can accept the definition and dataset prepared by
another work, like (Turney, 2006). However, this
makes it impossible to work on new relationship
types. Hence, when exploring very specific relation-
ship types or very generic, but not widely accepted,
types (like verb strength), many researchers resort
to manual human-based evaluation (Chklovski and
Pantel, 2004). In our case, where relationship types
are not specified in advance, creating an unbiased
benchmark is very problematic, so we rely on hu-
man subjects for relationship evaluation.

3 Pattern Clustering Algorithm

Our algorithm first discovers and clusters patterns in
which a single (‘hook’) word participates, and then
merges the resulting clusters to form the final struc-
ture. In this section we detail the algorithm. The
algorithm utilizes several parameters, whose selec-
tion is detailed in Section 4. We refer to a pattern
contained in our clusters (a pattern type) as a ‘pat-
tern’ and to an occurrence of a pattern in the corpus
(a pattern token) as a ‘pattern instance’.

3.1 Hook Words and Hook Corpora

As a first step, we randomly select a set of hook
words. Hook words were used in e.g. (Alfonseca
et al., 2006) for extracting general relations starting
from given seed word pairs. Unlike most previous
work, our hook words are not provided in advance
but selected randomly; the goal in those papers is
to discover relationships between given word pairs,
while we use hook words in order to discover rela-
tionships that generally occur in the corpus.

Only patterns in which a hook word actually par-
ticipates will eventually be discovered. Hence, in
principle we should select as many hook words as
possible. However, words whose frequency is very
high are usually ambiguous and are likely to produce
patterns that are too noisy, so we do not select words
with frequency higher than a parameterFC . In ad-
dition, we do not select words whose frequency is
below a thresholdFB, to avoid selection of typos
and other noise that frequently appear on the web.

We also limit the total numberN of hook words.
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Our algorithm merges clusters originating from dif-
ferent hook words. Using too many hook words in-
creases the chance that some of them belong to a
noisy part in the corpus and thus lowers the quality
of our resulting clusters.

For each hook word, we now create a hook cor-
pus, the set of the contexts in which the word ap-
pears. Each context is a window containingW
words or punctuation characters before and after the
hook word. We avoid extracting text from clearly
unformatted sentences and our contexts do not cross
paragraph boundaries.

The size of each hook corpus is much smaller than
that of the whole corpus, easily fitting into main
memory; the corpus of a hook word occurringh
times in the corpus contains at most2hW words.
Since most operations are done on each hook corpus
separately, computation is very efficient.

Note that such context corpora can in principle be
extracted by focused querying on the web, making
the system dynamically scalable. It is also possi-
ble to restrict selection of hook words to a specific
domain or word type, if we want to discover only
a desired subset of existing relationships. Thus we
could sample hook words from nouns, verbs, proper
names, or names of chemical compounds if we are
only interested in discovering relationships between
these. Selecting hook words randomly allows us to
avoid using any language-specific data at this step.

3.2 Pattern Specification

In order to reduce noise and to make the computa-
tion more efficient, we did not consider all contexts
of a hook word as pattern candidates, only contexts
that are instances of a specified meta-pattern type.
Following (Davidov and Rappoport, 2006), we clas-
sified words into high-frequency words (HFWs) and
content words (CWs). A word whose frequency is
more (less) thanFH (FC) is considered to be a HFW
(CW). Unlike (Davidov and Rappoport, 2006), we
consider all punctuation characters as HFWs. Our
patterns have the general form

[Prefix] CW1 [Infix] CW2 [Postfix]

where Prefix, Infix and Postfix contain only HFWs.
To reduce the chance of catchingCWi’s that are
parts of a multiword expression, we require Prefix
and Postfix to have at least one word (HFW), while

Infix is allowed to contain any number of HFWs (but
recall that the total length of a pattern is limited by
window size). A pattern example is‘such X as Y
and’. During this stage we only allow single words
to be in CW slots2.

3.3 Discovery of Target Words

For each of the hook corpora, we now extract all
pattern instances where one CW slot contains the
hook word and the other CW slot contains some
other (‘target’) word. To avoid the selection of com-
mon words as target words, and to avoid targets ap-
pearing in pattern instances that are relatively fixed
multiword expressions, we sort all target words in
a given hook corpus by pointwise mutual informa-
tion between hook and target, and drop patterns ob-
tained from pattern instances containing the lowest
and highestL percent of target words.

3.4 Local Pattern Clustering

We now have for each hook corpus a set of patterns.
All of the corresponding pattern instances share the
hook word, and some of them also share a target
word. We cluster patterns in a two-stage process.
First, we group in clusters all patterns whose in-
stances share the same target word, and ignore the
rest. For each target word we have a single pattern
cluster. Second, we merge clusters that share more
thanS percent of their patterns. A pattern can ap-
pear in more than a single cluster. Note that clusters
contain patterntypes, obtained through examining
patterninstances.

3.5 Global Cluster Merging

The purpose of this stage is to create clusters of pat-
terns that express generic relationships rather than
ones specific to a single hook word. In addition,
the technique used in this stage reduces noise. For
each created cluster we will definecorepatterns and
unconfirmedpatterns, which are weighed differently
during cluster labeling (see Section 3.6). We merge
clusters from different hook corpora using the fol-
lowing algorithm:

1. Remove all patterns originating from a single hook
corpus.

2While for pattern clusters creation we use only single words
as CWs, later during evaluation we allow multiword expressions
in CW slots of previously acquired patterns.
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2. Mark all patterns of all present clusters as uncon-
firmed.

3. While there exists some clusterC1 from corpusDX

containing only unconfirmed patterns:
(a) Select a cluster with a minimal number of pat-

terns.
(b) For each corpusD different fromDX :

i. ScanD for clustersC2 that share at least
S percent of their patterns, and all of their
core patterns, withC1.

ii. Add all patterns ofC2 to C1, setting all
shared patterns as core and all others as
unconfirmed.

iii. Remove clusterC2.
(c) If all of C1’s patterns remain unconfirmed re-

moveC1.
4. If several clusters have the same set of core patterns

merge them according to rules (i,ii).

We start from the smallest clusters because we ex-
pect these to be more precise; the best patterns for
semantic acquisition are those that belong to small
clusters, and appear in many different clusters. At
the end of this algorithm, we have a set of pattern
clusters where for each cluster there are two subsets,
core patterns and unconfirmed patterns.

3.6 Labeling of Pattern Clusters

To label pattern clusters we define aHITS measure
that reflects the affinity of a given word pair to a
given cluster. For a given word pair(w1, w2) and
clusterC with n core patternsPcore andm uncon-
firmed patternsPunconf ,

Hits(C, (w1, w2)) =

|{p; (w1, w2) appears inp ∈ Pcore}| /n+

α × |{p; (w1, w2) appears inp ∈ Punconf}| /m.

In this formula, ‘appears in’ means that the word
pair appears in instances of this pattern extracted
from the original corpus or retrieved from the web
during evaluation (see Section 5.2). Thus if some
pair appears in most of patterns of some cluster it
receives a highHITS value for this cluster. The top
5 pairs for each cluster are selected as its labels.
α ∈ (0..1) is a parameter that lets us modify the
relative weight of core and unconfirmed patterns.

4 Corpora and Parameters

In this section we describe our experimental setup,
and discuss in detail the effect of each of the algo-
rithms’ parameters.

4.1 Languages and Corpora

The evaluation was done using corpora in English
and Russian. The English corpus (Gabrilovich and
Markovitch, 2005) was obtained through crawling
the URLs in the Open Directory Project (dmoz.org).
It contains about 8.2G words and its size is about
68GB of untagged plain text. The Russian corpus
was collected over the web, comprising a variety of
domains, including news, web pages, forums, nov-
els and scientific papers. It contains 7.5G words of
size 55GB untagged plain text. Aside from remov-
ing noise and sentence duplicates, we did not apply
any text preprocessing or tagging.

4.2 Parameters

Our algorithm uses the following parameters:FC ,
FH , FB, W , N , L, S andα. We used part of the
Russian corpus as a development set for determin-
ing the parameters. On our development set we have
tested various parameter settings. A detailed analy-
sis of the involved parameters is beyond the scope
of this paper; below we briefly discuss the observed
qualitative effects of parameter selection. Naturally,
the parameters are not mutually independent.

FC (upper bound for content word frequency in
patterns) influences which words are considered as
hook and target words. More ambiguous words gen-
erally have higher frequency. Since content words
determine the joining of patterns into clusters, the
more ambiguous a word is, the noisier the result-
ing clusters. Thus, higher values ofFC allow more
ambiguous words, increasing cluster recall but also
increasing cluster noise, while lower ones increase
cluster precision at the expense of recall.

FH (lower bound for HFW frequency in patterns)
influences the specificity of patterns. Higher val-
ues restrict our patterns to be based upon the few
most common HFWs (like ‘the’, ‘of’, ‘and’) and
thus yield patterns that are very generic. Lowering
the values, we obtain increasing amounts of pattern
clusters for more specific relationships. The value
we use forFH is lower than that used forFC , in or-
der to allow as HFWs function words of relatively
low frequency (e.g., ‘through’), while allowing as
content words some frequent words that participate
in meaningful relationships (e.g., ‘game’). However,
this way we may also introduce more noise.

696



FB (lower bound for hook words) filters hook
words that do not appear enough times in the cor-
pus. We have found that this parameter is essential
for removing typos and other words that do not qual-
ify as hook words.

N (number of hook words) influences relation-
ship coverage. With higherN values we discover
more relationships roughly of the same specificity
level, but computation becomes less efficient and
more noise is introduced.

W (window size) determines the length of the dis-
covered patterns. Lower values are more efficient
computationally, but values that are too low result in
drastic decrease in coverage. Higher values would
be more useful when we allow our algorithm to sup-
port multiword expressions as hooks and targets.

L (target word mutual information filter) helps in
avoiding using as targets common words that are
unrelated to hooks, while still catching as targets
frequent words that are related. LowL values de-
crease pattern precision, allowing patterns like‘give
X please Y more’, where X is the hook (e.g., ‘Alex’)
and Y the target (e.g., ‘some’). High values increase
pattern precision at the expense of recall.

S (minimal overlap for cluster merging) is a clus-
ters merge filter. Higher values cause more strict
merging, producing smaller but more precise clus-
ters, while lower values start introducing noise. In
extreme cases, low values can start a chain reaction
of total merging.

α (core vs. unconfirmed weight forHITS labeling)
allows lower quality patterns to complement higher
quality ones during labeling. Higher values increase
label noise, while lower ones effectively ignore un-
confirmed patterns during labeling.

In our experiments we have used the following
values (again, determined using a development set)
for these parameters:FC : 1, 000 words per mil-
lion (wpm); FH : 100 wpm; FB: 1.2 wpm; N : 500
words;W : 5 words;L: 30%; S: 2/3; α: 0.1.

5 SAT-based Evaluation

As discussed in Section 2, the evaluation of semantic
relationship structures is non-trivial. The goal of our
evaluation was to assess whether pattern clusters in-
deed represent meaningful, precise and different re-
lationships. There are two complementary perspec-

tives that a pattern clusters quality assessment needs
to address. The first is the quality (precision/recall)
of individual pattern clusters: does each pattern clus-
ter capture lexical item pairs of the same semantic
relationship? does it recognize many pairs of the
same semantic relationship? The second is the qual-
ity of the cluster set as whole: does the pattern clus-
ters set allow identification of important known se-
mantic relationships? do several pattern clusters de-
scribe the same relationship?

Manually examining the resulting pattern clus-
ters, we saw that the majority of sampled clusters in-
deed clearly express an interesting specific relation-
ship. Examples include familiar hypernymy clusters
such as3 {‘such X as Y’, ‘X such as Y’, ‘Y and other
X’,} with label (pets, dogs), and much more specific
clusters like{ ‘buy Y accessory for X!’, ‘shipping Y
for X’, ‘Y is available for X’, ‘Y are available for X’,
‘Y are available for X systems’, ‘Y for X’}, labeled
by (phone, charger). Some clusters contain overlap-
ping patterns, like‘Y for X’, but represent different
relationships when examined as a whole.

We addressed the evaluation questions above us-
ing a SAT-like analogy test automatically generated
from word pairs captured by our clusters (see below
in this section). In addition, we tested coverage and
overlap of pattern clusters with a set of 35 known re-
lationships, and we compared our patterns to those
found useful by other algorithms (the next section).

Quantitatively, the final number of clusters is508
(470) for English (Russian), and the average cluster
size is5.5 (6.1) pattern types. 55% of the clusters
had no overlap with other clusters.

5.1 SAT Analogy Choice Test

Our main evaluation method, which is also a use-
ful application by itself, uses our pattern clusters to
automatically generate SAT analogy questions. The
questions were answered by human subjects.

We randomly selected 15 clusters. This allowed
us to assess the precision of the whole cluster set as
well as of the internal coherence of separate clus-
ters (see below). For each cluster, we constructed
a SAT analogy question in the following manner.
The header of the question is a word pair that is one
of the label pairs of the cluster. The five multiple

3For readability, we omit punctuations in Prefix and Postfix.
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choice items include: (1) another label of the clus-
ter (the ‘correct’ answer); (2) three labels of other
clusters among the 15; and (3) a pair constructed by
randomly selecting words from those making up the
various cluster labels.

In our sample there were no word pairs assigned
as labels to more than one cluster4. As a baseline for
comparison, we have mixed these questions with 15
real SAT questions taken from English and Russian
SAT analogy tests. In addition, we have also asked
our subjects to write down one example pair of the
same relationship for each question in the test.

As an example, from one of the 15 clusters we
have randomly selected the label (glass, water). The
correct answer selected from the same cluster was
(schoolbag, book). The three pairs randomly se-
lected from the other 14 clusters were (war, death),
(request, license) and (mouse, cat). The pair ran-
domly selected from a cluster not among the 15 clus-
ters was (milk, drink). Among the subjects’ propos-
als for this question were (closet, clothes) and (wal-
let, money).

We computed accuracy of SAT answers, and the
correlation between answers for our questions and
the real ones (Table 1). Three things are demon-
strated about our system when humans are capable
of selecting the correct answer. First, our clusters
are internally coherent in the sense of expressing a
certain relationship, because people identified that
the pairs in the question header and in the correct
answer exhibit the same relationship. Second, our
clusters distinguish between different relationships,
because the three pairs not expressing the same rela-
tionship as the header were not selected by the evalu-
ators. Third, our cluster labeling algorithm produces
results that are usable by people.

The test was performed in both English and Rus-
sian, with 10 (6) subjects for English (Russian).
The subjects (biology and CS students) were not in-
volved with the research, did not see the clusters,
and did not receive any special training as prepara-
tion. Inter-subject agreement and Kappa were 0.82,
0.72 (0.9, 0.78) for English (Russian). As reported
in (Turney, 2005), an average high-school SAT
grade is 57. Table 1 shows the final English and Rus-

4But note that a pair can certainly obtain a positiveHITS

value for several clusters.

Our method Real SAT Correlation
English 80% 71% 0.85
Russian 83% 79% 0.88

Table 1: Pattern cluster evaluation using automatically
generated SAT analogy choice questions.

sian grade average for ours and real SAT questions.
We can see that for both languages, around80%

of the choices were correct (the random choice base-
line is 20%). Our subjects are university students,
so results higher than57 are expected, as we can
see from real SAT performance. The difference
in grades between the two languages might be at-
tributed to the presence of relatively hard and un-
common words. It also may result from the Russian
test being easier because there is less verb-noun am-
biguity in Russian.

We have observed a high correlation between true
grades and ours, suggesting that our automatically
generated test reflects the ability to recognize analo-
gies and can be potentially used for automated gen-
eration of SAT-like tests.

The results show that our pattern clusters indeed
mirror a human notion of relationship similarity and
represent meaningful relationships. They also show
that as intended, different clusters describe different
relationships.

5.2 Analogy Invention Test

To assess recall of separate pattern clusters, we have
asked subjects to provide (if possible) an additional
pair for each SAT question. On each such pair
we have automatically extracted a set of pattern in-
stances that capture this pair by using automated
web queries. Then we calculated theHITS value for
each of the selected pairs and assigned them to clus-
ters with highestHITS value. The numbers of pairs
provided were 81 for English and 43 for Russian.

We have estimated precision for this task as
macro-average of percentage of correctly assigned
pairs, obtaining87% for English and82% for Rus-
sian (the random baseline of this 15-class classifi-
cation task is6.7%). It should be noted however
that the human-provided additional relationship ex-
amples in this test are not random so it may intro-
duce bias. Nevertheless, these results confirm that
our pattern clusters are able to recognize new in-
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30 Noun Compound Relationships
Avg. num Overlap
of clusters

Russian 1.8 0.046
English 1.7 0.059

5 Verb Verb Relationships
Russian 1.4 0.01
English 1.2 0

Table 2: Patterns clusters discovery of known relation-
ships.

stances of relationships of the same type.

6 Evaluation Using Known Information

We also evaluated our pattern clusters using relevant
information reported in related work.

6.1 Discovery of Known Relationships

To estimate recall of our pattern cluster set, we
attempted to estimate whether (at least) a subset
of known relationships have corresponding pattern
clusters. As a testing subset, we have used 35 re-
lationships for both English and Russian. 30 rela-
tions are noun compound relationships as proposed
in the (Nastase and Szpakowicz, 2003) classifica-
tion scheme, and 5 relations are verb-verb relations
proposed by (Chklovski and Pantel, 2004). We
have manually created sets of 5 unambiguous sam-
ple pairs for each of these 35 relationships. For each
such pair we have assigned the pattern cluster with
bestHITS value.

The middle column of Table 2 shows the average
number of clusters per relationship. Ideally, if for
each relationship all 5 pairs are assigned to the same
cluster, the average would be 1. In the worst case,
when each pair is assigned to a different cluster, the
average would be 5. We can see that most of the
pairs indeed fall into one or two clusters, success-
fully recognizing that similarly related pairs belong
to the same cluster. The column on the right shows
the overlap between different clusters, measured as
the average number of shared pairs in two randomly
selected clusters. The baseline in this case is essen-
tially 5, since there are more than 400 clusters for 5
word pairs. We see a very low overlap between as-
signed clusters, which shows that these clusters in-
deed separate well between defined relations.

6.2 Discovery of Known Pattern Sets

We compared our clusters to lists of patterns re-
ported as useful by previous papers. These lists
included patterns expressing hypernymy (Hearst,
1992; Pantel et al., 2004), meronymy (Berland and
Charniak, 1999; Girju et al., 2006), synonymy
(Widdows and Dorow, 2002; Davidov and Rap-
poport, 2006), and verb strength + verb happens-
before (Chklovski and Pantel, 2004). In all cases,
we discovered clusters containing all of the reported
patterns (including their refinements with domain-
specific prefix or postfix) and not containing patterns
of competing relationships.

7 Conclusion

We have proposed a novel way to define and identify
generic lexical relationships as clusters of patterns.
Each such cluster is set of patterns that can be used
to identify, classify or capture new instances of some
unspecified semantic relationship. We showed how
such pattern clusters can be obtained automatically
from text corpora without any seeds and without re-
lying on manually created databases or language-
specific text preprocessing. In an evaluation based
on an automatically created analogy SAT test we
showed on two languages that pairs produced by our
clusters indeed strongly reflect human notions of re-
lation similarity. We also showed that the obtained
pattern clusters can be used to recognize new ex-
amples of the same relationships. In an additional
test where we assign labeled pairs to pattern clus-
ters, we showed that they provide good coverage for
known noun-noun and verb-verb relationships for
both tested languages.

While our algorithm shows good performance,
there is still room for improvement. It utilizes a set
of constants that affect precision, recall and the gran-
ularity of the extracted cluster set. It would be ben-
eficial to obtain such parameters automatically and
to create a multilevel relationship hierarchy instead
of a flat one, thus combining different granularity
levels. In this study we applied our algorithm to a
generic domain, while the same method can be used
for more restricted domains, potentially discovering
useful domain-specific relationships.
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Abstract

Web search engines today typically show re-
sults as a list of titles and short snippets that
summarize how the retrieved documents are
related to the query. However, recent research
suggests that longer summaries can be prefer-
able for certain types of queries. This pa-
per presents empirical evidence that judges
can predict appropriate search result summary
lengths, and that perceptions of search result
quality can be affected by varying these result
lengths. These findings have important impli-
cations for search results presentation, espe-
cially for natural language queries.

1 Introduction

Search results listings on the web have become stan-
dardized as a list of information summarizing the
retrieved documents. This summary information is
often referred to as the document’ssurrogate(Mar-
chionini et al., 2008).

In older search systems, such as those used in
news and legal search, the document surrogate typ-
ically consisted of the title and important metadata,
such as date, author, source, and length of the article,
as well as the document’s manually written abstract.
In most cases, the full text content of the document
was not available to the search engine and so no ex-
tracts could be made.

In web search, document surrogates typically
show the web page’s title, a URL, and information
extracted from the full text contents of the docu-
ment. This latter part is referred to by several dif-
ferent names, includingsummary, abstract, extract,

andsnippet. Today it is standard for web search en-
gines to show these summaries as one or two lines
of text, often with ellipses separating sentence frag-
ments. However, there is evidence that the ideal re-
sult length is often longer than the standard snippet
length, and that furthermore, result length depends
on the type of answer being sought.

In this paper, we systematically examine the ques-
tion of search result length preference, comparing
different result lengths for different query types. We
find evidence that desired answer length is sensitive
to query type, and that for some queries longer an-
swers are judged to be of higher quality.

In the following sections we summarize the re-
lated work on result length variation and on query
topic classification. We then describe two studies. In
the first, judges examined queries and made predic-
tions about the expected answer types and the ideal
answer lengths. In the second study, judges rated
answers of different lengths for these queries. The
studies find evidence supporting the idea that differ-
ent query types are best answered with summaries
of different lengths.

2 Related Work

2.1 Query-biased Summaries

In the early days of the web, the result summary
consisted of the first few lines of text, due both to
concerns about intellectual property, and because of-
ten that was the only part of the full text that the
search engines retained from their crawls. Eventu-
ally, search engines started showing what are known
variously asquery-biased summaries, keyword-in-
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context(KWIC) extractions, anduser-directed sum-
maries (Tombros and Sanderson, 1998). In these
summaries, sentence fragments, full sentences, or
groups of sentences that contain query terms are ex-
tracted from the full text. Early versions of this idea
were developed in the Snippet Search tool (Peder-
sen et al., 1991) and the Superbook tool’s Table-of-
Contents view (Egan et al., 1989).

A query-biased summary shows sentences that
summarize the ways the query terms are used within
the document. In addition to showing which subsets
of query terms occur in a retrieved document, this
display also exposes the context in which the query
terms appear with respect to one another.

Research suggests that query-biased summaries
are superior to showing the first few sentences from
documents. Tombros & Sanderson (1998), in a
study with 20 participants using TRECad hocdata,
found higher precision and recall and higher sub-
jective preferences for query-biased summaries over
summaries showing the first few sentences. Simi-
lar results for timing and subjective measurements
were found by White et al. (2003) in a study with
24 participants. White et al. (2003) also describe
experiments with different sentence selection mech-
anisms, including giving more weight to sentences
that contained query words along with text format-
ting.

There are significant design questions surround-
ing how best to formulate and display query-biased
summaries. As with standard document summariza-
tion and extraction, there is an inherent trade-off
between showing long, informative summaries and
minimizing the screen space required by each search
hit. There is also a tension between showing short
snippets that contain all or most of the query terms
and showing coherent stretches of text. If the query
terms do not co-occur near one another, then the ex-
tract has to become very long if full sentences and
all query terms are to be shown. Many web search
engine snippets compromise by showing fragments
instead of sentences.

2.2 Studies Comparing Results Lengths

Recently, a few studies have analyzed the results of
varying search summary length.

In the question-answering context (as opposed to
general web search), Lin et al. (2003) conducted

a usability study with 32 computer science students
comparing four types of answer context: exact an-
swer, answer-in-sentence, answer-in-paragraph, and
answer-in-document. To remove effects of incorrect
answers, they used a system that produced only cor-
rect answers, drawn from an online encyclopedia.
Participants viewed answers for 8 question scenar-
ios. Lin et al. (2003) found no significant differ-
ences in task completion times, but they did find dif-
ferences in subjective responses. Most participants
(53%) preferred paragraph-sized chunks, noting that
a sentence wasn’t much more information beyond
the exact answer, and a full document was often-
times too long. That said, 23% preferred full docu-
ments, 20% preferred sentences, and one participant
preferred exact answer, thus suggesting that there is
considerable individual variation.

Paek et al. (2004) experimented with showing dif-
fering amounts of summary information in results
listings, controlling the study design so that only
one result in each list of 10 was relevant. For half
the test questions, the target information was visi-
ble in the original snippet, and for the other half, the
participant needed to use their mouse to view more
information from the relevant search result. They
compared three interface conditions:

(i) a standard search results listing, in which a
mouse click on the title brings up the full text
of the web page,

(ii) “instant” view, for which a mouseclick ex-
panded the document summary to show addi-
tional sentences from the document, and those
sentences contained query terms and the an-
swer to the search task, and

(iii) a “dynamic” view that responded to a mouse
hover, and dynamically expanded the summary
with a few words at a time.

Eleven out of 18 participants preferred instant
view over the other two views, and on average all
participants produced faster and more accurate re-
sults with this view. Seven participants preferred dy-
namic view over the others, but many others found
this view disruptive. The dynamic view suffered
from the problem that, as the text expanded, the
mouse no longer covered the selected results, and
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so an unintended, different search result sometimes
started to expand. Notably, none of the participants
preferred the standard results listing view.

Cutrell & Guan (2007), compared search sum-
maries of varying length: short (1 line of text),
medium (2-3 lines) and long (6-7 lines) using search
engine-produced snippets (it is unclear if the sum-
mary text was contiguous or included ellipses).
They also compared 6 navigational queries (where
the goal is to find a website’s homepage), with 6 in-
formational queries (e.g., “find when the Titanic set
sail for its only voyage and what port it left from,”
“find out how long the Las Vegas monorail is”). In
a study with 22 participants, they found that partic-
ipants were 24 seconds faster on average with the
long view than with the short and medium view. The
also found that participants were 10 seconds slower
on average with the long view for the navigational
tasks. They present eye tracking evidence which
suggests that on the navigational task, the extra text
distracts the eye from the URL. They did not re-
port on subjective responses to the different answer
lengths.

Rose et al. (2007) varied search results summaries
along several dimensions, finding that text choppi-
ness and sentence truncation had negative effects,
and genre cues had positive effects. They did not
find effects for varying summary length, but they
only compared relatively similar summary lengths
(2 vs. 3 vs. 4 lines long).

2.3 Categorizing Questions by Expected
Answer Types

In the field of automated question-answering, much
effort has been expended on automatically deter-
mining the kind of answer that is expected for a
given question. The candidate answer types are
often drawn from the types of questions that have
appeared in the TREC Question Answering track
(Voorhees, 2003). For example, the Webclopedia
project created a taxonomy of 180 types of ques-
tion targets (Hovy et al., 2002), and the FALCON
project (Harabagiu et al., 2003) developed an an-
swer taxonomy with 33 top level categories (such
as PERSON, TIME, REASON, PRODUCT, LOCA-
TION, NUMERICAL VALUE, QUOTATION), and
these were further refined into an unspecified num-
ber of additional categories. Ramakrishnan et al.

(2004) show an automated method for determining
expected answer types using syntactic information
and mapping query terms to WordNet.

2.4 Categorizing Web Queries

A different line of research is the query log cate-
gorization problem. In query logs, the queries are
often much more terse and ill-defined than in the
TREC QA track, and, accordingly, the taxonomies
used to classify what is called the query intent have
been much more general.

In an attempt to demonstrate how information
needs for web search differ from the assumptions
of pre-web information retrieval systems, Broder
(2002) created a taxonomy of web search goals, and
then estimated frequency of such goals by a com-
bination of an online survey (3,200 responses, 10%
response rate) and a manual analysis of 1,000 query
from the AltaVista query logs. This taxonomy has
been heavily influential in discussions of query types
on the Web.

Rose & Levinson (2004) followed up on Broder’s
work, again using web query logs, but developing
a taxonomy that differed somewhat from Broder’s.
They manually classified a set of 1,500 AltaVista
search engine log queries. For two sets of 500
queries, the labeler saw just the query and the re-
trieved documents; for the third set the labeler also
saw information about which item(s) the searcher
clicked on. They found that the classifications that
used the extra information about clickthrough did
not change the proportions of assignments to each
category. Because they did not directly compare
judgments with and without click information on
the same queries, this is only weak evidence that
query plus retrieved documents is sufficient to clas-
sify query intent.

Alternatively, queries from web query logs can be
classified according to thetopic of the query, inde-
pendent of the type of information need. For ex-
ample, a search involving the topic of weather can
consist of the simple information need of looking
at today’s forecast, or the rich and complex infor-
mation need of studying meteorology. Over many
years, Spink & Jansen et al. (2006; 2007) have man-
ually analyzed samples of query logs to track a num-
ber of different trends. One of the most notable is
the change in topic mix. As an alternative to man-
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ual classification of query topics, Shen et al. (2005)
described an algorithm for automatically classifying
web queries into a set of pre-defined topics. More re-
cently, Broder et al. (2007) presented a highly accu-
rate method (around .7 F-score) for classifying short,
rare queries into a taxonomy of 6,000 categories.

3 Study Goals

Related work suggests that longer results are prefer-
able, but not for all query types. The goal of our
efforts was to determine preferred result length for
search results, depending on type of query. To do
this, we performed two studies:

1. We asked a set of judges to categorize a large
set of web queries according to their expected
preferred response type and expected preferred
response length.

2. We then developed high-quality answer pas-
sages of different lengths for a subset of these
queries by selecting appropriate passages from
the online encyclopedia Wikipedia, and asked
judges to rate the quality of these answers.

The results of this study should inform search in-
terface designers about what the best presentation
format is.

3.1 Using Mechanical Turk

For these studies, we make use of a web service of-
fered by Amazon.com called Mechanical Turk, in
which participants (called “turkers”) are paid small
sums of money in exchange for work on “Human
Intelligence tasks” (HITs).1 These HITs are gener-
ated from an XML description of the task created
by the investigator (called a “requester”). The par-
ticipants can come from any walk of life, and their
identity is not known to the requesters. We have in
past work found the results produced by these judges
to be of high quality, and have put into place vari-
ous checks to detect fraudulent behavior. Other re-
searchers have investigated the efficacy of language

1Website: http://www.mturk.com. For experiment 1, ap-
proximately 38,000 HITs were completed at a cost of about
$1,500. For experiment 2, approximately 7,300 HITs were
completed for about $170. Turkers were paid between $.01 and
$.05 per HIT depending on task complexity; Amazon imposes
additional charges.

1. Person(s)
2. Organization(s)
3. Time(s) (date, year, time span etc.)
4. Number or Quantity
5. Geographic Location(s) (e.g., city, lake, address)
6. Place(s) (e.g.,”the White House”, “at a supermar-
ket”)
7. Obtain resource online (e.g., movies, lyrics, books,
magazines, knitting patterns)
8. Website or URL
9. Purchase and product information
10. Gossip and celebrity information
11. Language-related (e.g., translations, definitions,
crossword puzzle answers)
12. General information about a topic
13. Advice
14. Reason or Cause, Explanation
15. Yes/No, with or without explanation or evidence
16. Other
17. Unjudgable

Table 1: Allowable responses to the question: “What sort
of result or results does the query ask for?” in the first
experiment.

1. A word or short phrase
2. A sentence
3. One or more paragraphs (i.e. at least several sen-
tences)
4. An article or full document
5. A list
6. Other, or some combination of the above

Table 2: Allowable responses to the question: “How long
is the best result for this query?” in the first experiment.

annotation using this service and have found that the
results are of high quality (Su et al., 2007).

3.2 Estimating Ideal Answer Length and Type

We developed a set of 12,790 queries, drawn from
Powerset’s in house query database which con-
tains representative subsets of queries from different
search engines’ query logs, as well as hand-edited
query sets used for regression testing. There are a
disproportionally large number of natural language
queries in this set compared with query sets from
typical keyword engines. Such queries are often
complete questions and are sometimes grammatical
fragments (e.g., “date of next US election”) and so
are likely to be amenable to interesting natural lan-
guage processing algorithms, which is an area of in-
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Figure 1: Results of the first experiment. The y-axis shows the semantic type of the predicted answer, in the same
order as listed in Table 1; the x-axis shows the preferred length as listed in Table 2. Three bars with length greater
than 1,500 are trimmed to the maximum size to improve readability (GeneralInfo/Paragraphs, GeneralInfo/Article,
and Number/Phrase).

terest of our research. The average number of words
per query (as determined by white space separation)
was 5.8 (sd. 2.9) and the average number of char-
acters (including punctuation and white space) was
32.3 (14.9). This is substantially longer than the cur-
rent average for web search query, which was ap-
proximately 2.8 in 2005 (Jansen et al., 2007); this is
due to the existence of natural language queries.

Judges were asked to classify each query accord-
ing to its expected response type into one of 17 cat-
egories (see Table 1). These categories include an-
swer types used in question answering research as
well as (to better capture the diverse nature of web
queries) several more general response types such
as Adviceand General Information. Additionally,
we asked judges to anticipate what the best result
length would be for the query, as shown in Table 2.

Each of the 12,790 queries received three assess-
ments by MTurk judges. For answertypes, the
number of times all three judges agreed was 4537
(35.4%); two agreed 6030 times (47.1%), and none

agreed 2223 times (17.4%). Not surprisingly, there
was significant overlap between the labelGeneral-
Info and the other categories. For answerlength
estimations, all three judges agreed in 2361 cases
(18.5%), two agreed in 7210 cases (56.4%) and none
3219 times (25.2%).

Figure 1 summarizes expected length judgments
by estimated answer category. Distribution of the
length categories differs a great deal across the in-
dividual expected response categories. In general,
the results are intuitive: judges preferred short re-
sponses for “precise queries” (e.g., those asking for
numbers) and they preferred longer responses for
queries in broad categories likeAdvice or Gener-
alInfo. But some results are less intuitive: for ex-
ample, judges preferred different response lengths
for queries categorized asPersonandOrganization
– in fact for the latter the largest single selection
made wasList. Reviewing the queries for these
two categories, we note that most queries about or-
ganizations in our collection asked for companies
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length type average std dev
Word or Phrase 38.1 25.8
Sentence 148.1 71.4
Paragraph 490.5 303.1
Section 1574.2 1251.1

Table 3: Average number of characters for each answer
length type for the stimuli used in the second experiment.

(e.g. “around the world travel agency”) and for
these there usually is more than one correct answer,
whereas the queries about persons (“CEO of mi-
crosoft” ) typically only had one relevant answer.
The results of this table show that there are some
trends but not definitive relationships between query
type (as classified in this study) and expected answer
length. More detailed classifications might help re-
solve some of the conflicts.

3.3 Result Length Study

The purpose of the second study was twofold: first,
to see if doing a larger study confirms what is hinted
at in the literature: that search result lengths longer
than the standard snippet may be desirable for at
least a subset of queries. Second, we wanted to
see if judges’ predictions of desirable results lengths
would be confirmed by other judges’ responses to
search results of different lengths.

3.3.1 Method

It has been found that obtaining judges’ agree-
ment on intent of a query from a log can be difficult
(Rose and Levinson, 2004; Kellar et al., 2007). In
order to make the task of judging query relevance
easier, for the next phase of the study we focused
on only those queries for which all three assessors
in the first experiment agreed both on the category
label and on the estimated ideal length. There were
1099 such high-confidence queries, whose average
number of words was 6.3 (2.9) and average number
of characters was 34.5 (14.3).

We randomly selected a subset of the high-
agreement queries from the first experiment and
manually excluded queries for which it seemed ob-
vious that no responses could be found in Wikipedia.
These included queries about song lyrics, since in-
tellectual property restrictions prevent these being
posted, and crossword puzzle questions such as “a
four letter word for water.”

The remaining set contained 170 queries. MTurk
annotators were asked to find one good text passage
(in English) for each query from the Wikipedia on-
line encyclopedia. They were also asked to subdi-
vide the text of this answer into each of the following
lengths: a word or phrase, a sentence, a paragraph,
a section or an entire article.2 Thus, the shorter an-
swer passages are subsumed by the longer ones.

Table 3 shows the average lengths and standard
deviations of each result length type. Table 4 con-
tains sample answers for the shorter length formats
for one query. For 24 of the 170 queries the annota-
tors could not find a suitable response in Wikipedia,
e.g., “How many miles between NY and Milwau-
kee?” We collected two to five results for each of the
remaining 146 queries and manually chose the best
of these answer passages. Note that, by design, all
responses were factually correct; they only differed
in their length.

Ten MTurk judges saw each query/answer length
pair, and for each of these, were told: “Below you
see a search engine query and a possible response.
We would like you to give us your opinion about the
response. We are especially interested in the length
of the response. Is it suitable for the query? Is there
too much or not enough information? Please rate the
response on a scale from 0 (very bad response) to 10
(very good response).” There were 124 judges in to-
tal; of these, 16 did more than 146 HITs, meaning
they saw the same query more than one time (but
with different lengths). Upon examination of the re-
sults, we determined that two of these high-volume
judges were not trying to do the task properly, and so
we dropped their judgments from the final analysis.

3.3.2 Results

Our results show that judges prefer results of dif-
ferent lengths, depending on the query. The re-
sults also suggest that judges’ estimates of a pre-
ferred result length in the first experiment are ac-
curate predictors when there is strong agreement
among them. Figure 2 shows in four diagrams

2Note the slight difference between the length categories in
the first and second experiment: TheList and Other options
were dropped for the second experiment because we wanted to
concentrate on textual length. Additionally, to provide more
than one option betweenSentenceand Article, the category
One or more paragraphswas split up into two:(One) Para-
graphand(One) Section.

706



query Who was the first person to scale K2?
Paragraph An Italian expedition finally succeeded in ascending to the summit of K2 on July 31, 1954.

The expedition was led by Ardito Desio, although the two climbers who actually reached
the top were Lino Lacedelli and Achille Compagnoni. The team included a Pakistani mem-
ber, Colonel Muhammad Ata-ullah. He had been a part of an earlier 1953 American expe-
dition which failed to make the summit because of a storm which killed a key climber, Art
Gilkey. On the expedition also was the famous Italian climber Walter Bonatti. He proved
vital to the expeditions success in that he carried vital oxygen to 26,600ft for Lacedelli
and Compagnoni. His dramatic bivouac, at that altitude with the equipment, wrote another
chapter in the saga of Himalayan climbing.

Sentence The expedition was led by Ardito Desio, although the two climbers who actually reached
the top were Lino Lacedelli and Achille Compagnoni.

Phrase Lino Lacedelli and Achille Compagnoni

Table 4: Sample answers of differing lengths used as input for the second study. Note that the shorter answers are
contained in the longer ones. For the full article case, judges were asked to follow a hyperlink to an article.

Figure 2: Results of the second experiment, where each query/answer-length pair was assessed by 8–10 judges using
a scale of 0 (‘very bad’) to 10 (‘very good’). Marks indicate means and standard errors. The top left graph shows
responses of different lengths for queries that were classified asbest answered with a phrasein the first experiment.
The upper right shows responses for queries predicted to bebest answered with a sentence, lower left forbest answered
with one or more paragraphsand lower right forbest answered with an article.
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Slope Std. Error p-value
Phrase -0.850 0.044 < 0.0001

Sentence -0.550 0.050 < 0.0001
Paragraph 0.328 0.049 < 0.0001

Article 0.856 0.053 < 0.0001

Table 5: Results of unweighted linear regression on the
data for the second experiment, which was separated into
four groups based on the predicted preferred length.

how queries assigned by judges to one of the four
length categories from the first experiment were
judged when presented with responses of the five
answer lengths from the second experiment. The
graphs show the means and standard error of the
judges’ scores across all queries for each predicted-
length/presented-length combination.

In order to test whether these results are signifi-
cant we performed four separate linear regressions;
one for each of the predicted preferred length cat-
egories. The snippet length, the independent vari-
able, was coded as 1-5, shortest to longest. The
score for each query-snippet pair is the dependent
variable. Table 5 shows that for each group there is
evidence to reject the null hypothesis that the slope
is equal to 0 at the 99% confidence level. High
scores are associated with shorter snippet lengths
for queries with predicted preferred lengthphrase
or sentenceand also with longer snippet lengths for
queries with predicted preferred lengthparagraphs
or article. These associations are strongest for the
queries with the most extreme predicted preferred
lengths (phraseandarticle).

Our results also suggest the intuition that the best
answer lengths do not form strictly distinct classes,
but rather lie on a continuum. If the ideal response is
from a certain category (e.g., a sentence), returning a
result from an adjacent category (a phrase or a para-
graph) is not strongly penalized by judges, whereas
retuning a result from a category further up or down
the scale (an article) is.

One potential drawback of this study format is
that we do not show judges a list of results for
queries, as is standard in search engines, and so they
do not experience the tradeoff effect of longer results
requiring more scrolling if the desired answer is not
shown first. However, the earlier results of Cutrell &
Guan (2007) and Paek et al. (2004) suggest that the

preference for longer results occurs even in contexts
that require looking through multiple results. An-
other potential drawback of the study is that judges
only view one relevant result; the effects of showing
a list of long non-relevant results may be more neg-
ative than that of showing short non-relevant results;
this study would not capture that effect.

4 Conclusions and Future Work

Our studies suggest that different queries are best
served with different response lengths (Experi-
ment 1), and that for a subset of especially clear
queries, human judges can predict the preferred re-
sult lengths (Experiment 2). The results furthermore
support the contention that standard results listings
are too short in many cases, at least assuming that
the summary shows information that is relevant for
the query. These findings have important implica-
tions for the design of search results presentations,
suggesting that as user queries become more expres-
sive, search engine results should become more re-
sponsive to the type of answer desired. This may
mean showing more context in the results listing, or
perhaps using more dynamic tools such as expand-
on-mouseover to help answer the query in place.

The obvious next step is to determine how to au-
tomatically classify queries according to their pre-
dicted result length and type. For classifying ac-
cording to expected length, we have run some initial
experiments based on unigram word counts which
correctly classified 78% of 286 test queries (on 805
training queries) into one of three length bins. We
plan to pursue this further in future work. For classi-
fying according to type, as discussed above, most
automated query classification for web logs have
been based on the topic of the query rather than on
the intended result type, but the question answering
literature has intensively investigated how to pre-
dict appropriate answer types. It is likely that the
techniques from these two fields can be productively
combined to address this challenge.
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Abstract

Online forum discussions often contain vast
amounts of questions that are the focuses of
discussions. Extracting contexts and answers
together with the questions will yield not only
a coherent forum summary but also a valu-
able QA knowledge base. In this paper, we
propose a general framework based on Con-
ditional Random Fields (CRFs) to detect the
contexts and answers of questions from forum
threads. We improve the basic framework by
Skip-chain CRFs and 2D CRFs to better ac-
commodate the features of forums for better
performance. Experimental results show that
our techniques are very promising.

1 Introduction

Forums are web virtual spaces where people can ask
questions, answer questions and participate in dis-
cussions. The availability of vast amounts of thread
discussions in forums has promoted increasing in-
terests in knowledge acquisition and summarization
for forum threads. Forum thread usually consists
of an initiating post and a number of reply posts.
The initiating post usually contains several ques-
tions and the reply posts usually contain answers to
the questions and perhaps new questions. Forum
participants are not physically co-present, and thus
reply may not happen immediately after questions
are posted. The asynchronous nature and multi-
participants make multiple questions and answers

∗This work was done when Shilin Ding was a visiting stu-
dent at the Microsoft Research Asia

†This work was done when Gao Cong worked as a re-
searcher at the Microsoft Research Asia.

<context id=1>S1: Hi I am looking for a pet friendly
hotel in Hong Kong because all of my family is go-
ing there for vacation. S2: my family has 2 sons
and a dog.</context> <question id=1>S3: Is there
any recommended hotel near Sheung Wan or Tsing
Sha Tsui?</question> <context id=2,3>S4: We also
plan to go shopping in Causeway Bay.</context>
<question id=2>S5: What’s the traffic situa-
tion around those commercial areas?</question>
<question id=3>S6: Is it necessary to take a
taxi?</question>. S7: Any information would be ap-
preciated.
<answer qid=1>S8: The Comfort Lodge near
Kowloon Park allows pet as I know, and usually fits
well within normal budget. S9: It is also conve-
niently located, nearby the Kowloon railway station
and subway.</answer>
<answer qid=2,3> S10: It’s very crowd in those ar-
eas, so I recommend MTR in Causeway Bay because
it is cheap to take you around </answer>

Figure 1: An example thread with question-context-
answer annotated

interweaved together, which makes it more difficult
to summarize.

In this paper, we address the problem of detecting
the contexts and answers from forum threads for the
questions identified in the same threads. Figure 1
gives an example of a forum thread with questions,
contexts and answers annotated. It contains three
question sentences, S3, S5 and S6. Sentences S1
and S2 are contexts of question 1 (S3). Sentence S4
is the context of questions 2 and 3, but not 1. Sen-
tence S8 is the answer to question 3. (S4-S5-S10) is
one example of question-context-answer triple that
we want to detect in the thread. As shown in the ex-
ample, a forum question usually requires contextual
information to provide background or constraints.
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Moreover, it sometimes needs contextual informa-
tion to provide explicit link to its answers. For
example, S8 is an answer of question 1, but they
cannot be linked with any common word. Instead,
S8 shares word pet with S1, which is a context of
question 1, and thus S8 could be linked with ques-
tion 1 through S1. We call contextual information
the context of a question in this paper.

A summary of forum threads in the form of
question-context-answer can not only highlight the
main content, but also provide a user-friendly orga-
nization of threads, which will make the access to
forum information easier.

Another motivation of detecting contexts and an-
swers of the questions in forum threads is that it
could be used to enrich the knowledge base of
community-based question and answering (CQA)
services such as Live QnA and Yahoo! Answers,
where context is comparable with the question de-
scription while question corresponds to the question
title. For example, there were about 700,000 ques-
tions in the Yahoo! Answers travel category as of
January 2008. We extracted about 3,000,000 travel
related questions from six online travel forums. One
would expect that a CQA service with large QA data
will attract more users to the service. To enrich the
knowledge base, not only the answers, but also the
contexts are critical; otherwise the answer to a ques-
tion such as How much is the taxi would be useless
without context in the database.

However, it is challenging to detecting contexts
and answers for questions in forum threads. We as-
sume the questions have been identified in a forum
thread using the approach in (Cong et al., 2008).
Although identifying questions in a forum thread is
also nontrivial, it is beyond the focus of this paper.

First, detecting contexts of a question is important
and non-trivial. We found that 74% of questions in
our corpus, which contain 1,064 questions from 579
forum threads about travel, need contexts. However,
relative position information is far from adequate to
solve the problem. For example, in our corpus 63%
of sentences preceding questions are contexts and
they only represent 34% of all correct contexts. To
effectively detect contexts, the dependency between
sentences is important. For example in Figure 1,
both S1 and S2 are contexts of question 1. S1 could
be labeled as context based on word similarity, but it

is not easy to link S2 with the question directly. S1
and S2 are linked by the common word family, and
thus S2 can be linked with question 1 through S1.
The challenge here is how to model and utilize the
dependency for context detection.

Second, it is difficult to link answers with ques-
tions. In forums, multiple questions and answers
can be discussed in parallel and are interweaved to-
gether while the reply relationship between posts is
usually unavailable. To detect answers, we need to
handle two kinds of dependencies. One is the depen-
dency relationship between contexts and answers,
which should be leveraged especially when ques-
tions alone do not provide sufficient information to
find answers; the other is the dependency between
answer candidates (similar to sentence dependency
described above). The challenge is how to model
and utilize these two kinds of dependencies.

In this paper we propose a novel approach for de-
tecting contexts and answers of the questions in fo-
rum threads. To our knowledge this is the first work
on this.We make the following contributions:

First, we employ Linear Conditional Random
Fields (CRFs) to identify contexts and answers,
which can capture the relationships between con-
tiguous sentences.

Second, we also found that context is very im-
portant for answer detection. To capture the depen-
dency between contexts and answers, we introduce
Skip-chain CRF model for answer detection. We
also extend the basic model to 2D CRFs to model
dependency between contiguous questions in a fo-
rum thread for context and answer identification.

Finally, we conducted experiments on forum data.
Experimental results show that 1) Linear CRFs out-
perform SVM and decision tree in both context
and answer detection; 2) Skip-chain CRFs outper-
form Linear CRFs for answer finding, which demon-
strates that context improves answer finding; 3)
2D CRF model improves the performance of Linear
CRFs and the combination of 2D CRFs and Skip-
chain CRFs achieves better performance for context
detection.

The rest of this paper is organized as follows:
The next section discusses related work. Section 3
presents the proposed techniques. We evaluate our
techniques in Section 4. Section 5 concludes this
paper and discusses future work.
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2 Related Work

There is some research on summarizing discussion
threads and emails. Zhou and Hovy (2005) seg-
mented internet relay chat, clustered segments into
subtopics, and identified responding segments of
the first segment in each sub-topic by assuming
the first segment to be focus. In (Nenkova and
Bagga, 2003; Wan and McKeown, 2004; Rambow
et al., 2004), email summaries were organized by
extracting overview sentences as discussion issues.
Carenini et al (2007) leveraged both quotation re-
lation and clue words for email summarization. In
contrast, given a forum thread, we extract questions,
their contexts, and their answers as summaries.

Shrestha and McKeown (2004)’s work on email
summarization is closer to our work. They used
RIPPER as a classifier to detect interrogative ques-
tions and their answers and used the resulting ques-
tion and answer pairs as summaries. However, it did
not consider contexts of questions and dependency
between answer sentences.

We also note the existing work on extracting
knowledge from discussion threads. Huang et
al.(2007) used SVM to extract input-reply pairs from
forums for chatbot knowledge. Feng et al. (2006a)
used cosine similarity to match students’ query with
reply posts for discussion-bot. Feng et al. (2006b)
identified the most important message in online
classroom discussion board. Our problem is quite
different from the above work.

Detecting context for question in forums is related
to the context detection problem raised in the QA
roadmap paper commissioned by ARDA (Burger et
al., 2006). To our knowledge, none of the previous
work addresses the problem of context detection.
The method of finding follow-up questions (Yang
et al., 2006) from TREC context track could be
adapted for context detection. However, the follow-
up relationship is limited between questions while
context is not. In our other work (Cong et al., 2008),
we proposed a supervised approach for question de-
tection and an unsupervised approach for answer de-
tection without considering context detection.

Extensive research has been done in question-
answering, e.g. (Berger et al., 2000; Jeon et al.,
2005; Cui et al., 2005; Harabagiu and Hickl, 2006;
Dang et al., 2007). They mainly focus on con-

structing answer for certain types of question from a
large document collection, and usually apply sophis-
ticated linguistic analysis to both questions and the
documents in the collection. Soricut and Brill (2006)
used statistical translation model to find the appro-
priate answers from their QA pair collections from
FAQ pages for the posted question. In our scenario,
we not only need to find answers for various types
of questions in forum threads but also their contexts.

3 Context and Answer Detection

A question is a linguistic expression used by a ques-
tioner to request information in the form of an an-
swer. The sentence containing request focus is
called question. Context are the sentences contain-
ing constraints or background information to the
question, while answer are that provide solutions. In
this paper, we use sentences as the detection segment
though it is applicable to other kinds of segments.

Given a thread and a set of m detected questions
{Qi}m

i=1, our task is to find the contexts and an-
swers for each question. We first discuss using Lin-
ear CRFs for context and answer detection, and then
extend the basic framework to Skip-chain CRFs and
2D CRFs to better model our problem. Finally, we
will briefly introduce CRF models and the features
that we used for CRF model.

3.1 Using Linear CRFs

For ease of presentation, we focus on detecting con-
texts using Linear CRFs. The model could be easily
extended to answer detection.
Context detection. As discussed in Introduction
that context detection cannot be trivially solved by
position information (See Section 4.2 for details),
and dependency between sentences is important for
context detection. Recall that in Figure 1, S2 could
be labeled as context of Q1 if we consider the de-
pendency between S2 and S1, and that between S1
and Q1, while it is difficult to establish connection
between S2 and Q1 without S1. Table 1 shows that
the correlation between the labels of contiguous sen-
tences is significant. In other words, when a sen-
tence Yt’s previous Yt−1 is not a context (Yt−1 6= C)
then it is very likely that Yt (i.e. Yt 6= C) is also not a
context. It is clear that the candidate contexts are not
independent and there are strong dependency rela-
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Contiguous sentences yt = C yt 6= C

yt−1 = C 901 1,081
yt−1 6= C 1,081 47,190

Table 1: Contingency table(χ2 = 9,386,p-value<0.001)

tionships between contiguous sentences in a thread.
Therefore, a desirable model should be able to cap-
ture the dependency.

The context detection can be modeled as a clas-
sification problem. Traditional classification tools,
e.g. SVM, can be employed, where each pair of
question and candidate context will be treated as an
instance. However, they cannot capture the depen-
dency relationship between sentences.

To this end, we proposed a general framework to
detect contexts and answers based on Conditional
Random Fields (Lafferty et al., 2001) (CRFs) which
are able to model the sequential dependencies be-
tween contiguous nodes. A CRF is an undirected
graphical model G of the conditional distribution
P (Y|X). Y are the random variables over the la-
bels of the nodes that are globally conditioned on X,
which are the random variables of the observations.
(See Section 3.4 for more about CRFs)

Linear CRF model has been successfully applied
in NLP and text mining tasks (McCallum and Li,
2003; Sha and Pereira, 2003). However, our prob-
lem cannot be modeled with Linear CRFs in the
same way as other NLP tasks, where one node has a
unique label. In our problem, each node (sentence)
might have multiple labels since one sentence could
be the context of multiple questions in a thread.
Thus, it is difficult to find a solution to tag context
sentences for all questions in a thread in single pass.

Here we assume that questions in a given thread
are independent and are found, and then we can
label a thread with m questions one-by-one in m-
passes. In each pass, one question Qi is selected
as focus and each other sentence in the thread will
be labeled as context C of Qi or not using Linear
CRF model. The graphical representations of Lin-
ear CRFs is shown in Figure2(a). The linear-chain
edges can capture the dependency between two con-
tiguous nodes. The observation sequence x = <x1,
x2,...,xt>, where t is the number of sentences in a
thread, represents predictors (to be described in Sec-
tion 3.5), and the tag sequence y=<y1,...,yt>, where

yi ∈ {C, P}, determines whether a sentence is plain
text P or context C of question Qi.
Answer detection. Answers usually appear in the
posts after the post containing the question. There
are also strong dependencies between contiguous
answer segments. Thus, position and similarity in-
formation alone are not adequate here. To cope
with the dependency between contiguous answer
segments, Linear CRFs model are employed as in
context detection.

3.2 Leveraging Context for Answer Detection
Using Skip-chain CRFs

We observed in our corpus 74% questions lack con-
straints or background information which are very
useful to link question and answers as discussed in
Introduction. Therefore, contexts should be lever-
aged to detect answers. The Linear CRF model can
capture the dependency between contiguous sen-
tences. However, it cannot capture the long distance
dependency between contexts and answers.

One straightforward method of leveraging context
is to detect contexts and answers in two phases, i.e.
to first identify contexts, and then label answers us-
ing both the context and question information (e.g.
the similarity between context and answer can be
used as features in CRFs). The two-phase proce-
dure, however, still cannot capture the non-local de-
pendency between contexts and answers in a thread.

To model the long distance dependency between
contexts and answers, we will use Skip-chain CRF
model to detect context and answer together. Skip-
chain CRF model is applied for entity extraction
and meeting summarization (Sutton and McCallum,
2006; Galley, 2006). The graphical representation
of a Skip-chain CRF given in Figure2(b) consists
of two types of edges: linear-chain (yt−1 to yt) and
skip-chain edges (yi to yj).

Ideally, the skip-chain edges will establish the
connection between candidate pairs with high prob-
ability of being context and answer of a question.
To introduce skip-chain edges between any pairs of
non-contiguous sentences will be computationally
expensive, and also introduce noise. To make the
cardinality and number of cliques in the graph man-
ageable and also eliminate noisy edges, we would
like to generate edges only for sentence pairs with
high possibility of being context and answer. This is
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(a) Linear CRFs (b) Skip-chain CRFs (c) 2D CRFs

Figure 2: CRF Models

Skip-Chain yv = A yv 6= A

yu = C 4,105 5,314
yu 6= C 3,744 9,740

Table 2: Contingence table(χ2=615.8,p-value < 0.001)

achieved as follows. Given a question Qi in post Pj

of a thread with n posts, its contexts usually occur
within post Pj or before Pj while answers appear in
the posts after Pj . We will establish an edge between
each candidate answer v and one condidate context
in {Pk}j

k=1 such that they have the highest possibil-
ity of being a context-answer pair of question Qi:

u = argmax
u∈{Pk}j

k=1

sim(xu, Qi).sim(xv, {xu, Qi})

here, we use the product of sim(xu, Qi) and
sim(xv, {xu, Qi} to estimate the possibility of be-
ing a context-answer pair for (u, v) , where sim(·, ·)
is the semantic similarity calculated on WordNet as
described in Section 3.5. Table 2 shows that yu and
yv in the skip chain generated by our heuristics in-
fluence each other significantly.

Skip-chain CRFs improve the performance of
answer detection due to the introduced skip-chain
edges that represent the joint probability conditioned
on the question, which is exploited by skip-chain
feature function: f(yu, yv, Qi,x).

3.3 Using 2D CRF Model
Both Linear CRFs and Skip-chain CRFs label the
contexts and answers for each question in separate
passes by assuming that questions in a thread are in-
dependent. Actually the assumption does not hold
in many cases. Let us look at an example. As in Fig-
ure 1, sentence S10 is an answer for both question
Q2 and Q3. S10 could be recognized as the answer
of Q2 due to the shared word areas and Causeway

bay (in Q2’s context, S4), but there is no direct re-
lation between Q3 and S10. To label S10, we need
consider the dependency relation between Q2 and
Q3. In other words, the question-answer relation be-
tween Q3 and S10 can be captured by a joint mod-
eling of the dependency among S10, Q2 and Q3.
The labels of the same sentence for two contigu-
ous questions in a thread would be conditioned on
the dependency relationship between the questions.
Such a dependency cannot be captured by both Lin-
ear CRFs and Skip-chain CRFs.

To capture the dependency between the contigu-
ous questions, we employ 2D CRFs to help context
and answer detection. 2D CRF model is used in
(Zhu et al., 2005) to model the neighborhood de-
pendency in blocks within a web page. As shown
in Figure2(c), 2D CRF models the labeling task for
all questions in a thread. For each thread, there are
m rows in the grid, where the ith row corresponds
to one pass of Linear CRF model (or Skip-chain
model) which labels contexts and answers for ques-
tion Qi. The vertical edges in the figure represent
the joint probability conditioned on the contiguous
questions, which will be exploited by 2D feature
function: f(yi,j , yi+1,j , Qi, Qi+1,x). Thus, the in-
formation generated in single CRF chain could be
propagated over the whole grid. In this way, context
and answer detection for all questions in the thread
could be modeled together.

3.4 Conditional Random Fields (CRFs)
The Linear, Skip-Chain and 2D CRFs can be gen-
eralized as pairwise CRFs, which have two kinds of
cliques in graph G: 1) node yt and 2) edge (yu, yv).
The joint probability is defined as:

p(y|x)=
1

Z(x)
exp

{∑

k,t

λkfk(yt,x)+
∑

k,t

µkgk(yu, yv,x)
}
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where Z(x) is the normalization factor, fk is the
feature on nodes, gk is on edges between u and v,
and λk and µk are parameters.

Linear CRFs are based on the first order Markov
assumption that the contiguous nodes are dependent.
The pairwise edges in Skip-chain CRFs represent
the long distance dependency between the skipped
nodes, while the ones in 2D CRFs represent the de-
pendency between the neighboring nodes.
Inference and Parameter Estimation. For Linear
CRFs, dynamic programming is used to compute the
maximum a posteriori (MAP) of y given x. How-
ever, for more complicated graphs with cycles, ex-
act inference needs the junction tree representation
of the original graph and the algorithm is exponen-
tial to the treewidth. For fast inference, loopy Belief
Propagation (Pearl, 1988) is implemented.

Given the training Data D = {x(i),y(i)}n
i=1, the

parameter estimation is to determine the parame-
ters based on maximizing the log-likelihood Lλ =∑n

i=1 log p(y(i)|x(i)). In Linear CRF model, dy-
namic programming and L-BFGS (limited memory
Broyden-Fletcher-Goldfarb-Shanno) can be used to
optimize objective function Lλ, while for compli-
cated CRFs, Loopy BP are used instead to calculate
the marginal probability.

3.5 Features used in CRF models

The main features used in Linear CRF models for
context detection are listed in Table 3.

The similarity feature is to capture the word sim-
ilarity and semantic similarity between candidate
contexts and answers. The word similarity is based
on cosine similarity of TF/IDF weighted vectors.
The semantic similarity between words is computed
based on Wu and Palmer’s measure (Wu and Palmer,
1994) using WordNet (Fellbaum, 1998).1 The simi-
larity between contiguous sentences will be used to
capture the dependency for CRFs. In addition, to
bridge the lexical gaps between question and con-
text, we learned top-3 context terms for each ques-
tion term from 300,000 question-description pairs
obtained from Yahoo! Answers using mutual infor-
mation (Berger et al., 2000) ( question description
in Yahoo! Answers is comparable to contexts in fo-

1The semantic similarity between sentences is calculated as
in (Yang et al., 2006).

Similarity features:
· Cosine similarity with the question
· Similarity with the question using WordNet
· Cosine similarity between contiguous sentences
· Similarity between contiguous sentences using WordNet
· Cosine similarity with the expanded question using the lexical
matching words
Structural features:
· The relative position to current question
· Is its author the same with that of the question?
· Is it in the same paragraph with its previous sentence?
Discourse and lexical features:
· The number of Pronouns in the question
· The presence of fillers, fluency devices (e.g. “uh”, “ok”)
· The presence of acknowledgment tokens
· The number of non-stopwords
· Whether the question has a noun or not?
· Whether the question has a verb or not?

Table 3: Features for Linear CRFs. Unless otherwise
mentioned, we refer to features of the sentence whose la-
bel to be predicted

rums), and then use them to expand question and
compute cosine similarity.

The structural features of forums provide strong
clues for contexts. For example, contexts of a ques-
tion usually occur in the post containing the question
or preceding posts.

We extracted the discourse features from a ques-
tion, such as the number of pronouns in the question.
A more useful feature would be to find the entity in
surrounding sentences referred by a pronoun. We
tried GATE (Cunningham et al., 2002) for anaphora
resolution of the pronouns in questions, but the per-
formance became worse with the feature, which is
probably due to the difficulty of anaphora resolution
in forum discourse. We also observed that questions
often need context if the question do not contain a
noun or a verb.

In addition, we use similarity features between
skip-chain sentences for Skip-chain CRFs and simi-
larity features between questions for 2D CRFs.

4 Experiments

4.1 Experimental setup

Corpus. We obtained about 1 million threads
from TripAdvisor forum; we randomly selected 591
threads and removed 22 threads which has more than
40 sentences and 6 questions; the remaining 579 fo-
rum threads form our corpus 2. Each thread in our

2TripAdvisor (http://www.tripadvisor.com/ForumHome) is
one of the most popular travel forums; the list of 579 urls is
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Model Prec(%) Rec(%) F1(%)
Context Detection

SVM 75.27 68.80 71.32
C4.5 70.16 64.30 67.21

L-CRF 75.75 72.84 74.45
Answer Detection

SVM 73.31 47.35 57.52
C4.5 65.36 46.55 54.37

L-CRF 63.92 58.74 61.22

Table 4: Context and Answer Detection

corpus contains at least two posts and on average
each thread consists of 3.87 posts. Two annotators
were asked to tag questions, their contexts, and an-
swers in each thread. The kappa statistic for identi-
fying question is 0.96, for linking context and ques-
tion given a question is 0.75, and for linking answer
and question given a question is 0.69. We conducted
experiments on both the union and intersection of
the two annotated data. The experimental results on
both data are qualitatively comparable. We only re-
port results on union data due to space limitation.
The union data contains 1,064 questions, 1,458 con-
texts and 3,534 answers.
Metrics. We calculated precision, recall,
and F1-score for all tasks. All the experimental
results are obtained through the average of 5 trials
of 5-fold cross validation.

4.2 Experimental results

Linear CRFs for Context and Answer Detection.
This experiment is to evaluate Linear CRF model
(Section 3.1) for context and answer detection by
comparing with SVM and C4.5(Quinlan, 1993). For
SVM, we use SVMlight(Joachims, 1999). We tried
linear, polynomial and RBF kernels and report the
results on polynomial kernel using default param-
eters since it performs the best in the experiment.
SVM and C4.5 use the same set of features as Lin-
ear CRFs. As shown in Table 4, Linear CRF model
outperforms SVM and C4.5 for both context and an-
swer detection. The main reason for the improve-
ment is that CRF models can capture the sequen-
tial dependency between segments in forums as dis-
cussed in Section 3.1.

given in http://homepages.inf.ed.ac.uk/gcong/acl08/; Removing
the 22 long threads can greatly reduce the training and test time.

position Prec(%) Rec(%) F1(%)
Context Detection

Previous One 63.69 34.29 44.58
Previous All 43.48 76.41 55.42

Anwer Detection
Following One 66.48 19.98 30.72
Following All 31.99 100 48.48

Table 5: Using position information for detection

Context Prec(%) Rec(%) F1(%)
No context 63.92 58.74 61.22

Prev. sentence 61.41 62.50 61.84
Real context 63.54 66.40 64.94

L-CRF+context 65.51 63.13 64.06

Table 6: Contextual Information for Answer Detection.
Prev. sentence uses one previous sentence of the current
question as context. RealContext uses the context anno-
tated by experts. L-CRF+context uses the context found
by Linear CRFs

We next report a baseline of context detection
using previous sentences in the same post with its
question since contexts often occur in the question
post or preceding posts. Similarly, we report a base-
line of answer detecting using following segments of
a question as answers. The results given in Table 5
show that location information is far from adequate
to detect contexts and answers.
The usefulness of contexts. This experiment is to
evaluate the usefulness of contexts in answer de-
tection, by adding the similarity between the con-
text (obtained with different methods) and candi-
date answer as an extra feature for CRFs. Table 6
shows the impact of context on answer detection
using Linear CRFs. Linear CRFs with contextual
information perform better than those without con-
text. L-CRF+context is close to that using real con-
text, while it is better than CRFs using the previous
sentence as context. The results clearly shows that
contextual information greatly improves the perfor-
mance of answer detection.
Improved Models. This experiment is to evaluate
the effectiveness of Skip-Chain CRFs (Section 3.2)
and 2D CRFs (Section 3.3) for our tasks. The results
are given in Table 7 and Table 8.

In context detection, Skip-Chain CRFs have simi-
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Model Prec(%) Rec(%) F1(%)
L-CRF+Context 75.75 72.84 74.45

Skip-chain 74.18 74.90 74.42
2D 75.92 76.54 76.41

2D+Skip-chain 76.27 78.25 77.34

Table 7: Skip-chain and 2D CRFs for context detection

lar results as Linear CRFs, i.e. the inter-dependency
captured by the skip chains generated using the
heuristics in Section 3.2 does not improve the con-
text detection. The performance of Linear CRFs is
improved in 2D CRFs (by 2%) and 2D+Skip-chain
CRFs (by 3%) since they capture the dependency be-
tween contiguous questions.

In answer detection, as expected, Skip-chain
CRFs outperform L-CRF+context since Skip-chain
CRFs can model the inter-dependency between con-
texts and answers while in L-CRF+context the con-
text can only be reflected by the features on the ob-
servations. We also observed that 2D CRFs improve
the performance of L-CRF+context due to the de-
pendency between contiguous questions. In contrast
with our expectation, the 2D+Skip-chain CRFs does
not improve Skip-chain CRFs in terms of answer de-
tection. The possible reason could be that the struc-
ture of the graph is very complicated and too many
parameters need to be learned on our training data.
Evaluating Features. We also evaluated the con-
tributions of each category of features in Table 3
to context detection. We found that similarity fea-
tures are the most important and structural feature
the next. We also observed the same trend for an-
swer detection. We omit the details here due to space
limitation.

As a summary, 1) our CRF model outperforms
SVM and C4.5 for both context and answer detec-
tions; 2) context is very useful in answer detection;
3) the Skip-chain CRF method is effective in lever-
aging context for answer detection; and 4) 2D CRF
model improves the performance of Linear CRFs for
both context and answer detection.

5 Discussions and Conclusions

We presented a new approach to detecting contexts
and answers for questions in forums with good per-
formance. We next discuss our experience not cov-
ered by the experiments, and future work.

Model Prec(%) Rec(%) F1(%)
L-CRF+context 65.51 63.13 64.06

Skip-chain 67.59 71.06 69.40
2D 65.77 68.17 67.34

2D+Skip-chain 66.90 70.56 68.89

Table 8: Skip-chain and 2D CRFs for answer detection

Since contexts of questions are largely unexplored
in previous work, we analyze the contexts in our
corpus and classify them into three categories: 1)
context contains the main content of question while
question contains no constraint, e.g. “i will visit NY at
Oct, looking for a cheap hotel but convenient. Any good
suggestion? ”; 2) contexts explain or clarify part of
the question, such as a definite noun phrase, e.g. ‘We
are going on the Taste of Paris. Does anyone know if it is
advisable to take a suitcase with us on the tour., where
the first sentence is to describe the tour; and 3) con-
texts provide constraint or background for question
that is syntactically complete, e.g. “We are inter-
ested in visiting the Great Wall(and flying from London).
Can anyone recommend a tour operator.” In our corpus,
about 26% questions do not need context, 12% ques-
tions need Type 1 context, 32% need Type 2 context
and 30% Type 3. We found that our techniques often
do not perform well on Type 3 questions.

We observed that factoid questions, one of fo-
cuses in the TREC QA community, take less than
10% question in our corpus. It would be interesting
to revisit QA techniques to process forum data.

Other future work includes: 1) to summarize mul-
tiple threads using the triples extracted from indi-
vidual threads. This could be done by clustering
question-context-answer triples; 2) to use the tradi-
tional text summarization techniques to summarize
the multiple answer segments; 3) to integrate the
Question Answering techniques as features of our
framework to further improve answer finding; 4) to
reformulate questions using its context to generate
more user-friendly questions for CQA services; and
5) to evaluate our techniques on more online forums
in various domains.
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Abstract

This work describes an answer ranking engine
for non-factoid questions built using a large
online community-generated question-answer
collection (Yahoo! Answers). We show how
such collections may be used to effectively
set up large supervised learning experiments.
Furthermore we investigate a wide range of
feature types, some exploiting NLP proces-
sors, and demonstrate that using them in com-
bination leads to considerable improvements
in accuracy.

1 Introduction
The problem of Question Answering (QA) has re-
ceived considerable attention in the past few years.
Nevertheless, most of the work has focused on the
task of factoid QA, where questions match short an-
swers, usually in the form of named or numerical en-
tities. Thanks to international evaluations organized
by conferences such as the Text REtrieval Confer-
ence (TREC)1 or the Cross Language Evaluation Fo-
rum (CLEF) Workshop2, annotated corpora of ques-
tions and answers have become available for several
languages, which has facilitated the development of
robust machine learning models for the task.

The situation is different once one moves beyond
the task of factoid QA. Comparatively little research
has focused on QA models for non-factoid ques-
tions such as causation, manner, or reason questions.
Because virtually no training data is available for
this problem, most automated systems train either

1http://trec.nist.gov
2http://www.clef-campaign.org

Q: How do you quiet a squeaky door?
A: Spray WD-40 directly onto the hinges

of the door. Open and close the door
several times. Remove hinges if the
door still squeaks. Remove any rust,
dirt or loose paint. Apply WD-40 to

High removed hinges. Put the hinges back,
Quality open and close door several times again.

Q: How to extract html tags from an html
Low documents with c++?

Quality A: very carefully

Table 1: Sample content from Yahoo! Answers.

on small hand-annotated corpora built in house (Hi-
gashinaka and Isozaki, 2008) or on question-answer
pairs harvested from Frequently Asked Questions
(FAQ) lists or similar resources (Soricut and Brill,
2006). None of these situations is ideal: the cost
of building the training corpus in the former setup
is high; in the latter scenario the data tends to be
domain-specific, hence unsuitable for the learning of
open-domain models.

On the other hand, recent years have seen an ex-
plosion of user-generated content (or social media).
Of particular interest in our context are community-
driven question-answering sites, such as Yahoo! An-
swers3, where users answer questions posed by other
users and best answers are selected manually either
by the asker or by all the participants in the thread.
The data generated by these sites has significant ad-
vantages over other web resources: (a) it has a high
growth rate and it is already abundant; (b) it cov-
ers a large number of topics, hence it offers a better

3http://answers.yahoo.com
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approximation of open-domain content; and (c) it is
available for many languages. Community QA sites,
similar to FAQs, provide large number of question-
answer pairs. Nevertheless, this data has a signifi-
cant drawback: it has high variance of quality, i.e.,
answers range from very informative to completely
irrelevant or even abusive. Table 1 shows some ex-
amples of both high and low quality content.

In this paper we address the problem of answer
ranking for non-factoid questions from social media
content. Our research objectives focus on answering
the following two questions:

1. Is it possible to learn an answer ranking model
for complex questions from such noisy data?
This is an interesting question because a posi-
tive answer indicates that a plethora of training
data is readily available to QA researchers and
system developers.

2. Which features are most useful in this sce-
nario? Are similarity models as effective as
models that learn question-to-answer transfor-
mations? Does syntactic and semantic infor-
mation help? For generality, we focus only on
textual features extracted from the answer text
and we ignore all meta data information that is
not generally available.

Notice that we concentrate on one component of a
possible social-media QA system. In addition to
answer ranking, a complete system would have to
search for similar questions already answered (Jeon
et al., 2005), and rank content quality using ”social”
features such as the authority of users (Jeon et al.,
2006; Agichtein et al., 2008). This is not the focus of
our work: here we investigate the problem of learn-
ing an answer ranking model capable of dealing with
complex questions, using a large number of, possi-
ble noisy, question-answer pairs. By focusing exclu-
sively on textual content we increase the portability
of our approach to other collections where “social”
features might not available, e.g., Web search.

The paper is organized as follows. We describe
our approach, including all the features explored for
answer modeling, in Section 2. We introduce the
corpus used in our empirical analysis in Section 3.
We detail our experiments and analyze the results in
Section 4. We overview related work in Section 5
and conclude the paper in Section 6.

Answer
Collection

Answers

Translation
Features

Web Correlation
FeaturesFeatures

Similarity

Answer
Ranking

Q Answer
Retrieval

(unsupervised)

(discriminative learning)

(class−conditional learning)

Features
Density/Frequency

Figure 1: System architecture.

2 Approach
The architecture of the QA system analyzed in the
paper, summarized in Figure 1, follows that of the
most successful TREC systems. The first com-
ponent, answer retrieval, extracts a set of candi-
date answers A for question Q from a large col-
lection of answers, C, provided by a community-
generated question-answering site. The retrieval
component uses a state-of-the-art information re-
trieval (IR) model to extract A given Q. Since
our focus is on exploring the usability of the an-
swer content, we do not perform retrieval by find-
ing similar questions already answered (Jeon et al.,
2005), i.e., our answer collection C contains only
the site’s answers without the corresponding ques-
tions answered.

The second component, answer ranking, assigns
to each answer Ai ∈ A a score that represents
the likelihood that Ai is a correct answer for Q,
and ranks all answers in descending order of these
scores. The scoring function is a linear combina-
tion of four different classes of features (detailed in
Section 2.2). This function is the focus of the pa-
per. To answer our first research objective we will
compare the quality of the rankings provided by this
component against the rankings generated by the IR
model used for answer retrieval. To answer the sec-
ond research objective we will analyze the contri-
bution of the proposed feature set to this function.
Again, since our interest is in investigating the util-
ity of the answer textual content, we use only infor-
mation extracted from the answer text when learn-
ing the scoring function. We do not use any meta
information (e.g., answerer credibility, click counts,
etc.) (Agichtein et al., 2008; Jeon et al., 2006).

Our QA approach combines three types of ma-
chine learning methodologies (as highlighted in Fig-
ure 1): the answer retrieval component uses un-
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supervised IR models, the answer ranking is im-
plemented using discriminative learning, and fi-
nally, some of the ranking features are produced
by question-to-answer translation models, which use
class-conditional learning.

2.1 Ranking Model
Learning with user-generated content can involve
arbitrarily large amounts of data. For this reason
we choose as a ranking algorithm the Perceptron
which is both accurate and efficient and can be
trained with online protocols. Specifically, we im-
plement the ranking Perceptron proposed by Shen
and Joshi (2005), which reduces the ranking prob-
lem to a binary classification problem. The general
intuition is to exploit the pairwise preferences in-
duced from the data by training on pairs of patterns,
rather than independently on each pattern. Given a
weight vector α, the score for a pattern x (a candi-
date answer) is simply the inner product between the
pattern and the weight vector:

fα(x) = 〈x, α〉 (1)

However, the error function depends on pairwise
scores. In training, for each pair (xi,xj) ∈ A,
the score fα(xi − xj) is computed; note that if f
is an inner product fα(xi−xj) = fα(xi)− fα(xj).
Given a margin function g(i, j) and a positive rate τ ,
if fα(xi − xj) ≤ g(i, j)τ , an update is performed:

αt+1 = αt + (xi − xj)τg(i, j) (2)

By default we use g(i, j) = (1
i − 1

j ), as a mar-
gin function, as suggested in (Shen and Joshi, 2005),
and find τ empirically on development data. Given
that there are only two possible ranks in our set-
ting, this function only generates two possible val-
ues. For regularization purposes, we use as a final
model the average of all Perceptron models posited
during training (Freund and Schapire, 1999).

2.2 Features
In the scoring model we explore a rich set of features
inspired by several state-of-the-art QA systems. We
investigate how such features can be adapted and
combined for non-factoid answer ranking, and per-
form a comparative feature analysis using a signif-
icant amount of real-world data. For clarity, we
group the features into four sets: features that model

the similarity between questions and answers (FG1),
features that encode question-to-answer transfor-
mations using a translation model (FG2), features
that measure keyword density and frequency (FG3),
and features that measure the correlation between
question-answer pairs and other collections (FG4).
Wherever applicable, we explore different syntactic
and semantic representations of the textual content,
e.g., extracting the dependency-based representation
of the text or generalizing words to their WordNet
supersenses (WNSS) (Ciaramita and Altun, 2006).
We detail each of these feature groups next.

FG1: Similarity Features
We measure the similarity between a question

Q and an answer A using the length-normalized
BM25 formula (Robertson and Walker, 1997). We
chose this similarity formula because, out of all the
IR models we tried, it provided the best ranking at
the output of the answer retrieval component. For
completeness we also include in the feature set the
value of the tf ·idf similarity measure. For both for-
mulas we use the implementations available in the
Terrier IR platform4 with the default parameters.

To understand the contribution of our syntactic
and semantic processors we compute the above sim-
ilarity features for five different representations of
the question and answer content:

Words (W) - this is the traditional IR view where the
text is seen as a bag of words.

Dependencies (D) - the text is represented as a bag
of binary syntactic dependencies. The relative syn-
tactic processor is detailed in Section 3. Dependen-
cies are fully lexicalized but unlabeled and we cur-
rently extract dependency paths of length 1, i.e., di-
rect head-modifier relations (this setup achieved the
best performance).

Generalized dependencies (Dg) - same as above, but
the words in dependencies are generalized to their
WNSS, if detected.

Bigrams (B) - the text is represented as a bag of bi-
grams (larger n-grams did not help). We added this
view for a fair analysis of the above syntactic views.

Generalized bigrams (Bg) - same as above, but the
words are generalized to their WNSS.

4http://ir.dcs.gla.ac.uk/terrier
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In all these representations we skip stop words
and normalize all words to their WordNet lemmas.

FG2: Translation Features
Berger et al. (2000) showed that similarity-based

models are doomed to perform poorly for QA be-
cause they fail to “bridge the lexical chasm” be-
tween questions and answers. One way to address
this problem is to learn question-to-answer trans-
formations using a translation model (Berger et al.,
2000; Echihabi and Marcu, 2003; Soricut and Brill,
2006; Riezler et al., 2007). In our model, we in-
corporate this approach by adding the probability
that the question Q is a translation of the answer A,
P (Q|A), as a feature. This probability is computed
using IBM’s Model 1 (Brown et al., 1993):

P (Q|A) =
∏
q∈Q

P (q|A) (3)

P (q|A) = (1− λ)Pml(q|A) + λPml(q|C) (4)

Pml(q|A) =
∑
a∈A

(T (q|a)Pml(a|A)) (5)

where the probability that the question term q is
generated from answer A, P (q|A), is smoothed us-
ing the prior probability that the term q is gen-
erated from the entire collection of answers C,
Pml(q|C). λ is the smoothing parameter. Pml(q|C)
is computed using the maximum likelihood estima-
tor. Pml(q|A) is computed as the sum of the proba-
bilities that the question term q is a translation of an
answer term a, T (q|a), weighted by the probability
that a is generated from A. The translation table for
T (q|a) is computed using the EM-based algorithm
implemented in the GIZA++ toolkit5.

Similarly with the previous feature group, we
add translation-based features for the five differ-
ent text representations introduced above. By
moving beyond the bag-of-word representation we
hope to learn relevant transformations of structures,
e.g., from the “squeaky” → “door” dependency to
“spray”← “WD-40” in the Table 1 example.

FG3: Density and Frequency Features
These features measure the density and frequency

of question terms in the answer text. Variants of
these features were used previously for either an-
swer or passage ranking in factoid QA (Moldovan
et al., 1999; Harabagiu et al., 2000).

5http://www.fjoch.com/GIZA++.html

Same word sequence - computes the number of non-
stop question words that are recognized in the same
order in the answer.
Answer span - the largest distance (in words) be-
tween two non-stop question words in the answer.

Same sentence match - number of non-stop question
terms matched in a single sentence in the answer.

Overall match - number of non-stop question terms
matched in the complete answer.
These last two features are computed also for the
other four text representations previously introduced
(B, Bg, D, and Dg). Counting the number of
matched dependencies is essentially a simplified
tree kernel for QA (e.g., see (Moschitti et al.,
2007)) matching only trees of depth 2. Experiments
with full dependency tree kernels based on several
variants of the convolution kernels of Collins and
Duffy (2001) did not yield improvements. We con-
jecture that the mistakes of the syntactic parser may
be amplified in tree kernels, which consider an ex-
ponential number of sub-trees.
Informativeness - we model the amount of informa-
tion contained in the answer by counting the num-
ber of non-stop nouns, verbs, and adjectives in the
answer text that do not appear in the question.

FG4: Web Correlation Features
Previous work has shown that the redundancy of

a large collection (e.g., the web) can be used for an-
swer validation (Brill et al., 2001; Magnini et al.,
2002). In the same spirit, we add features that mea-
sure the correlation between question-answer pairs
and large external collections:
Web correlation - we measure the correlation be-
tween the question-answer pair and the web using
the Corrected Conditional Probability (CCP) for-
mula of Magnini et al. (2002): CCP (Q,A) =
hits(Q + A)/(hits(Q) hits(A)2/3) where hits re-
turns the number of page hits from a search engine.
When a query returns zero hits we iteratively relax it
by dropping the keyword with the smallest priority.
Keyword priorities are assigned using the heuristics
of Moldovan et al. (1999).

Query-log correlation - as in (Ciaramita et al., 2008)
we also compute the correlation between question-
answer pairs and a search-engine query-log cor-
pus of more than 7.5 million queries, which shares
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roughly the same time stamp with the community-
generated question-answer corpus. We compute the
Pointwise Mutual Information (PMI) and Chi square
(χ2) association measures between each question-
answer word pair in the query-log corpus. The
largest and the average values are included as fea-
tures, as well as the number of QA word pairs which
appear in the top 10, 5, and 1 percentile of the PMI
and χ2 word pair rankings.

3 The Corpus
The corpus is extracted from a sample of the U.S.
Yahoo! Answers logs. In this paper we focus on
the subset of advice or “how to” questions due to
their frequency and importance in social communi-
ties.6 To construct our corpus, we implemented the
following successive filtering steps:

Step 1: from the full corpus we keep only questions
that match the regular expression:
how (to|do|did|does|can|would|could|should)

and have an answer selected as best either by
the asker or by the participants in the thread.
The outcome of this step is a set of 364,419
question-answer pairs.

Step 2: from the above corpus we remove the questions
and answers of obvious low quality. We im-
plement this filter with a simple heuristic by
keeping only questions and answers that have
at least 4 words each, out of which at least 1 is
a noun and at least 1 is a verb. This step filters
out questions like “How to be excellent?” and
answers such as “I don’t know”. The outcome
of this step forms our answer collection C. C
contains 142,627 question-answer pairs.7.

Arguably, all these filters could be improved. For
example, the first step can be replaced by a question
classifier (Li and Roth, 2005). Similarly, the second
step can be implemented with a statistical classifier
that ranks the quality of the content using both the
textual and non-textual information available in the
database (Jeon et al., 2006; Agichtein et al., 2008).
We plan to further investigate these issues which are
not the main object of this work.

6Nevertheless, the approach proposed here is independent
of the question type. We will explore answer ranking for other
non-factoid question types in future work.

7The data will be available through the Yahoo! Webscope
program (research-data-requests@yahoo-inc.com).

The data was processed as follows. The text was
split at the sentence level, tokenized and PoS tagged,
in the style of the Wall Street Journal Penn Tree-
Bank (Marcus et al., 1993). Each word was morpho-
logically simplified using the morphological func-
tions of the WordNet library8. Sentences were an-
notated with WNSS categories, using the tagger of
Ciaramita and Altun (2006)9, which annotates text
with a 46-label tagset. These tags, defined by Word-
Net lexicographers, provide a broad semantic cat-
egorization for nouns and verbs and include labels
for nouns such as food, animal, body and feeling,
and for verbs labels such as communication, con-
tact, and possession. Next, we parsed all sentences
with the dependency parser of Attardi et al. (2007)10.
It is important to realize that the output of all men-
tioned processing steps is noisy and contains plenty
of mistakes, since the data has huge variability in
terms of quality, style, genres, domains etc., and do-
main adaptation for the NLP tasks involved is still
an open problem (Dredze et al., 2007).

We used 60% of the questions for training, 20%
for development, and 20% for test. The candidate
answer set for a given question is composed by one
positive example, i.e., its corresponding best answer,
and as negative examples all the other answers re-
trieved in the top N by the retrieval component.

4 Experiments
We evaluate our results using two measures: mean
Precision at rank=1 (P@1) – i.e., the percentage of
questions with the correct answer on the first posi-
tion – and Mean Reciprocal Rank (MRR) – i.e., the
score of a question is 1/k, where k is the position
of the correct answer. We use as baseline the output
of our answer retrieval component (Figure 1). This
component uses the BM25 criterion, the highest per-
forming IR model in our experiments.

Table 2 lists the results obtained using this base-
line and our best model (“Ranking” in the table) on
the testing partition. Since we are interested in the
performance of the ranking model, we evaluate on
the subset of questions where the correct answer is
retrieved by answer retrieval in the top N answers
(similar to Ko et al. (2007)). In the table we report

8http://wordnet.princeton.edu
9sourceforge.net/projects/supersensetag

10http://sourceforge.net/projects/desr
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MRR P@1
N = 10 N = 15 N = 25 N = 50 N = 10 N = 15 N = 25 N = 50

recall@N 26.25% 29.04% 32.81% 38.09% 26.25% 29.04% 32.81% 38.09%
Baseline 61.33 56.12 50.31 43.74 45.94 41.48 36.74 31.66
Ranking 68.72±0.01 63.84±0.01 57.76±0.07 50.72±0.01 54.22±0.01 49.59±0.03 43.98±0.09 37.99±0.01

Improvement +12.04% +13.75% +14.80% +15.95% +18.02% +19.55% +19.70% +19.99%

Table 2: Overall results for the test partition.

results for several N values. For completeness, we
show the percentage of questions that match this cri-
terion in the “recall@N” row.

Our ranking model was tuned strictly on the de-
velopment set (i.e., feature selection and parame-
ters of the translation models). During training, the
presentation of the training instances is randomized,
which generates a randomized ranking algorithm.
We exploit this property to estimate the variance in
the results produced by each model and report the
average result over 10 trials together with an esti-
mate of the standard deviation.

The baseline result shows that, for N = 15,
BM25 alone can retrieve in first rank 41% of the
correct answers, and MRR tells us that the correct
answer is often found within the first three answers
(this is not so surprising if we remember that in this
configuration only questions with the correct answer
in the first 15 were kept for the experiment). The
baseline results are interesting because they indicate
that the problem is not hopelessly hard, but it is far
from trivial. In principle, we see much room for im-
provement over bag-of-word methods.

Next we see that learning a weighted combina-
tion of features yields consistently marked improve-
ments: for example, for N = 15, the best model
yields a 19% relative improvement in P@1 and 14%
in MRR. More importantly, the results indicate that
the model learned is stable: even though for the
model analyzed in Table 2 we used N = 15 in train-
ing, we measure approximately the same relative im-
provement as N increases during evaluation.

These results provide robust evidence that: (a) we
can use publicly available online QA collections to
investigate features for answer ranking without the
need for costly human evaluation, (b) we can exploit
large and noisy online QA collections to improve the
accuracy of answer ranking systems and (c) readily
available and scalable NLP technology can be used

Iter. Feature Set MRR P@1
0 BM25(W) 56.06 41.12%
1 + translation(Bg) 61.13 46.24%
2 + overall match(D) 62.50 48.34%
3 + translation(W) 63.00 49.08%
4 + query-log avg(χ2) 63.50 49.63%
5 + answer span

normalized by A size 63.71 49.84%
6 + query-log max(PMI) 63.87 50.09%
7 + same word sequence 63.99 50.23%
8 + translation(B) 64.03 50.30%
9 + tfidf(W) 64.08 50.42%
10 + same sentence match(W) 64.10 50.42%
11 + informativeness:

verb count 64.18 50.36%
12 + tfidf(B) 64.22 50.36%
13 + same word sequence

normalized by Q size 64.33 50.54%
14 + query-log max(χ2) 64.46 50.66%
15 + same sentence match(W)

normalized by Q size 64.55 50.78%
16 + query-log avg(PMI) 64.60 50.88%
17 + overall match(W) 64.65 50.91%

Table 3: Summary of the model selection process.

to improve lexical matching and translation models.
In the remaining of this section we analyze the per-
formance of the different features.

Table 3 summarizes the outcome of our automatic
greedy feature selection process on the development
set. Where applicable, we show within parentheses
the text representation for the corresponding feature.
The process is initialized with a single feature that
replicates the baseline model (BM25 applied to the
bag-of-words (W) representation). The algorithm
incrementally adds to the feature set the feature that
provides the highest MRR improvement in the de-
velopment partition. The process stops when no fea-
tures yield any improvement. The table shows that,
while the features selected span all the four feature
groups introduced, the lion’s share is taken by the
translation features: approximately 60% of the MRR
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W B Bg D Dg W + W + W + B + W + B + Bg
B B + Bg Bg + D D + Dg

FG1 (Similarity) 0 +1.06 -2.01 +0.84 -1.75 +1.06 +1.06 +1.06 +1.06
FG2 (Translation) +4.95 +4.73 +5.06 +4.63 +4.66 +5.80 +6.01 +6.36 +6.36
FG3 (Frequency) +2.24 +2.33 +2.39 +2.27 +2.41 +3.56 +3.56 +3.62 +3.62

Table 4: Contribution of NLP processors. Scores are MRR improvements on the development set.

improvement is achieved by these features. The fre-
quency/density features are responsible for approx-
imately 23% of the improvement. The rest is due
to the query-log correlation features. This indicates
that, even though translation models are the most
useful, it is worth exploring approaches that com-
bine several strategies for answer ranking.

Note that if some features do not appear in Table 3
it does not necessarily mean that they are useless.
In some cases such features are highly correlated
with features previously selected, which already ex-
ploited their signal. For example, most similarity
features (FG1) are correlated. Because BM25(W)
is part of the baseline model, the selection process
chooses another FG1 feature only much later (iter-
ation 9) when the model is significantly changed.
On the other hand, some features do not provide a
useful signal at all. A notable example in this class
is the web-based CCP feature, which was designed
originally for factoid answer validation and does not
adapt well to our problem. Because the length of
non-factoid answers is typically significantly larger
than in the factoid QA task, we have to discard a
large part of the query when computing hits(Q+A)
to reach non-zero counts. This means that the final
hit counts, hence the CCP value, are generally un-
correlated with the original (Q,A) tuple.

One interesting observation is that the first two
features chosen by our model selection process use
information from the NLP processors. The first cho-
sen feature is the translation probability computed
between the Bg question and answer representations
(bigrams with words generalized to their WNSS
tags). The second feature selected measures the
number of syntactic dependencies from the question
that are matched in the answer. These results pro-
vide empirical evidence that coarse semantic disam-
biguation and syntactic parsing have a positive con-
tribution to non-factoid QA, even in broad-coverage
noisy settings based on Web data.

The above observation deserves a more detailed

analysis. Table 4 shows the performance of our first
three feature groups when they are applied to each
of the five text representations or incremental com-
binations of representations. For each model cor-
responding to a table cell we use only the features
from the corresponding feature group and represen-
tation to avoid the correlation with features from
other groups. We generate each best model using
the same feature selection process described above.

The left part of Table 4 shows that, generally, the
models using representations that include the output
of our NLP processors (Bg, D and Dg) improve over
the baseline (FG1 and W).11 However, comparable
improvements can be obtained with the simpler bi-
gram representation (B). This indicates that, in terms
of individual contributions, our NLP processors can
be approximated with simpler n-gram models in this
task. Hence, is it fair to say that syntactic and se-
mantic analysis is useful for such Web QA tasks?
While the above analysis seems to suggest a neg-
ative answer, the right-hand side of Table 4 tells a
more interesting story. It shows that the NLP anal-
ysis provides complementary information to the n-
gram-based models. The best models for the FG2
and FG3 feature groups are obtained when combin-
ing the n-gram representations with the representa-
tions that use the output of the NLP processors (W +
B + Bg + D). The improvements are relatively small,
but remarkable (e.g., see FG2) if we take into ac-
count the significant scale of the evaluation. This
observation correlates well with the analysis shown
in Table 3, which shows that features using semantic
(Bg) and syntactic (D) representations contribute the
most on top of the IR model (BM25(W)).

11The exception to this rule are the models FG1(Bg) and
FG1(Dg). This is caused by the fact that the BM25 formula
is less forgiving with errors of the NLP processors (due to the
high idf scores assigned to bigrams and dependencies), and the
WNSS tagger is the least robust component in our pipeline.
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5 Related Work

Content from community-built question-answer
sites can be retrieved by searching for similar ques-
tions already answered (Jeon et al., 2005) and
ranked using meta-data information like answerer
authority (Jeon et al., 2006; Agichtein et al., 2008).
Here we show that the answer text can be success-
fully used to improve answer ranking quality. Our
method is complementary to the above approaches.
In fact, it is likely that an optimal retrieval engine
from social media should combine all these three
methodologies. Moreover, our approach might have
applications outside of social media (e.g., for open-
domain web-based QA), because the ranking model
built is based only on open-domain knowledge and
the analysis of textual content.

In the QA literature, answer ranking for non-
factoid questions has typically been performed by
learning question-to-answer transformations, either
using translation models (Berger et al., 2000; Sori-
cut and Brill, 2006) or by exploiting the redundancy
of the Web (Agichtein et al., 2001). Girju (2003) ex-
tracts non-factoid answers by searching for certain
semantic structures, e.g., causation relations as an-
swers to causation questions. In this paper we com-
bine several methodologies, including the above,
into a single model. This approach allowed us to per-
form a systematic feature analysis on a large-scale
real-world corpus and a comprehensive feature set.

Recent work has showed that structured retrieval
improves answer ranking for factoid questions:
Bilotti et al. (2007) showed that matching predicate-
argument frames constructed from the question and
the expected answer types improves answer ranking.
Cui et al. (2005) learned transformations of depen-
dency paths from questions to answers to improve
passage ranking. However, both approaches use
similarity models at their core because they require
the matching of the lexical elements in the search
structures. On the other hand, our approach al-
lows the learning of full transformations from ques-
tion structures to answer structures using translation
models applied to different text representations.

Our answer ranking framework is closest in spirit
to the system of Ko et al. (2007) or Higashinaka et
al. (2008). However, the former was applied only
to factoid QA and both are limited to similarity, re-

dundancy and gazetteer-based features. Our model
uses a larger feature set that includes correlation and
transformation-based features and five different con-
tent representations. Our evaluation is also carried
out on a larger scale. Our work is also related to that
of Riezler et al. (2007) where SMT-based query ex-
pansion methods are used on data from FAQ pages.

6 Conclusions
In this work we described an answer ranking en-
gine for non-factoid questions built using a large
community-generated question-answer collection.
On one hand, this study shows that we can effec-
tively exploit large amounts of available Web data
to do research on NLP for non-factoid QA systems,
without any annotation or evaluation cost. This pro-
vides an excellent framework for large-scale experi-
mentation with various models that otherwise might
be hard to understand or evaluate. On the other hand,
we expect the outcome of this process to help sev-
eral applications, such as open-domain QA on the
Web and retrieval from social media. For example,
on the Web our ranking system could be combined
with a passage retrieval system to form a QA system
for complex questions. On social media, our system
should be combined with a component that searches
for similar questions already answered; this output
can possibly be filtered further by a content-quality
module that explores “social” features such as the
authority of users, etc.

We show that the best ranking performance
is obtained when several strategies are combined
into a single model. We obtain the best results
when similarity models are aggregated with features
that model question-to-answer transformations, fre-
quency and density of content, and correlation of
QA pairs with external collections. While the fea-
tures that model question-to-answer transformations
provide most benefits, we show that the combination
is crucial for improvement.

Lastly, we show that syntactic dependency pars-
ing and coarse semantic disambiguation yield a
small, yet statistically significant performance in-
crease on top of the traditional bag-of-words and
n-gram representation. We obtain these results us-
ing only off-the-shelf NLP processors that were not
adapted in any way for our task.
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Abstract

Morphological disambiguation proceeds in 2
stages: (1) an analyzer provides all possible
analyses for a given token and (2) a stochastic
disambiguation module picks the most likely
analysis in context. When the analyzer does
not recognize a given token, we hit the prob-
lem of unknowns. In large scale corpora, un-
knowns appear at a rate of 5 to 10% (depend-
ing on the genre and the maturity of the lexi-
con).

We address the task of computing the distribu-
tion p(t|w) for unknown words for full mor-
phological disambiguation in Hebrew. We in-
troduce a novel algorithm that is language in-
dependent: it exploits a maximum entropy let-
ters model trained over the known words ob-
served in the corpus and the distribution of
the unknown words in known tag contexts,
through iterative approximation. The algo-
rithm achieves 30% error reduction on dis-
ambiguation of unknown words over a com-
petitive baseline (to a level of 70% accurate
full disambiguation of unknown words). We
have also verified that taking advantage of a
strong language-specific model of morpholog-
ical patterns provides the same level of disam-
biguation. The algorithm we have developed
exploits distributional information latent in a
wide-coverage lexicon and large quantities of
unlabeled data.

∗This work is supported in part by the Lynn and William
Frankel Center for Computer Science.

1 Introduction

The termunknownsdenotes tokens in a text that can-
not be resolved in a given lexicon. For the task of
full morphological analysis, the lexicon must pro-
vide all possible morphological analyses for any
given token. In this case, unknown tokens can be
categorized into two classes of missing informa-
tion: unknown tokensare not recognized at all by
the lexicon, andunknown analyses, where the set
of analyses for a lexeme does not contain the cor-
rect analysis for a given token. Despite efforts on
improving the underlying lexicon, unknowns typi-
cally represent 5% to 10% of the number of tokens
in large-scale corpora. The alternative to continu-
ously investing manual effort in improving the lex-
icon is to design methods to learn possible analy-
ses for unknowns from observable features: their
letter structure and their context. In this paper, we
investigate the characteristics of Hebrew unknowns
for full morphological analysis, and propose a new
method for handling such unavoidable lack of in-
formation. Our method generates a distribution of
possible analyses for unknowns. In our evaluation,
these learned distributions include the correct anal-
ysis for unknown words in 85% of the cases, con-
tributing an error reduction of over 30% over a com-
petitive baseline for the overall task of full morpho-
logical analysis in Hebrew.

The task of a morphological analyzer is to pro-
duce all possible analyses for a given token. In
Hebrew, the analysis for each token is of the form
lexeme-and-features1: lemma, affixes, lexical cate-

1In contrast to the prefix-stem-suffix analysis format of
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gory (POS), and a set of inflection properties (ac-
cording to the POS) – gender, number, person, sta-
tus and tense. In this work, we refer to the mor-
phological analyzer of MILA – the Knowledge Cen-
ter for Processing Hebrew2 (hereafterKC analyzer).
It is a synthetic analyzer, composed of two data re-
sources – a lexicon of about 2,400 lexemes, and a
set of generation rules (see (Adler, 2007, Section
4.2)). In addition, we use an unlabeled text cor-
pus, composed of stories taken from three Hebrew
daily news papers (Aruts 7, Haaretz, The Marker),
of 42M tokens. We observed 3,561 different com-
posite tags (e.g.,noun-sing-fem-prepPrefix:be) over
this corpus. These 3,561 tags form the large tagset
over which we train our learner. On the one hand,
this tagset is much larger than the largest tagset used
in English (from 17 tags in most unsupervised POS
tagging experiments, to the 46 tags of the WSJ cor-
pus and the about 150 tags of the LOB corpus). On
the other hand, our tagset is intrinsically factored as
a set of dependent sub-features, which we explicitly
represent.

The task we address in this paper is morphologi-
cal disambiguation: given a sentence, obtain the list
of all possible analyses for each word from the an-
alyzer, and disambiguate each word in context. On
average, each token in the 42M corpus is given 2.7
possible analyses by the analyzer (much higher than
the average 1.41 POS tag ambiguity reported in En-
glish (Dermatas and Kokkinakis, 1995)). In previ-
ous work, we report disambiguation rates of 89%
for full morphological disambiguation (using an un-
supervised EM-HMM model) and 92.5% for part of
speech and segmentation (without assigning all the
inflectional features of the words).

In order to estimate the importance of unknowns
in Hebrew, we analyze tokens in several aspects: (1)
the number of unknown tokens, as observed on the
corpus of 42M tokens; (2) a manual classification
of a sample of 10K unknown token types out of the
200K unknown types identified in the corpus; (3) the
number of unknown analyses, based on an annotated
corpus of 200K tokens, and their classification.

About 4.5% of the 42M token instances in the

Buckwalter’s Arabic analyzer (2004), which looks for any le-
gal combination of prefix-stem-suffix, but does not provide full
morphological features such as gender, number, case etc.

2http://mila.cs.technion.ac.il.html

training corpus were unknown tokens (45% of the
450K token types). For less edited text, such as ran-
dom text sampled from the Web, the percentage is
much higher – about 7.5%. In order to classify these
unknown tokens, we sampled 10K unknown token
types and examined them manually. The classifica-
tion of these tokens with their distribution is shown
in Table 13. As can be seen, there are two main
classes of unknown token types: Neologisms (32%)
and Proper nouns (48%), which cover about 80%
of the unknown token instances. The POS distribu-
tion of the unknown tokens of our annotated corpus
is shown in Table 2. As expected, most unknowns
are open class words: proper names, nouns or adjec-
tives.

Regarding unknown analyses, in our annotated
corpus, we found 3% of the 100K token instances
were missing the correct analysis in the lexicon
(3.65% of the token types). The POS distribution of
the unknown analyses is listed in Table 2. The high
rate of unknown analyses for prepositions at about
3% is a specific phenomenon in Hebrew, where
prepositions are often prefixes agglutinated to the
first word of the noun phrase they head. We observe
the very low rate of unknown verbs (2%) – which are
well marked morphologically in Hebrew, and where
the rate of neologism introduction seems quite low.

This evidence illustrates the need for resolution
of unknowns: The naive policy of selecting ‘proper
name’ for all unknowns will cover only half of the
errors caused by unknown tokens,i.e., 30% of the
whole unknown tokens and analyses. The other 70%
of the unknowns ( 5.3% of the words in the text in
our experiments) will be assigned a wrong tag.

As a result of this observation, our strategy is to
focus on full morphological analysis for unknown
tokens and apply a proper name classifier for un-
known analyses and unknown tokens. In this paper,
we investigate various methods for achieving full
morphological analysis distribution for unknown to-
kens. The methods are not based on an annotated
corpus, nor on hand-crafted rules, but instead ex-
ploit the distribution of words in an available lexicon
and the letter similarity of the unknown words with
known words.

3Transcription according to Ornan (2002)
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Category Examples
Distribution

Types Instances

Proper names
’asulin (family name) oileq`

’a’udi (Audi) ice``
40% 48%

Neologisms
’agabi (incidental) iab`

tizmur (orchestration) xenfz
30% 32%

Abbreviation
mz”p (DIFS) t"fn

kb”t (security officer) h"aw
2.4% 7.8%

Foreign
presentacyah(presentation) divhpfxt

’a’ut (out) he``

right
3.8% 5.8%

Wrong spelling
’abibba’ah. ronah(springatlast) dpexg`aaia`

’idiqacyot (idication) zeivwici`

ryušalaim(Rejusalem) milyeix

1.2% 4%

Alternative spelling
’opyynim(typical) mipiite`

priwwilegyah(privilege ) diblieeixt
3.5% 3%

Tokenization
ha”sap (the”threshold) sq"d

‘al/17 (on/17) 71/lr
8% 2%

Table 1: Unknown Hebrew token categories and distribution.

Part of Speech Unknown Tokens Unknown Analyses Total
Proper name 31.8% 24.4% 56.2%
Noun 12.6% 1.6% 14.2%
Adjective 7.1% 1.7% 8.8%
Junk 3.0% 1.3% 4.3%
Numeral 1.1% 2.3% 3.4%
Preposition 0.3% 2.8% 3.1%
Verb 1.8% 0.4% 2.2%
Adverb 0.9% 0.9% 1.8%
Participle 0.4% 0.8% 1.2%
Copula / 0.8% 0.8%
Quantifier 0.3% 0.4% 0.7%
Modal 0.3% 0.4% 0.7%
Conjunction 0.1% 0.5% 0.6%
Negation / 0.6% 0.6%
Foreign 0.2% 0.4% 0.6%
Interrogative 0.1% 0.4% 0.5%
Prefix 0.3% 0.2% 0.5%
Pronoun / 0.5% 0.5%

Total 60% 40% 100%

Table 2: Unknowns Hebrew POS Distribution.
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2 Previous Work

Most of the work that dealt with unknowns in the last
decade focused on unknown tokens (OOV). A naive
approach would assign all possible analyses for each
unknown token with uniform distribution, and con-
tinue disambiguation on the basis of a learned model
with this initial distribution. The performance of a
tagger with such a policy is actually poor: there are
dozens of tags in the tagset (3,561 in the case of He-
brew full morphological disambiguation) and only
a few of them may match a given token. Several
heuristics were developed to reduce the possibility
space and to assign a distribution for the remaining
analyses.

Weischedel et al. (1993) combine several heuris-
tics in order to estimate the token generation prob-
ability according to various types of information –
such as the characteristics of particular tags with
respect to unknown tokens (basically the distribu-
tion shown in Table 2), and simple spelling fea-
tures: capitalization, presence of hyphens and spe-
cific suffixes. An accuracy of 85% in resolving un-
known tokens was reported. Dermatas and Kokki-
nakis (1995) suggested a method for guessing un-
known tokens based on the distribution of the ha-
pax legomenon, and reported an accuracy of 66% for
English. Mikheev (1997) suggested a guessing-rule
technique, based on prefix morphological rules, suf-
fix morphological rules, and ending-guessing rules.
These rules are learned automatically from raw text.
They reported a tagging accuracy of about 88%.
Thede and Harper (1999) extended a second-order
HMM model with aC = ck,i matrix, in order to en-
code the probability of a token with a suffixsk to
be generated by a tagti. An accuracy of about 85%
was reported.

Nakagawa (2004) combine word-level and
character-level information for Chinese and
Japanese word segmentation. At the word level, a
segmented word is attached to a POS, where the
character model is based on the observed characters
and their classification: Begin of word, In the
middle of a word,End of word, the character is a
word itselfS. They apply Baum-Welch training over
a segmented corpus, where the segmentation of each
word and its character classification is observed, and
the POS tagging is ambiguous. The segmentation

(of all words in a given sentence) and the POS
tagging (of the known words) is based on a Viterbi
search over a lattice composed of all possible word
segmentations and the possible classifications of
all observed characters. Their experimental results
show that the method achieves high accuracy over
state-of-the-art methods for Chinese and Japanese
word segmentation. Hebrew also suffers from
ambiguous segmentation of agglutinated tokens into
significant words, but word formation rules seem to
be quite different from Chinese and Japanese. We
also could not rely on the existence of an annotated
corpus of segmented word forms.

Habash and Rambow (2006) used the
root+pattern+features representation of Arabic
tokens for morphological analysis and generation
of Arabic dialects, which have no lexicon. They
report high recall (95%–98%) but low precision
(37%–63%) for token types and token instances,
against gold-standard morphological analysis. We
also exploit the morphological patterns characteris-
tic of semitic morphology, but extend the guessing
of morphological features by using contextual
features. We also propose a method that relies
exclusively on learned character-level features and
contextual features, and eventually reaches the same
performance as the patterns-based approach.

Mansour et al. (2007) combine a lexicon-based
tagger (such as MorphTagger (Bar-Haim et al.,
2005)), and a character-based tagger (such as the
data-driven ArabicSVM (Diab et al., 2004)), which
includes character features as part of its classifica-
tion model, in order to extend the set of analyses
suggested by the analyzer. For a given sentence, the
lexicon-based tagger is applied, selecting one tag for
a token. In case the ranking of the tagged sentence is
lower than a threshold, the character-based tagger is
applied, in order to produce new possible analyses.
They report a very slight improvement on Hebrew
and Arabic supervised POS taggers.

Resolution of Hebrew unknown tokens, over a
large number of tags in the tagset (3,561) requires
a much richer model than the the heuristics used
for English (for example, the capitalization feature
which is dominant in English does not exist in He-
brew). Unlike Nakagawa, our model does not use
any segmented text, and, on the other hand, it aims
to select full morphological analysis for each token,
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including unknowns.

3 Method

Our objective is: given an unknown word, provide
a distribution of possible tags that can serve as the
analysis of the unknown word. This unknown anal-
ysis step is performed at training and testing time.
We do not attempt to disambiguate the word – but
only to provide a distribution of tags that will be dis-
ambiguated by the regular EM-HMM mechanism.

We examined three models to construct the distri-
bution of tags for unknown words, that is, whenever
the KC analyzer does not return any candidate anal-
ysis, we apply these models to produce possible tags
for the tokenp(t|w):

Letters A maximum entropy model is built for
all unknown tokens in order to estimate their tag
distribution. The model is trained on the known
tokens that appear in the corpus. For each anal-
ysis of a known token, the following features are
extracted: (1) unigram, bigram, and trigram letters
of the base-word (for each analysis, the base-word
is the token without prefixes), together with their
index relative to the start and end of the word. For
example, the n-gram features extracted for the word
abc are { a:1 b:2 c:3 a:-3 b:-2 c:-1
ab:1 bc:2 ab:-2 bc:-1 abc:1 abc:-1
} ; (2) the prefixes of the base-word (as a single
feature); (3) the length of the base-word. The class
assigned to this set of features, is the analysis of the
base-word. The model is trained on all the known
tokens of the corpus, each token is observed with its
possible POS-tags once for each of its occurrences.
When an unknown token is found, the model
is applied as follows: all the possible linguistic
prefixes are extracted from the token (one of the 76
prefix sequences that can occur in Hebrew); if more
than one such prefix is found, the token is analyzed
for each possible prefix. For each possible such
segmentation, the full feature vector is constructed,
and submitted to the Maximum Entropy model.
We hypothesize a uniform distribution among the
possible segmentations and aggregate a distribution
of possible tags for the analysis. If the proposed
tag of the base-word is never found in the corpus
preceded by the identified prefix, we remove this
possible analysis. The eventual outcome of the

model application is a set of possible full morpho-
logical analyses for the token – in exactly the same
format as the morphological analyzer provides.

Patterns Word formation in Hebrew is based on
root+pattern and affixation. Patterns can be used to
identify the lexical category of unknowns, as well
as other inflectional properties. Nir (1993) investi-
gated word-formation in Modern Hebrew with a spe-
cial focus on neologisms; the most common word-
formation patterns he identified are summarized in
Table 3. A naive approach for unknown resolution
would add all analyses that fit any of these patterns,
for any given unknown token. As recently shown by
Habash and Rambow (2006), the precision of such
a strategy can be pretty low. To address this lack of
precision, we learn a maximum entropy model on
the basis of the following binary features: one fea-
ture for each pattern listed in columnFormation of
Table 3 (40 distinct patterns) and one feature for “no
pattern”.

Pattern-Letters This maximum entropy model is
learned by combining the features of the letters
model and the patterns model.

Linear-Context-based p(t|c) approximation
The three models above are context free. The
linear-context model exploits information about the
lexical context of the unknown words: to estimate
the probability for a tagt given a contextc – p(t|c)
– based on all the words in which a context occurs,
the algorithm works on the known words in the
corpus, by starting with an initial tag-word estimate
p(t|w) (such as the morpho-lexical approximation,
suggested by Levinger et al. (1995)), and iteratively
re-estimating:

p̂(t|c) =
∑

w∈W p(t|w)p(w|c)
Z

p̂(t|w) =
∑

c∈C p(t|c)p(c|w)allow(t, w)
Z

whereZ is a normalization factor,W is the set of
all words in the corpus,C is the set of contexts.
allow(t, w) is a binary function indicating whethert
is a valid tag forw. p(c|w) andp(w|c) are estimated
via raw corpus counts.

Loosely speaking, the probability of a tag given a
context is the average probability of a tag given any
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Category Formation Example

Verb Template

’iCCeC ’ibh. en(diagnosed) oga`

miCCeC mih. zer (recycled) xfgn

CiCCen timren(manipulated) oxnz

CiCCet tiknet(programmed) zpkz

tiCCeC ti’arek (dated) jx`z

Participle Template
meCuCaca mšwh. zar (reconstructed) xfgeyn

muCCaC muqlat. (recorded) hlwen

maCCiC malbin(whitening) oialn

Noun

Suffixation

ut h. aluciyut(pioneership) zeivelg

ay yomanay(duty officer) i`pnei

an ’egropan(boxer) otexb`

on pah. on (shack) oegt

iya marakiyah(soup tureen) diiwxn

it t.iyulit (open touring vehicle) zileih

a lomdah(courseware) dcnel

Template

maCCeC mǎsneq(choke) wpyn

maCCeCa madgera(incubator) dxbcn

miCCaC mis‘ap(branching) srqn

miCCaCa mignana(defensive fighting) dppbn

CeCeCa pelet. (output) hlt

tiCCoCet tiproset(distribution) zqextz

taCCiC tah. rit. (engraving) hixgz

taCCuCa tabru’ah (sanitation) d`exaz

miCCeCet micrepet(leotard) ztxvn

CCiC crir (dissonance) xixv

CaCCan balšan(linguist) oyla

CaCeCet šah. emet(cirrhosis) zngy

CiCul t.ibu‘ (ringing) reaih

haCCaCa hanpǎsa(animation) dytpd

heCCeC het’em(agreement) m`zd

Adjective
Suffixationb

i nora’i (awful) i`xep

ani yeh. idani (individual) ipcigi

oni t.elewizyonic (televisional) ipeifieelh

a’i yed. ida’i (unique) i`cigi

ali st.udentiali(student) il`ihpcehq

Template
C1C2aC3C2aC3

d metaqtaq(sweetish) wzwzn

CaCuC rapus(flaccid ) qetx

Adverb
Suffixation

ot qcarot(briefly) zexvw

it miyadit (immediately) zicin

Prefixation b bekeip(with fun) sika

aCoCeC variation:wzer ‘wyeq(a copy).
bThe feminine form is made by thet andiya suffixes:ipcigi yeh. idanit (individual),dixvep nwcriya(Christian).
cIn the feminine form, the lasth of the original noun is omitted.
dC1C2aC3C2oC3 variation: oehphw qt.ant.wn (tiny).

Table 3: Common Hebrew Neologism Formations.
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Model
Analysis Set Morphological

DisambiguationCoverage Ambiguity Probability
Baseline 50.8% 1.5 0.48 57.3%
Pattern 82.8% 20.4 0.10 66.8%
Letter 76.7% 5.9 0.32 69.1%
Pattern-Letter 84.1% 10.4 0.25 69.8%
WordContext-Pattern 84.4% 21.7 0.12 66.5%
TagContext-Pattern 85.3% 23.5 0.19 64.9%
WordContext-Letter 80.7% 7.94 0.30 69.7%
TagContext-Letter 83.1% 7.8 0.22 66.9%
WordContext-Pattern-Letter 85.2% 12.0 0.24 68.8%
TagContext-Pattern-Letter 86.1% 14.3 0.18 62.1%

Table 4: Evaluation of unknown token full morphological analysis.

of the words appearing in that context, and similarly
the probability of a tag given a word is the averaged
probability of that tag in all the (reliable) contexts
in which the word appears. We use the function
allow(t, w) to control the tags (ambiguity class) al-
lowed for each word, as given by the lexicon.

For a given wordwi in a sentence, we examine
two types of contexts:word context wi−1, wi+1,
andtag contextti−1, ti+1. For the case of word con-
text, the estimation ofp(w|c) andp(c|w) is simply
the relative frequency over all the eventsw1, w2, w3
occurring at least 10 times in the corpus. Since the
corpus is not tagged, the relative frequency of the
tag contexts is not observed, instead, we use the
context-free approximation of each word-tag, in or-
der to determine the frequency weight of each tag
context event. For example, given the sequence
icnl ziznerl daebz tgubah l‘umatit lmadai(a quite
oppositional response), and the analyses set pro-
duced by the context-free approximation:tgubah
[NN 1.0] l‘umatit [] lmadai [RB 0.8, P1-NN 0.2].
The frequency weight of the context{NN RB} is
1 ∗ 0.8 = 0.8 and the frequency weight of the con-
text{NN P1-NN} is 1 ∗ 0.2 = 0.2.

4 Evaluation

For testing, we manually tagged the text which is
used in the Hebrew Treebank (consisting of about
90K tokens), according to our tagging guideline (?).

We measured the effectiveness of the three mod-
els with respect to the tags that were assigned to the
unknown tokens in our test corpus (the ‘correct tag’),

according to three parameters: (1) The coverage of
the model,i.e., we count cases wherep(t|w) con-
tains the correct tag with a probability larger than
0.01; (2) the ambiguity level of the model,i.e., the
average number of analyses suggested for each to-
ken; (3) the average probability of the ‘correct tag’,
according to the predictedp(t|w). In addition, for
each experiment, we run the full morphology dis-
ambiguation system where unknowns are analyzed
according by the model.

Our baseline proposes the most frequent tag
(proper name) for all possible segmentations of the
token, in a uniform distribution. We compare the
following models: the 3 context free models (pat-
terns, letters and the combined patterns and letters)
and the same models combined with the word and
tag context models. Note that the context models
have low coverage (about 40% for the word context
and 80% for the tag context models), and therefore,
the context models cannot be used on their own. The
highest coverage is obtained for the combined model
(tag context, pattern, letter) at 86.1%.

We first show the results for full morphological
disambiguation, over 3,561 distinct tags in Table 4.
The highest coverage is obtained for the model com-
bining the tag context, patterns and letters models.
The tag context model is more effective because
it covers 80% of the unknown words, whereas the
word context model only covers 40%. As expected,
our simple baseline has the highest precision, since
the most frequent proper name tag covers over 50%
of the unknown words. The eventual effectiveness of
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Model
Analysis Set

POS Tagging
Coverage Ambiguity Probability

Baseline 52.9% 1.5 0.52 60.6%
Pattern 87.4% 8.7 0.19 76.0%
Letter 80% 4.0 0.39 77.6%
Pattern-Letter 86.7% 6.2 0.32 78.5%
WordContext-Pattern 88.7% 8.8 0.21 75.8%
TagContext-Pattern 89.5% 9.1 0.14 73.8%
WordContext-Letter 83.8% 4.5 0.37 78.2%
TagContext-Letter 87.1% 5.7 0.28 75.2%
WordContext-Pattern-Letter 87.8 6.5 0.32 77.5%
TagContext-Pattern-Letter 89.0% 7.2 0.25 74%

Table 5: Evaluation of unknown token POS tagging.

the method is measured by its impact on the eventual
disambiguation of the unknown words. For full mor-
phological disambiguation, our method achieves an
error reduction of 30% (57% to 70%). Overall, with
the level of 4.5% of unknown words observed in our
corpus, the algorithm we have developed contributes
to an error reduction of 5.5% for full morphological
disambiguation.

The best result is obtained for the model com-
bining pattern and letter features. However, the
model combining the word context and letter fea-
tures achieves almost identical results. This is an
interesting result, as the pattern features encapsulate
significant linguistic knowledge, which apparently
can be approximated by a purely distributional ap-
proximation.

While the disambiguation level of 70% is lower
than the rate of 85% achieved in English, it must
be noted that the task of full morphological disam-
biguation in Hebrew is much harder – we manage
to select one tag out of 3,561 for unknown words as
opposed to one out of 46 in English. Table 5 shows
the result of the disambiguation when we only take
into account the POS tag of the unknown tokens.
The same models reach the best results in this case
as well (Pattern+Letters and WordContext+Letters).
The best disambiguation result is 78.5% – still much
lower than the 85% achieved in English. The main
reason for this lower level is that the task in He-
brew includes segmentation of prefixes and suffixes
in addition to POS classification. We are currently
investigating models that will take into account the

specific nature of prefixes in Hebrew (which encode
conjunctions, definite articles and prepositions) to
better predict the segmentation of unknown words.

5 Conclusion

We have addressed the task of computing the distri-
bution p(t|w) for unknown words for full morpho-
logical disambiguation in Hebrew. The algorithm
we have proposed is language independent: it ex-
ploits a maximum entropy letters model trained over
the known words observed in the corpus and the dis-
tribution of the unknown words in known tag con-
texts, through iterative approximation. The algo-
rithm achieves 30% error reduction on disambigua-
tion of unknown words over a competitive baseline
(to a level of 70% accurate full disambiguation of
unknown words). We have also verified that tak-
ing advantage of a strong language-specific model
of morphological patterns provides the same level
of disambiguation. The algorithm we have devel-
oped exploits distributional information latent in a
wide-coverage lexicon and large quantities of unla-
beled data.

We observe that the task of analyzing unknown to-
kens for POS in Hebrew remains challenging when
compared with English (78% vs. 85%). We hy-
pothesize this is due to the highly ambiguous pattern
of prefixation that occurs widely in Hebrew and are
currently investigating syntagmatic models that ex-
ploit the specific nature of agglutinated prefixes in
Hebrew.
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Abstract

For centuries, the deep connection between
languages has brought about major discover-
ies about human communication. In this pa-
per we investigate how this powerful source
of information can be exploited for unsuper-
vised language learning. In particular, we
study the task of morphological segmentation
of multiple languages. We present a non-
parametric Bayesian model that jointly in-
duces morpheme segmentations of each lan-
guage under consideration and at the same
time identifies cross-lingual morpheme pat-
terns, or abstract morphemes. We apply our
model to three Semitic languages: Arabic, He-
brew, Aramaic, as well as to English. Our
results demonstrate that learning morpholog-
ical models in tandem reduces error by up
to 24% relative to monolingual models. Fur-
thermore, we provide evidence that our joint
model achieves better performance when ap-
plied to languages from the same family.

1 Introduction

For centuries, the deep connection between human
languages has fascinated linguists, anthropologists
and historians (Eco, 1995). The study of this con-
nection has made possible major discoveries about
human communication: it has revealed the evolu-
tion of languages, facilitated the reconstruction of
proto-languages, and led to understanding language
universals.

The connection between languages should be a
powerful source of information for automatic lin-
guistic analysis as well. In this paper we investi-
gate two questions: (i) Can we exploit cross-lingual
correspondences to improve unsupervised language

learning? (ii) Will this joint analysis provide more or
less benefit when the languages belong to the same
family?

We study these two questions in the context of
unsupervised morphological segmentation, the auto-
matic division of a word into morphemes (the basic
units of meaning). For example, the English word
misunderstanding would be segmented into mis -
understand - ing. This task is an informative testbed
for our exploration, as strong correspondences at the
morphological level across various languages have
been well-documented (Campbell, 2004).

The model presented in this paper automatically
induces a segmentation and morpheme alignment
from a multilingual corpus of short parallel phrases.1

For example, given parallel phrases meaning in my
land in English, Arabic, Hebrew, and Aramaic, we
wish to segment and align morphemes as follows:

fy    arḍ - y

b - arṣ - y

b - arʿ - y

in  my  landEnglish:

Arabic:

Hebrew:

Aramaic:

This example illustrates the potential benefits
of unsupervised multilingual learning. The three
Semitic languages use cognates (words derived from
a common ancestor) to represent the word land.
They also use an identical suffix (-y) to represent the
first person possessive pronoun (my). These similar-
ities in form should guide the model by constraining

1In this paper, we focus on bilingual models. The model can
be extended to handle several languages simultaneously as in
this example.
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the space of joint segmentations. The corresponding
English phrase lacks this resemblance to its Semitic
counterparts. However, in this as in many cases, no
segmentation is required for English as all the mor-
phemes are expressed as individual words. For this
reason, English should provide a strong source of
disambiguation for highly inflected languages, such
as Arabic and Hebrew.

In general, we pose the following question. In
which scenario will multilingual learning be most
effective? Will it be for related languages, which
share a common core of linguistic features, or for
distant languages, whose linguistic divergence can
provide strong sources of disambiguation?

As a first step towards answering this question,
we propose a model which can take advantage of
both similarities and differences across languages.
This joint bilingual model identifies optimal mor-
phemes for two languages and at the same time finds
compact multilingual representations. For each lan-
guage in the pair, the model favors segmentations
which yield high frequency morphemes. More-
over, bilingual morpheme pairs which consistently
share a common semantic or syntactic function are
treated as abstract morphemes, generated by a sin-
gle language-independent process. These abstract
morphemes are induced automatically by the model
from recurring bilingual patterns. For example, in
the case above, the tuple (in, fy, b-, b-) would consti-
tute one of three abstract morphemes in the phrase.
When a morpheme occurs in one language with-
out a direct counterpart in the other language, our
model can explain away the stray morpheme as aris-
ing through a language-specific process.

To achieve this effect in a probabilistic frame-
work, we formulate a hierarchical Bayesian model
with Dirichlet Process priors. This framework al-
lows us to define priors over the infinite set of pos-
sible morphemes in each language. In addition,
we define a prior over abstract morphemes. This
prior can incorporate knowledge of the phonetic re-
lationship between the two alphabets, giving poten-
tial cognates greater prior likelihood. The resulting
posterior distributions concentrate their probability
mass on a small group of recurring and stable pat-
terns within and between languages.

We test our model on a multilingual corpus of
short parallel phrases drawn from the Hebrew Bible

and Arabic, Aramaic, and English translations. The
Semitic language family, of which Hebrew, Arabic,
and Aramaic are members, is known for a highly
productive morphology (Bravmann, 1977). Our re-
sults indicate that cross-lingual patterns can indeed
be exploited successfully for the task of unsuper-
vised morphological segmentation. When modeled
in tandem, gains are observed for all language pairs,
reducing relative error by as much as 24%. Further-
more, our experiments show that both related and
unrelated language pairs benefit from multilingual
learning. However, when common structures such
as phonetic correspondences are explicitly modeled,
related languages provide the most benefit.

2 Related Work

Multilingual Language Learning Recently, the
availability of parallel corpora has spurred research
on multilingual analysis for a variety of tasks
ranging from morphology to semantic role label-
ing (Yarowsky et al., 2000; Diab and Resnik, 2002;
Xi and Hwa, 2005; Padó and Lapata, 2006). Most of
this research assumes that one language has annota-
tions for the task of interest. Given a parallel cor-
pus, the annotations are projected from this source
language to its counterpart, and the resulting anno-
tations are used for supervised training in the target
language. In fact, Rogati et al., (2003) employ this
method to learn arabic morphology assuming anno-
tations provided by an English stemmer.

An alternative approach has been proposed by
Feldman, Hana and Brew (2004; 2006). While their
approach does not require a parallel corpus it does
assume the availability of annotations in one lan-
guage. Rather than being fully projected, the source
annotations provide co-occurrence statistics used by
a model in the resource-poor target language. The
key assumption here is that certain distributional
properties are invariant across languages from the
same language families. An example of such a prop-
erty is the distribution of part-of-speech bigrams.
Hana et al., (2004) demonstrate that adding such
statistics from an annotated Czech corpus improves
the performance of a Russian part-of-speech tagger
over a fully unsupervised version.

The approach presented here differs from previ-
ous work in two significant ways. First, we do
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not assume supervised data in any of the languages.
Second, we learn a single multilingual model, rather
than asymmetrically handling one language at a
time. This design allows us to capitalize on struc-
tural regularities across languages for the mutual
benefit of each language.

Unsupervised Morphological Segmentation
Unsupervised morphology is an active area of
research (Schone and Jurafsky, 2000; Goldsmith,
2001; Adler and Elhadad, 2006; Creutz and Lagus,
2007; Dasgupta and Ng, 2007).

Most existing algorithms derive morpheme lexi-
cons by identifying recurring patterns in string dis-
tribution. The goal is to optimize the compactness
of the data representation by finding a small lexicon
of highly frequent strings. Our work builds on prob-
abilistic segmentation approaches such as Morfes-
sor (Creutz and Lagus, 2007). In these approaches,
models with short description length are preferred.
Probabilities are computed for both the morpheme
lexicon and the representation of the corpus condi-
tioned on the lexicon. A locally optimal segmenta-
tion is identified using a task-specific greedy search.

In contrast to previous approaches, our model
induces morphological segmentation for multiple
related languages simultaneously. By represent-
ing morphemes abstractly through the simultane-
ous alignment and segmentation of data in two lan-
guages, our algorithm capitalizes on deep connec-
tions between morpheme usage across different lan-
guages.

3 Multilingual Morphological
Segmentation

The underlying assumption of our work is that struc-
tural commonality across different languages is a
powerful source of information for morphological
analysis. In this section, we provide several exam-
ples that motivate this assumption.

The main benefit of joint multilingual analysis is
that morphological structure ambiguous in one lan-
guage is sometimes explicitly marked in another lan-
guage. For example, in Hebrew, the preposition
meaning “in”, b-, is always prefixed to its nomi-
nal argument. On the other hand, in Arabic, the
most common corresponding particle is fy, which
appears as a separate word. By modeling cross-

lingual morpheme alignments while simultaneously
segmenting, the model effectively propagates infor-
mation between languages and in this case would be
encouraged to segment the Hebrew prefix b-.

Cognates are another important means of disam-
biguation in the multilingual setting. Consider trans-
lations of the phrase “...and they wrote it...”:

• Hebrew: w-ktb-w ath
• Arabic: f-ktb-w-ha

In both languages, the triliteral root ktb is used to
express the act of writing. By considering the two
phrases simultaneously, the model can be encour-
aged to split off the respective Hebrew and Arabic
prefixes w- and f- in order to properly align the cog-
nate root ktb.

In the following section, we describe a model that
can model both generic cross-lingual patterns (fy and
b-), as well as cognates between related languages
(ktb for Hebrew and Arabic).

4 Model

Overview In order to simultaneously model prob-
abilistic dependencies across languages as well as
morpheme distributions within each language, we
employ a hierarchical Bayesian model.2

Our segmentation model is based on the notion
that stable recurring string patterns within words
are indicative of morphemes. In addition to learn-
ing independent morpheme patterns for each lan-
guage, the model will prefer, when possible, to join
together frequently occurring bilingual morpheme
pairs into single abstract morphemes. The model is
fully unsupervised and is driven by a preference for
stable and high frequency cross-lingual morpheme
patterns. In addition the model can incorporate
character-to-character phonetic correspondences be-
tween alphabets as prior information, thus allowing
the implicit modeling of cognates.

Our aim is to induce a model which concentrates
probability on highly frequent patterns while still
allowing for the possibility of those previously un-
seen. Dirichlet processes are particularly suitable for
such conditions. In this framework, we can encode

2In (Snyder and Barzilay, 2008) we consider the use of this
model in the case where supervised data in one or more lan-
guages is available.
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prior knowledge over the infinite sets of possible
morpheme strings as well as abstract morphemes.
Distributions drawn from a Dirichlet process nev-
ertheless produce sparse representations with most
probability mass concentrated on a small number of
observed and predicted patterns. Our model utilizes
a Dirichlet process prior for each language, as well
as for the cross-lingual links (abstract morphemes).
Thus, a distribution over morphemes and morpheme
alignments is first drawn from the set of Dirichlet
processes and then produces the observed data. In
practice, we never deal with such distributions di-
rectly, but rather integrate over them during Gibbs
sampling.

In the next section we describe our model’s “gen-
erative story” for producing the data we observe. We
formalize our model in the context of two languages
E and F . However, the formulation can be extended
to accommodate evidence from multiple languages
as well. We provide an example of parallel phrase
generation in Figure 1.

High-level Generative Story We have a parallel
corpus of several thousand short phrases in the two
languages E and F . Our model provides a genera-
tive story explaining how these parallel phrases were
probabilistically created. The core of the model
consists of three components: a distribution A over
bilingual morpheme pairs (abstract morphemes), a
distribution E over stray morphemes in language E
occurring without a counterpart in language F , and
a similar distribution F for stray morphemes in lan-
guage F .

As usual for hierarchical Bayesian models, the
generative story begins by drawing the model pa-
rameters themselves – in our case the three distri-
butions A, E, and F . These three distributions are
drawn from three separate Dirichlet processes, each
with appropriately defined base distributions. The
Dirichlet processes ensure that the resulting distri-
butions concentrate their probability mass on a small
number of morphemes while holding out reasonable
probability for unseen possibilities.

Once A, E, and F have been drawn, we model
our parallel corpus of short phrases as a series of
independent draws from a phrase-pair generation
model. For each new phrase-pair, the model first
chooses the number and type of morphemes to be

generated. In particular, it must choose how many
unaligned stray morphemes from language E , un-
aligned stray morphemes from language F , and
abstract morphemes are to compose the parallel
phrases. These three numbers, respectively denoted
as m, n, and k, are drawn from a Poisson distribu-
tion. This step is illustrated in Figure 1 part (a).

The model then proceeds to independently draw
m language E morphemes from distribution E, n
language-F morphemes from distribution F , and k
abstract morphemes from distribution A. This step
is illustrated in part (b) of Figure 1.

The m + k resulting language-E morphemes are
then ordered and fused to form a phrase in language
E , and likewise for the n + k resulting language-
F morphemes. The ordering and fusing decisions
are modeled as draws from a uniform distribution
over the set of all possible orderings and fusings for
sizes m, n, and k. These final steps are illustrated in
parts (c)-(d) of Figure 1. Now we describe the model
more formally.

Stray Morpheme Distributions Sometimes a
morpheme occurs in a phrase in one language with-
out a corresponding foreign language morpheme
in the parallel phrase. We call these “stray mor-
phemes,” and we employ language-specific mor-
pheme distributions to model their generation.

For each language, we draw a distribution over
all possible morphemes (finite-length strings com-
posed of characters in the appropriate alphabet) from
a Dirichlet process with concentration parameter α
and base distribution Pe or Pf respectively:

E|α, Pe ∼ DP (α, Pe)
F |α, Pf ∼ DP (α, Pf )

The base distributions Pe and Pf can encode prior
knowledge about the properties of morphemes in
each of the two languages, such as length and char-
acter n-grams. For simplicity, we use a geometric
distribution over the length of the string with a final
end-morpheme character. The distributions E and F
which result from the respective Dirichlet processes
place most of their probability mass on a small num-
ber of morphemes with the degree of concentration
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ינענכה  תאו)''%&%$#او "...and the Canaanites"

w-at    h-knʿn-y

w-al-knʿn-y-yn

and-ACC    the-canaan-of

and-the-canaan-of-PLURAL

at knʿn

knʿn yn

w

w

y

yal

h
at knʿn

knʿnyn w
w

y

y

al

h

E

F

A
m = 1
n = 1
k = 4

(a) (b) (c) (d)

Figure 1: Generation process for a parallel bilingual phrase, with Hebrew shown on top and Arabic on bottom. (a)
First the numbers of stray (m and n) and abstract (k) morphemes are drawn from a Poisson distribution. (b) Stray
morphemes are then drawn from E and F (language-specific distributions) and abstract morphemes are drawn from
A. (c) The resulting morphemes are ordered. (d) Finally, some of the contiguous morphemes are fused into words.

controlled by the prior α. Nevertheless, some non-
zero probability is reserved for every possible string.

We note that these single-language morpheme
distributions also serve as monolingual segmenta-
tion models, and similar models have been success-
fully applied to the task of word boundary detection
(Goldwater et al., 2006).

Abstract Morpheme Distribution To model the
connections between morphemes across languages,
we further define a model for bilingual morpheme
pairs, or abstract morphemes. This model assigns
probabilities to all pairs of morphemes – that is, all
pairs of finite strings from the respective alphabets
– (e, f). Intuitively, we wish to assign high proba-
bility to pairs of morphemes that play similar syn-
tactic or semantic roles (e.g. (fy, b-) for “in” in Ara-
bic and Hebrew). These morpheme pairs can thus
be viewed as representing abstract morphemes. As
with the stray morpheme models, we wish to define
a distribution which concentrates probability mass
on a small number of highly co-occurring morpheme
pairs while still holding out some probability for all
other pairs.

We define this abstract morpheme model A as a
draw from another Dirichlet process:

A|α′, P ′ ∼ DP (α′, P ′)
(e, f) ∼ A

As before, the resulting distribution A will give
non-zero probability to all abstract morphemes

(e, f). The base distribution P ′ acts as a prior on
such pairs. To define P ′, we can simply use a mix-
ture of geometric distributions in the lengths of the
component morphemes. However, if the languages
E and F are related and the regular phonetic corre-
spondences between the letter in the two alphabets
are known, then we can use P ′ to assign higher like-
lihood to potential cognates. In particular we define
the prior P ′(e, f) to be the probabilistic string-edit
distance (Ristad and Yianilos, 1998) between e and
f , using the known phonetic correspondences to pa-
rameterize the string-edit model. In particular, in-
sertion and deletion probabilities are held constant
for all characters, and substitution probabilities are
determined based on the known sound correspon-
dences.

We report results for both the simple geometric
prior as well as the string-edit prior.

Phrase Generation To generate a bilingual paral-
lel phrase, we first draw m, n, and k independently
from a Poisson distribution. These three integers
represent the number and type of the morphemes
that compose the parallel phrase, giving the number
of stray morphemes in each language E and F and
the number of coupled bilingual morpheme pairs, re-
spectively.

m,n, k ∼ Poisson(λ)

Given these values, we now draw the appropriate
number of stray and abstract morphemes from the
corresponding distributions:
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e1, ..., em ∼ E

f1, ..., fn ∼ F

(e′1, f
′
1), ..., (e

′
k, f

′
k) ∼ A

The sets of morphemes drawn for each language
are then ordered:

ẽ1, ..., ẽm+k ∼ ORDER|e1, ..., em, e′1, ..., e
′
k

f̃1, ..., f̃n+k ∼ ORDER|f1, ..., fn, f ′
1, ..., f

′
k

Finally the ordered morphemes are fused into the
words that form the parallel phrases:

w1, ..., ws ∼ FUSE|ẽ1, ..., ẽm+k

v1, ..., vt ∼ FUSE|f̃1, ..., f̃n+k

To keep the model as simple as possible, we em-
ploy uniform distributions over the sets of orderings
and fusings. In other words, given a set of r mor-
phemes (for each language), we define the distribu-
tion over permutations of the morphemes to simply
be ORDER(·|r) = 1

r! . Then, given a fixed mor-
pheme order, we consider fusing each adjacent mor-
pheme into a single word. Again, we simply model
the distribution over the r − 1 fusing decisions uni-
formly as FUSE(·|r) = 1

2r−1 .

Implicit Alignments Note that nowhere do we ex-
plicitly assign probabilities to morpheme alignments
between parallel phrases. However, our model al-
lows morphemes to be generated in precisely one of
two ways: as a lone stray morpheme or as part of a
bilingual abstract morpheme pair. Thus, our model
implicitly assumes that each morpheme is either un-
aligned, or aligned to exactly one morpheme in the
opposing language.

If we are given a parallel phrase with already seg-
mented morphemes we can easily induce the distri-
bution over alignments implied by our model. As we
will describe in the next section, drawing from these
induced alignment distributions plays a crucial role
in our inference procedure.

Inference Given our corpus of short parallel bilin-
gual phrases, we wish to make segmentation de-
cisions which yield a set of morphemes with high
joint probability. To assess the probability of a po-
tential morpheme set, we need to marginalize over
all possible alignments (i.e. possible abstract mor-
pheme pairings and stray morpheme assignments).
We also need to marginalize over all possible draws
of the distributions A, E, and F from their respec-
tive Dirichlet process priors. We achieve these aims
by performing Gibbs sampling.

Sampling We follow (Neal, 1998) in the deriva-
tion of our blocked and collapsed Gibbs sampler.
Gibbs sampling starts by initializing all random vari-
ables to arbitrary starting values. At each iteration,
the sampler selects a random variable Xi, and draws
a new value for Xi from the conditional distribution
of Xi given the current value of the other variables:
P (Xi|X−i). The stationary distribution of variables
derived through this procedure is guaranteed to con-
verge to the true joint distribution of the random
variables. However, if some variables can be jointly
sampled, then it may be beneficial to perform block
sampling of these variables to speed convergence. In
addition, if a random variable is not of direct inter-
est, we can avoid sampling it directly by marginal-
izing it out, yielding a collapsed sampler. We uti-
lize variable blocking by jointly sampling multiple
segmentation and alignment decisions. We also col-
lapse our Gibbs sampler in the standard way, by us-
ing predictive posteriors marginalized over all possi-
ble draws from the Dirichlet processes (resulting in
Chinese Restaurant Processes).

Resampling For each bilingual phrase, we resam-
ple each word in the phrase in turn. For word w
in language E , we consider at once all possible seg-
mentations, and for each segmentation all possible
alignments. We keep fixed the previously sampled
segmentation decisions for all other words in the
phrase as well as sampled alignments involving mor-
phemes in other words. We are thus considering at
once: all possible segmentations of w along with
all possible alignments involving morphemes in w
with some subset of previously sampled language-
F morphemes.3

3We retain morpheme identities during resampling of the
morpheme alignments. This procedure is technically justi-
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Arabic Hebrew
precision recall F-score precision recall F-score

RANDOM 18.28 19.24 18.75 24.95 24.66 24.80
MORFESSOR 71.10 60.51 65.38 65.38 57.69 61.29
MONOLINGUAL 52.95 78.46 63.22 55.76 64.44 59.78
+ ARABIC/HEBREW 60.40 78.64 68.32 59.08 66.50 62.57
+ ARAMAIC 61.33 77.83 68.60 54.63 65.68 59.64
+ ENGLISH 63.19 74.79 68.49 60.20 64.42 62.23
+ ARAMAIC+PH 66.74 75.46 70.83 60.87 59.73 60.29
+ ARABIC/HEBREW+PH 67.75 77.29 72.20 64.90 62.87 63.87

Table 1: Precision, recall and F-score evaluated on Arabic and Hebrew. The first three rows provide baselines (random
selection, an alternative state-of-the-art system, and the monolingual version of our model). The next three rows show
the result of our bilingual model when one of Arabic, Hebrew, Aramaic, or English is added. The final two rows
show the result of the bilingual model when character-to-character phonetic correspondences are used in the abstract
morpheme prior.

The sampling formulas are easily derived as prod-
ucts of the relevant Chinese Restaurant Processes
(with a minor adjustment to take into account the
number of stray and abstract morphemes resulting
from each decision). See (Neal, 1998) for general
formulas for Gibbs sampling from distributions with
Dirichlet process priors. All results reported are av-
eraged over five runs using simulated annealing.

5 Experimental Set-Up

Morpheme Definition For the purpose of these
experiments, we define morphemes to include con-
junctions, prepositional and pronominal affixes, plu-
ral and dual suffixes, particles, definite articles, and
roots. We do not model cases of infixed morpheme
transformations, as those cannot be modeled by lin-
ear segmentation.

Dataset As a source of parallel data, we use the
Hebrew Bible and translations. For the Hebrew ver-
sion, we use an edition distributed by Westminster
Hebrew Institute (Groves and Lowery, 2006). This
Bible edition is augmented by gold standard mor-
phological analysis (including segmentation) per-
formed by biblical scholars.

For the Arabic, Aramaic, and English versions,

fied by augmenting the model with a pair of “morpheme-
identity” variables deterministically drawn from each abstract
morpheme. Thus the identity of the drawn morphemes can be
retained even while resampling their generation mechanism.

we use the Van Dyke Arabic translation,4 Targum
Onkelos,5 and the Revised Standard Version (Nel-
son, 1952), respectively. We obtained gold stan-
dard segmentations of the Arabic translation with a
hand-crafted Arabic morphological analyzer which
utilizes manually constructed word lists and compat-
ibility rules and is further trained on a large corpus
of hand-annotated Arabic data (Habash and Ram-
bow, 2005). The accuracy of this analyzer is re-
ported to be 94% for full morphological analyses,
and 98%-99% when part-of-speech tag accuracy is
not included. We don’t have gold standard segmen-
tations for the English and Aramaic portions of the
data, and thus restrict our evaluation to Hebrew and
Arabic.

To obtain our corpus of short parallel phrases, we
preprocessed each language pair using the Giza++
alignment toolkit.6 Given word alignments for each
language pair, we extract a list of phrase pairs that
form independent sets in the bipartite alignment
graph. This process allows us to group together
phrases like fy s. bah. in Arabic and bbqr in He-
brew while being reasonably certain that all the rele-
vant morphemes are contained in the short extracted
phrases. The number of words in such phrases
ranges from one to four words in the Semitic lan-
guages and up to six words in English. Before per-
forming any experiments, a manual inspection of

4http://www.arabicbible.com/bible/vandyke.htm
5http://www.mechon-mamre.org/i/t/u/u0.htm
6http://www.fjoch.com/GIZA++.html
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the generated parallel phrases revealed that many
infrequent phrase pairs occurred merely as a result
of noisy translation and alignment. Therefore, we
eliminated all parallel phrases that occur fewer than
five times. As a result of this process, we obtain
6,139 parallel short phrases in Arabic, Hebrew, Ara-
maic, and English. The average number of mor-
phemes per word in the Hebrew data is 1.8 and is
1.7 in Arabic.

For the bilingual models which employs prob-
abilistic string-edit distance as a prior on abstract
morphemes, we parameterize the string-edit model
with the chart of Semitic consonant relationships
listed on page xxiv of (Thackston, 1999). All pairs
of corresponding letters are given equal substitution
probability, while all other letter pairs are given sub-
stitution probability of zero.

Evaluation Methods Following previous work,
we evaluate the performance of our automatic seg-
mentation algorithm using F-score. This measure is
the harmonic mean of recall and precision, which are
calculated on the basis of all possible segmentation
points. The evaluation is performed on a random set
of 1/5 of the parallel phrases which is unseen dur-
ing the training phase. During testing, we do not
allow the models to consider any multilingual evi-
dence. This restriction allows us to simulate future
performance on purely monolingual data.

Baselines Our primary purpose is to compare the
performance of our bilingual model with its fully
monolingual counterpart. However, to demonstrate
the competitiveness of this baseline model, we also
provide results using MORFESSOR (Creutz and La-
gus, 2007), a state-of-the-art unsupervised system
for morphological segmentation. While developed
originally for Finnish, this system has been success-
fully applied to a range of languages including Ger-
man, Turkish and English. The probabilistic formu-
lation of this model is close to our monolingual seg-
mentation model, but it uses a greedy search specif-
ically designed for the segmentation task. We use
the publicly available implementation of this system.
To provide some idea of the inherent difficulty of
this segmentation task, we also provide results from
a random baseline which makes segmentation deci-
sions based on a coin weighted with the true seg-
mentation frequency.

6 Results

Table 1 shows the performance of the various auto-
matic segmentation methods. The first three rows
provide baselines, as mentioned in the previous sec-
tion. Our primary baseline is MONOLINGUAL,
which is the monolingual counterpart to our model
and only uses the language-specific distributions E
or F . The next three rows shows the performance of
various bilingual models that don’t use character-to-
character phonetic correspondences to capture cog-
nate information. We find that with the excep-
tion of the HEBREW(+ARAMAIC) pair, the bilingual
models show marked improvement over MONOLIN-
GUAL. We notice that in general, adding English –
which has comparatively little morphological ambi-
guity – is about as useful as adding a more closely
related Semitic language. However, once character-
to-character phonetic correspondences are added as
an abstract morpheme prior (final two rows), we
find the performance of related language pairs out-
strips English, reducing relative error over MONO-
LINGUAL by 10% and 24% for the Hebrew/Arabic
pair.

7 Conclusions and Future Work

We started out by posing two questions: (i) Can we
exploit cross-lingual patterns to improve unsuper-
vised analysis? (ii) Will this joint analysis provide
more or less benefit when the languages belong to
the same family? The model and results presented in
this paper answer the first question in the affirmative,
at least for the task of morphological segmentation.

We also provided some evidence that considering
closely related languages may be more beneficial
than distant pairs if the model is able to explicitly
represent shared language structure (the character-
to-character phonetic correspondences in our case).
In the future, we hope to apply similar multilingual
models to other core unsupervised analysis tasks, in-
cluding part-of-speech tagging and grammar induc-
tion, and to further investigate the role that language
relatedness plays in such models. 7

7We acknowledge the support of the National Science Foun-
dation (CAREER grant IIS-0448168 and grant IIS-0415865)
and the Microsoft Research Faculty Fellowship. Thanks to
members of the MIT NLP group for enlightening discussion.
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Abstract

We address the task of unsupervised POS tag-
ging. We demonstrate that good results can be
obtained using the robust EM-HMM learner
when provided with good initial conditions,
even with incomplete dictionaries. We present
a family of algorithms to compute effective
initial estimations p(t|w). We test the method
on the task of full morphological disambigua-
tion in Hebrew achieving an error reduction of
25% over a strong uniform distribution base-
line. We also test the same method on the stan-
dard WSJ unsupervised POS tagging task and
obtain results competitive with recent state-of-
the-art methods, while using simple and effi-
cient learning methods.

1 Introduction

The task of unsupervised (or semi-supervised) part-
of-speech (POS) tagging is the following: given a
dictionary mapping words in a language to their pos-
sible POS, and large quantities of unlabeled text
data, learn to predict the correct part of speech for
a given word in context. The only supervision given
to the learning process is the dictionary, which in
a realistic scenario, contains only part of the word
types observed in the corpus to be tagged.

Unsupervised POS tagging has been traditionally
approached with relative success (Merialdo, 1994;
Kupiec, 1992) by HMM-based generative mod-
els, employing EM parameters estimation using the
Baum-Welch algorithm. However, as recently noted

∗This work is supported in part by the Lynn and William
Frankel Center for Computer Science.

by Banko and Moore (2004), these works made use
of filtered dictionaries: dictionaries in which only
relatively probable analyses of a given word are pre-
served. This kind of filtering requires serious su-
pervision: in theory, an expert is needed to go over
the dictionary elements and filter out unlikely anal-
yses. In practice, counts from an annotated corpus
have been traditionally used to perform the filtering.
Furthermore, these methods require rather compre-
hensive dictionaries in order to perform well.

In recent work, researchers try to address these
deficiencies by using dictionaries with unfiltered
POS-tags, and testing the methods on “diluted dic-
tionaries” – in which many of the lexical entries are
missing (Smith and Eisner, 2005) (SE), (Goldwater
and Griffiths, 2007) (GG), (Toutanova and Johnson,
2008) (TJ).

All the work mentioned above focuses on unsu-
pervised English POS tagging. The dictionaries are
all derived from tagged English corpora (all recent
work uses the WSJ corpus). As such, the setting of
the research is artificial: there is no reason to per-
form unsupervised learning when an annotated cor-
pus is available. The problem is rather approached
as a workbench for exploring new learning methods.
The result is a series of creative algorithms, that have
steadily improved results on the same dataset: unsu-
pervised CRF training using contrastive estimation
(SE), a fully-bayesian HMM model that jointly per-
forms clustering and sequence learning (GG), and
a Bayesian LDA-based model using only observed
context features to predict tag words (TJ). These so-
phisticated learning algorithms all outperform the
traditional baseline of EM-HMM based methods,
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while relying on similar knowledge: the lexical con-
text of the words to be tagged and their letter struc-
ture (e.g., presence of suffixes, capitalization and
hyphenation).1

Our motivation for tackling unsupervised POS
tagging is different: we are interested in develop-
ing a Hebrew POS tagger. We have access to a good
Hebrew lexicon (and a morphological analyzer), and
a fair amount of unlabeled training data, but hardly
any annotated corpora. We actually report results
on full morphological disambiguation for Hebrew, a
task similar but more challenging than POS tagging:
we deal with a tagset much larger than English (over
3,561 distinct tags) and an ambiguity level of about
2.7 per token as opposed to 1.4 for English. Instead
of inventing a new learning framework, we go back
to the traditional EM trained HMMs. We argue that
the key challenge to learning an effective model is
to define good enough initial conditions. Given suf-
ficiently good initial conditions, EM trained models
can yield highly competitive results. Such models
have other benefits as well: they are simple, robust,
and computationally more attractive.

In this paper, we concentrate on methods for de-
riving sufficiently good initial conditions for EM-
HMM learning. Our method for learning initial con-
ditions for the p(t|w) distributions relies on a mix-
ture of language specific models: a paradigmatic
model of similar words (where similar words are
words with similar inflection patterns), simple syn-
tagmatic constraints (e.g., the sequence V-V is ex-
tremely rare in English). These are complemented
by a linear lexical context model. Such models are
simple to build and test.

We present results for unsupervised PoS tagging
of Hebrew text and for the common WSJ English
test sets. We show that our method achieves state-of-
the-art results for the English setting, even with a rel-
atively small dictionary. Furthermore, while recent
work report results on a reduced English tagset of
17 PoS tags, we also present results for the complete
45 tags tagset of the WSJ corpus. This considerably
raises the bar of the EM-HMM baseline. We also
report state-of-the-art results for Hebrew full mor-

1Another notable work, though within a slightly differ-
ent framework, is the prototype-driven method proposed by
(Haghighi and Klein, 2006), in which the dictionary is replaced
with a very small seed of prototypical examples.

phological disambiguation.
Our primary conclusion is that the problem of

learning effective stochastic classifiers remains pri-
marily a search task. Initial conditions play a domi-
nant role in solving this task and can rely on linguis-
tically motivated approximations. A robust learn-
ing method (EM-HMM) combined with good initial
conditions based on a robust feature set can go a
long way (as opposed to a more complex learning
method). It seems that computing initial conditions
is also the right place to capture complex linguistic
intuition without fear that over-generalization could
lead a learner to diverge.

2 Previous Work

The tagging accuracy of supervised stochastic tag-
gers is around 96%–97% (Manning and Schutze,
1999). Merialdo (1994) reports an accuracy
of 86.6% for an unsupervised token-based EM-
estimated HMM, trained on a corpus of about 1M
words, over a tagset of 159 tags. Elworthy (1994), in
contrast, reports accuracy of 75.49%, 80.87%, and
79.12% for unsupervised word-based HMM trained
on parts of the LOB corpora, with a tagset of 134
tags. With (artificially created) good initial condi-
tions, such as a good approximation of the tag distri-
bution for each word, Elworthy reports an improve-
ment to 94.6%, 92.27%, and 94.51% on the same
data sets. Merialdo, on the other hand, reports an im-
provement to 92.6% and 94.4% for the case where
100 and 2,000 sentences of the training corpus are
manually tagged. Later, Banko and Moore (2004)
observed that earlier unsupervised HMM-EM re-
sults were artificially high due to use of Optimized
Lexicons, in which only frequent-enough analyses
of each word were kept. Brill (1995b) proposed
an unsupervised tagger based on transformation-
based learning (Brill, 1995a), achieving accuracies
of above 95%. This unsupervised tagger relied on
an initial step in which the most probable tag for
each word is chosen. Optimized lexicons and Brill’s
most-probable-tag Oracle are not available in realis-
tic unsupervised settings, yet, they show that good
initial conditions greatly facilitate learning.

Recent work on unsupervised POS tagging for
English has significantly improved the results on this
task: GG, SE and most recently TJ report the best re-
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sults so far on the task of unsupervised POS tagging
of the WSJ with diluted dictionaries. With dictionar-
ies as small as 1249 lexical entries the LDA-based
method with a strong ambiguity-class model reaches
POS accuracy as high as 89.7% on a reduced tagset
of 17 tags.

While these 3 methods rely on the same feature
set (lexical context, spelling features) for the learn-
ing stage, the LDA approach bases its predictions
entirely on observable features, and excludes the tra-
ditional hidden states sequence.

In Hebrew, Levinger et al. (1995) introduced the
similar-words algorithm for estimating p(t|w) from
unlabeled data, which we describe below. Our
method uses this algorithm as a first step, and refines
the approximation by introducing additional linguis-
tic constraints and an iterative refinement step.

3 Initial Conditions For EM-HMM

The most common model for unsupervised learning
of stochastic processes is Hidden Markov Models
(HMM). For the case of tagging, the states corre-
spond to the tags ti, and words wi are emitted each
time a state is visited. The parameters of the model
can be estimated by applying the Baum-Welch EM
algorithm (Baum, 1972), on a large-scale corpus of
unlabeled text. The estimated parameters are then
used in conjunction with Viterbi search, to find the
most probable sequence of tags for a given sentence.
In this work, we follow Adler (2007) and use a vari-
ation of second-order HMM in which the probability
of a tag is conditioned by the tag that precedes it and
by the one that follows it, and the probability of an
emitted word is conditioned by its tag and the tag
that follows it2. In all experiments, we use the back-
off smoothing method of (Thede and Harper, 1999),
with additive smoothing (Chen, 1996) for the lexical
probabilities.

We investigate methods to approximate the initial
parameters of the p(t|w) distribution, from which
we obtain p(w|t) by marginalization and Bayesian
inversion. We also experiment with constraining the
p(t|t−1, t+1) distribution.

2Technically this is not Markov Model but a Dependency
Net. However, bidirectional conditioning seem more suitable
for language tasks, and in practice the learning and inference
methods are mostly unaffected. See (Toutanova et al., 2003).

General syntagmatic constraints We set linguis-
tically motivated constraints on the p(t|t−1, t+1)
distribution. In our setting, these are used to force
the probability of some events to 0 (e.g., “Hebrew
verbs can not be followed by the of preposition”).

Morphology-based p(t|w) approximation
Levinger et al. (1995) developed a context-free
method for acquiring morpho-lexical probabilities
(p(t|w)) from an untagged corpus. The method is
based on language-specific rules for constructing a
similar words (SW) set for each analysis of a word.
This set is composed of morphological variations
of the word under the given analysis. For example,
the Hebrew token ילד can be analyzed as either a
noun (boy) or a verb (gave birth). The noun SW set
for this token is composed of the definiteness and
number inflections הילד,ילדים,הילדים (the boy, boys,
the boys), while the verb SW set is composed
of gender and tense inflections ילדה,ילדו (she/they
gave birth). The approximated probability of each
analysis is based on the corpus frequency of its SW
set. For the complete details, refer to the original
paper. Cucerzan and Yarowsky (2000) proposed
a similar method for the unsupervised estimation
of p(t|w) in English, relying on simple spelling
features to characterize similar word classes.

Linear-Context-based p(t|w) approximation
The method of Levinger et al. makes use of Hebrew
inflection patterns in order to estimate context free
approximation of p(t|w) by relating a word to its
different inflections. However, the context in which
a word occurs can also be very informative with
respect to its POS-analysis (Schütze, 1995). We
propose a novel algorithm for estimating p(t|w)
based on the contexts in which a word occurs.3

The algorithm starts with an initial p(t|w) esti-
mate, and iteratively re-estimates:

p̂(t|c) =
∑

w∈W p(t|w)p(w|c)
Z

p̂(t|w) =
∑

c∈RELC
p(t|c)p(c|w)allow(t, w)

Z
3While we rely on the same intuition, our use of context

differs from earlier works on distributional POS-tagging like
(Schütze, 1995), in which the purpose is to directly assign the
possible POS for an unknown word. In contrast, our algorithm
aims to improve the estimate for the whole distribution p(t|w),
to be further disambiguated by the EM-HMM learner.
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where Z is a normalization factor, W is the set of
all words in the corpus, C is the set of all contexts,
andRELC ⊆ C is a set of reliable contexts, defined
below. allow(t, w) is a binary function indicating
whether t is a valid tag for w. p(c|w) and p(w|c) are
estimated via raw corpus counts.

Intuitively, we estimate the probability of a tag
given a context as the average probability of a tag
given any of the words appearing in that context, and
similarly the probability of a tag given a word is the
averaged probability of that tag in all the (reliable)
contexts in which the word appears. At each round,
we define RELC , the set of reliable contexts, to be
the set of all contexts in which p(t|c) > 0 for at most
X different ts.

The method is general, and can be applied to dif-
ferent languages. The parameters to specify for each
language are: the initial estimation p(t|w), the esti-
mation of the allow relation for known and OOV
words, and the types of contexts to consider.

4 Application to Hebrew

In Hebrew, several words combine into a single to-
ken in both agglutinative and fusional ways. This
results in a potentially high number of tags for each
token. On average, in our corpus, the number of pos-
sible analyses per known word reached 2.7, with the
ambiguity level of the extended POS tagset in cor-
pus for English (1.41) (Dermatas and Kokkinakis,
1995).

In this work, we use the morphological analyzer
of MILA – Knowledge Center for Processing He-
brew (KC analyzer). In contrast to English tagsets,
the number of tags for Hebrew, based on all com-
binations of the morphological attributes, can grow
theoretically to about 300,000 tags. In practice, we
found ‘only’ about 3,560 tags in a corpus of 40M
tokens training corpus taken from Hebrew news ma-
terial and Knesset transcripts. For testing, we man-
ually tagged the text which is used in the Hebrew
Treebank (Sima’an et al., 2001) (about 90K tokens),
according to our tagging guidelines.

4.1 Initial Conditions

General syntagmatic constraints We define 4
syntagmatic constraints over p(t|t−1, t+1): (1) a
construct state form cannot be followed by a verb,

preposition, punctuation, existential, modal, or cop-
ula; (2) a verb cannot be followed by the preposition
של šel (of), (3) copula and existential cannot be fol-
lowed by a verb, and (4) a verb cannot be followed
by another verb, unless one of them has a prefix, or
the second verb is an infinitive, or the first verb is
imperative and the second verb is in future tense.4

Morphology-Based p(t|w) approximation We
extended the set of rules used in Levinger et al. , in
order to support the wider tagset used by the KC an-
alyzer: (1) The SW set for adjectives, copulas, exis-
tentials, personal pronouns, verbs and participles, is
composed of all gender-number inflections; (2) The
SW set for common nouns is composed of all num-
ber inflections, with definite article variation for ab-
solute noun; (3) Prefix variations for proper nouns;
(4) Gender variation for numerals; and (5) Gender-
number variation for all suffixes (possessive, nomi-
native and accusative).

Linear-Context-based p(t|w) approximation
For the initial p(t|w) we use either a uniform distri-
bution based on the tags allowed in the dictionary,
or the estimate obtained by using the modified
Levinger et al. algorithm. We use contexts of the
form LR=w−1, w+1 (the neighbouring words). We
estimate p(w|c) and p(c|w) via relative frequency
over all the events w1, w2, w3 occurring at least
10 times in the corpus. allow(t, w) follows the
dictionary. Because of the wide coverage of the
Hebrew lexicon, we take RELC to be C (all
available contexts).

4.2 Evaluation

We run a series of experiments with 8 distinct ini-
tial conditions, as shown in Table 1: our baseline
(Uniform) is the uniform distribution over all tags
provided by the KC analyzer for each word. The
Syntagmatic initial conditions add the p(t|t−1, t+1)
constraints described above to the uniform base-
line. The Morphology-Based and Linear-Context
initial conditions are computed as described above,
while the Morph+Linear is the result of applying
the linear-context algorithm over initial values com-
puted by the Morphology-based method. We repeat

4This rule was taken from Shacham and Wintner(2007).
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Initial Condition Dist Context-Free EM-HMM
Full Seg+Pos Full Seg+Pos

Uniform 60 63.8 71.9 85.5 89.8

Syntagmatic
Pair Constraints 60 / / 85.8 89.8
Init-Trans 60 / / 87.9 91

Morpho-Lexical
Morph-Based 76.8 76.4 83.1 87.7 91.6
Linear-Context 70.1 75.4 82.6 85.3 89.6
Morph+Linear 79.8 79.0 85.5 88 92

PairConst+Morph
Morph-Based / / / 87.6 91.4
Linear-Context / / / 84.5 89.0
Morph+Linear / / / 87.1 91.5

InitTrans+Morph
Morph-Based / / / 89.2 92.3
Linear-Context / / / 87.7 90.9
Morph+Linear / / / 89.4 92.4

Table 1: Accuracy (%) of Hebrew Morphological
Disambiguation and POS Tagging over various initial

conditions

these last 3 models with the addition of the syntag-
matic constraints (Synt+Morph).

For each of these, we first compare the computed
p(t|w) against a gold standard distribution, taken
from the test corpus (90K tokens), according to the
measure used by (Levinger et al., 1995) (Dist). On
this measure, we confirm that our improved morpho-
lexical approximation improves the results reported
by Levinger et al. from 74% to about 80% on a
richer tagset, and on a much larger test set (90K vs.
3,400 tokens).

We then report on the effectiveness of p(t|w) as
a context-free tagger that assigns to each word the
most likely tag, both for full morphological analy-
sis (3,561 tags) (Full) and for the simpler task of
token segmentation and POS tag selection (36 tags)
(Seg+Pos). The best results on this task are 80.8%
and 87.5% resp. achieved on the Morph+Linear ini-
tial conditions.

Finally, we test effectiveness of the initial con-
ditions with EM-HMM learning. We reach 88%
accuracy on full morphological and 92% accuracy
for POS tagging and word segmentation, for the
Morph+Linear initial conditions.

As expected, EM-HMM improves results (from
80% to 88%). Strikingly, EM-HMM improves the
uniform initial conditions from 64% to above 85%.
However, better initial conditions bring us much
over this particular local maximum – with an error
reduction of 20%. In all cases, the main improve-
ment over the uniform baseline is brought by the
morphology-based initial conditions. When applied
on its own, the linear context brings modest im-
provement. But the combination of the paradigmatic
morphology-based method with the linear context

improves all measures.
A most interesting observation is the detrimental

contribution of the syntagmatic constraints we in-
troduced. We found that 113,453 sentences of the
corpus (about 5%) contradict these basic and ap-
parently simple constraints. As an alternative to
these common-sense constraints, we tried to use a
small seed of randomly selected sentences (10K an-
notated tokens) in order to skew the initial uniform
distribution of the state transitions. We initialize the
p(t|t−1, t+1) distribution with smoothed ML esti-
mates based on tag trigram and bigram counts (ig-
noring the tag-word annotations). This small seed
initialization (InitTrans) has a great impact on ac-
curacy. Overall, we reach 89.4% accuracy on full
morphological and 92.4% accuracy for POS tagging
and word segmentation, for the Morph+Linear con-
ditions – an error reduction of more than 25% from
the uniform distribution baseline.

5 Application to English

We now apply the same technique to English semi-
supervised POS tagging. Recent investigations of
this task use dictionaries derived from the Penn WSJ
corpus, with a reduced tag set of 17 tags5 instead of
the original 45-tags tagset. They experiment with
full dictionaries (containing complete POS informa-
tion for all the words in the text) as well as “diluted”
dictionaries, from which large portions of the vo-
cabulary are missing. These settings are very dif-
ferent from those used for Hebrew: the tagset is
much smaller (17 vs. ∼3,560) and the dictionaries
are either complete or extremely crippled. However,
for the sake of comparison, we have reproduced the
same experimental settings.

We derive dictionaries from the complete WSJ
corpus6, and the exact same diluted dictionaries used
in SE, TJ and GG.

5ADJ ADV CONJ DET ENDPUNC INPUNC LPUNC
RPUNC N POS PRT PREP PRT TO V VBG VBN WH

6The dictionary derived from the WSJ data is very noisy:
many of the stop words get wrong analyses stemming from tag-
ging mistakes (for instance, the word the has 6 possible analyses
in the data-derived dictionary, which we checked manually and
found all but DT erroneous). Such noise is not expected in a real
world dictionary, and our algorithm is not designed to accomo-
date it. We corrected the entries for the 20 most frequent words
in the corpus. This step could probably be done automatically,
but we consider it to be a non-issue in any realistic setting.
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Syntagmatic Constraints We indirectly incor-
porated syntagmatic constraints through a small
change to the tagset. The 17-tags English tagset
allows for V-V transitions. Such a construction is
generally unlikely in English. By separating modals
from the rest of the verbs, and creating an addi-
tional class for the 5 be verbs (am,is,are,was,were),
we made such transition much less probable. The
new 19-tags tagset reflects the “verb can not follow
a verb” constraint.

Morphology-Based p(t|w) approximation En-
glish morphology is much simpler compared to that
of Hebrew, making direct use of the Levinger con-
text free approximation impossible. However, some
morphological cues exist in English as well, in par-
ticular common suffixation patterns. We imple-
mented our morphology-based context-free p(t|w)
approximation for English as a special case of the
linear context-based algorithm described in Sect.3.
Instead of generating contexts based on neighboring
words, we generate them using the following 5 mor-
phological templates:
suff=S The word has suffix S (suff=ing).
L+suff=W,S The word appears just after word W ,
with suffix S (L+suff=have,ed).
R+suff=S,W The word appears just before wordW ,
with suffix S (R+suff=ing,to)
wsuf=S1,S2 The word suffix is S1, the same stem is
seen with suffix S2 (wsuf=ε,s).
suffs=SG The word stem appears with the SG group
of suffixes (suffs=ed,ing,s).
We consider a word to have a suffix only if the
word stem appears with a different suffix somewhere
in the text. We implemented a primitive stemmer
for extracting the suffixes while preserving a us-
able stem by taking care of few English orthogra-
phy rules (handling, e.g., , bigger → big er, nicer
→ nice er, happily → happy ly, picnicking → pic-
nic ing). For the immediate context W in the tem-
plates L+suff,R+suff, we consider only the 20 most
frequent tokens in the corpus.

Linear-Context-based p(t|w) approximation
We expect the context based approximation to be
particularly useful in English. We use the following
3 context templates: LL=w−2,w−1, LR=w−1,w+1

and RR=w+1,w+2. We estimate p(w|c) and p(c|w)
by relative frequency over word triplets occurring at

least twice in the unannotated training corpus.

Combined p(t|w) approximation This approx-
imation combines the morphological and linear
context approximations by using all the above-
mentioned context templates together in the iterative
process.

For all three p(t|w) approximations, we take
RELC to be contexts containing at most 4 tags.
allow(t, w) follows the dictionary for known words,
and is the set of all open-class POS for unknown
words. We take the initial p(t|w) for each w to be
uniform over all the dictionary specified tags for w.
Accordingly, the initial p(t|w) = 0 for w not in the
dictionary. We run the process for 8 iterations.7

Diluted Dictionaries and Unknown Words
Some of the missing dictionary elements are as-
signed a set of possible POS-tags and corresponding
probabilities in the p(t|w) estimation process. Other
unknown tokens remain with no analysis at the
end of the initial process computation. For these
missing elements, we assign an ambiguity class by
a simple ambiguity-class guesser, and set p(t|w)
to be uniform over all the tags in the ambiguity
class. Our ambiguity-class guesser assigns for each
word the set of all open-class tags that appeared
with the word suffix in the dictionary. The word
suffix is the longest (up to 3 characters) suffix of the
word that also appears in the top-100 suffixes in the
dictionary.

Taggers We test the resulting p(t|w) approxima-
tion by training 2 taggers: CF-Tag, a context-free
tagger assigning for each word its most probable
POS according to p(t|w), with a fallback to the most
probable tag in case the word does not appear in
the dictionary or if ∀t, p(t|w) = 0. EM-HMM,
a second-order EM-HMM initialized with the esti-
mated p(t|w).

Baselines As baseline, we use two EM-trained
HMM taggers, initialized with a uniform p(t|w) for
every word, based on the allowed tags in the dic-
tionary. For words not in the dictionary, we take
the allowed tags to be either all the open-class POS

7This is the first value we tried, and it seems to work fine.
We haven’t experimented with other values. The same applies
for the choice of 4 as the RELC threshold.
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(uniform(oc)) or the allowed tags according to our
simple ambiguity-class guesser (uniform(suf)).

All the p(t|w) estimates and HMM models are
trained on the entire WSJ corpus. We use the same
24K word test-set as used in SE, TJ and GG, as well
as the same diluted dictionaries. We report the re-
sults on the same reduced tagsets for comparison,
but also include the results on the full 46 tags tagset.

5.1 Results
Table 2 summarizes the results of our experiments.

Uniform initialization based on the simple suffix-
based ambiguity class guesser yields big improve-
ments over the uniform all-open-class initialization.
However, our refined initial conditions always im-
prove the results (by as much as 40% error re-
duction). As expected, the linear context is much
more effective than the morphological one, espe-
cially with richer dictionaries. This seem to indi-
cate that in English the linear context is better at re-
fining the estimations when the ambiguity classes
are known, while the morphological context is in
charge of adding possible tags when the ambigu-
ity classes are not known. Furthermore, the bene-
fit of the morphology-context is bigger for the com-
plete tagset setting, indicating that, while the coarse-
grained POS-tags are indicated by word distribu-
tion, the finer distinctions are indicated by inflec-
tions and orthography. The combination of linear
and morphology contexts is always beneficial. Syn-
tagmatic constraints (e.g., separating be verbs and
modals from the rest of the verbs) constantly im-
prove results by about 1%. Note that the context-free
tagger based on our p(t|w) estimates is quite accu-
rate. As with the EM trained models, combining lin-
ear and morphological contexts is always beneficial.

To put these numbers in context, Table 3 lists
current state-of-the art results for the same task.
CE+spl is the Contrastive-Estimation CRF method
of SE. BHMM is the completely Bayesian-HMM
of GG. PLSA+AC, LDA, LDA+AC are the mod-
els presented in TJ, LDA+AC is a Bayesian model
with a strong ambiguity class (AC) component, and
is the current state-of-the-art of this task. The other
models are variations excluding the Bayesian com-
ponents (PLSA+AC) or the ambiguity class.

While our models are trained on the unannotated
text of the entire WSJ Treebank, CE and BHMM use

much less training data (only the 24k words of the
test-set). However, as noted by TJ, there is no reason
one should limit the amount of unlabeled data used,
and in addition other results reported in GG,SE show
that accuracy does not seem to improve as more un-
labeled data are used with the models. We also re-
port results for training our EM-HMM tagger on the
smaller dataset (the p(t|w) estimation is still based
on the entire unlabeled WSJ).

All the abovementioned models follow the as-
sumption that all 17 tags are valid for the unknown
words. In contrast, we restrict the set of allowed
tags for an unknown word to open-class tags. Closed
class words are expected to be included in a dictio-
nary, even a small one. The practice of allowing only
open-class tags for unknown words goes back a long
way (Weischedel et al., 1993), and proved highly
beneficial also in our case.

Notice that even our simplest models, in which
the initial p(t|w) distribution for each w is uniform,
already outperform most of the other models, and,
in the case of the diluted dictionaries, by a wide
margin. Similarly, given the p(t|w) estimate, EM-
HMM training on the smaller dataset (24k) is still
very competitive (yet results improve with more un-
labeled data). When we use our refined p(t|w) dis-
tribution as the basis of EM-HMM training, we get
the best results for the complete dictionary case.
With the diluted dictionaries, we are outperformed
only by LDA+AC. As we outperform this model in
the complete dictionary case, it seems that the ad-
vantage of this model is due to its much stronger
ambiguity class model, and not its Bayesian com-
ponents. Also note that while we outperform this
model when using the 19-tags tagset, it is slightly
better in the original 17-tags setting. It could be that
the reliance of the LDA models on observed surface
features instead of hidden state features is beneficial
avoiding the misleading V-V transitions.

We also list the performance of our best mod-
els with a slightly more realistic dictionary setting:
we take our dictionary to include information for all
words occurring in section 0-18 of the WSJ corpus
(43208 words). We then train on the entire unanno-
tated corpus, and test on sections 22-24 – the stan-
dard train/test split for supervised English POS tag-
ging. We achieve accuracy of 92.85% for the 19-
tags set, and 91.3% for the complete 46-tags tagset.
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Initial Conditions Full dict ≥ 2 dict ≥ 3 dict
(49206 words) (2141 words) (1249 words)

CF-Tag EM-HMM CF-Tag EM-HMM CF-Tag EM-HMM
Uniform(oc) 81.7 88.7 68.4 81.9 62.5 79.6
Uniform(suf) NA NA 76.8 83.4 76.9 81.6

17tags Morph-Cont 82.2 88.6 73.3 83.9 69.1 81.7
Linear-Cont 90.1 92.9 81.1 87.8 78.3 85.8
Combined-Cont 89.9 93.3 83.1 88.5 81.1 86.4
Uniform(oc) 79.9 91.0 66.6 83.4 60.7 84.7
Uniform(suf) NA NA 75.1 86.5 73.1 86.7

19tags Morph-Cont 80.5 89.2 71.5 86.5 67.5 87.1
Linear-Cont 88.4 93.7 78.9 89.0 76.3 86.9
Combined-Cont 88.0 93.8 81.1 89.4 79.2 87.4
Uniform(oc) 76.7 88.3 61.2 * 55.7 *
Uniform(suf) NA NA 64.2 81.9 60.3 79.8

46tags Morph-Cont 74.8 88.8 65.6 83.0 61.9 80.3
Linear-Cont 85.5 91.2 74.5 84.0 70.1 82.2
Combined-Cont 85.9 91.4 75.4 85.5 72.4 83.3

Table 2: Accuracy (%) of English POS Tagging over various initial conditions

Dict InitEM-HMM (24k) LDA LDA+AC PLSA+AC CE+spl BHMM
Full 93.8 (91.1) 93.4 93.4 89.7 88.7 87.3
≥ 2 89.4 (87.9) 87.4 91.2 87.8 79.5 79.6
≥ 3 87.4 (85.9) 85 89.7 85.9 78.4 71

Table 3: Comparison of English Unsupervised POS Tagging Methods

6 Conclusion
We have demonstrated that unsupervised POS tag-
ging can reach good results using the robust EM-
HMM learner when provided with good initial con-
ditions, even with incomplete dictionaries. We pre-
sented a general family of algorithms to compute ef-
fective initial conditions: estimation of p(t|w) rely-
ing on an iterative process shifting probabilities be-
tween words and their contexts. The parameters of
this process (definition of the contexts and initial es-
timations of p(t|w) can safely encapsulate rich lin-
guistic intuitions.

While recent work, such as GG, aim to use the
Bayesian framework and incorporate “linguistically
motivated priors”, in practice such priors currently
only account for the fact that language related dis-
tributions are sparse - a very general kind of knowl-
edge. In contrast, our method allow the incorpora-
tion of much more fine-grained intuitions.

We tested the method on the challenging task
of full morphological disambiguation in Hebrew
(which was our original motivation) and on the stan-
dard WSJ unsupervised POS tagging task.

In Hebrew, our model includes an improved ver-
sion of the similar words algorithm of (Levinger et
al., 1995), a model of lexical context, and a small

set of tag ngrams. The combination of these knowl-
edge sources in the initial conditions brings an error
reduction of more than 25% over a strong uniform
distribution baseline. In English, our model is com-
petitive with recent state-of-the-art results, while us-
ing simple and efficient learning methods.

The comparison with other algorithms indicates
directions of potential improvement: (1) our initial-
conditions method might benefit the other, more so-
phisticated learning algorithms as well. (2) Our
models were designed under the assumption of a
relatively complete dictionary. As such, they are
not very good at assigning ambiguity-classes to
OOV tokens when starting with a very small dic-
tionary. While we demonstrate competitive results
using a simple suffix-based ambiguity-class guesser
which ignores capitalization and hyphenation infor-
mation, we believe there is much room for improve-
ment in this respect. In particular, (Haghighi and
Klein, 2006) presents very strong results using a
distributional-similarity module and achieve impres-
sive tagging accuracy while starting with a mere
116 prototypical words. Experimenting with com-
bining similar models (as well as TJ’s ambiguity
class model) with our p(t|w) distribution estimation
method is an interesting research direction.
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Abstract

In statistical language modeling, one technique
to reduce the problematic effects of data spar-
sity is to partition the vocabulary into equiva-
lence classes. In this paper we investigate the
effects of applying such a technique to higher-
order n-gram models trained on large corpora.
We introduce a modification of the exchange
clustering algorithm with improved efficiency
for certain partially class-based models and a
distributed version of this algorithm to effi-
ciently obtain automatic word classifications
for large vocabularies (>1 million words) us-
ing such large training corpora (>30 billion to-
kens). The resulting clusterings are then used
in training partially class-based language mod-
els. We show that combining them with word-
based n-gram models in the log-linear model
of a state-of-the-art statistical machine trans-
lation system leads to improvements in trans-
lation quality as indicated by the BLEU score.

1 Introduction

A statistical language model assigns a probability
P (w) to any given string of words wm

1 = w1, ..., wm.
In the case of n-gram language models this is done
by factoring the probability:

P (wm
1 ) =

m∏
i=1

P (wi|wi−1
1 )

and making a Markov assumption by approximating
this by:

m∏
i=1

P (wi|wi−1
1 ) ≈

m∏
i=1

p(wi|wi−1
i−n+1)

Even after making the Markov assumption and thus
treating all strings of preceding words as equal which

∗ Parts of this research were conducted while the author
studied at the Berlin Institute of Technology

do not differ in the last n− 1 words, one problem n-
gram language models suffer from is that the training
data is too sparse to reliably estimate all conditional
probabilities P (wi|wi−1

1 ).
Class-based n-gram models are intended to help

overcome this data sparsity problem by grouping
words into equivalence classes rather than treating
them as distinct words and thus reducing the num-
ber of parameters of the model (Brown et al., 1990).
They have often been shown to improve the per-
formance of speech recognition systems when com-
bined with word-based language models (Martin et
al., 1998; Whittaker and Woodland, 2001). However,
in the area of statistical machine translation, espe-
cially in the context of large training corpora, fewer
experiments with class-based n-gram models have
been performed with mixed success (Raab, 2006).

Class-based n-gram models have also been shown
to benefit from their reduced number of parameters
when scaling to higher-order n-grams (Goodman and
Gao, 2000), and even despite the increasing size and
decreasing sparsity of language model training cor-
pora (Brants et al., 2007), class-based n-gram mod-
els might lead to improvements when increasing the
n-gram order.

When training class-based n-gram models on large
corpora and large vocabularies, one of the prob-
lems arising is the scalability of the typical cluster-
ing algorithms used for obtaining the word classifi-
cation. Most often, variants of the exchange algo-
rithm (Kneser and Ney, 1993; Martin et al., 1998)
or the agglomerative clustering algorithm presented
in (Brown et al., 1990) are used, both of which have
prohibitive runtimes when clustering large vocabu-
laries on the basis of large training corpora with a
sufficiently high number of classes.

In this paper we introduce a modification of the ex-
change algorithm with improved efficiency and then
present a distributed version of the modified algo-
rithm, which makes it feasible to obtain word clas-
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sifications using billions of tokens of training data.
We then show that using partially class-based lan-
guage models trained using the resulting classifica-
tions together with word-based language models in
a state-of-the-art statistical machine translation sys-
tem yields improvements despite the very large size
of the word-based models used.

2 Class-Based Language Modeling

By partitioning all Nv words of the vocabulary into
Nc sets, with c(w) mapping a word onto its equiva-
lence class and c(wj

i ) mapping a sequence of words
onto the sequence of their respective equivalence
classes, a typical class-based n-gram model approxi-
mates P (wi|wi−1

1 ) with the two following component
probabilities:

P (wi|wi−1
1 ) ≈ p0(wi|c(wi)) · p1(c(wi)|c(wi−1

i−n+1))
(1)

thus greatly reducing the number of parameters in
the model, since usually Nc is much smaller than
Nv.

In the following, we will call this type of model a
two-sided class-based model, as both the history of
each n-gram, the sequence of words conditioned on,
as well as the predicted word are replaced by their
class.

Once a partition of the words in the vocabulary is
obtained, two-sided class-based models can be built
just like word-based n-gram models using existing
infrastructure. In addition, the size of the model is
usually greatly reduced.

2.1 One-Sided Class-Based Models

Two-sided class-based models received most atten-
tion in the literature. However, several different
types of mixed word and class models have been
proposed for the purpose of improving the perfor-
mance of the model (Goodman, 2000), reducing its
size (Goodman and Gao, 2000) as well as lower-
ing the complexity of related clustering algorithms
(Whittaker and Woodland, 2001).

In (Emami and Jelinek, 2005) a clustering algo-
rithm is introduced which outputs a separate clus-
tering for each word position in a trigram model. In
the experimental evaluation, the authors observe the
largest improvements using a specific clustering for
the last word of each trigram but no clustering at
all for the first two word positions. Generalizing this
leads to arbitrary order class-based n-gram models
of the form:

P (wi|wi−1
1 ) ≈ p0(wi|c(wi)) · p1(c(wi)|wi−1

i−n+1) (2)

which we will call predictive class-based models in the
following sections.

3 Exchange Clustering

One of the frequently used algorithms for automat-
ically obtaining partitions of the vocabulary is the
exchange algorithm (Kneser and Ney, 1993; Martin
et al., 1998). Beginning with an initial clustering,
the algorithm greedily maximizes the log likelihood
of a two-sided class bigram or trigram model as de-
scribed in Eq. (1) on the training data. Let V be
the set of words in the vocabulary and C the set of
classes. This then leads to the following optimization
criterion, where N(w) and N(c) denote the number
of occurrences of a word w or a class c in the training
data and N(c, d) denotes the number of occurrences
of some word in class c followed by a word in class d
in the training data:

Ĉ = argmax
C

∑
w∈V

N(w) · logN(w) +

+
∑

c∈C,d∈C

N(c, d) · logN(c, d)−

−2 ·
∑
c∈C

N(c) · logN(c) (3)

The algorithm iterates over all words in the vo-
cabulary and tentatively moves each word to each
cluster. The change in the optimization criterion is
computed for each of these tentative moves and the
exchange leading to the highest increase in the opti-
mization criterion (3) is performed. This procedure
is then repeated until the algorithm reaches a local
optimum.

To be able to efficiently calculate the changes in
the optimization criterion when exchanging a word,
the counts in Eq. (3) are computed once for the ini-
tial clustering, stored, and afterwards updated when
a word is exchanged.

Often only a limited number of iterations are per-
formed, as letting the algorithm terminate in a local
optimum can be computationally impractical.

3.1 Complexity

The implementation described in (Martin et al.,
1998) uses a memory saving technique introducing
a binary search into the complexity estimation. For
the sake of simplicity, we omit this detail in the fol-
lowing complexity analysis. We also do not employ
this optimization in our implementation.

The worst case complexity of the exchange algo-
rithm is quadratic in the number of classes. However,
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Input: The fixed number of clusters Nc

Compute initial clustering
while clustering changed in last iteration do

forall w ∈ V do
forall c ∈ C do

move word w tentatively to cluster
c
compute updated optimization
criterion

move word w to cluster maximizing
optimization criterion

Algorithm 1: Exchange Algorithm Outline

the average case complexity can be reduced by up-
dating only the counts which are actually affected by
moving a word from one cluster to another. This can
be done by considering only those sets of clusters for
which N(w, c) > 0 or N(c, w) > 0 for a word w about
to be exchanged, both of which can be calculated ef-
ficiently when exchanging a word. The algorithm
scales linearly in the size of the vocabulary.

With Npre
c and Nsuc

c denoting the average number
of clusters preceding and succeeding another cluster,
B denoting the number of distinct bigrams in the
training corpus, and I denoting the number of itera-
tions, the worst case complexity of the algorithm is
in:

O(I · (2 ·B +Nv ·Nc · (Npre
c +Nsuc

c )))

When using large corpora with large numbers of
bigrams the number of required updates can increase
towards the quadratic upper bound as Npre

c and
Nsuc

c approach Nc. For a more detailed description
and further analysis of the complexity, the reader is
referred to (Martin et al., 1998).

4 Predictive Exchange Clustering

Modifying the exchange algorithm in order to opti-
mize the log likelihood of a predictive class bigram
model, leads to substantial performance improve-
ments, similar to those previously reported for an-
other type of one-sided class model in (Whittaker
and Woodland, 2001).

We use a predictive class bigram model as given
in Eq. (2), for which the maximum-likelihood prob-
ability estimates for the n-grams are given by their
relative frequencies:

P (wi|wi−1
1 ) ≈ p0(wi|c(wi)) · p1(c(wi)|wi−1)(4)

=
N(wi)
N(c(wi))

· N(wi−1, c(wi))
N(wi−1)

(5)

whereN(w) again denotes the number of occurrences
of the word w in the training corpus and N(v, c)

the number of occurrences of the word v followed by
some word in class c. Then the following optimiza-
tion criterion can be derived, with F (C) being the
log likelihood function of the predictive class bigram
model given a clustering C:

F (C) =
∑
w∈V

N(w) · log p(w|c(w))

+
∑

v∈V,c∈C

N(v, c) · log p(c|v) (6)

=
∑
w∈V

N(w) · log
N(w)
N(c(w))

+
∑

v∈V,c∈C

N(v, c) · log
N(v, c)
N(v)

(7)

=
∑
w∈V

N(w) · logN(w)

−
∑
w∈V

N(w) · logN(c(w))

+
∑

v∈V,c∈C

N(v, c) · logN(v, c)

−
∑

v∈V,c∈C

N(v, c) · logN(v) (8)

The very last summation of Eq. (8) now effectively
sums over all occurrences of all words and thus can-
cels out with the first summation of (8) which leads
to:

F (C) =
∑

v∈V,c∈C

N(v, c) · logN(v, c)

−
∑
w∈V

N(w) · logN(c(w)) (9)

In the first summation of Eq. (9), for a given word v
only the set of classes which contain at least one word
w for whichN(v, w) > 0 must be considered, denoted
by suc(v). The second summation is equivalent to∑

c∈C N(c) · logN(c). Thus the further simplified
criterion is:

F (C) =
∑

v∈V,c∈suc(v)

N(v, c) · logN(v, c)

−
∑
c∈C

N(c) · logN(c) (10)

When exchanging a word w between two classes c
and c′, only two summands of the second summation
of Eq. (10) are affected. The first summation can be
updated by iterating over all bigrams ending in the
exchanged word. Throughout one iteration of the
algorithm, in which for each word in the vocabulary
each possible move to another class is evaluated, this
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amounts to the number of distinct bigrams in the
training corpus B, times the number of clusters Nc.
Thus the worst case complexity using the modified
optimization criterion is in:

O(I ·Nc · (B +Nv))

Using this optimization criterion has two effects
on the complexity of the algorithm. The first dif-
ference is that in contrast to the exchange algorithm
using a two sided class-based bigram model in its op-
timization criterion, only two clusters are affected by
moving a word. Thus the algorithm scales linearly
in the number of classes. The second difference is
that B dominates the term B+Nv for most corpora
and scales far less than linearly with the vocabulary
size, providing a significant performance advantage
over the other optimization criterion, especially when
large vocabularies are used (Whittaker and Wood-
land, 2001).

For efficiency reasons, an exchange of a word be-
tween two clusters is separated into a remove and a
move procedure. In each iteration the remove proce-
dure only has to be called once for each word, while
for a given word move is called once for every clus-
ter to compute the consequences of the tentative ex-
changes. An outline of the move procedure is given
below. The remove procedure is similar.

Input: A word w, and a destination cluster c
Result: The change in the optimization

criterion when moving w to cluster c
delta← N(c) · logN(c)
N ′(c)← N(c)−N(w)
delta← delta−N ′(c) · logN ′(c)
if not a tentative move then

N(c)← N ′(c)
forall v ∈ suc(w) do

delta← delta−N(v, c) · logN(v, c)
N ′(v, c)← N(v, c)−N(v, w)
delta← delta+N ′(v, c) · logN ′(v, c)
if not a tentative move then

N(v, c)← N ′(v, c)

return delta

Procedure MoveWord

5 Distributed Clustering

When training on large corpora, even the modified
exchange algorithm would still require several days
if not weeks of CPU time for a sufficient number of
iterations.

To overcome this we introduce a novel distributed
exchange algorithm, based on the modified exchange

algorithm described in the previous section. The vo-
cabulary is randomly partitioned into sets of roughly
equal size. With each word w in one of these sets, all
words v preceding w in the corpus are stored with
the respective bigram count N(v, w).

The clusterings generated in each iteration as well
as the initial clustering are stored as the set of words
in each cluster, the total number of occurrences of
each cluster in the training corpus, and the list of
words preceeding each cluster. For each word w in
the predecessor list of a given cluster c, the number
of times w occurs in the training corpus before any
word in c, N(w, c), is also stored.

Together with the counts stored with the vocab-
ulary partitions, this allows for efficient updating of
the terms in Eq. (10).

The initial clustering together with all the required
counts is created in an initial iteration by assigning
the n-th most frequent word to cluster n mod Nc.
While (Martin et al., 1998) and (Emami and Je-
linek, 2005) observe that the initial clustering does
not seem to have a noticeable effect on the quality
of the resulting clustering or the convergence rate,
the intuition behind this method of initialization is
that it is unlikely for the most frequent words to be
clustered together due to their high numbers of oc-
currences.

In each subsequent iteration each one of a num-
ber of workers is assigned one of the partitions of
the words in the vocabulary. After loading the cur-
rent clustering, it then randomly chooses a subset
of these words of a fixed size. For each of the se-
lected words the worker then determines to which
cluster the word is to be moved in order to maxi-
mize the increase in log likelihood, using the count
updating procedures described in the previous sec-
tion. All changes a worker makes to the clustering
are accumulated locally in delta data structures. At
the end of the iteration all deltas are merged and
applied to the previous clustering, resulting in the
complete clustering loaded in the next iteration.

This algorithm fits well into the MapReduce pro-
gramming model (Dean and Ghemawat, 2004) that
we used for our implementation.

5.1 Convergence

While the greedy non-distributed exchange algo-
rithm is guaranteed to converge as each exchange
increases the log likelihood of the assumed bigram
model, this is not necessarily true for the distributed
exchange algorithm. This stems from the fact that
the change in log likelihood is calculated by each
worker under the assumption that no other changes
to the clustering are performed by other workers in
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this iteration. However, if in each iteration only a
rather small and randomly chosen subset of all words
are considered for exchange, the intuition is that the
remaining words still define the parameters of each
cluster well enough for the algorithm to converge.

In (Emami and Jelinek, 2005) the authors observe
that only considering a subset of the vocabulary of
half the size of the complete vocabulary in each it-
eration does not affect the time required by the ex-
change algorithm to converge. Yet each iteration is
sped up by approximately a factor of two. The qual-
ity of class-based models trained using the result-
ing clusterings did not differ noticeably from those
trained using clusterings for which the full vocabu-
lary was considered in each iteration. Our experi-
ments showed that this also seems to be the case for
the distributed exchange algorithm. While consider-
ing very large subsets of the vocabulary in each iter-
ation can cause the algorithm to not converge at all,
considering only a very small fraction of the words
for exchange will increase the number of iterations
required to converge. In experiments we empirically
determined that choosing a subset of roughly a third
of the size of the full vocabulary is a good balance in
this trade-off. We did not observe the algorithm to
not converge unless we used fractions above half of
the vocabulary size.

We typically ran the clustering for 20 to 30 itera-
tions after which the number of words exchanged in
each iteration starts to stabilize at less than 5 per-
cent of the vocabulary size. Figure 1 shows the num-
ber of words exchanged in each of 34 iterations when
clustering the approximately 300,000 word vocabu-
lary of the Arabic side of the English-Arabic parallel
training data into 512 and 2,048 clusters.

Despite a steady reduction in the number of words
exchanged per iteration, we observed the conver-
gence in regards to log-likelihood to be far from
monotone. In our experiments we were able to
achieve significantly more monotone and faster con-
vergence by employing the following heuristic. As
described in Section 5, we start out the first itera-
tion with a random partition of the vocabulary into
subsets each assigned to a specific worker. However,
instead of keeping this assignment constant through-
out all iterations, after each iteration the vocabu-
lary is partitioned anew so that all words from any
given cluster are considered by the same worker in
the next iteration. The intuition behind this heuris-
tic is that as the clustering becomes more coherent,
the information each worker has about groups of sim-
ilar words is becoming increasingly accurate. In our
experiments this heuristic lead to almost monotone
convergence in log-likelihood. It also reduced the
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Figure 1: Number of words exchanged per iteration
when clustering the vocabulary of the Arabic side of
the English-Arabic parallel training data (347 million to-
kens).

number of iterations required to converge by up to a
factor of three.

5.2 Resource Requirements

The runtime of the distributed exchange algorithm
depends highly on the number of distinct bigrams in
the training corpus. When clustering the approxi-
mately 1.5 million word vocabulary of a 405 million
token English corpus into 1,000 clusters, one itera-
tion takes approximately 5 minutes using 50 workers
based on standard hardware running the Linux oper-
ating system. When clustering the 0.5 million most
frequent words in the vocabulary of an English cor-
pus with 31 billion tokens into 1,000 clusters, one it-
eration takes approximately 30 minutes on 200 work-
ers.

When scaling up the vocabulary and corpus sizes,
the current bottleneck of our implementation is load-
ing the current clustering into memory. While the
memory requirements decrease with each iteration,
during the first few iterations a worker typically still
needs approximately 2 GB of memory to load the
clustering generated in the previous iteration when
training 1,000 clusters on the 31 billion token corpus.

6 Experiments

We trained a number of predictive class-based lan-
guage models on different Arabic and English cor-
pora using clusterings trained on the complete data
of the same corpus. We use the distributed training
and application infrastructure described in (Brants
et al., 2007) with modifications to allow the training
of predictive class-based models and their application
in the decoder of the machine translation system.
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For all models used in our experiments, both word-
and class-based, the smoothing method used was
Stupid Backoff (Brants et al., 2007). Models with
Stupid Backoff return scores rather than normalized
probabilities, thus perplexities cannot be calculated
for these models. Instead we report BLEU scores
(Papineni et al., 2002) of the machine translation sys-
tem using different combinations of word- and class-
based models for translation tasks from English to
Arabic and Arabic to English.

6.1 Training Data

For English we used three different training data sets:
en target: The English side of Arabic-English and
Chinese-English parallel data provided by LDC (405
million tokens).
en ldcnews: Consists of several English news data
sets provided by LDC (5 billion tokens).
en webnews: Consists of data collected up to De-
cember 2005 from web pages containing primarily
English news articles (31 billion tokens).
A fourth data set, en web, was used together with
the other three data sets to train the large word-
based model used in the second machine translation
experiment. This set consists of general web data
collected in January 2006 (2 trillion tokens).

For Arabic we used the following two different
training data sets:
ar gigaword: Consists of several Arabic news data
sets provided by LDC (629 million tokens).
ar webnews: Consists of data collected up to
December 2005 from web pages containing primarily
Arabic news articles (approximately 600 million
tokens).

6.2 Machine Translation Results

Given a sentence f in the source language, the ma-
chine translation problem is to automatically pro-
duce a translation ê in the target language. In the
subsequent experiments, we use a phrase-based sta-
tistical machine translation system based on the log-
linear formulation of the problem described in (Och
and Ney, 2002):

ê = argmax
e

p(e|f)

= argmax
e

M∑
m=1

λmhm(e, f) (11)

where {hm(e, f)} is a set of M feature functions and
{λm} a set of weights. We use each predictive class-
based language model as well as a word-based model
as separate feature functions in the log-linear com-
bination in Eq. (11). The weights are trained using

minimum error rate training (Och, 2003) with BLEU
score as the objective function.

The dev and test data sets contain parts of the
2003, 2004 and 2005 Arabic NIST MT evaluation
sets among other parallel data. The blind test data
used is the “NIST” part of the 2006 Arabic-English
NIST MT evaluation set, and is not included in the
training data.

For the first experiment we trained predictive
class-based 5-gram models using clusterings with 64,
128, 256 and 512 clusters1 on the en target data. We
then added these models as additional features to
the log linear model of the Arabic-English machine
translation system. The word-based language model
used by the system in these experiments is a 5-gram
model also trained on the en target data set.

Table 1 shows the BLEU scores reached by the
translation system when combining the different
class-based models with the word-based model in
comparison to the BLEU scores by a system using
only the word-based model on the Arabic-English
translation task.

dev test nist06
word-based only 0.4085 0.3498 0.5088
64 clusters 0.4122 0.3514 0.5114
128 clusters 0.4142 0.3530 0.5109
256 clusters 0.4141 0.3536 0.5076
512 clusters 0.4120 0.3504 0.5140

Table 1: BLEU scores of the Arabic English system using
models trained on the English en target data set

Adding the class-based models leads to small im-
provements in BLEU score, with the highest im-
provements for both dev and nist06 being statisti-
cally significant 2.

In the next experiment we used two predictive
class-based models, a 5-gram model with 512 clusters
trained on the en target data set and a 6-gram model
also using 512 clusters trained on the en ldcnews
data set. We used these models in addition to
a word-based 6-gram model created by combining
models trained on all four English data sets.

Table 2 shows the BLEU scores of the machine
translation system using only this word-based model,
the scores after adding the class-based model trained
on the en target data set and when using all three
models.

1The beginning of sentence, end of sentence and unkown
word tokens were each treated as separate clusters

2Differences of more than 0.0051 are statistically significant
at the 0.05 level using bootstrap resampling (Noreen, 1989;
Koehn, 2004)
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dev test nist06
word-based only 0.4677 0.4007 0.5672
with en target 0.4682 0.4022 0.5707
all three models 0.4690 0.4059 0.5748

Table 2: BLEU scores of the Arabic English system using
models trained on various data sets

For our experiment with the English Arabic trans-
lation task we trained two 5 -gram predictive class-
based models with 512 clusters on the Arabic
ar gigaword and ar webnews data sets. The word-
based Arabic 5-gram model we used was created
by combining models trained on the Arabic side of
the parallel training data (347 million tokens), the
ar gigaword and ar webnews data sets, and addi-
tional Arabic web data.

dev test nist06
word-based only 0.2207 0.2174 0.3033
with ar webnews 0.2237 0.2136 0.3045
all three models 0.2257 0.2260 0.3318

Table 3: BLEU scores of the English Arabic system using
models trained on various data sets

As shown in Table 3, adding the predictive class-
based model trained on the ar webnews data set
leads to small improvements in dev and nist06
scores but causes the test score to decrease. How-
ever, adding the class-based model trained on the
ar gigaword data set to the other class-based and the
word-based model results in further improvement of
the dev score, but also in large improvements of the
test and nist06 scores.

We performed experiments to eliminate the pos-
sibility of data overlap between the training data
and the machine translation test data as cause for
the large improvements. In addition, our experi-
ments showed that when there is overlap between
the training and test data, the class-based models
lead to lower scores as long as they are trained only
on data also used for training the word-based model.
One explanation could be that the domain of the
ar gigaword corpus is much closer to the domain of
the test data than that of other training data sets
used. However, further investigation is required to
explain the improvements.

6.3 Clusters

The clusters produced by the distributed algorithm
vary in their size and number of occurrences. In
a clustering of the en target data set with 1,024
clusters, the cluster sizes follow a typical long-
tailed distribution with the smallest cluster contain-

Bai Bi Bu Cai Cao Chang Chen Cheng Chou Chuang Cui Dai
Deng Ding Du Duan Fan Fu Gao Ge Geng Gong Gu Guan
Han Hou Hsiao Hsieh Hsu Hu Huang Huo Jiang Jiao Juan
Kang Kuang Kuo Li Liang Liao Lin Liu Lu Luo Mao Meets
Meng Mi Miao Mu Niu Pang Pi Pu Qian Qiao Qiu Qu Ren
Run Shan Shang Shen Si Song Su Sui Sun Tan Tang Tian Tu
Wang Wu Xie Xiong Xu Yang Yao Ye Yin Zeng Zhang Zhao
Zheng Zhou Zhu Zhuang Zou

% PERCENT cents percent

approvals bonus cash concessions cooperatives credit disburse-
ments dividends donations earnings emoluments entitlements
expenditure expenditures fund funding funds grants income
incomes inflation lending liquidity loan loans mortgage mort-
gages overhead payroll pension pensions portfolio profits pro-
tectionism quotas receipts receivables remittances remunera-
tion rent rents returns revenue revenues salaries salary savings
spending subscription subsidies subsidy surplus surpluses tax
taxation taxes tonnage tuition turnover wage wages

Abby Abigail Agnes Alexandra Alice Amanda Amy Andrea
Angela Ann Anna Anne Annette Becky Beth Betsy Bonnie
Brenda Carla Carol Carole Caroline Carolyn Carrie Catherine
Cathy Cheryl Christina Christine Cindy Claire Clare Claudia
Colleen Cristina Cynthia Danielle Daphne Dawn Debbie Deb-
orah Denise Diane Dina Dolores Donna Doris Edna Eileen
Elaine Eleanor Elena Elisabeth Ellen Emily Erica Erin Esther
Evelyn Felicia Felicity Flora Frances Gail Gertrude Gillian
Gina Ginger Gladys Gloria Gwen Harriet Heather Helen Hi-
lary Irene Isabel Jane Janice Jeanne Jennifer Jenny Jessica
Jo Joan Joanna Joanne Jodie Josie Judith Judy Julia Julie
Karen Kate Katherine Kathleen Kathryn Kathy Katie Kim-
berly Kirsten Kristen Kristin Laura Laurie Leah Lena Lil-
lian Linda Lisa Liz Liza Lois Loretta Lori Lorraine Louise
Lynne Marcia Margaret Maria Marian Marianne Marilyn Mar-
jorie Marsha Mary Maureen Meg Melanie Melinda Melissa
Merle Michele Michelle Miriam Molly Nan Nancy Naomi Na-
talie Nina Nora Norma Olivia Pam Pamela Patricia Patti
Paula Pauline Peggy Phyllis Rachel Rebecca Regina Renee
Rita Roberta Rosemary Sabrina Sally Samantha Sarah Selena
Sheila Shelley Sherry Shirley Sonia Stacy Stephanie Sue Su-
sanne Suzanne Suzy Sylvia Tammy Teresa Teri Terri Theresa
Tina Toni Tracey Ursula Valerie Vanessa Veronica Vicki Vi-
vian Wendy Yolanda Yvonne

almonds apple apples asparagus avocado bacon bananas bar-
ley basil bean beans beets berries berry boneless broccoli
cabbage carrot carrots celery cherries cherry chile chiles chili
chilies chives cilantro citrus cranberries cranberry cucumber
cucumbers dill doughnuts egg eggplant eggs elk evergreen fen-
nel figs flowers fruit fruits garlic ginger grapefruit grasses herb
herbs jalapeno Jell-O lemon lemons lettuce lime lions mac-
aroni mango maple melon mint mozzarella mushrooms oak
oaks olives onion onions orange oranges orchids oregano oys-
ter parsley pasta pastries pea peach peaches peanuts pear
pears peas pecan pecans perennials pickles pine pineapple
pines plum pumpkin pumpkins raspberries raspberry rice rose-
mary roses sage salsa scallions scallops seasonings seaweed
shallots shrimp shrubs spaghetti spices spinach strawberries
strawberry thyme tomato tomatoes truffles tulips turtles wal-
nut walnuts watermelon wildflowers zucchini

mid-April mid-August mid-December mid-February mid-
January mid-July mid-June mid-March mid-May mid-
November mid-October mid-September mid-afternoon
midafternoon midmorning midsummer

Table 4: Examples of clusters
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ing 13 words and the largest cluster containing 20,396
words. Table 4 shows some examples of the gener-
ated clusters. For each cluster we list all words oc-
curring more than 1,000 times in the corpus.

7 Conclusion

In this paper, we have introduced an efficient, dis-
tributed clustering algorithm for obtaining word clas-
sifications for predictive class-based language models
with which we were able to use billions of tokens of
training data to obtain classifications for millions of
words in relatively short amounts of time.

The experiments presented show that predictive
class-based models trained using the obtained word
classifications can improve the quality of a state-of-
the-art machine translation system as indicated by
the BLEU score in both translation tasks. When
using predictive class-based models in combination
with a word-based language model trained on very
large amounts of data, the improvements continue to
be statistically significant on the test and nist06 sets.
We conclude that even despite the large amounts of
data used to train the large word-based model in
our second experiment, class-based language models
are still an effective tool to ease the effects of data
sparsity.

We furthermore expect to be able to increase the
gains resulting from using class-based models by
using more sophisticated techniques for combining
them with word-based models such as linear inter-
polations of word- and class-based models with coef-
ficients depending on the frequency of the history.

Another interesting direction of further research is
to evaluate the use of the presented clustering tech-
nique for language model size reduction.
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Abstract

We address the problem of translating from
morphologically poor to morphologically rich
languages by adding per-word linguistic in-
formation to the source language. We use
the syntax of the source sentence to extract
information for noun cases and verb persons
and annotate the corresponding words accord-
ingly. In experiments, we show improved
performance for translating from English into
Greek and Czech. For English–Greek, we re-
duce the error on the verb conjugation from
19% to 5.4% and noun case agreement from
9% to 6%.

1 Introduction

Traditional statistical machine translation methods
are based on mapping on the lexical level, which
takes place in a local window of a few words. Hence,
they fail to produce adequate output in many cases
where more complex linguistic phenomena play a
role. Take the example of morphology. Predicting
the correct morphological variant for a target word
may not depend solely on the source words, but re-
quire additional information about its role in the sen-
tence.

Recent research on handling rich morphology has
largely focused on translating from rich morphology
languages, such as Arabic, into English (Habash and
Sadat, 2006). There has been less work on the op-
posite case, translating from English into morpho-
logically richer languages. In a study of translation
quality for languages in the Europarl corpus, Koehn
(2005) reports that translating into morphologically

richer languages is more difficult than translating
from them.

There are intuitive reasons why generating richer
morphology from morphologically poor languages
is harder. Take the example of translating noun
phrases from English to Greek (or German, Czech,
etc.). In English, a noun phrase is rendered the same
if it is the subject or the object. However, Greek
words in noun phrases are inflected based on their
role in the sentence. A purely lexical mapping of
English noun phrases to Greek noun phrases suffers
from the lack of information about its role in the sen-
tence, making it hard to choose the right inflected
forms.

Our method is based on factored phrase-based
statistical machine translation models. We focused
on preprocessing the source data to acquire the
needed information and then use it within the mod-
els. We mainly carried out experiments on English
to Greek translation, a language pair that exemplifies
the problems of translating from a morphologically
poor to a morphologically rich language.

1.1 Morphology in Phrase-based SMT

When examining parallel sentences of such lan-
guage pairs, it is apparent that for many English
words and phrases which appear usually in the same
form, the corresponding terms of the richer target
language appear inflected in many different ways.
On a single word-based probabilistic level, it is then
obvious that for one specific English word e the
probability p(f |e) of it being translated into a word
f decreases as the number of translation candidates
increase, making the decisions more uncertain.
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• English: The president, after reading the
press review and the announcements, left
his office

• Greek-1: The president[nominative], after
reading[3rdsing] the press
review[accusative,sing] and the
announcements[accusative,plur],
left[3rdsing] his office[accusative,sing]

• Greek-2: The president[nominative], after
reading[3rdsing] the press
review[accusative,sing] and the
announcements[nominative,plur],
left[3rdplur] his office[accusative,sing]

Figure 1: Example of missing agreement information, af-
fecting the meaning of the second sentence

One of the main aspects required for the flu-
ency of a sentence is agreement. Certain words
have to match in gender, case, number, person etc.
within a sentence. The exact rules of agreement
are language-dependent and are closely linked to the
morphological structure of the language.

Traditional statistical machine translation models
deal with this problems in two ways:

• The basic SMT approach uses the target lan-
guage model as a feature in the argument
maximisation function. This language model
is trained on grammatically correct text, and
would therefore give a good probability for
word sequences that are likely to occur in a sen-
tence, while it would penalise ungrammatical
or badly ordered formations.

• Meanwhile, in phrase-based SMT models,
words are mapped in chunks. This can resolve
phenomena where the English side uses more
than one words to describe what is denoted on
the target side by one morphologically inflected
term.

Thus, with respect to these methods, there is a prob-
lem when agreement needs to be applied on part of
a sentence whose length exceeds the order of the of
the target n-gram language model and the size of the
chunks that are translated (see Figure 1 for an exam-
ple).

1.2 Related Work

In one of the first efforts to enrich the source in
word-based SMT, Ueffing and Ney (2003) used part-
of-speech (POS) tags, in order to deal with the verb
conjugation of Spanish and Catalan; so, POS tags
were used to identify the pronoun+verb sequence
and splice these two words into one term. The ap-
proach was clearly motivated by the problems oc-
curring by a single-word-based SMT and have been
solved by adopting a phrase-based model. Mean-
while, there is no handling of the case when the pro-
noun stays in distance with the related verb.

Minkov et al. (2007) suggested a post-processing
system which uses morphological and syntactic fea-
tures, in order to ensure grammatical agreement on
the output. The method, using various grammatical
source-side features, achieved higher accuracy when
applied directly to the reference translations but it
was not tested as a part of an MT system. Similarly,
translating English into Turkish (Durgar El-Kahlout
and Oflazer, 2006) uses POS and morph stems in
the input along with rich Turkish morph tags on the
target side, but improvement was gained only after
augmenting the generation process with morphotac-
tical knowledge. Habash et al. (2007) also inves-
tigated case determination in Arabic. Carpuat and
Wu (2007) approached the issue as a Word Sense
Disambiguation problem.

In their presentation of the factored SMT mod-
els, Koehn and Hoang (2007) describe experiments
for translating from English to German, Spanish and
Czech, using morphology tags added on the mor-
phologically rich side, along with POS tags. The
morphological factors are added on the morpholog-
ically rich side and scored with a 7-gram sequence
model. Probabilistic models for using only source
tags were investigated by Birch et al. (2007), who
attached syntax hints in factored SMT models by
having Combinatorial Categorial Grammar (CCG)
supertags as factors on the input words, but in this
case English was the target language.

This paper reports work that strictly focuses on
translation from English to a morphologically richer
language. We go one step further than just using eas-
ily acquired information (e.g. English POS or lem-
mata) and extract target-specific information from
the source sentence context. We use syntax, not in
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Figure 2: Classification of the errors on our English-
Greek baseline system (ch. 4.1), as suggested by Vilar
et al. (2006)

order to aid reordering (Yamada and Knight, 2001;
Collins et al., 2005; Huang et al., 2006), but as a
means for getting the “missing” morphology infor-
mation, depending on the syntactic position of the
words of interest. Then, contrary to the methods
that added only output features or altered the gen-
eration procedure, we used this information in order
to augment only the source side of a factored transla-
tion model, assuming that we do not have resources
allowing factors or specialized generation in the tar-
get language (a common problem, when translating
from English into under-resourced languages).

2 Methods for enriching input

We selected to focus on noun cases agreement
and verb person conjugation, since they were the
most frequent grammatical errors of our baseline
SMT system (see full error analysis in Figure 2).
Moreover, these types of inflection signify the con-
stituents of every phrase, tightly linked to the mean-
ing of the sentence.

2.1 Case agreement

The case agreement for nouns, adjectives and arti-
cles is mainly defined by the syntactic role that each
noun phrase has. Nominative case is used to define
the nouns which are the subject of the sentence, ac-
cusative shows usually the direct object of the verbs
and dative case refers to the indirect object of bi-
transitive verbs.

Therefore, the followed approach takes advantage
of syntax, following a method similar to Semantic
Role Labelling (Carreras and Marquez, 2005; Sur-
deanu and Turmo, 2005). English, as morpholog-
ically poor language, usually follows a fixed word
order (subject-verb-object), so that a syntax parser
can be easily used for identifying the subject and the
object of most sentences. Considering such annota-
tion, a factored translation model is trained to map
the word-case pair to the correct inflection of the tar-
get noun. Given the agreement restriction, all words
that accompany the noun (adjectives, articles, deter-
miners) must follow the case of the noun, so their
likely case needs to be identified as well.

For this purpose we use a syntax parser to acquire
the syntax tree for each English sentence. The trees
are parsed depth-first and the cases are identified
within particular “sub-tree patterns” which are man-
ually specified. We use the sequence of the nodes
in the tree to identify the syntactic role of each noun
phrase.

Figure 3: Case tags are assigned on depth-first parse of
the English syntax tree, based on sub-tree patterns

To make things more clear, an example can be
seen in figure 3. At first, the algorithm identifies
the subtree “S-(NPB-VP)” and the nominative tag is
applied on the NPB node, so that it is assigned to the
word “we” (since a pronoun can have a case). The
example of accusative shows how cases get trans-
ferred to nested subtrees. In practice, they are recur-
sively transferred to every underlying noun phrase
(NP) but not to clauses that do not need this infor-
mation (e.g. prepositional phrases). Similar rules
are applied for covering a wide range of node se-
quence patterns.

Also note that this method had to be target-
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oriented in some sense: we considered the target
language rules for choosing the noun case in ev-
ery prepositional phrase, depending on the leading
preposition. This way, almost all nouns were tagged
and therefore the number of the factored words was
increased, in an effort to decrease sparsity. Simi-
larly, cases which do not actively affect morphology
(e.g. dative in Greek) were not tagged during factor-
ization.

2.2 Verb person conjugation
For resolving the verb conjugation, we needed to
identify the person of a verb and add this piece of
linguistic information as a tag. As we parse the
tree top-down, on every level, we look for two dis-
crete nodes which, somewhere in their children, in-
clude the verb and the corresponding subject. Con-
sequently, the node which contains the subject is
searched recursively until a subject is found. Then,
the person is identified and the tag is assigned to the
node which contains the verb, which recursively be-
queaths this tag to the nested subtree.

For the subject selection, the following rules were
applied:

• The verb person is directly connected to the
subject of the sentence and in most cases it is
directly inferred by a personal pronoun (I, you
etc). Therefore, since this is usually the case,
when a pronoun existed, it was directly used as
a tag.

• All pronouns in a different case (e.g. them, my-
self ) were were converted into nominative case
before being used as a tag.

• When the subject of the sentence is not a pro-
noun, but a single noun, then it is in third per-
son. The POS tag of this noun is then used to
identify if it is plural or singular. This was se-
lectively modified for nouns which despite be-
ing in singular, take a verb in plural.

• The gender of the subject does not affect the
inflection of the verb in Greek. Therefore, all
three genders that are given by the third person
pronouns were reduced to one.

In Figure 4 we can see an example of how the
person tag is extracted from the subject of the sen-

Figure 4: Applying person tags on an English syntax tree

tence and gets passed to the relative clause. In par-
ticular, as the algorithm parses the syntax tree, it
identifies the sub-tree which has NP-A as a head
and includes the WHNP node. Consequently, it re-
cursively browses the preceding NPB so as to get
the subject of the sentence. The word “aspects” is
found, which has a POS tag that shows it is a plural
noun. Therefore, we consider the subject to be of
the third person in plural (tagged by they) which is
recursively passed to the children of the head node.

3 Factored Model

The factored statistical machine translation model
uses a log-linear approach, in order to combine the
several components, including the language model,
the reordering model, the translation models and the
generation models. The model is defined mathemat-
ically (Koehn and Hoang, 2007) as following:

p(f |e) =
1
Z

exp
n∑

i=1

λihi(f , e) (1)

where λi is a vector of weights determined during a
tuning process, and hi is the feature function. The
feature function for a translation probability distri-
bution is

hT (f |e) =
∑

j

τ(ej , f j) (2)

While factored models may use a generation step to
combine the several translation components based
on the output factors, we use only source factors;
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therefore we don’t need a generation step to combine
the probabilities of the several components.

Instead, factors are added so that both words and
its factor(s) are assigned the same probability. Of
course, when there is not 1-1 mapping between the
word+factor splice on the source and the inflected
word on the target, the well-known issue of sparse
data arises. In order to reduce these problems, de-
coding needed to consider alternative paths to trans-
lation tables trained with less or no factors (as Birch
et al. (2007) suggested), so as to cover instances
where a word appears with a factor which it has not
been trained with. This is similar to back-off. The
alternative paths are combined as following (fig. 5):

hT (f |e) =
∑

j

hTt(j)(ej , f j) (3)

where each phrase j is translated by one translation
table t(j) and each table i has a feature function hTi .
as shown in eq. (2).

Figure 5: Decoding using an alternative path with differ-
ent factorization

4 Experiments

This preprocessing led to annotated source data,
which were given as an input to a factored SMT sys-
tem.

4.1 Experiment setup

For testing the factored translation systems, we used
Moses (Koehn et al., 2007), along with a 5-gram
SRILM language model (Stolcke, 2002). A Greek
model was trained on 440,082 aligned sentences of
Europarl v.3, tuned with Minimum Error Training
(Och, 2003). It was tuned over a development set
of 2,000 Europarl sentences and tested on two sets
of 2,000 sentences each, from the Europarl and a

News Commentary respectively, following the spec-
ifications made by the ACL 2007 2nd Workshop
on SMT1. A Czech model was trained on 57,464
aligned sentences, tuned over 1057 sentences of the
News Commentary corpus and and tested on two
sets of 964 sentences and 2000 sentences respec-
tively.

The training sentences were trimmed to a length
of 60 words for reducing perplexity and a standard
lexicalised reordering, with distortion limit set to
6. For getting the syntax trees, the latest version
of Collins’ parser (Collins, 1997) was used. When
needed, part-of-speech (POS) tags were acquired by
using Brill’s tagger (Brill, 1992) on v1.14. Results
were evaluated with both BLEU (Papineni et al.,
2001) and NIST metrics (NIST, 2002).

4.2 Results

BLEU NIST
set devtest test07 devtest test07
baseline 18.13 18.05 5.218 5.279
person 18.16 18.17 5.224 5.316
pos+person 18.14 18.16 5.259 5.316
person+case 18.08 18.24 5.258 5.340
altpath:POS 18.21 18.20 5.285 5.340

Table 1: Translating English to Greek: Using a single
translation table may cause sparse data problems, which
are addressed using an alternative path to a second trans-
lation table

We tested several various combinations of tags,
while using a single translation component. Some
combinations seem to be affected by sparse data
problems and the best score is achieved by using
both person and case tags. Our full method, using
both factors, was more effective on the second test-
set, but the best score in average was succeeded by
using an alternative path to a POS-factored transla-
tion table (table 1). The NIST metric clearly shows
a significant improvement, because it mostly mea-
sures difficult n-gram matches (e.g. due to the long-
distance rules we have been dealing with).

1see http://www.statmt.org/wmt07 referring to sets dev2006
(tuning) and devtest2006, test2007 (testing)
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4.3 Error analysis
In n-gram based metrics, the scores for all words are
equally weighted, so mistakes on crucial sentence
constituents may be penalized the same as errors
on redundant or meaningless words (Callison-Burch
et al., 2006). We consider agreement on verbs and
nouns an important factor for the adequacy of the re-
sult, since they adhere more to the semantics of the
sentence. Since we targeted these problems, we con-
ducted a manual error analysis focused on the suc-
cess of the improved system regarding those specific
phenomena.

system verbs errors missing
baseline 311 19.0% 7.4%
single 295 4.7% 5.4%
alt.path 294 5.4% 2.7%

Table 2: Error analysis of 100 test sentences, focused on
verb person conjugation, for using both person and case
tags

system NPs errors missing
baseline 469 9.0% 4.9%
single 465 6.2% 4.5%
alt. path 452 6.0% 4.0%

Table 3: Error analysis of 100 test sentences, focused on
noun cases, for using both person and case tags

The analysis shows that using a system with only
one phrase translation table caused a high percent-
age of missing or untranslated words. When a word
appears with a tag with which it has not been trained,
that would be considered an unseen event and re-
main untranslated. The use of the alternative path
seems to be a good solution.

step parsing tagging decoding
VPs 16.7% 25% 58.3%
NPs 39.2% 21.7% 39.1%
avg 31.4% 22.9% 45.7 %

Table 4: Analysis on which step of the translation pro-
cess the agreement errors derive from, based on manual
resolution on the errors of table 3

The impact of the preprocessing stage to the er-
rors may be seen in table 4, where errors are tracked

back to the stage they derived from. Apart from the
decoding errors, which may be attributed to sparse
data or other statistical factors, a large part of the
errors derive from the preprocessing step; either the
syntax tree of the sentence was incorrectly or par-
tially resolved, or our labelling process did not cor-
rectly match all possible sub-trees.

4.4 Investigating applicability to other inflected
languages

The grammatical phenomena of noun cases and verb
persons are quite common among many human lan-
guages. While the method was tested in Greek, there
was an effort to investigate whether it is useful for
other languages with similar characteristics. For this
reason, the method was adapted for Czech, which
needs agreement on both verb conjugation and 9
noun cases. Dative case was included for the indi-
rect object and the rules of the prepositional phrases
were adapted to tag all three cases that can be verb
phrase constituents. The Czech noun cases which
appear only in prepositional phrases were ignored,
since they are covered by the phrase-based model.

BLUE NIST
set devtest test devtest test
baseline 12.08 12.34 4.634 4.865
person+case
altpath:POS

11.98 11.99 4.584 4.801

person
altpath:word

12.23 12.11 4.647 4.846

case
altpath:word

12.54 12.51 4.758 4.957

Table 5: Enriching source data can be useful when trans-
lating from English to Czech, since it is a morpholog-
ically rich language. Experiments shown improvement
when using factors on noun-cases with an alternative path

In Czech, due to the small size of the corpus, it
was possible to improve metric scores only by using
an alternative path to a bare word-to-word transla-
tion table. Combining case and verb tags worsened
the results, which suggests that, while applying the
method to more languages, a different use of the at-
tributes may be beneficial for each of them.
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5 Conclusion

In this paper we have shown how SMT performance
can be improved, when translating from English
into morphologically richer languages, by adding
linguistic information on the source. Although the
source language misses morphology attributes re-
quired by the target language, the needed infor-
mation is inherent in the syntactic structure of the
source sentence. Therefore, we have shown that
this information can be easily be included in a SMT
model by preprocessing the source text.

Our method focuses on two linguistic phenomena
which produce common errors on the output and are
important constituents of the sentence. In partic-
ular, noun cases and verb persons are required by
the target language, but not directly inferred by the
source. For each of the sub-problems, our algorithm
used heuristic syntax-based rules on the statistically
generated syntax tree of each sentence, in order to
address the missing information, which was conse-
quently tagged in by means of word factors. This
information was proven to improve the outcome of
a factored SMT model, by reducing the grammatical
agreement errors on the generated sentences.

An initial system using one translation table with
additional source side factors caused sparse data
problems, due to the increased number of unseen
word-factor combinations. Therefore, the decoding
process is given an alternative path towards a trans-
lation table with less or no factors.

The method was tested on translating from En-
glish into two morphologically rich languages. Note
that this may be easily expanded for translating from
English into many morphologically richer languages
with similar attributes. Opposed to other factored
translation model approaches that require target lan-
guage factors, that are not easily obtainable for many
languages, our approach only requires English syn-
tax trees, which are acquired with widely avail-
able automatic parsers. The preprocessing scripts
were adapted so that they provide the morphology
attributes required by the target language and the
best combination of factors and alternative paths was
chosen.
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Abstract

We present a method for learning bilingual
translation lexicons from monolingual cor-
pora. Word types in each language are charac-
terized by purely monolingual features, such
as context counts and orthographic substrings.
Translations are induced using a generative
model based on canonical correlation analy-
sis, which explains the monolingual lexicons
in terms of latent matchings. We show that
high-precision lexicons can be learned in a va-
riety of language pairs and from a range of
corpus types.

1 Introduction

Current statistical machine translation systems use
parallel corpora to induce translation correspon-
dences, whether those correspondences be at the
level of phrases (Koehn, 2004), treelets (Galley et
al., 2006), or simply single words (Brown et al.,
1994). Although parallel text is plentiful for some
language pairs such as English-Chinese or English-
Arabic, it is scarce or even non-existent for most
others, such as English-Hindi or French-Japanese.
Moreover, parallel text could be scarce for a lan-
guage pair even if monolingual data is readily avail-
able for both languages.

In this paper, we consider the problem of learning
translations from monolingual sources alone. This
task, though clearly more difficult than the standard
parallel text approach, can operate on language pairs
and in domains where standard approaches cannot.
We take as input two monolingual corpora and per-
haps some seed translations, and we produce as out-
put a bilingual lexicon, defined as a list of word

pairs deemed to be word-level translations. Preci-
sion and recall are then measured over these bilin-
gual lexicons. This setting has been considered be-
fore, most notably in Koehn and Knight (2002) and
Fung (1995), but the current paper is the first to use
a probabilistic model and present results across a va-
riety of language pairs and data conditions.

In our method, we represent each language as a
monolingual lexicon (see figure 2): a list of word
types characterized by monolingual feature vectors,
such as context counts, orthographic substrings, and
so on (section 5). We define a generative model over
(1) a source lexicon, (2) a target lexicon, and (3) a
matching between them (section 2). Our model is
based on canonical correlation analysis (CCA)1 and
explains matched word pairs via vectors in a com-
mon latent space. Inference in the model is done
using an EM-style algorithm (section 3).

Somewhat surprisingly, we show that it is pos-
sible to learn or extend a translation lexicon us-
ing monolingual corpora alone, in a variety of lan-
guages and using a variety of corpora, even in the
absence of orthographic features. As might be ex-
pected, the task is harder when no seed lexicon is
provided, when the languages are strongly diver-
gent, or when the monolingual corpora are from dif-
ferent domains. Nonetheless, even in the more diffi-
cult cases, a sizable set of high-precision translations
can be extracted. As an example of the performance
of the system, in English-Spanish induction with our
best feature set, using corpora derived from topically
similar but non-parallel sources, the system obtains
89.0% precision at 33% recall.

1See Hardoon et al. (2003) for an overview.
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Figure 1: Bilingual lexicon induction: source word types
s are listed on the left and target word types t on the
right. Dashed lines between nodes indicate translation
pairs which are in the matching m.

2 Bilingual Lexicon Induction

As input, we are given a monolingual corpus S (a
sequence of word tokens) in a source language and
a monolingual corpus T in a target language. Let
s = (s1, . . . , snS ) denote nS word types appearing
in the source language, and t = (t1, . . . , tnT ) denote
word types in the target language. Based on S and
T , our goal is to output a matching m between s
and t. We represent m as a set of integer pairs so
that (i, j) ∈m if and only if si is matched with tj .

2.1 Generative Model

We propose the following generative model over
matchings m and word types (s, t), which we call
matching canonical correlation analysis (MCCA).

MCCA model

m ∼ MATCHING-PRIOR [matching m]
For each matched edge (i, j) ∈m:
−zi,j ∼ N (0, Id) [latent concept]
−fS(si) ∼ N (WSzi,j ,ΨS) [source features]
−fT (ti) ∼ N (WT zi,j ,ΨT ) [target features]
For each unmatched source word type i:
−fS(si) ∼ N (0, σ2IdS

) [source features]
For each unmatched target word type j:
−fT (tj) ∼ N (0, σ2IdT

) [target features]

First, we generate a matching m ∈M, whereM
is the set of matchings in which each word type is

matched to at most one other word type.2 We take
MATCHING-PRIOR to be uniform overM.3

Then, for each matched pair of word types (i, j) ∈
m, we need to generate the observed feature vectors
of the source and target word types, fS(si) ∈ RdS

and fT (tj) ∈ RdT . The feature vector of each word
type is computed from the appropriate monolin-
gual corpus and summarizes the word’s monolingual
characteristics; see section 5 for details and figure 2
for an illustration. Since si and tj are translations of
each other, we expect fS(si) and fT (tj) to be con-
nected somehow by the generative process. In our
model, they are related through a vector zi,j ∈ Rd

representing the shared, language-independent con-
cept.

Specifically, to generate the feature vectors, we
first generate a random concept zi,j ∼ N (0, Id),
where Id is the d × d identity matrix. The source
feature vector fS(si) is drawn from a multivari-
ate Gaussian with mean WSzi,j and covariance ΨS ,
where WS is a dS × d matrix which transforms the
language-independent concept zi,j into a language-
dependent vector in the source space. The arbitrary
covariance parameter ΨS � 0 explains the source-
specific variations which are not captured by WS ; it
does not play an explicit role in inference. The target
fT (tj) is generated analogously using WT and ΨT ,
conditionally independent of the source given zi,j
(see figure 2). For each of the remaining unmatched
source word types si which have not yet been gen-
erated, we draw the word type features from a base-
line normal distribution with variance σ2IdS

, with
hyperparameter σ2 � 0; unmatched target words
are similarly generated.

If two word types are truly translations, it will be
better to relate their feature vectors through the la-
tent space than to explain them independently via
the baseline distribution. However, if a source word
type is not a translation of any of the target word
types, we can just generate it independently without
requiring it to participate in the matching.

2Our choice ofM permits unmatched word types, but does
not allow words to have multiple translations. This setting facil-
itates comparison to previous work and admits simpler models.

3However, non-uniform priors could encode useful informa-
tion, such as rank similarities.
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Figure 2: Illustration of our MCCA model. Each latent concept zi,j originates in the canonical space. The observed
word vectors in the source and target spaces are generated independently given this concept.

3 Inference

Given our probabilistic model, we would like to
maximize the log-likelihood of the observed data
(s, t):

`(θ) = log p(s, t; θ) = log
∑
m

p(m, s, t; θ)

with respect to the model parameters θ =
(WS ,WT ,ΨS ,ΨT ).

We use the hard (Viterbi) EM algorithm as a start-
ing point, but due to modeling and computational
considerations, we make several important modifi-
cations, which we describe later. The general form
of our algorithm is as follows:

Summary of learning algorithm

E-step: Find the maximum weighted (partial) bi-
partite matching m ∈M
M-step: Find the best parameters θ by performing
canonical correlation analysis (CCA)

M-step Given a matching m, the M-step opti-
mizes log p(m, s, t; θ) with respect to θ, which can
be rewritten as

max
θ

∑
(i,j)∈m

log p(si, tj ; θ). (1)

This objective corresponds exactly to maximizing
the likelihood of the probabilistic CCA model pre-
sented in Bach and Jordan (2006), which proved
that the maximum likelihood estimate can be com-
puted by canonical correlation analysis (CCA). In-
tuitively, CCA finds d-dimensional subspaces US ∈

RdS×d of the source and UT ∈ RdT×d of the tar-
get such that the components of the projections
U>S fS(si) and U>T fT (tj) are maximally correlated.4

US and UT can be found by solving an eigenvalue
problem (see Hardoon et al. (2003) for details).
Then the maximum likelihood estimates are as fol-
lows: WS = CSSUSP

1/2, WT = CTTUTP
1/2,

ΨS = CSS −WSW
>
S , and ΨT = CTT −WTW

>
T ,

where P is a d× d diagonal matrix of the canonical
correlations, CSS = 1

|m|
∑

(i,j)∈m fS(si)fS(si)> is
the empirical covariance matrix in the source do-
main, and CTT is defined analogously.

E-step To perform a conventional E-step, we
would need to compute the posterior over all match-
ings, which is #P-complete (Valiant, 1979). On the
other hand, hard EM only requires us to compute the
best matching under the current model:5

m = argmax
m′

log p(m′, s, t; θ). (2)

We cast this optimization as a maximum weighted
bipartite matching problem as follows. Define the
edge weight between source word type i and target
word type j to be

wi,j = log p(si, tj ; θ) (3)

− log p(si; θ)− log p(tj ; θ),
4Since dS and dT can be quite large in practice and of-

ten greater than |m|, we use Cholesky decomposition to re-
represent the feature vectors as |m|-dimensional vectors with
the same dot products, which is all that CCA depends on.

5If we wanted softer estimates, we could use the agreement-
based learning framework of Liang et al. (2008) to combine two
tractable models.
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which can be loosely viewed as a pointwise mutual
information quantity. We can check that the ob-
jective log p(m, s, t; θ) is equal to the weight of a
matching plus some constant C:

log p(m, s, t; θ) =
∑

(i,j)∈m

wi,j + C. (4)

To find the optimal partial matching, edges with
weight wi,j < 0 are set to zero in the graph and the
optimal full matching is computed inO((nS+nT )3)
time using the Hungarian algorithm (Kuhn, 1955). If
a zero edge is present in the solution, we remove the
involved word types from the matching.6

Bootstrapping Recall that the E-step produces a
partial matching of the word types. If too few
word types are matched, learning will not progress
quickly; if too many are matched, the model will be
swamped with noise. We found that it was helpful
to explicitly control the number of edges. Thus, we
adopt a bootstrapping-style approach that only per-
mits high confidence edges at first, and then slowly
permits more over time. In particular, we compute
the optimal full matching, but only retain the high-
est weighted edges. As we run EM, we gradually
increase the number of edges to retain.

In our context, bootstrapping has a similar moti-
vation to the annealing approach of Smith and Eisner
(2006), which also tries to alter the space of hidden
outputs in the E-step over time to facilitate learn-
ing in the M-step, though of course the use of boot-
strapping in general is quite widespread (Yarowsky,
1995).

4 Experimental Setup

In section 5, we present developmental experiments
in English-Spanish lexicon induction; experiments

6Empirically, we obtained much better efficiency and even
increased accuracy by replacing these marginal likelihood
weights with a simple proxy, the distances between the words’
mean latent concepts:

wi,j = A− ||z∗i − z∗j ||2, (5)

where A is a thresholding constant, z∗i = E(zi,j | fS(si)) =
P 1/2U>S fS(si), and z∗j is defined analogously. The increased
accuracy may not be an accident: whether two words are trans-
lations is perhaps better characterized directly by how close
their latent concepts are, whereas log-probability is more sensi-
tive to perturbations in the source and target spaces.

are presented for other languages in section 6. In
this section, we describe the data and experimental
methodology used throughout this work.

4.1 Data

Each experiment requires a source and target mono-
lingual corpus. We use the following corpora:

• EN-ES-W: 3,851 Wikipedia articles with both
English and Spanish bodies (generally not di-
rect translations).

• EN-ES-P: 1st 100k sentences of text from the
parallel English and Spanish Europarl corpus
(Koehn, 2005).

• EN-ES(FR)-D: English: 1st 50k sentences of
Europarl; Spanish (French): 2nd 50k sentences
of Europarl.7

• EN-CH-D: English: 1st 50k sentences of Xin-
hua parallel news corpora;8 Chinese: 2nd 50k
sentences.

• EN-AR-D: English: 1st 50k sentences of 1994
proceedings of UN parallel corpora;9 Ara-
bic: 2nd 50k sentences.

• EN-ES-G: English: 100k sentences of English
Gigaword; Spanish: 100k sentences of Spanish
Gigaword.10

Note that even when corpora are derived from par-
allel sources, no explicit use is ever made of docu-
ment or sentence-level alignments. In particular, our
method is robust to permutations of the sentences in
the corpora.

4.2 Lexicon

Each experiment requires a lexicon for evaluation.
Following Koehn and Knight (2002), we consider
lexicons over only noun word types, although this
is not a fundamental limitation of our model. We
consider a word type to be a noun if its most com-
mon tag is a noun in our monolingual corpus.11 For

7Note that the although the corpora here are derived from a
parallel corpus, there are no parallel sentences.

8LDC catalog # 2002E18.
9LDC catalog # 2004E13.

10These corpora contain no parallel sentences.
11We use the Tree Tagger (Schmid, 1994) for all POS tagging

except for Arabic, where we use the tagger described in Diab et
al. (2004).
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Figure 3: Example precision/recall curve of our system
on EN-ES-P and EN-ES-W settings. See section 6.1.

all languages pairs except English-Arabic, we ex-
tract evaluation lexicons from the Wiktionary on-
line dictionary. As we discuss in section 7, our ex-
tracted lexicons have low coverage, particularly for
proper nouns, and thus all performance measures are
(sometimes substantially) pessimistic. For English-
Arabic, we extract a lexicon from 100k parallel sen-
tences of UN parallel corpora by running the HMM
intersected alignment model (Liang et al., 2008),
adding (s, t) to the lexicon if s was aligned to t at
least three times and more than any other word.

Also, as in Koehn and Knight (2002), we make
use of a seed lexicon, which consists of a small, and
perhaps incorrect, set of initial translation pairs. We
used two methods to derive a seed lexicon. The
first is to use the evaluation lexicon Le and select
the hundred most common noun word types in the
source corpus which have translations in Le. The
second method is to heuristically induce, where ap-
plicable, a seed lexicon using edit distance, as is
done in Koehn and Knight (2002). Section 6.2 com-
pares the performance of these two methods.

4.3 Evaluation

We evaluate a proposed lexicon Lp against the eval-
uation lexicon Le using the F1 measure in the stan-
dard fashion; precision is given by the number of
proposed translations contained in the evaluation
lexicon, and recall is given by the fraction of pos-
sible translation pairs proposed.12 Since our model

12We should note that precision is not penalized for (s, t) if
s does not have a translation in Le, and recall is not penalized
for failing to recover multiple translations of s.

Setting p0.1 p0.25 p0.33 p0.50 Best-F1

EDITDIST 58.6 62.6 61.1 —- 47.4
ORTHO 76.0 81.3 80.1 52.3 55.0

CONTEXT 91.1 81.3 80.2 65.3 58.0
MCCA 87.2 89.7 89.0 89.7 72.0

Table 1: Performance of EDITDIST and our model with
various features sets on EN-ES-W. See section 5.

naturally produces lexicons in which each entry is
associated with a weight based on the model, we can
give a full precision/recall curve (see figure 3). We
summarize these curves with both the best F1 over
all possible thresholds and various precisions px at
recalls x. All reported numbers exclude evaluation
on the seed lexicon entries, regardless of how those
seeds are derived or whether they are correct.

In all experiments, unless noted otherwise, we
used a seed of size 100 obtained from Le and
considered lexicons between the top n = 2, 000
most frequent source and target noun word types
which were not in the seed lexicon; each system
proposed an already-ranked one-to-one translation
lexicon amongst these n words. Where applica-
ble, we compare against the EDITDIST baseline,
which solves a maximum bipartite matching prob-
lem where edge weights are normalized edit dis-
tances. We will use MCCA (for matching CCA) to
denote our model using the optimal feature set (see
section 5.3).

5 Features

In this section, we explore feature representations of
word types in our model. Recall that fS(·) and fT (·)
map source and target word types to vectors in RdS

and RdT , respectively (see section 2). The features
used in each representation are defined identically
and derived only from the appropriate monolingual
corpora. For a concrete example of a word type to
feature vector mapping, see figure 2.

5.1 Orthographic Features

For closely related languages, such as English and
Spanish, translation pairs often share many ortho-
graphic features. One direct way to capture ortho-
graphic similarity between word pairs is edit dis-
tance. Running EDITDIST (see section 4.3) on EN-
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ES-W yielded 61.1 p0.33, but precision quickly de-
grades for higher recall levels (see EDITDIST in ta-
ble 1). Nevertheless, when available, orthographic
clues are strong indicators of translation pairs.

We can represent orthographic features of a word
type w by assigning a feature to each substring of
length ≤ 3. Note that MCCA can learn regular or-
thographic correspondences between source and tar-
get words, which is something edit distance cannot
capture (see table 5). Indeed, running our MCCA
model with only orthographic features on EN-ES-
W, labeled ORTHO in table 1, yielded 80.1 p0.33, a
31% error-reduction over EDITDIST in p0.33.

5.2 Context Features
While orthographic features are clearly effective for
historically related language pairs, they are more
limited for other language pairs, where we need to
appeal to other clues. One non-orthographic clue
that word types s and t form a translation pair is
that there is a strong correlation between the source
words used with s and the target words used with t.
To capture this information, we define context fea-
tures for each word type w, consisting of counts of
nouns which occur within a window of size 4 around
w. Consider the translation pair (time, tiempo)
illustrated in figure 2. As we become more con-
fident about other translation pairs which have ac-
tive period and periodico context features, we
learn that translation pairs tend to jointly generate
these features, which leads us to believe that time
and tiempo might be generated by a common un-
derlying concept vector (see section 2).13

Using context features alone on EN-ES-W, our
MCCA model (labeled CONTEXT in table 1) yielded
a 80.2 p0.33. It is perhaps surprising that context fea-
tures alone, without orthographic information, can
yield a best-F1comparable to EDITDIST.

5.3 Combining Features
We can of course combine context and orthographic
features. Doing so yielded 89.03 p0.33 (labeled
MCCA in table 1); this represents a 46.4% error re-
duction in p0.33 over the EDITDIST baseline. For the
remainder of this work, we will use MCCA to refer

13It is important to emphasize, however, that our current
model does not directly relate a word type’s role as a partici-
pant in the matching to that word’s role as a context feature.

(a) Corpus Variation

Setting p0.1 p0.25 p0.33 p0.50 Best-F1

EN-ES-G 75.0 71.2 68.3 —- 49.0
EN-ES-W 87.2 89.7 89.0 89.7 72.0
EN-ES-D 91.4 94.3 92.3 89.7 63.7
EN-ES-P 97.3 94.8 93.8 92.9 77.0

(b) Seed Lexicon Variation
Corpus p0.1 p0.25 p0.33 p0.50 Best-F1

EDITDIST 58.6 62.6 61.1 — 47.4
MCCA 91.4 94.3 92.3 89.7 63.7

MCCA-AUTO 91.2 90.5 91.8 77.5 61.7

(c) Language Variation

Languages p0.1 p0.25 p0.33 p0.50 Best-F1

EN-ES 91.4 94.3 92.3 89.7 63.7
EN-FR 94.5 89.1 88.3 78.6 61.9
EN-CH 60.1 39.3 26.8 —- 30.8
EN-AR 70.0 50.0 31.1 —- 33.1

Table 2: (a) varying type of corpora used on system per-
formance (section 6.1), (b) using a heuristically chosen
seed compared to one taken from the evaluation lexicon
(section 6.2), (c) a variety of language pairs (see sec-
tion 6.3).

to our model using both orthographic and context
features.

6 Experiments

In this section we examine how system performance
varies when crucial elements are altered.

6.1 Corpus Variation

There are many sources from which we can derive
monolingual corpora, and MCCA performance de-
pends on the degree of similarity between corpora.
We explored the following levels of relationships be-
tween corpora, roughly in order of closest to most
distant:

• Same Sentences: EN-ES-P

• Non-Parallel Similar Content: EN-ES-W

• Distinct Sentences, Same Domain: EN-ES-D

• Unrelated Corpora: EN-ES-G

Our results for all conditions are presented in ta-
ble 2(a). The predominant trend is that system per-
formance degraded when the corpora diverged in
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content, presumably due to context features becom-
ing less informative. However, it is notable that even
in the most extreme case of disjoint corpora from
different time periods and topics (e.g. EN-ES-G),
we are still able to recover lexicons of reasonable
accuracy.

6.2 Seed Lexicon Variation
All of our experiments so far have exploited a small
seed lexicon which has been derived from the eval-
uation lexicon (see section 4.3). In order to explore
system robustness to heuristically chosen seed lexi-
cons, we automatically extracted a seed lexicon sim-
ilarly to Koehn and Knight (2002): we ran EDIT-
DIST on EN-ES-D and took the top 100 most con-
fident translation pairs. Using this automatically de-
rived seed lexicon, we ran our system on EN-ES-
D as before, evaluating on the top 2,000 noun word
types not included in the automatic lexicon.14 Us-
ing the automated seed lexicon, and still evaluat-
ing against our Wiktionary lexicon, MCCA-AUTO

yielded 91.8 p0.33 (see table 2(b)), indicating that
our system can produce lexicons of comparable ac-
curacy with a heuristically chosen seed. We should
note that this performance represents no knowledge
given to the system in the form of gold seed lexicon
entries.

6.3 Language Variation
We also explored how system performance varies
for language pairs other than English-Spanish. On
English-French, for the disjoint EN-FR-D corpus
(described in section 4.1), MCCA yielded 88.3 p0.33

(see table 2(c) for more performance measures).
This verified that our model can work for another
closely related language-pair on which no model de-
velopment was performed.

One concern is how our system performs on lan-
guage pairs where orthographic features are less ap-
plicable. Results on disjoint English-Chinese and
English-Arabic are given as EN-CH-D and EN-AR
in table 2(c), both using only context features. In
these cases, MCCA yielded much lower precisions
of 26.8 and 31.0 p0.33, respectively. For both lan-
guages, performance degraded compared to EN-ES-

14Note that the 2,000 words evaluated here were not identical
to the words tested on when the seed lexicon is derived from the
evaluation lexicon.

(a) English-Spanish

Rank Source Target Correct

1. education educación Y

2. pacto pact Y

3. stability estabilidad Y

6. corruption corrupción Y

7. tourism turismo Y

9. organisation organización Y

10. convenience conveniencia Y

11. syria siria Y

12. cooperation cooperación Y

14. culture cultura Y

21. protocol protocolo Y

23. north norte Y

24. health salud Y

25. action reacción N

(b) English-French

Rank Source Target Correct

3. xenophobia xénophobie Y

4. corruption corruption Y

5. subsidiarity subsidiarité Y

6. programme programme-cadre N

8. traceability traçabilité Y

(c) English-Chinese

Rank Source Target Correct

1. prices !" Y

2. network #$ Y

3. population %& Y

4. reporter ' N

5. oil () Y

Table 3: Sample output from our (a) Spanish, (b) French,
and (c) Chinese systems. We present the highest con-
fidence system predictions, where the only editing done
is to ignore predictions which consist of identical source
and target words.

D and EN-FR-D, presumably due in part to the
lack of orthographic features. However, MCCA still
achieved surprising precision at lower recall levels.
For instance, at p0.1, MCCA yielded 60.1 and 70.0
on Chinese and Arabic, respectively. Figure 3 shows
the highest-confidence outputs in several languages.

6.4 Comparison To Previous Work

There has been previous work in extracting trans-
lation pairs from non-parallel corpora (Rapp, 1995;
Fung, 1995; Koehn and Knight, 2002), but gener-
ally not in as extreme a setting as the one consid-
ered here. Due to unavailability of data and speci-
ficity in experimental conditions and evaluations, it
is not possible to perform exact comparisons. How-
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(a) Example Non-Cognate Pairs

health salud
traceability rastreabilidad

youth juventud
report informe

advantages ventajas

(b) Interesting Incorrect Pairs

liberal partido
Kirkhope Gorsel
action reacción

Albanians Bosnia
a.m. horas

Netherlands Bretaña

Table 4: System analysis on EN-ES-W: (a) non-cognate
pairs proposed by our system, (b) hand-selected represen-
tative errors.

(a) Orthographic Feature

Source Feat. Closest Target Feats. Example Translation
#st #es, est (statue, estatua)
ty# ad#, d# (felicity, felicidad)
ogy gı́a, gı́ (geology, geologı́a)

(b) Context Feature

Source Feat. Closest Context Features
party partido, izquierda

democrat socialistas, demócratas
beijing pekı́n, kioto

Table 5: Hand selected examples of source and target fea-
tures which are close in canonical space: (a) orthographic
feature correspondences, (b) context features.

ever, we attempted to run an experiment as similar
as possible in setup to Koehn and Knight (2002), us-
ing English Gigaword and German Europarl. In this
setting, our MCCA system yielded 61.7% accuracy
on the 186 most confident predictions compared to
39% reported in Koehn and Knight (2002).

7 Analysis

We have presented a novel generative model for
bilingual lexicon induction and presented results un-
der a variety of data conditions (section 6.1) and lan-
guages (section 6.3) showing that our system can
produce accurate lexicons even in highly adverse
conditions. In this section, we broadly characterize
and analyze the behavior of our system.

We manually examined the top 100 errors in the

English-Spanish lexicon produced by our system
on EN-ES-W. Of the top 100 errors: 21 were cor-
rect translations not contained in the Wiktionary
lexicon (e.g. pintura to painting), 4 were
purely morphological errors (e.g. airport to
aeropuertos), 30 were semantically related (e.g.
basketball to béisbol), 15 were words with
strong orthographic similarities (e.g. coast to
costas), and 30 were difficult to categorize and
fell into none of these categories. Since many of
our ‘errors’ actually represent valid translation pairs
not contained in our extracted dictionary, we sup-
plemented our evaluation lexicon with one automat-
ically derived from 100k sentences of parallel Eu-
roparl data. We ran the intersected HMM word-
alignment model (Liang et al., 2008) and added
(s, t) to the lexicon if s was aligned to t at least
three times and more than any other word. Evaluat-
ing against the union of these lexicons yielded 98.0
p0.33, a significant improvement over the 92.3 us-
ing only the Wiktionary lexicon. Of the true errors,
the most common arose from semantically related
words which had strong context feature correlations
(see table 4(b)).

We also explored the relationships our model
learns between features of different languages. We
projected each source and target feature into the
shared canonical space, and for each projected
source feature we examined the closest projected
target features. In table 5(a), we present some of
the orthographic feature relationships learned by our
system. Many of these relationships correspond to
phonological and morphological regularities such as
the English suffix ing mapping to the Spanish suf-
fix gı́a. In table 5(b), we present context feature
correspondences. Here, the broad trend is for words
which are either translations or semantically related
across languages to be close in canonical space.

8 Conclusion

We have presented a generative model for bilingual
lexicon induction based on probabilistic CCA. Our
experiments show that high-precision translations
can be mined without any access to parallel corpora.
It remains to be seen how such lexicons can be best
utilized, but they invite new approaches to the statis-
tical translation of resource-poor languages.
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Abstract

Paraphrase patterns are useful in paraphrase
recognition and generation. In this paper, we
present a pivot approach for extracting para-
phrase patterns from bilingual parallel cor-
pora, whereby the English paraphrase patterns
are extracted using the sentences in a for-
eign language as pivots. We propose a log-
linear model to compute the paraphrase likeli-
hood of two patterns and exploit feature func-
tions based on maximum likelihood estima-
tion (MLE) and lexical weighting (LW). Us-
ing the presented method, we extract over
1,000,000 pairs of paraphrase patterns from
2M bilingual sentence pairs, the precision
of which exceeds 67%. The evaluation re-
sults show that: (1) The pivot approach is
effective in extracting paraphrase patterns,
which significantly outperforms the conven-
tional method DIRT. Especially, the log-linear
model with the proposed feature functions
achieves high performance. (2) The coverage
of the extracted paraphrase patterns is high,
which is above 84%. (3) The extracted para-
phrase patterns can be classified into 5 types,
which are useful in various applications.

1 Introduction

Paraphrases are different expressions that convey
the same meaning. Paraphrases are important in
plenty of natural language processing (NLP) ap-
plications, such as question answering (QA) (Lin
and Pantel, 2001; Ravichandran and Hovy, 2002),
machine translation (MT) (Kauchak and Barzilay,
2006; Callison-Burch et al., 2006), multi-document

summarization (McKeown et al., 2002), and natural
language generation (Iordanskaja et al., 1991).

Paraphrase patterns are sets of semantically
equivalent patterns, in which a pattern generally
contains two parts, i.e., the pattern words and slots.
For example, in the pattern “X solves Y”, “solves” is
the pattern word, while “X” and “Y” are slots. One
can generate a text unit (phrase or sentence) by fill-
ing the pattern slots with specific words. Paraphrase
patterns are useful in both paraphrase recognition
and generation. In paraphrase recognition, if two
text units match a pair of paraphrase patterns and the
corresponding slot-fillers are identical, they can be
identified as paraphrases. In paraphrase generation,
a text unit that matches a pattern P can be rewritten
using the paraphrase patterns of P.

A variety of methods have been proposed on para-
phrase patterns extraction (Lin and Pantel, 2001;
Ravichandran and Hovy, 2002; Shinyama et al.,
2002; Barzilay and Lee, 2003; Ibrahim et al., 2003;
Pang et al., 2003; Szpektor et al., 2004). However,
these methods have some shortcomings. Especially,
the precisions of the paraphrase patterns extracted
with these methods are relatively low.

In this paper, we extract paraphrase patterns from
bilingual parallel corpora based on a pivot approach.
We assume that if two English patterns are aligned
with the same pattern in another language, they are
likely to be paraphrase patterns. This assumption
is an extension of the one presented in (Bannard
and Callison-Burch, 2005), which was used for de-
riving phrasal paraphrases from bilingual corpora.
Our method involves three steps: (1) corpus prepro-
cessing, including English monolingual dependency
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parsing and English-foreign language word align-
ment, (2) aligned patterns induction, which produces
English patterns along with the aligned pivot pat-
terns in the foreign language, (3) paraphrase pat-
terns extraction, in which paraphrase patterns are ex-
tracted based on a log-linear model.

Our contributions are as follows. Firstly, we are
the first to use a pivot approach to extract paraphrase
patterns from bilingual corpora, though similar
methods have been used for learning phrasal para-
phrases. Our experiments show that the pivot ap-
proach significantly outperforms conventional meth-
ods. Secondly, we propose a log-linear model for
computing the paraphrase likelihood. Besides, we
use feature functions based on maximum likeli-
hood estimation (MLE) and lexical weighting (LW),
which are effective in extracting paraphrase patterns.

Using the proposed approach, we extract over
1,000,000 pairs of paraphrase patterns from 2M
bilingual sentence pairs, the precision of which is
above 67%. Experimental results show that the pivot
approach evidently outperforms DIRT, a well known
method that extracts paraphrase patterns from mono-
lingual corpora (Lin and Pantel, 2001). Besides, the
log-linear model is more effective than the conven-
tional model presented in (Bannard and Callison-
Burch, 2005). In addition, the coverage of the ex-
tracted paraphrase patterns is high, which is above
84%. Further analysis shows that 5 types of para-
phrase patterns can be extracted with our method,
which can by used in multiple NLP applications.

The rest of this paper is structured as follows.
Section 2 reviews related work on paraphrase pat-
terns extraction. Section 3 presents our method in
detail. We evaluate the proposed method in Section
4, and finally conclude this paper in Section 5.

2 Related Work

Paraphrase patterns have been learned and used in
information extraction (IE) and answer extraction of
QA. For example, Lin and Pantel (2001) proposed a
method (DIRT), in which they obtained paraphrase
patterns from a parsed monolingual corpus based on
an extended distributional hypothesis, where if two
paths in dependency trees tend to occur in similar
contexts it is hypothesized that the meanings of the
paths are similar. The examples of obtained para-

(1) X solves Y
Y is solved by X
X finds a solution to Y
......

(2) born in <ANSWER> , <NAME>
<NAME> was born on <ANSWER> ,
<NAME> ( <ANSWER> -
......

(3) ORGANIZATION decides φ
ORGANIZATION confirms φ
......

Table 1: Examples of paraphrase patterns extracted with
the methods of Lin and Pantel (2001), Ravichandran and
Hovy (2002), and Shinyama et al. (2002).

phrase patterns are shown in Table 1 (1).
Based on the same hypothesis as above, some

methods extracted paraphrase patterns from the web.
For instance, Ravichandran and Hovy (2002) de-
fined a question taxonomy for their QA system.
They then used hand-crafted examples of each ques-
tion type as queries to retrieve paraphrase patterns
from the web. For instance, for the question type
“BIRTHDAY”, The paraphrase patterns produced by
their method can be seen in Table 1 (2).

Similar methods have also been used by Ibrahim
et al. (2003) and Szpektor et al. (2004). The main
disadvantage of the above methods is that the pre-
cisions of the learned paraphrase patterns are rela-
tively low. For instance, the precisions of the para-
phrase patterns reported in (Lin and Pantel, 2001),
(Ibrahim et al., 2003), and (Szpektor et al., 2004)
are lower than 50%. Ravichandran and Hovy (2002)
did not directly evaluate the precision of the para-
phrase patterns extracted using their method. How-
ever, the performance of their method is dependent
on the hand-crafted queries for web mining.

Shinyama et al. (2002) presented a method that
extracted paraphrase patterns from multiple news ar-
ticles about the same event. Their method was based
on the assumption that NEs are preserved across
paraphrases. Thus the method acquired paraphrase
patterns from sentence pairs that share comparable
NEs. Some examples can be seen in Table 1 (3).

The disadvantage of this method is that it greatly
relies on the number of NEs in sentences. The preci-
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Figure 1: Examples of paraphrase patterns extracted by
Barzilay and Lee (2003) and Pang et al. (2003).

sion of the extracted patterns may sharply decrease
if the sentences do not contain enough NEs.

Barzilay and Lee (2003) applied multi-sequence
alignment (MSA) to parallel news sentences and in-
duced paraphrase patterns for generating new sen-
tences (Figure 1 (1)). Pang et al. (2003) built finite
state automata (FSA) from semantically equivalent
translation sets based on syntactic alignment. The
learned FSAs could be used in paraphrase represen-
tation and generation (Figure 1 (2)). Obviously, it
is difficult for a sentence to match such complicated
patterns, especially if the sentence is not from the
same domain in which the patterns are extracted.

Bannard and Callison-Burch (2005) first ex-
ploited bilingual corpora for phrasal paraphrase ex-
traction. They assumed that if two English phrases
e1 and e2 are aligned with the same phrase c in
another language, these two phrases may be para-
phrases. Specifically, they computed the paraphrase
probability in terms of the translation probabilities:

p(e2|e1) =
∑

c

pMLE(c|e1)pMLE(e2|c) (1)

In Equation (1), pMLE(c|e1) and pMLE(e2|c) are
the probabilities of translating e1 to c and c to e2,
which are computed based on MLE:

pMLE(c|e1) =
count(c, e1)∑
c′ count(c′, e1)

(2)

where count(c, e1) is the frequency count that
phrases c and e1 are aligned in the corpus.
pMLE(e2|c) is computed in the same way.

This method proved effective in extracting high
quality phrasal paraphrases. As a result, we extend
it to paraphrase pattern extraction in this paper.

STE(take)

should

We take

market

into

consideration

take

market

into

consideration

take

into

consideration

PSTE(take)

first

TE

demand

demand

Figure 2: Examples of a subtree and a partial subtree.

3 Proposed Method

3.1 Corpus Preprocessing

In this paper, we use English paraphrase patterns ex-
traction as a case study. An English-Chinese (E-
C) bilingual parallel corpus is employed for train-
ing. The Chinese part of the corpus is used as pivots
to extract English paraphrase patterns. We conduct
word alignment with Giza++ (Och and Ney, 2000) in
both directions and then apply the grow-diag heuris-
tic (Koehn et al., 2005) for symmetrization.

Since the paraphrase patterns are extracted from
dependency trees, we parse the English sentences
in the corpus with MaltParser (Nivre et al., 2007).
Let SE be an English sentence, TE the parse tree
of SE , e a word of SE , we define the subtree and
partial subtree following the definitions in (Ouan-
graoua et al., 2007). In detail, a subtree STE(e)
is a particular connected subgraph of the tree TE ,
which is rooted at e and includes all the descendants
of e. A partial subtree PSTE(e) is a connected sub-
graph of the subtree STE(e), which is rooted at e but
does not necessarily include all the descendants of e.
For instance, for the sentence “We should first take
market demand into consideration”, STE(take) and
PSTE(take) are shown in Figure 21.

3.2 Aligned Patterns Induction

To induce the aligned patterns, we first induce the
English patterns using the subtrees and partial sub-
trees. Then, we extract the pivot Chinese patterns
aligning to the English patterns.

1Note that, a subtree may contain several partial subtrees. In
this paper, all the possible partial subtrees are considered when
extracting paraphrase patterns.
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Algorithm 1: Inducing an English pattern
1: Input: words in STE(e) : wiwi+1...wj

2: Input: PE(e) = φ
3: For each wk (i ≤ k ≤ j)
4: If wk is in PSTE(e)
5: Append wk to the end of PE(e)
6: Else
7: Append POS(wk) to the end of PE(e)
8: End For

Algorithm 2: Inducing an aligned pivot pattern
1: Input: SC = t1t2...tn
2: Input: PC = φ
3: For each tl (1 ≤ l ≤ n)
4: If tl is aligned with wk in SE

5: If wk is a word in PE(e)
6: Append tl to the end of PC

7: If POS(wk) is a slot in PE(e)
8: Append POS(wk) to the end of PC

9: End For

Step-1 Inducing English patterns. In this paper, an
English pattern PE(e) is a string comprising words
and part-of-speech (POS) tags. Our intuition for
inducing an English pattern is that a partial sub-
tree PSTE(e) can be viewed as a unit that conveys
a definite meaning, though the words in PSTE(e)
may not be continuous. For example, PSTE(take)
in Figure 2 contains words “take ... into consid-
eration”. Therefore, we may extract “take X into
consideration” as a pattern. In addition, the words
that are in STE(e) but not in PSTE(e) (denoted as
STE(e)/PSTE(e)) are also useful for inducing pat-
terns, since they can constrain the pattern slots. In
the example in Figure 2, the word “demand” indi-
cates that a noun can be filled in the slot X and the
pattern may have the form “take NN into considera-
tion”. Based on this intuition, we induce an English
pattern PE(e) as in Algorithm 12.

For the example in Figure 2, the generated pat-
tern PE(take) is “take NN NN into considera-
tion”. Note that the patterns induced in this way
are quite specific, since the POS of each word in
STE(e)/PSTE(e) forms a slot. Such patterns are
difficult to be matched in applications. We there-

2POS(wk) in Algorithm 1 denotes the POS tag of wk.

NN_1 考虑 NN_2 NN_1 考虑 NN_2

NN_1NN_2 considered byis NN_1 consider NN_2

Figure 3: Aligned patterns with numbered slots.

fore take an additional step to simplify the patterns.
Let ei and ej be two words in STE(e)/PSTE(e),
whose POS posi and posj are slots in PE(e). If ei

is a descendant of ej in the parse tree, we remove
posi from PE(e). For the example above, the POS
of “market” is removed, since it is the descendant of
“demand”, whose POS also forms a slot. The sim-
plified pattern is “take NN into consideration”.

Step-2 Extracting pivot patterns. For each En-
glish pattern PE(e), we extract an aligned Chinese
pivot pattern PC . Let a Chinese sentence SC be the
translation of the English sentence SE , PE(e) a pat-
tern induced from SE , we extract the pivot pattern
PC aligning to PE(e) as in Algorithm 2. Note that
the Chinese patterns are not extracted from parse
trees. They are only sequences of Chinese words
and POSes that are aligned with English patterns.

A pattern may contain two or more slots shar-
ing the same POS. To distinguish them, we assign
a number to each slot in the aligned E-C patterns. In
detail, the slots having identical POS in PC are num-
bered incrementally (i.e., 1,2,3...), while each slot in
PE(e) is assigned the same number as its aligned
slot in PC . The examples of the aligned patterns
with numbered slots are illustrated in Figure 3.

3.3 Paraphrase Patterns Extraction
As mentioned above, if patterns e1 and e2 are
aligned with the same pivot pattern c, e1 and e2 may
be paraphrase patterns. The paraphrase likelihood
can be computed using Equation (1). However, we
find that using only the MLE based probabilities can
suffer from data sparseness. In order to exploit more
and richer information to estimate the paraphrase
likelihood, we propose a log-linear model:

score(e2|e1) =
∑

c

exp[
N∑

i=1

λihi(e1, e2, c)] (3)

where hi(e1, e2, c) is a feature function and λi is the
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weight. In this paper, 4 feature functions are used in
our log-linear model, which include:

h1(e1, e2, c) = scoreMLE(c|e1)
h2(e1, e2, c) = scoreMLE(e2|c)
h3(e1, e2, c) = scoreLW (c|e1)
h4(e1, e2, c) = scoreLW (e2|c)

Feature functions h1(e1, e2, c) and h2(e1, e2, c)
are based on MLE. scoreMLE(c|e) is computed as:

scoreMLE(c|e) = log pMLE(c|e) (4)

scoreMLE(e|c) is computed in the same way.
h3(e1, e2, c) and h4(e1, e2, c) are based on LW.

LW was originally used to validate the quality of a
phrase translation pair in MT (Koehn et al., 2003). It
checks how well the words of the phrases translate
to each other. This paper uses LW to measure the
quality of aligned patterns. We define scoreLW (c|e)
as the logarithm of the lexical weight3:

scoreLW (c|e) =

1
n

n∑
i=1

log(
1

|{j|(i, j) ∈ a}|
∑

∀(i,j)∈a

w(ci|ej)) (5)

where a denotes the word alignment between c and
e. n is the number of words in c. ci and ej are words
of c and e. w(ci|ej) is computed as follows:

w(ci|ej) =
count(ci, ej)∑
c′
i
count(c′i, ej)

(6)

where count(ci, ej) is the frequency count of
the aligned word pair (ci, ej) in the corpus.
scoreLW (e|c) is computed in the same manner.

In our experiments, we set a threshold T . If the
score between e1 and e2 based on Equation (3) ex-
ceeds T , e2 is extracted as the paraphrase of e1.

3.4 Parameter Estimation
Five parameters need to be estimated, i.e., λ1, λ2,
λ3, λ4 in Equation (3), and the threshold T . To
estimate the parameters, we first construct a devel-
opment set. In detail, we randomly sample 7,086

3The logarithm of the lexical weight is divided by n so as
not to penalize long patterns.

groups of aligned E-C patterns that are obtained as
described in Section 3.2. The English patterns in
each group are all aligned with the same Chinese
pivot pattern. We then extract paraphrase patterns
from the aligned patterns as described in Section 3.3.
In this process, we set λi = 1 (i = 1, ..., 4) and as-
sign T a minimum value, so as to obtain all possible
paraphrase patterns.

A total of 4,162 pairs of paraphrase patterns have
been extracted and manually labeled as “1” (correct
paraphrase patterns) or “0” (incorrect). Here, two
patterns are regarded as paraphrase patterns if they
can generate paraphrase fragments by filling the cor-
responding slots with identical words. We use gra-
dient descent algorithm (Press et al., 1992) to esti-
mate the parameters. For each set of parameters, we
compute the precision P , recall R, and f-measure
F as: P = |set1∩set2|

|set1| , R = |set1∩set2|
|set2| , F = 2PR

P+R ,
where set1 denotes the set of paraphrase patterns ex-
tracted under the current parameters. set2 denotes
the set of manually labeled correct paraphrase pat-
terns. We select the parameters that can maximize
the F-measure on the development set4.

4 Experiments

The E-C parallel corpus in our experiments was con-
structed using several LDC bilingual corpora5. After
filtering sentences that are too long (> 40 words) or
too short (< 5 words), 2,048,009 pairs of parallel
sentences were retained.

We used two constraints in the experiments to im-
prove the efficiency of computation. First, only sub-
trees containing no more than 10 words were used to
induce English patterns. Second, although any POS
tag can form a slot in the induced patterns, we only
focused on three kinds of POSes in the experiments,
i.e., nouns (tags include NN, NNS, NNP, NNPS),
verbs (VB, VBD, VBG, VBN, VBP, VBZ), and ad-
jectives (JJ, JJS, JJR). In addition, we constrained
that a pattern must contain at least one content word

4The parameters are: λ1 = 0.0594137, λ2 = 0.995936,
λ3 = −0.0048954, λ4 = 1.47816, T = −10.002.

5The corpora include LDC2000T46, LDC2000T47,
LDC2002E18, LDC2002T01, LDC2003E07, LDC2003E14,
LDC2003T17, LDC2004E12, LDC2004T07, LDC2004T08,
LDC2005E83, LDC2005T06, LDC2005T10, LDC2006E24,
LDC2006E34, LDC2006E85, LDC2006E92, LDC2006T04,
LDC2007T02, LDC2007T09.
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Method #PP (pairs) Precision
LL-Model 1,058,624 67.03%

MLE-Model 1,015,533 60.60%
DIRT top-1 1,179 19.67%
DIRT top-5 5,528 18.73%

Table 2: Comparison of paraphrasing methods.

so as to filter patterns like “the [NN 1]”.

4.1 Evaluation of the Log-linear Model

As previously mentioned, in the log-linear model of
this paper, we use both MLE based and LW based
feature functions. In this section, we evaluate the
log-linear model (LL-Model) and compare it with
the MLE based model (MLE-Model) presented by
Bannard and Callison-Burch (2005)6.

We extracted paraphrase patterns using two mod-
els, respectively. From the results of each model,
we randomly picked 3,000 pairs of paraphrase pat-
terns to evaluate the precision. The 6,000 pairs of
paraphrase patterns were mixed and presented to the
human judges, so that the judges cannot know by
which model each pair was produced. The sampled
patterns were then manually labeled and the preci-
sion was computed as described in Section 3.4.

The number of the extracted paraphrase patterns
(#PP) and the precision are depicted in the first two
lines of Table 2. We can see that the numbers of
paraphrase patterns extracted using the two mod-
els are comparable. However, the precision of LL-
Model is significantly higher than MLE-Model.

Actually, MLE-Model is a special case of LL-
Model and the enhancement of the precision is
mainly due to the use of LW based features.
It is not surprising, since Bannard and Callison-
Burch (2005) have pointed out that word alignment
error is the major factor that influences the perfor-
mance of the methods learning paraphrases from
bilingual corpora. The LW based features validate
the quality of word alignment and assign low scores
to those aligned E-C pattern pairs with incorrect
alignment. Hence the precision can be enhanced.

6In this experiment, we also estimated a threshold T ′ for
MLE-Model using the development set (T ′ = −5.1). The pat-
tern pairs whose score based on Equation (1) exceed T ′ were
extracted as paraphrase patterns.

4.2 Comparison with DIRT

It is necessary to compare our method with another
paraphrase patterns extraction method. However, it
is difficult to find methods that are suitable for com-
parison. Some methods only extract paraphrase pat-
terns using news articles on certain topics (Shinyama
et al., 2002; Barzilay and Lee, 2003), while some
others need seeds as initial input (Ravichandran and
Hovy, 2002). In this paper, we compare our method
with DIRT (Lin and Pantel, 2001), which does not
need to specify topics or input seeds.

As mentioned in Section 2, DIRT learns para-
phrase patterns from a parsed monolingual corpus
based on an extended distributional hypothesis. In
our experiment, we implemented DIRT and ex-
tracted paraphrase patterns from the English part of
our bilingual parallel corpus. Our corpus is smaller
than that reported in (Lin and Pantel, 2001). To alle-
viate the data sparseness problem, we only kept pat-
terns appearing more than 10 times in the corpus for
extracting paraphrase patterns. Different from our
method, no threshold was set in DIRT. Instead, the
extracted paraphrase patterns were ranked accord-
ing to their scores. In our experiment, we kept top-5
paraphrase patterns for each target pattern.

From the extracted paraphrase patterns, we sam-
pled 600 groups for evaluation. Each group com-
prises a target pattern and its top-5 paraphrase pat-
terns. The sampled data were manually labeled and

the top-n precision was calculated as
PN

i=1 ni

N×n , where
N is the number of groups and ni is the number of
correct paraphrase patterns in the top-n paraphrase
patterns of the i-th group. The top-1 and top-5 re-
sults are shown in the last two lines of Table 2. Al-
though there are more correct patterns in the top-5
results, the precision drops sequentially from top-1
to top-5 since the denominator of top-5 is 4 times
larger than that of top-1.

Obviously, the number of the extracted para-
phrase patterns is much smaller than that extracted
using our method. Besides, the precision is also
much lower. We believe that there are two reasons.
First, the extended distributional hypothesis is not
strict enough. Patterns sharing similar slot-fillers do
not necessarily have the same meaning. They may
even have the opposite meanings. For example, “X
worsens Y” and “X solves Y” were extracted as para-
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Type Count Example
trivial change 79 (e1) all the members of [NNPS 1] (e2) all members of [NNPS 1]
phrase replacement 267 (e1) [JJ 1] economic losses (e2) [JJ 1] financial losses
phrase reordering 56 (e1) [NN 1] definition (e2) the definition of [NN 1]
structural paraphrase 71 (e1) the admission of [NNP 1] to the wto (e2) the [NNP 1] ’s wto accession
information + or - 27 (e1) [NNS 1] are in fact women (e2) [NNS 1] are women

Table 3: The statistics and examples of each type of paraphrase patterns.

phrase patterns by DIRT. The other reason is that
DIRT can only be effective for patterns appearing
plenty of times in the corpus. In other words, it seri-
ously suffers from data sparseness. We believe that
DIRT can perform better on a larger corpus.

4.3 Pivot Pattern Constraints

As described in Section 3.2, we constrain that the
pattern words of an English pattern e must be ex-
tracted from a partial subtree. However, we do not
have such constraint on the Chinese pivot patterns.
Hence, it is interesting to investigate whether the
performance can be improved if we constrain that
the pattern words of a pivot pattern c must also be
extracted from a partial subtree.

To conduct the evaluation, we parsed the Chinese
sentences of the corpus with a Chinese dependency
parser (Liu et al., 2006). We then induced English
patterns and extracted aligned pivot patterns. For the
aligned patterns (e, c), if c’s pattern words were not
extracted from a partial subtree, the pair was filtered.
After that, we extracted paraphrase patterns, from
which we sampled 3,000 pairs for evaluation.

The results show that 736,161 pairs of paraphrase
patterns were extracted and the precision is 65.77%.
Compared with Table 2, the number of the extracted
paraphrase patterns gets smaller and the precision
also gets lower. The results suggest that the perfor-
mance of the method cannot be improved by con-
straining the extraction of pivot patterns.

4.4 Analysis of the Paraphrase Patterns

We sampled 500 pairs of correct paraphrase pat-
terns extracted using our method and analyzed the
types. We found that there are 5 types of para-
phrase patterns, which include: (1) trivial change,
such as changes of prepositions and articles, etc; (2)
phrase replacement; (3) phrase reordering; (4) struc-

tural paraphrase, which contain both phrase replace-
ments and phrase reordering; (5) adding or reducing
information that does not change the meaning. Some
statistics and examples are shown in Table 3.

The paraphrase patterns are useful in NLP appli-
cations. Firstly, over 50% of the paraphrase patterns
are in the type of phrase replacement, which can
be used in IE pattern reformulation and sentence-
level paraphrase generation. Compared with phrasal
paraphrases, the phrase replacements in patterns are
more accurate due to the constraints of the slots.

The paraphrase patterns in the type of phrase re-
ordering can also be used in IE pattern reformula-
tion and sentence paraphrase generation. Especially,
in sentence paraphrase generation, this type of para-
phrase patterns can reorder the phrases in a sentence,
which can hardly be achieved by the conventional
MT-based generation method (Quirk et al., 2004).

The structural paraphrase patterns have the advan-
tages of both phrase replacement and phrase reorder-
ing. More paraphrase sentences can be generated
using these patterns.

The paraphrase patterns in the type of “informa-
tion + and -” are useful in sentence compression and
expansion. A sentence matching a long pattern can
be compressed by paraphrasing it using shorter pat-
terns. Similarly, a short sentence can be expanded
by paraphrasing it using longer patterns.

For the 3,000 pairs of test paraphrase patterns, we
also investigate the number and type of the pattern
slots. The results are summarized in Table 4 and 5.

From Table 4, we can see that more than 92%
of the paraphrase patterns contain only one slot,
just like the examples shown in Table 3. In addi-
tion, about 7% of the paraphrase patterns contain
two slots, such as “give [NN 1] [NN 2]” vs. “give
[NN 2] to [NN 1]”. This result suggests that our
method tends to extract short paraphrase patterns,
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Slot No. #PP Percentage Precision
1-slot 2,780 92.67% 66.51%
2-slots 218 7.27% 73.85%
≥3-slots 2 <1% 50.00%

Table 4: The statistics of the numbers of pattern slots.

Slot Type #PP Percentage Precision
N-slots 2,376 79.20% 66.71%
V-slots 273 9.10% 70.33%
J-slots 438 14.60% 70.32%

Table 5: The statistics of the type of pattern slots.

which is mainly because the data sparseness prob-
lem is more serious when extracting long patterns.

From Table 5, we can find that near 80% of the
paraphrase patterns contain noun slots, while about
9% and 15% contain verb slots and adjective slots7.
This result implies that nouns are the most typical
variables in paraphrase patterns.

4.5 Evaluation within Context Sentences

In Section 4.1, we have evaluated the precision of
the paraphrase patterns without considering context
information. In this section, we evaluate the para-
phrase patterns within specific context sentences.

The open test set includes 119 English sentences.
We parsed the sentences with MaltParser and in-
duced patterns as described in Section 3.2. For each
pattern e in sentence SE , we searched e’s paraphrase
patterns from the database of the extracted para-
phrase patterns. The result shows that 101 of the
119 sentences contain at least one pattern that can
be paraphrased using the extracted paraphrase pat-
terns, the coverage of which is 84.87%.

Furthermore, since a pattern may have several
paraphrase patterns, we exploited a method to au-
tomatically select the best one in the given context
sentence. In detail, a paraphrase pattern e′ of e was
reranked based on a language model (LM):

score(e′|e, SE) =
λscoreLL(e′|e) + (1− λ)scoreLM (e′|SE) (7)

7Notice that, a pattern may contain more than one type of
slots, thus the sum of the percentages is larger than 1.

Here, scoreLL(e′|e) denotes the score based on
Equation (3). scoreLM (e′|SE) is the LM based
score: scoreLM (e′|SE) = 1

n logPLM (S′
E), where

S′
E is the sentence generated by replacing e in SE

with e′. The language model in the experiment was
a tri-gram model trained using the English sentences
in the bilingual corpus. We empirically set λ = 0.7.

The selected best paraphrase patterns in context
sentences were manually labeled. The context infor-
mation was also considered by our judges. The re-
sult shows that the precision of the best paraphrase
patterns is 59.39%. To investigate the contribution
of the LM based score, we ran the experiment again
with λ = 1 (ignoring the LM based score) and found
that the precision is 57.09%. It indicates that the LM
based reranking can improve the precision. How-
ever, the improvement is small. Further analysis
shows that about 70% of the correct paraphrase sub-
stitutes are in the type of phrase replacement.

5 Conclusion

This paper proposes a pivot approach for extracting
paraphrase patterns from bilingual corpora. We use
a log-linear model to compute the paraphrase like-
lihood and exploit feature functions based on MLE
and LW. Experimental results show that the pivot ap-
proach is effective, which extracts over 1,000,000
pairs of paraphrase patterns from 2M bilingual sen-
tence pairs. The precision and coverage of the ex-
tracted paraphrase patterns exceed 67% and 84%,
respectively. In addition, the log-linear model with
the proposed feature functions significantly outper-
forms the conventional models. Analysis shows that
5 types of paraphrase patterns are extracted with our
method, which are useful in various applications.

In the future we wish to exploit more feature func-
tions in the log-linear model. In addition, we will try
to make better use of the context information when
replacing paraphrase patterns in context sentences.
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Abstract

Hand-coded scripts were used in the 1970-80s
as knowledge backbones that enabled infer-
ence and other NLP tasks requiring deep se-
mantic knowledge. We propose unsupervised
induction of similar schemata called narrative
event chains from raw newswire text.

A narrative event chain is a partially ordered
set of events related by a common protago-
nist. We describe a three step process to learn-
ing narrative event chains. The first uses unsu-
pervised distributional methods to learn narra-
tive relations between events sharing corefer-
ring arguments. The second applies a tempo-
ral classifier to partially order the connected
events. Finally, the third prunes and clusters
self-contained chains from the space of events.
We introduce two evaluations: the narrative
cloze to evaluate event relatedness, and an or-
der coherence task to evaluate narrative order.
We show a 36% improvement over baseline
for narrative prediction and 25% for temporal
coherence.

1 Introduction

This paper induces a new representation of struc-
tured knowledge called narrative event chains (or
narrative chains). Narrative chains are partially or-
dered sets of events centered around a common pro-
tagonist. They are related to structured sequences of
participants and events that have been called scripts
(Schank and Abelson, 1977) or Fillmorean frames.
These participants and events can be filled in and
instantiated in a particular text situation to draw in-
ferences. Chains focus on a single actor to facili-

tate learning, and thus this paper addresses the three
tasks of chain induction: narrative event induction,
temporal ordering of events and structured selection
(pruning the event space into discrete sets).

Learning these prototypical schematic sequences
of events is important for rich understanding of text.
Scripts were central to natural language understand-
ing research in the 1970s and 1980s for proposed
tasks such as summarization, coreference resolu-
tion and question answering. For example, Schank
and Abelson (1977) proposed that understanding
text about restaurants required knowledge about the
Restaurant Script, including the participants (Cus-
tomer, Waiter, Cook, Tables, etc.), the events consti-
tuting the script (entering, sitting down, asking for
menus, etc.), and the various preconditions, order-
ing, and results of each of the constituent actions.

Consider these two distinct narrative chains.
accused X W joined

X claimed W served
X argued W oversaw

dismissed X W resigned
It would be useful for question answering or tex-
tual entailment to know that ‘X denied ’ is also a
likely event in the left chain, while ‘ replaces W’
temporally follows the right. Narrative chains (such
as Firing of Employee or Executive Resigns) offer
the structure and power to directly infer these new
subevents by providing critical background knowl-
edge. In part due to its complexity, automatic in-
duction has not been addressed since the early non-
statistical work of Mooney and DeJong (1985).

The first step to narrative induction uses an entity-
based model for learning narrative relations by fol-
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lowing a protagonist. As a narrative progresses
through a series of events, each event is character-
ized by the grammatical role played by the protag-
onist, and by the protagonist’s shared connection to
surrounding events. Our algorithm is an unsuper-
vised distributional learning approach that uses core-
ferring arguments as evidence of a narrative relation.
We show, using a new evaluation task called narra-
tive cloze, that our protagonist-based method leads
to better induction than a verb-only approach.

The next step is to order events in the same nar-
rative chain. We apply work in the area of temporal
classification to create partial orders of our learned
events. We show, using a coherence-based evalua-
tion of temporal ordering, that our partial orders lead
to better coherence judgements of real narrative in-
stances extracted from documents.

Finally, the space of narrative events and temporal
orders is clustered and pruned to create discrete sets
of narrative chains.

2 Previous Work

While previous work hasn’t focused specifically on
learning narratives1, our work draws from two lines
of research in summarization and anaphora resolu-
tion. In summarization, topic signatures are a set
of terms indicative of a topic (Lin and Hovy, 2000).
They are extracted from hand-sorted (by topic) sets
of documents using log-likelihood ratios. These
terms can capture some narrative relations, but the
model requires topic-sorted training data.

Bean and Riloff (2004) proposed the use of
caseframe networks as a kind of contextual role
knoweldge for anaphora resolution. A case-
frame is a verb/event and a semantic role (e.g.
<patient> kidnapped). Caseframe networks are re-
lations between caseframes that may represent syn-
onymy (<patient> kidnapped and <patient> ab-
ducted) or related events (<patient> kidnapped and
<patient> released). Bean and Riloff learn these
networks from two topic-specific texts and apply
them to the problem of anaphora resolution. Our
work can be seen as an attempt to generalize the in-
tuition of caseframes (finding an entire set of events

1We analyzed FrameNet (Baker et al., 1998) for insight, but
found that very few of the frames are event sequences of the
type characterizing narratives and scripts.

rather than just pairs of related frames) and apply it
to a different task (finding a coherent structured nar-
rative in non-topic-specific text).

More recently, Brody (2007) proposed an ap-
proach similar to caseframes that discovers high-
level relatedness between verbs by grouping verbs
that share the same lexical items in subject/object
positions. He calls these shared arguments anchors.
Brody learns pairwise relations between clusters of
related verbs, similar to the results with caseframes.
A human evaluation of these pairs shows an im-
provement over baseline. This and previous case-
frame work lend credence to learning relations from
verbs with common arguments.

We also draw from lexical chains (Morris and
Hirst, 1991), indicators of text coherence from word
overlap/similarity. We use a related notion of protag-
onist overlap to motivate narrative chain learning.

Work on semantic similarity learning such as
Chklovski and Pantel (2004) also automatically
learns relations between verbs. We use similar dis-
tributional scoring metrics, but differ with our use
of a protagonist as the indicator of relatedness. We
also use typed dependencies and the entire space of
events for similarity judgements, rather than only
pairwise lexical decisions.

Finally, Fujiki et al. (2003) investigated script ac-
quisition by extracting the 41 most frequent pairs of
events from the first paragraph of newswire articles,
using the assumption that the paragraph’s textual or-
der follows temporal order. Our model, by contrast,
learns entire event chains, uses more sophisticated
probabilistic measures, and uses temporal ordering
models instead of relying on document order.

3 The Narrative Chain Model

3.1 Definition

Our model is inspired by Centering (Grosz et al.,
1995) and other entity-based models of coherence
(Barzilay and Lapata, 2005) in which an entity is in
focus through a sequence of sentences. We propose
to use this same intuition to induce narrative chains.

We assume that although a narrative has several
participants, there is a central actor who character-
izes a narrative chain: the protagonist. Narrative
chains are thus structured by the protagonist’s gram-
matical roles in the events. In addition, narrative
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events are ordered by some theory of time. This pa-
per describes a partial ordering with the before (no
overlap) relation.

Our task, therefore, is to learn events that consti-
tute narrative chains. Formally, a narrative chain
is a partially ordered set of narrative events that
share a common actor. A narrative event is a tu-
ple of an event (most simply a verb) and its par-
ticipants, represented as typed dependencies. Since
we are focusing on a single actor in this study, a
narrative event is thus a tuple of the event and the
typed dependency of the protagonist: (event, depen-
dency). A narrative chain is a set of narrative events
{e1, e2, ..., en}, where n is the size of the chain, and
a relation B(ei, ej) that is true if narrative event ei
occurs strictly before ej in time.

3.2 The Protagonist
The notion of a protagonist motivates our approach
to narrative learning. We make the following as-
sumption of narrative coherence: verbs sharing
coreferring arguments are semantically connected
by virtue of narrative discourse structure. A single
document may contain more than one narrative (or
topic), but the narrative assumption states that a se-
ries of argument-sharing verbs is more likely to par-
ticipate in a narrative chain than those not sharing.

In addition, the narrative approach captures gram-
matical constraints on narrative coherence. Simple
distributional learning might discover that the verb
push is related to the verb fall, but narrative learning
can capture additional facts about the participants,
specifically, that the object or patient of the push is
the subject or agent of the fall.

Each focused protagonist chain offers one per-
spective on a narrative, similar to the multiple per-
spectives on a commercial transaction event offered
by buy and sell.

3.3 Partial Ordering
A narrative chain, by definition, includes a partial
ordering of events. Early work on scripts included
ordering constraints with more complex precondi-
tions and side effects on the sequence of events. This
paper presents work toward a partial ordering and
leaves logical constraints as future work. We focus
on the before relation, but the model does not pre-
clude advanced theories of temporal order.

4 Learning Narrative Relations

Our first model learns basic information about a
narrative chain: the protagonist and the constituent
subevents, although not their ordering. For this we
need a metric for the relation between an event and
a narrative chain.

Pairwise relations between events are first ex-
tracted unsupervised. A distributional score based
on how often two events share grammatical argu-
ments (using pointwise mutual information) is used
to create this pairwise relation. Finally, a global nar-
rative score is built such that all events in the chain
provide feedback on the event in question (whether
for inclusion or for decisions of inference).

Given a list of observed verb/dependency counts,
we approximate the pointwise mutual information
(PMI) by:

pmi(e(w, d), e(v, g)) = log
P (e(w, d), e(v, g))
P (e(w, d))P (e(v, g))

(1)

where e(w, d) is the verb/dependency pair w and d
(e.g. e(push,subject)). The numerator is defined by:

P (e(w, d), e(v, g)) =
C(e(w, d), e(v, g))∑

x,y

∑
d,f C(e(x, d), e(y, f))

(2)
where C(e(x, d), e(y, f)) is the number of times the
two events e(x, d) and e(y, f) had a coreferring en-
tity filling the values of the dependencies d and f .
We also adopt the ‘discount score’ to penalize low
occuring words (Pantel and Ravichandran, 2004).

Given the debate over appropriate metrics for dis-
tributional learning, we also experimented with the
t-test. Our experiments found that PMI outperforms
the t-test on this task by itself and when interpolated
together using various mixture weights.

Once pairwise relation scores are calculated, a
global narrative score can then be built such that all
events provide feedback on the event in question.
For instance, given all narrative events in a docu-
ment, we can find the next most likely event to occur
by maximizing:

max
j:0<j<m

n∑
i=0

pmi(ei, fj) (3)

where n is the number of events in our chain and
ei is the ith event. m is the number of events f in
our training corpus. A ranked list of guesses can be
built from this summation and we hypothesize that
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Known events:
(pleaded subj), (admits subj), (convicted obj)

Likely Events:

sentenced obj 0.89 indicted obj 0.74
paroled obj 0.76 fined obj 0.73
fired obj 0.75 denied subj 0.73

Figure 1: Three narrative events and the six most likely
events to include in the same chain.

the more events in our chain, the more informed our
ranked output. An example of a chain with 3 events
and the top 6 ranked guesses is given in figure 1.

4.1 Evaluation Metric: Narrative Cloze
The cloze task (Taylor, 1953) is used to evaluate a
system (or human) for language proficiency by re-
moving a random word from a sentence and having
the system attempt to fill in the blank (e.g. I forgot
to the waitress for the good service). Depend-
ing on the type of word removed, the test can evalu-
ate syntactic knowledge as well as semantic. Deyes
(1984) proposed an extended task, discourse cloze,
to evaluate discourse knowledge (removing phrases
that are recoverable from knowledge of discourse re-
lations like contrast and consequence).

We present a new cloze task that requires narra-
tive knowledge to solve, the narrative cloze. The
narrative cloze is a sequence of narrative events in a
document from which one event has been removed.
The task is to predict the missing verb and typed de-
pendency. Take this example text about American
football with McCann as the protagonist:

1. McCann threw two interceptions early.
2. Toledo pulled McCann aside and told him he’d start.
3. McCann quickly completed his first two passes.

These clauses are represented in the narrative model
as five events: (threw subject), (pulled object),
(told object), (start subject), (completed subject).
These verb/dependency events make up a narrative
cloze model. We could remove (threw subject) and
use the remaining four events to rank this missing
event. Removing a single such pair to be filled in au-
tomatically allows us to evaluate a system’s knowl-
edge of narrative relations and coherence. We do not
claim this cloze task to be solvable even by humans,

New York Times Editorial

occupied subj brought subj rejecting subj
projects subj met subj appeared subj
offered subj voted pp for offer subj
thinks subj

Figure 2: One of the 69 test documents, containing 10
narrative events. The protagonist is President Bush.

but rather assert it as a comparative measure to eval-
uate narrative knowledge.

4.2 Narrative Cloze Experiment

We use years 1994-2004 (1,007,227 documents) of
the Gigaword Corpus (Graff, 2002) for training2.
We parse the text into typed dependency graphs
with the Stanford Parser (de Marneffe et al., 2006)3,
recording all verbs with subject, object, or preposi-
tional typed dependencies. We use the OpenNLP4

coreference engine to resolve the entity mentions.
For each document, the verb pairs that share core-
ferring entities are recorded with their dependency
types. Particles are included with the verb.

We used 10 news stories from the 1994 section
of the corpus for development. The stories were
hand chosen to represent a range of topics such as
business, sports, politics, and obituaries. We used
69 news stories from the 2001 (year selected ran-
domly) section of the corpus for testing (also re-
moved from training). The test set documents were
randomly chosen and not preselected for a range of
topics. From each document, the entity involved
in the most events was selected as the protagonist.
For this evaluation, we only look at verbs. All
verb clauses involving the protagonist are manu-
ally extracted and translated into the narrative events
(verb,dependency). Exceptions that are not included
are verbs in headlines, quotations (typically not part
of a narrative), “be” properties (e.g. john is happy),
modifying verbs (e.g. hurried to leave, only leave is
used), and multiple instances of one event.

The original test set included 100 documents, but
2The document count does not include duplicate news sto-

ries. We found up to 18% of the corpus are duplications, mostly
AP reprints. We automatically found these by matching the first
two paragraphs of each document, removing exact matches.

3http://nlp.stanford.edu/software/lex-parser.shtml
4http://opennlp.sourceforge.net
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those without a narrative chain at least five events in
length were removed, leaving 69 documents. Most
of the removed documents were not stories, but gen-
res such as interviews and cooking recipes. An ex-
ample of an extracted chain is shown in figure 2.

We evalute with Narrative Cloze using leave-one-
out cross validation, removing one event and using
the rest to generate a ranked list of guesses. The test
dataset produces 740 cloze tests (69 narratives with
740 events). After generating our ranked guesses,
the position of the correct event is averaged over all
740 tests for the final score. We penalize unseen
events by setting their ranked position to the length
of the guess list (ranging from 2k to 15k).

Figure 1 is an example of a ranked guess list for a
short chain of three events. If the original document
contained (fired obj), this cloze test would score 3.

4.2.1 Baseline
We want to measure the utility of the protago-

nist and the narrative coherence assumption, so our
baseline learns relatedness strictly based upon verb
co-occurence. The PMI is then defined as between
all occurrences of two verbs in the same document.
This baseline evaluation is verb only, as dependen-
cies require a protagonist to fill them.

After initial evaluations, the baseline was per-
forming very poorly due to the huge amount of data
involved in counting all possible verb pairs (using a
protagonist vastly reduces the number). We exper-
imented with various count cutoffs to remove rare
occurring pairs of verbs. The final results use a base-
line where all pairs occurring less than 10 times in
the training data are removed.

Since the verb-only baseline does not use typed
dependencies, our narrative model cannot directly
compare to this abstracted approach. We thus mod-
ified the narrative model to ignore typed dependen-
cies, but still count events with shared arguments.
Thus, we calculate the PMI across verbs that share
arguments. This approach is called Protagonist.
The full narrative model that includes the grammat-
ical dependencies is called Typed Deps.

4.2.2 Results
Experiments with varying sizes of training data

are presented in figure 3. Each ranked list of
candidate verbs for the missing event in Base-
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Figure 3: Results with varying sizes of training data. Year
2003 is not explicitly shown because it has an unusually
small number of documents compared to other years.

line/Protagonist contained approximately 9 thou-
sand candidates. Of the 740 cloze tests, 714 of the
removed events were present in their respective list
of guesses. This is encouraging as only 3.5% of the
events are unseen (or do not meet cutoff thresholds).

When all training data is used (1994-2004), the
average ranked position is 1826 for Baseline and
1160 for Protagonist (1 being most confident). The
Baseline performs better at first (years 1994-5), but
as more data is seen, the Baseline worsens while
the Protagonist improves. This verb-only narrative
model shows a 36.5% improvement over the base-
line trained on all years. Results from the full Typed
Deps model, not comparable to the baseline, paral-
lel the Protagonist results, improving as more data is
seen (average ranked position of 1908 with all the
training data). We also ran the experiment with-
out OpenNLP coreference, and instead used exact
and substring matching for coreference resolution.
This showed a 5.7% decrease in the verb-only re-
sults. These results show that a protagonist greatly
assists in narrative judgements.

5 Ordering Narrative Events

The model proposed in the previous section is de-
signed to learn the major subevents in a narrative
chain, but not how these events are ordered. In this
section we extend the model to learn a partial tem-
poral ordering of the events.
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There are a number of algorithms for determining
the temporal relationship between two events (Mani
et al., 2006; Lapata and Lascarides, 2006; Cham-
bers et al., 2007), many of them trained on the Time-
Bank Corpus (Pustejovsky et al., 2003) which codes
events and their temporal relationships. The cur-
rently highest performing of these on raw data is the
model of temporal labeling described in our previ-
ous work (Chambers et al., 2007). Other approaches
have depended on hand tagged features.

Chambers et al. (2007) shows 59.4% accuracy on
the classification task for six possible relations be-
tween pairs of events: before, immediately-before,
included-by, simultaneous, begins and ends. We fo-
cus on the before relation because the others are
less relevant to our immediate task. We combine
immediately-before with before, and merge the other
four relations into an other category. At the binary
task of determining if one event is before or other,
we achieve 72.1% accuracy on Timebank.

The above approach is a two-stage machine learn-
ing architecture. In the first stage, the model uses
supervised machine learning to label temporal at-
tributes of events, including tense, grammatical as-
pect, and aspectual class. This first stage classi-
fier relies on features such as neighboring part of
speech tags, neighboring auxiliaries and modals, and
WordNet synsets. We use SVMs (Chambers et al.
(2007) uses Naive Bayes) and see minor perfor-
mance boosts on Timebank. These imperfect clas-
sifications, combined with other linguistic features,
are then used in a second stage to classify the tem-
poral relationship between two events. Other fea-
tures include event-event syntactic properties such
as the syntactic dominance relations between the
two events, as well as new bigram features of tense,
aspect and class (e.g. “present past” if the first event
is in the present, and the second past), and whether
the events occur in the same or different sentences.

5.1 Training a Temporal Classifier
We use the entire Timebank Corpus as super-
vised training data, condensing the before and
immediately-before relations into one before rela-
tion. The remaining relations are merged into other.

The vast majority of potential event pairs in Time-
bank are unlabeled. These are often none relations
(events that have no explicit relation) or as is of-

ten the case, overlap relations where the two events
have no Timebank-defined ordering but overlap in
time. Even worse, many events do have an order-
ing, but they were not tagged by the human annota-
tors. This could be due to the overwhelming task of
temporal annotation, or simply because some event
orderings are deemed more important than others in
understanding the document. We consider all un-
tagged relations as other, and experiment with in-
cluding none, half, and all of them in training.

Taking a cue from Mani et al. (2006), we also
increased Timebank’s size by applying transitivity
rules to the hand labeled data. The following is an
example of the applied transitive rule:

if run BEFORE fall and fall BEFORE injured
then run BEFORE injured

This increases the number of relations from 37519
to 45619. Perhaps more importantly for our task,
of all the added relations, the before relation is
added the most. We experimented with original vs.
expanded Timebank and found the expanded per-
formed slightly worse. The decline may be due to
poor transitivity additions, as several Timebank doc-
uments contain inconsistent labelings. All reported
results are from training without transitivity.

5.2 Temporal Classifier in Narrative Chains

We classify the Gigaword Corpus in two stages,
once for the temporal features on each event (tense,
grammatical aspect, aspectual class), and once be-
tween all pairs of events that share arguments. This
allows us to classify the before/other relations be-
tween all potential narrative events.

The first stage is trained on Timebank, and the
second is trained using the approach described
above, varying the size of the none training rela-
tions. Each pair of events in a gigaword document
that share a coreferring argument is treated as a sepa-
rate ordering classification task. We count the result-
ing number of labeled before relations between each
verb/dependency pair. Processing the entire corpus
produces a database of event pair counts where con-
fidence of two generic events A and B can be mea-
sured by comparing how many before labels have
been seen versus their inverted order B and A5.

5Note that we train with the before relation, and so transpos-
ing two events is similar to classifying the after relation.
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5.3 Temporal Evaluation
We want to evaluate temporal order at the narrative
level, across all events within a chain. We envision
narrative chains being used for tasks of coherence,
among other things, and so it is desired to evaluate
temporal decisions within a coherence framework.
Along these lines, our test set uses actual narrative
chains from documents, hand labeled for a partial
ordering. We evaluate coherence of these true chains
against a random ordering. The task is thus deciding
which of the two chains is most coherent, the orig-
inal or the random (baseline 50%)? We generated
up to 300 random orderings for each test document,
averaging the accuracy across all.

Our evaluation data is the same 69 documents
used in the test set for learning narrative relations.
The chain from each document is hand identified
and labeled for a partial ordering using only the be-
fore relation. Ordering was done by the authors and
all attempts were made to include every before re-
lation that exists in the document, or that could be
deduced through transitivity rules. Figure 4 shows
an example and its full reversal, although the evalu-
ation uses random orderings. Each edge is a distinct
before relation and is used in the judgement score.

The coherence score for a partially ordered nar-
rative chain is the sum of all the relations that our
classified corpus agrees with, weighted by how cer-
tain we are. If the gigaword classifications disagree,
a weighted negative score is given. Confidence is
based on a logarithm scale of the difference between
the counts of before and after classifications. For-
mally, the score is calculated as the following:

∑
E:x,y


log(D(x, y)) if xβy and B(x, y) > B(y, x)
−log(D(x, y)) if xβy and B(y, x) > B(x, y)
−log(D(x, y)) if !xβy & !yβx & D(x, y) > 0

0 otherwise

where E is the set of all event pairs, B(i, j) is how
many times we classified events i and j as before in
Gigaword, and D(i, j) = |B(i, j) − B(j, i)|. The
relation iβj indicates that i is temporally before j.

5.4 Results
Out approach gives higher scores to orders that co-
incide with the pairwise orderings classified in our
gigaword training data. The results are shown in fig-
ure 5. Of the 69 chains, 6 did not have any ordered
events and were removed from the evaluation. We

Figure 4: A narrative chain and its reverse order.

All ≥ 6 ≥ 10
correct 8086 75% 7603 78% 6307 89%
incorrect 1738 1493 619
tie 931 627 160

Figure 5: Results for choosing the correct ordered chain.
(≥ 10) means there were at least 10 pairs of ordered
events in the chain.

generated (up to) 300 random orderings for each of
the remaining 63. We report 75.2% accuracy, but 22
of the 63 had 5 or fewer pairs of ordered events. Fig-
ure 5 therefore shows results from chains with more
than 5 pairs, and also 10 or more. As we would
hope, the accuracy improves the larger the ordered
narrative chain. We achieve 89.0% accuracy on the
24 documents whose chains most progress through
time, rather than chains that are difficult to order
with just the before relation.

Training without none relations resulted in high
recall for before decisions. Perhaps due to data spar-
sity, this produces our best results as reported above.

6 Discrete Narrative Event Chains

Up till this point, we have learned narrative relations
across all possible events, including their temporal
order. However, the discrete lists of events for which
Schank scripts are most famous have not yet been
constructed.

We intentionally did not set out to reproduce ex-
plicit self-contained scripts in the sense that the
‘restaurant script’ is complete and cannot include
other events. The name narrative was chosen to im-
ply a likely order of events that is common in spoken
and written retelling of world events. Discrete sets
have the drawback of shutting out unseen and un-
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Figure 6: An automatically learned Prosecution Chain.
Arrows indicate the before relation.

likely events from consideration. It is advantageous
to consider a space of possible narrative events and
the ordering within, not a closed list.

However, it is worthwhile to construct discrete
narrative chains, if only to see whether the combina-
tion of event learning and ordering produce script-
like structures. This is easily achievable by using
the PMI scores from section 4 in an agglomerative
clustering algorithm, and then applying the ordering
relations from section 5 to produce a directed graph.

Figures 6 and 7 show two learned chains after
clustering and ordering. Each arrow indicates a be-
fore relation. Duplicate arrows implied by rules of
transitivity are removed. Figure 6 is remarkably ac-
curate, and figure 7 addresses one of the chains from
our introduction, the employment narrative. The
core employment events are accurate, but cluster-
ing included life events (born, died, graduated) from
obituaries of which some temporal information is in-
correct. The Timebank corpus does not include obit-
uaries, thus we suffer from sparsity in training data.

7 Discussion

We have shown that it is possible to learn narrative
event chains unsupervised from raw text. Not only
do our narrative relations show improvements over
a baseline, but narrative chains offer hope for many
other areas of NLP. Inference, coherence in summa-
rization and generation, slot filling for question an-
swering, and frame induction are all potential areas.

We learned a new measure of similarity, the nar-

Figure 7: An Employment Chain. Dotted lines indicate
incorrect before relations.

rative relation, using the protagonist as a hook to ex-
tract a list of related events from each document.
The 37% improvement over a verb-only baseline
shows that we may not need presorted topics of doc-
uments to learn inferences. In addition, we applied
state of the art temporal classification to show that
sets of events can be partially ordered. Judgements
of coherence can then be made over chains within
documents. Further work in temporal classification
may increase accuracy even further.

Finally, we showed how the event space of narra-
tive relations can be clustered to create discrete sets.
While it is unclear if these are better than an uncon-
strained distribution of events, they do offer insight
into the quality of narratives.

An important area not discussed in this paper is
the possibility of using narrative chains for semantic
role learning. A narrative chain can be viewed as
defining the semantic roles of an event, constraining
it against roles of the other events in the chain. An
argument’s class can then be defined as the set of
narrative arguments in which it appears.

We believe our model provides an important first
step toward learning the rich causal, temporal and
inferential structure of scripts and frames.
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Abstract
There is a widely held belief in the natural lan-
guage and computational linguistics commu-
nities that Semantic Role Labeling (SRL) is
a significant step toward improving important
applications, e.g. question answering and in-
formation extraction. In this paper, we present
an SRL system for Modern Standard Arabic
that exploits many aspects of the rich mor-
phological features of the language. The ex-
periments on the pilot Arabic Propbank data
show that our system based on Support Vector
Machines and Kernel Methods yields a global
SRL F1 score of 82.17%, which improves the
current state-of-the-art in Arabic SRL.

1 Introduction
Shallow approaches to semantic processing are mak-
ing large strides in the direction of efficiently and
effectively deriving tacit semantic information from
text. Semantic Role Labeling (SRL) is one such ap-
proach. With the advent of faster and more power-
ful computers, more effective machine learning al-
gorithms, and importantly, large data resources an-
notated with relevant levels of semantic information,
such as the FrameNet (Baker et al., 1998) and Prob-
Bank (Kingsbury and Palmer, 2003), we are seeing
a surge in efficient approaches to SRL (Carreras and
Màrquez, 2005).

SRL is the process by which predicates and their
arguments are identified and their roles are defined
in a sentence. For example, in the English sen-
tence, ‘John likes apples.’, the predicate is ‘likes’
whereas ‘John’ and ‘apples’, bear the semantic role
labelsagent(ARG0) andtheme(ARG1). The cru-
cial fact about semantic roles is that regardless of
the overt syntactic structure variation, the underly-
ing predicates remain the same. Hence, for the sen-
tence ‘John opened the door’ and ‘the door opened’,
though ‘the door’ is the object of the first sentence

and the subject of the second, it is the ‘theme’ in
both sentences. Same idea applies to passive con-
structions, for example.

There is a widely held belief in the NLP and com-
putational linguistics communities that identifying
and defining roles of predicate arguments in a sen-
tence has a lot of potential for and is a significant
step toward improving important applications such
as document retrieval, machine translation, question
answering and information extraction (Moschitti et
al., 2007).

To date, most of the reported SRL systems are for
English, and most of the data resources exist for En-
glish. We do see some headway for other languages
such as German and Chinese (Erk and Pado, 2006;
Sun and Jurafsky, 2004). The systems for the other
languages follow the successful models devised for
English, e.g. (Gildea and Jurafsky, 2002; Gildea and
Palmer, 2002; Chen and Rambow, 2003; Thompson
et al., 2003; Pradhan et al., 2003; Moschitti, 2004;
Xue and Palmer, 2004; Haghighi et al., 2005). In the
same spirit and facilitated by the release of the Se-
mEval 2007 Task 18 data1, based on the Pilot Arabic
Propbank, a preliminary SRL system exists for Ara-
bic2 (Diab and Moschitti, 2007; Diab et al., 2007a).
However, it did not exploit some special character-
istics of the Arabic language on the SRL task.

In this paper, we present an SRL system for MSA
that exploits many aspects of the rich morphological
features of the language. It is based on a supervised
model that uses support vector machines (SVM)
technology (Vapnik, 1998) for argument boundary
detection and argument classification. It is trained
and tested using the pilot Arabic Propbank data re-
leased as part of the SemEval 2007 data. Given the
lack of a reliable Arabic deep syntactic parser, we

1http://nlp.cs.swarthmore.edu/semeval/
2We use Arabic to refer to Modern Standard Arabic (MSA).
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use gold standard trees from the Arabic Tree Bank
(ATB) (Maamouri et al., 2004).

This paper is laid out as follows: Section 2
presents facts about the Arabic language especially
in relevant contrast to English; Section 3 presents
the approach and system adopted for this work; Sec-
tion 4 presents the experimental setup, results and
discussion. Finally, Section 5 draws our conclu-
sions.

2 Arabic Language and Impact on SRL

Arabic is a very different language from English in
several respects relevant to the SRL task. Arabic is a
semitic language. It is known for its templatic mor-
phology where words are made up of roots and af-
fixes. Clitics agglutinate to words. Clitics include
prepositions, conjunctions, and pronouns.

In contrast to English, Arabic exhibits rich mor-
phology. Similar to English, Arabic verbs explic-
itly encode tense, voice, Number, and Person fea-
tures. Additionally, Arabic encodes verbs with Gen-
der, Mood (subjunctive, indicative and jussive) in-
formation. For nominals (nouns, adjectives, proper
names), Arabic encodes syntactic Case (accusative,
genitive and nominative), Number, Gender and Def-
initeness features. In general, many of the morpho-
logical features of the language are expressed via
short vowels also known as diacritics3.

Unlike English, syntactically Arabic is a pro-drop
language, where the subject of a verb may be im-
plicitly encoded in the verb morphology. Hence, we
observe sentences such asÈA�®�KQ�. Ë @ É¿ @ Akl AlbrtqAl
‘ate-[he] the-oranges’, where the verbAkl encodes
the third Person Masculine Singular subject in the
verbal morphology. It is worth noting that in the
ATB 35% of all sentences are pro-dropped for sub-
ject (Maamouri et al., 2006). Unless the syntactic
parse is very accurate in identifying the pro-dropped
case, identifying the syntactic subject and the under-
lying semantic arguments are a challenge for such
pro-drop cases.

Arabic syntax exhibits relative free word order.
Arabic allows for both subject-verb-object (SVO)
and verb-subject-object (VSO) argument orders.4 In

3Diacritics encode the vocalic structure, namely the short
vowels, as well as the gemmination marker for consonantal dou-
bling, among other markers.

4MSA less often allows for OSV, or OVS.

the VSO constructions, the verb agrees with the syn-
tactic subject in Gender only, while in the SVO con-
structions, the verb agrees with the subject in both
Number and Gender. Even though, in the ATB, an
equal distribution of both VSO and SVO is observed
(each appearing 30% of the time), it is known that
in general Arabic is predominantly in VSO order.
Moreover, the pro-drop cases could effectively be
perceived as VSO orders for the purposes of SRL.
Syntactic Case is very important in the cases of VSO
and pro-drop constructions as they indicate the syn-
tactic roles of the object arguments with accusative
Case. Unless the morphology of syntactic Case is
explicitly present, such free word order could run
the SRL system into significant confusion for many
of the predicates where both arguments are semanti-
cally of the same type.

Arabic exhibits more complex noun phrases than
English mainly to express possession. These con-
structions are known asidafa constructions. Mod-
ern standard Arabic does not have a special parti-
cle expressing possession. In these complex struc-
tures a surface indefinite noun (missing an explicit
definite article) may be followed by a definite noun
marked with genitive Case, rendering the first noun
syntactically definite. For example,�I�
J. Ë @ Ég. P rjl
Albyt ‘man the-house’ meaning ‘man of the house’,
Ég. P becomes definite. An adjective modifying the
noun Ég. P will have to agree with it in Number,
Gender, Definiteness, and Case. However, with-
out explicit morphological encoding of these agree-
ments, the scope of the arguments would be con-
fusing to an SRL system. In a sentence such as
ÉK
ñ¢Ë@ �I�
J. Ë @ Ég. P rjlu Albyti AlTwylu meaning ‘the
tall man of the house’: ‘man’ is definite, masculine,
singular, nominative, corresponding to Definiteness,
Gender, Number and Case, respectively; ‘the-house’
is definite, masculine, singular, genitive; ‘the-tall’ is
definite, masculine, singular, nominative. We note
that ‘man’ and ‘tall’ agree in Number, Gender, Case
and Definiteness. Syntactic Case is marked using
short vowelsu, andi at the end of the word. Hence,
rjlu andAlTwylu agree in their Case ending5 With-
out the explicit marking of the Case information,

5The presence of theAlbyti is crucial as it rendersrjlu defi-
nite therefore allowing the agreement withAlTwylu to be com-
plete.
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Figure 1:Annotated Arabic Tree corresponding to ‘Chinese Prime minister Zhu Rongjy started an official visit to India last Sunday.’

namely in the word endings, it could be equally valid
that ‘the-tall’ modifies ‘the-house’ since they agree
in Number, Gender and Definiteness as explicitly
marked by the Definiteness articleAl. Hence, these
idafa constructions could be tricky for SRL in the
absence of explicit morphological features. This is
compounded by the general absence of short vowels,
expressed by diacritics (i.e. theuandi in rjlu andAl-
byti,) in naturally occurring text. Idafa constructions
in the ATB exhibit recursive structure, embedding
other NPs, compared to English where possession is
annotated with flat NPs and is designated by a pos-
sessive marker.

Arabic texts are underspecified for diacritics to
different degrees depending on the genre of the
text (Diab et al., 2007b). Such an underspecifica-
tion of diacritics masks some of the very relevant
morpho-syntactic interactions between the different
categories such as agreement between nominals and
their modifiers as exemplified before, or verbs and
their subjects.

Having highlighted the differences, we hypothe-
size that the interaction between the rich morphol-
ogy (if explicitly marked and present) and syntax
could help with the SRL task. The presence of ex-
plicit Number and Gender agreement as well as Case
information aids with identification of the syntactic
subject and object even if the word order is relatively
free. Gender, Number, Definiteness and Case agree-
ment between nouns and their modifiers and other
nominals, should give clues to the scope of argu-
ments as well as their classes. The presence of such
morpho-syntactic information should lead to better
argument boundary detection and better classifica-
tion.

3 An SRL system for Arabic
The previous section suggests that an optimal model
should take into account specific characteristics of

Feature Name Description
Predicate Lemmatization of the predicate word
Path Syntactic path linking the predicate and

an argument, e.g. NN↑NP↑VP↓VBX
Partial path Path feature limited to the branching of

the argument
No-direction path LikePathwithout traversal directions
Phrase type Syntactic type of the argument node
Position Relative position of the argument with

respect to the predicate
Verb subcategorization Production rule expanding the predicate

parent node
Syntactic Frame Position of the NPs surrounding the

predicate
First and last word/POS First and last words and POS tags of

candidate argument phrases

Table 1:Standard linguistic features employed by most SRL systems.

Arabic. In this research, we go beyond the previ-
ously proposed basic SRL system for Arabic (Diab
et al., 2007a; Diab and Moschitti, 2007). We exploit
the full morphological potential of the language to
verify our hypothesis that taking advantage of the
interaction between morphology and syntax can im-
prove on a basic SRL system for morphologically
rich languages.

Similar to the previous Arabic SRL systems, our
adopted SRL models use Support Vector Machines
to implement a two step classification approach,
i.e. boundary detection and argument classifica-
tion. Such models have already been investigated
in (Pradhan et al., 2005; Moschitti et al., 2005). The
two step classification description is as follows.

3.1 Predicate Argument Extraction
The extraction of predicative structures is based on
the sentence level. Given a sentence, its predicates,
as indicated by verbs, have to be identified along
with their arguments. This problem is usually di-
vided in two subtasks: (a) the detection of the target
argument boundaries, i.e. the span of the argument
words in the sentence, and (b) the classification of
the argument type, e.g.Arg0 or ArgM for Propbank

800



S

NP

NNP

Mary

VP

VBD

bought

NP

D

a

N

cat

⇒

VP

VBD

bought

NP

D

a

N

cat

VP

VBD NP

D

a

N

cat

VP

VBD

bought

NP

D N

cat

VP

VBD

bought

NP

D N

VP

VBD

bought

NP

NP

D

a

N

cat

NP

NNP

Mary

NNP

Mary

VBD

bought

D

a

N

cat . . .

Figure 2:Fragment space generated by a tree kernel function for the sentenceMary bought a cat.

or AgentandGoal for the FrameNet.

The standard approach to learn both the detection
and the classification of predicate arguments is sum-
marized by the following steps:
(a) Given a sentence from thetraining-set, generate
a full syntactic parse-tree;
(b) letP andA be the set of predicates and the set
of parse-tree nodes (i.e. the potential arguments), re-
spectively;
(c) for each pair〈p, a〉 ∈ P ×A: extract the feature
representation set,Fp,a and put it inT+ (positive ex-
amples) if the subtree rooted ina covers exactly the
words of one argument ofp, otherwise put it inT−

(negative examples).

For instance, in Figure 1, for each combination of
the predicatestartedwith the nodesNP, S, VP, VPD,
NNP, NN, PP, JJ or IN the instancesFstarted,a are
generated. In case the nodea exactly covers ‘presi-
dent ministers Chinese Zhu Rongji’ or ‘visit official
to India’, Fp,a will be a positive instance otherwise
it will be a negative one, e.g.Fstarted,IN .

TheT+ andT− sets are used to train the bound-
ary classifier. To train the multi-class classifier,T+

can be reorganized as positiveT+
argi

and negative
T−

argi
examples for each argumenti. This way, an in-

dividual ONE-vs-ALL classifier for each argumenti

can be trained. We adopt this solution, according
to (Pradhan et al., 2005), since it is simple and ef-
fective. In the classification phase, given an unseen
sentence, all itsFp,a are generated and classified by
each individual classifierCi. The argument associ-
ated with the maximum among the scores provided
by the individual classifiers is eventually selected.

The above approach assigns labels independently,
without considering the whole predicate argument
structure. As a consequence, the classifier output
may generate overlapping arguments. Thus, to make
the annotations globally consistent, we apply a dis-
ambiguating heuristic adopted from (Diab and Mos-
chitti, 2007) that selects only one argument among
multiple overlapping arguments.

3.2 Features

The discovery of relevant features is, as usual, a
complex task. The choice of features is further com-
pounded for a language such as Arabic given its rich
morphology and morpho-syntactic interactions.

To date, there is a common consensus on the set of
basic standard features for SRL, which we will refer
to asstandard. The set of standard features, refers to
unstructured information derived from parse trees.
e.g. Phrase Type, Predicate Wordor Head Word.
Typically the standard features are language inde-
pendent. In our experiments we employ the features
listed in Table 1, defined in (Gildea and Jurafsky,
2002; Pradhan et al., 2005; Xue and Palmer, 2004).
For example, thePhrase Typeindicates the syntac-
tic type of the phrase labeled as a predicate argu-
ment, e.g. NP forARG1in Figure 1. TheParse Tree
Pathcontains the path in the parse tree between the
predicate and the argument phrase, expressed as a
sequence of nonterminal labels linked by direction
(up or down) symbols, e.g.VBD ↑ VP ↓ NP for
ARG1in Figure 1. ThePredicate Wordis the surface
form of the verbal predicate, e.g.startedfor all argu-
ments. The standard features, as successful as they
are, are designed primarily for English. They are not
exploiting the different characteristics of the Arabic
language as expressed through morphology. Hence,
we explicitly encode new SRL features that capture
the richness of Arabic morphology and its role in
morpho-syntactic behavior. The set of morphologi-
cal attributes include: inflectional morphology such
as Number, Gender, Definiteness, Mood, Case, Per-
son; derivational morphology such as the Lemma
form of the words with all the diacritics explicitly
marked; vowelized and fully diacritized form of the
surface form; the English gloss6. It is worth noting
that there exists highly accurate morphological tag-
gers for Arabic such as the MADA system (Habash
and Rambow, 2005; Roth et al., 2008). MADA tags

6The gloss is not sense disambiguated, hence they include
homonyms.
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Feature Name Description
Definiteness Applies to nominals, values are definite, indefinite or inapplicable
Number Applies to nominals and verbs, values are singular, plural or dual or inapplicable
Gender Applies to nominals, values are feminine, masculineor inapplicable
Case Applies to nominals, values are accusative, genitive,nominative or inapplicable
Mood Applies to verbs, values are subjunctive, indicative,jussive or inapplicable
Person Applies to verbs and pronouns, values are 1st, 2nd, 3rd person or inapplicable
Lemma The citation form of the word fully diacritized with the short vowels and gemmination markers if applicable
Gloss this is the corresponding English meaning as renderedby the underlying lexicon.
Vocalized word The surface form of the word with all the relevant diacritics. Unlike Lemma, it includes all the inflections.
Unvowelized word The naturally occurring form of the word inthe sentence with no diacritics.

Table 2:Rich morphological features encoded in the Extended Argument Structure Tree (EAST).

modern standard Arabic with all the relevant mor-
phological features as well as it produces highly ac-
curate lemma and gloss information by tapping into
an underlying morphological lexicon. A list of the
extended features is described in Table 2.

The set of possible features and their combina-
tions are very large leading to an intractable fea-
ture selection problem. Therefore, we exploit well
known kernel methods, namely tree kernels, to ro-
bustly experiment with all the features simultane-
ously. Such kernel engineering, as shown in (Mos-
chitti, 2004), allows us to experiment with many
syntactic/semantic features seamlessly.

3.3 Engineering Arabic Features with Kernel
Methods

Feature engineering via kernel methods is a useful
technique that allows us to save a lot of time in the
design and implementation of features. The basic
idea is (a) to design a set of basic value-attribute
features and apply polynomial kernels and generate
all possible combinations; or (b) to design basic tree
structures expressing properties related to the target
linguistic objects and use tree kernels to generate
all possible tree subparts, which will constitute the
feature representation vectors for the learning algo-
rithm.

Tree kernels evaluate the similarity between two
trees in terms of their overlap, generally measured
as the number of common substructures (Collins
and Duffy, 2002). For example, Figure 2, shows
a small parse tree and some of its fragments. To
design a function which computes the number of
common substructures between two treest1 andt2,
let us define the set of fragmentsF={f1, f2, ..} and
the indicator functionIi(n), equal to 1 if the tar-
get fi is rooted at noden and 0 otherwise. A tree
kernel functionKT (·) over two trees is defined as:
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Figure 3: Example of the positive AST structured feature encoding
the argument ARG0 in the sentence depicted in Figure 1.

KT (t1, t2) =
∑

n1∈Nt1

∑
n2∈Nt2

∆(n1, n2), where
Nt1 andNt2 are the sets of nodes oft1 and t2, re-
spectively. The function∆(·) evaluates the num-
ber of common fragments rooted inn1 andn2, i.e.
∆(n1, n2) =

∑|F|
i=1

Ii(n1)Ii(n2). ∆ can be ef-
ficiently computed with the algorithm proposed in
(Collins and Duffy, 2002).

3.4 Structural Features for Arabic

In order to incorporate the characteristically rich
Arabic morphology features structurally in the tree
representations, we convert the features into value-
attribute pairs at the leaf node level of the tree. Fig
1 illustrates the morphologically underspecified tree
with some of the morphological features encoded in
the POS tag such as VBD indicating past tense. This
contrasts with Fig. 4 which shows an excerpt of the
same tree encoding the chosen relevant morpholog-
ical features.

For the sake of classification, we will be dealing
with two kinds of structures: the Argument Structure
Tree (AST) (Pighin and Basili, 2006) and the Ex-
tended Argument Structure Tree (EAST). The AST
is defined as the minimal subtree encompassing all
and only the leaf nodes encoding words belonging
to the predicate or one of its arguments. An AST
example is shown in Figure 3. The EAST is the
corresponding structure in which all the leaf nodes
have been extended with the ten morphological fea-
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Figure 4:An excerpt of the EAST corresponding to the AST shown in Figure 3, with attribute-value extended morphological featuresrepresented
as leaf nodes.

tures described in Table 2, forming a vector of 10
preterminal-terminal node pairs that replace the sur-
face of the leaf. The resulting EAST structure is
shown in Figure 4.

Not all the features are instantiated for all the leaf
node words. Due to space limitations, in the fig-
ure we did not include the Features that have NULL
values. For instance, Definiteness is always asso-
ciated with nominals, hence the verb

�
@YK. bd’ ‘start’

is assigned a NULL value for the Definite feature.
Verbs exhibit Gender information depending on in-
flections. For our example,

�
@YK. ‘started’ is inflected

for masculine Gender, singular Number, third per-
son. On the other hand, the nounZ @P 	PñË@ is definite
and is assigned genitive Case since it is in a posses-
sive, idafa, construction.

The features encoded by the EAST can provide
very useful hints for boundary and role classifica-
tion. Considering Figure 1, argument boundaries is
not as straight forward to identify as there are sev-
eral NPs. Assuming that the inner most NP ‘minis-
ters the-Chinese’ is a valid Argument could poten-
tially be accepted. There is ample evidence that any
NN followed by a JJ would make a perfectly valid
Argument. However, an AST structure would mask
the fact that the JJ ‘the-Chinese’ does not modify the
NN ‘ministers’ since they do not agree in Number7,
and in syntactic Case, where the latter is genitive and
the former is nominative. ‘the-Chinese’ in fact mod-
ifies ‘president’ as they agree on all the underlying
morphological features. Conversely, the EAST in
Figure 4 explicitly encodes this agreement includ-
ing an agreement on Definiteness. It is worth noting
that just observing the Arabic word��



KP ‘president’
in Fig 1, the system would assume that it is an indef-
inite word since it does not include the definite arti-

7The POS tag on this node is NN as broken plural, however,
the underlying morphological feature Number is plural.

cle È@. Therefore, the system could be lead astray to
conclude that ‘the-Chinese’ does not modify ‘pres-
ident’ but rather ‘the-ministers’. Without knowing
the Case information and the agreement features be-
tween the verb

�
@YK. ‘started’ and the two nouns head-

ing the two main NPs in our tree, the syntactic sub-
ject can be either�èPAK
 	P ‘visit’ or ��



KP ‘president’ in
Figure 1. The EAST is more effective in identifying
the first noun as the syntactic subject and the second
as the object since the morphological information in-
dicates that they are in nominative and accusative
Case, respectively. Also the agreement in Gender
and Number between the verb and the syntactic sub-
ject is identified in the enriched tree. We see that

�
@YK.

‘started’ and��


KP ‘president’ agree in being singu-

lar and masculine. If�èPAK
 	P ‘visit’ were the syntactic
subject, we would have seen the verb inflected as
�H


@YK. ‘started-FEM’ with a feminine inflection to re-

flect the verb-subject agreement on Gender. Hence
these agreement features should help with the clas-
sification task.

4 Experiments
In these experiments we investigate (a) if the tech-
nology proposed in previous work for automatic
SRL of English texts is suitable for Arabic SRL
systems, and (b) the impact of tree kernels using
new tree structures on Arabic SRL. For this purpose,
we test our models on the two individual phases
of the traditional 2-stage SRL model (i.e. bound-
ary detection and argument classification) and on
the complete SRL task. We use three different fea-
ture spaces: a set of standard attribute-value features
and the AST and the EAST structures defined in
3.4. Standard feature vectors can be combined with
a polynomial kernel (Poly), which, when the de-
gree is larger than 1, automatically generates feature
conjunctions. This, as suggested in (Pradhan et al.,
2005; Moschitti, 2004), can help stressing the differ-
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ences between different argument types. Tree struc-
tures can be used in the learning algorithm thanks to
the tree kernels described in Section 3.3. Moreover,
to verify if the above feature sets are equivalent or
complementary, we can join them by means of addi-
tive operation which always produces a valid kernel
(Shawe-Taylor and Cristianini, 2004).

4.1 Experimental setup

We use the dataset released in the SemEval 2007
Task 18 on Arabic Semantic Labeling (Diab et al.,
2007a). The data covers the 95 most frequent
verbs in the Arabic Treebank III ver. 2 (ATB).
The ATB consists of MSA newswire data from the
Annhar newspaper, spanning the months from July
to November, 2002. All our experiments are carried
out with gold standard trees.

An important characteristic of the dataset is
the use of unvowelized Arabic in the Buckwalter
transliteration scheme for deriving the basic features
for the AST experimental condition. The data com-
prises a development set, a test set and a training
set of 886, 902 and 8,402 sentences, respectively,
where each set contain 1725, 1661 and 21,194 argu-
ment instances. These instances are distributed over
26 different role types. The training instances of
the boundary detection task also include parse-tree
nodes that do not correspond to correct boundaries
(we only considered 350K examples). For the exper-
iments, we use SVM-Light-TK toolkit8 (Moschitti,
2004; Moschitti, 2006) and its SVM-Light default
parameters. The system performance, i.e. F1 on sin-
gle boundary and role classifier, accuracy of the role
multi-classifier and the F1 of the complete SRL sys-
tems, are computed by means of the CoNLL evalua-
tor9.

4.2 Results

Figure 5 reports the F1 of the SVM boundary classi-
fier using Polynomial Kernels with a degree from 1
to 6 (i.e. Polyi), the AST and the EAST kernels and
their combinations. We note that as we introduce
conjunctions, i.e. a degree larger than 2, the F1 in-
creases by more than 3 percentage points. Thus, not
only are the English features meaningful for Ara-
bic but also their combinations are important, reveal-

8http://disi.unitn.it/∼moschitti
9http://www.lsi.upc.es/∼srlconll/soft.html

Figure 5:Impact of polynomial kernel, tree kernels and their combi-
nations on boundary detection.

Figure 6: Impact of the polynomial kernel, tree kernels and their
combinations on the accuracy in role classification (gold boundaries)
and on the F1 of complete SRL task (boundary + role classification).

ing that both languages share an underlying syntax-
semantics interface. Moreover, we note that the F1

of EAST is higher than the F1 of AST which in turn
is higher than the linear kernel (Poly1). However,
when conjunctive features (Poly2-4) are used the
system accuracy exceeds those of tree kernel mod-
els alone. Further increasing the polynomial degree
(Poly5-6) generates very complex hypotheses which
result in very low accuracy values.

Therefore, to improve the polynomial kernel, we
sum it to the contribution of AST and/or EAST,
obtaining AST+Poly3 (polynomial kernel of degree
3), EAST+Poly3 and AST+EAST+Poly3, whose F1

scores are also shown in Figure 5. Such com-
bined models improve on the best polynomial ker-
nel. However, not much difference is shown be-
tween AST and EAST on boundary detection. This
is expected since we are using gold standard trees.
We hypothesize that the rich morphological fea-
tures will help more with the role classification
task. Therefore, we evaluate role classification with
gold boundaries. The curve labeled ”classification”
in Figure 6 illustrates the accuracy of the SVM
role multi-classifier according to different kernels.
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P3 AST EAST AST+
P3

EAST+
P3

AST+
EAST+

P3
P 81.73 80.33 81.7 81.73 82.46 83.08
R 78.93 75.98 77.42 80.01 80.67 81.28
F1 80.31 78.09 79.51 80.86 81.56 82.17

Table 3:F1 of different models on the Arabic SRL task.

Again, we note that a degree larger than 1 yields
a significant improvement of more than 3 percent
points, suggesting that the design of Arabic SRL
system based on SVMs requires polynomial kernels.
In contrast to the boundary results, EAST highly im-
proves over AST (by about 3 percentage points) and
produces an F1 comparable to the best Polynomial
kernel. Moreover, AST+Poly3, EAST+Poly3 and
AST+EAST+Poly3 all yield different degrees of im-
provement, where the latter model is both the richest
in terms of features and the most accurate.

These results strongly suggest that: (a) tree ker-
nels generate new syntactic features that are useful
for the classification of Arabic semantic roles; (b)
the richer morphology of Arabic language should
be exploited effectively to obtain accurate SRL sys-
tems; (c) tree kernels appears to be a viable approach
to effectively achieve this goal.

To illustrate the practical feasibility of our system,
we investigate the complete SRL task where both
the boundary detection and argument role classifica-
tion are performed automatically. The curve labeled
”boundary + role classification” in Figure 6 reports
the F1 of SRL systems based on the previous ker-
nels. The trend of the plot is similar to the gold-
standard boundaries case. The difference among
the F1 scores of the AST+Poly3, EAST+Poly3 and
AST+EAST+Poly3 is slightly reduced. This may
be attributed to the fact that they produce similar
boundary detection results, which in turn, for the
global SRL outcome, are summed to those of the
classification phase. Table 3 details the differences
among the models and shows that the best model
improves the SRL system based on the polynomial
kernel, i.e. the SRL state-of-the-art for Arabic, by
about 2 percentage points. This is a very large im-
provement for SRL systems (Carreras and Màrquez,
2005). These results confirm that the new enriched
structures along with tree kernels are a promising ap-
proach for Arabic SRL systems.

Finally, Table 4 reports the F1 of the best model,
AST+EAST+Poly3, for individual arguments in the

Role Precision Recall Fβ=1

ARG0 96.14% 97.27% 96.70
ARG0-STR 100.00% 20.00% 33.33
ARG1 88.52% 92.70% 90.57
ARG1-STR 33.33% 15.38% 21.05
ARG2 69.35% 76.67% 72.82
ARG3 66.67% 16.67% 26.67
ARGM-ADV 66.98% 61.74% 64.25
ARGM-CAU 100.00% 9.09% 16.67
ARGM-CND 25.00% 33.33% 28.57
ARGM-LOC 67.44% 95.08% 78.91
ARGM-MNR 54.00% 49.09% 51.43
ARGM-NEG 80.85% 97.44% 88.37
ARGM-PRD 20.00% 8.33% 11.76
ARGM-PRP 85.71% 66.67% 75.00
ARGM-TMP 91.35% 88.79% 90.05

Table 4: SRL F1 of the single arguments using the
AST+EAST+Poly3 kernel.

SRL task. We note that, as for English SRL, ARG0
shows high values (96.70%). Conversely, ARG1
seems more difficult to be classified in Arabic. The
F1 for ARG1 is only 90.57% compared with 96.70%
for ARG0.

This may be attributed to the different possi-
ble syntactic orders of Arabic consructions confus-
ing the syntactic subject with the object especially
where there is no clear morphological features on
the arguments to decide either way.

5 Conclusions
We have presented a model for Arabic SRL that
yields a global SRL F1 score of 82.17% by combin-
ing rich structured features and traditional attribute-
value features derived from English SRL systems.
The resulting system significantly improves previ-
ously reported results on the same task and dataset.
This outcome is very promising given that the avail-
able data is small compared to the English data sets.

For future work, we would like to explore further
explicit morphological features such as aspect tense
and voice as well as richer POS tag sets such as those
proposed in (Diab, 2007). Finally, we would like to
experiment with automatic parses and different syn-
tactic formalisms such as dependencies and shallow
parses.
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Abstract

We describe an unsupervised approach to
multi-document sentence-extraction based
summarization for the task of producing
biographies. We utilize Wikipedia to auto-
matically construct a corpus of biographical
sentences and TDT4 to construct a corpus
of non-biographical sentences. We build a
biographical-sentence classifier from these
corpora and an SVM regression model for
sentence ordering from the Wikipedia corpus.
We evaluate our work on the DUC2004
evaluation data and with human judges.
Overall, our system significantly outperforms
all systems that participated in DUC2004,
according to the ROUGE-L metric, and is
preferred by human subjects.

1 Introduction

Producing biographies by hand is a labor-intensive
task, generally done only for famous individuals.
The process is particularly difficult when persons of
interest are not well known and when information
must be gathered from a wide variety of sources. We
present an automatic, unsupervised, multi-document
summarization (MDS) approach based on extractive
techniques to producing biographies, answering the
question “Who is X?”

There is growing interest in automatic MDS in
general due in part to the explosion of multilingual
and multimedia data available online. The goal of
MDS is to automatically produce a concise, well-
organized, and fluent summary of a set of docu-
ments on the same topic. MDS strategies have been

employed to produce both generic summaries and
query-focused summaries. Due to the complexity
of text generation, most summarization systems em-
ploy sentence-extraction techniques, in which the
most relevant sentences from one or more docu-
ments are selected to represent the summary. This
approach is guaranteed to produce grammatical sen-
tences, although they must subsequently be ordered
appropriately to produce a coherent summary.

In this paper we describe a sentence-extraction
based MDS procedure to produce biographies from
online resources automatically. We make use of
Wikipedia, the largest free multilingual encyclope-
dia on the internet, to build a biographical-sentence
classifier and a component for ordering sentences in
the output summary. Section 2 presents an overview
of our system. In Section 3 we describe our cor-
pus and in Section 4 we discuss the components of
our system in more detail. In Section 5, we present
an evaluation of our work on the Document Under-
standing Conference of 2004 (DUC2004), the biog-
raphy task (task 5) test set. In Section 6 we com-
pare our research with previous work on biography
generation. We conclude in Section 7 and identify
directions for future research.

2 System Overview

In this section, we present an overview of our biog-
raphy extraction system. We assume as input a set of
documents retrieved by an information retrieval en-
gine from a query consisting of the name of the per-
son for whom the biography is desired. We further
assume that these documents have been tagged with
Named Entities (NE)s with coreferences resolved
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using a system such as NYU’s 2005 ACE system
(Grishman et al., 2005), which we used for our ex-
periments. Our task is to produce a concise biogra-
phy from these documents.

First, we need to select the most ‘important’ bio-
graphical sentences for the target person. To do so,
we first extract from the input documents all sen-
tences that contain some reference to the target per-
son according to the coreference assignment algo-
rithm; this reference may be the target’s name or
a coreferential full NP or pronominal referring ex-
pression, such as the President or he. We call these
sentences hypothesis sentences. We hypothesize that
most ’biographical’ sentences will contain a refer-
ence to the target. However, some of these sentences
may be irrelevant to a biography; therefore, we filter
them using a binary classifier that retains only ‘bio-
graphical’ sentences. These biographical sentences
may also include redundant information; therefore,
we cluster them and choose one sentence from each
cluster to represent the information in that cluster.
Since some of these sentences have more salient bi-
ographical information than others and since manu-
ally produced biographies tend to include informa-
tion in a certain order, we reorder our summary sen-
tences using an SVM regression model trained on
biographies. Finally, the first reference to the tar-
get person in the initial sentence in the reordering
is rewritten using the longest coreference in our hy-
pothesis sentences which contains the target’s full
name. We then trim the output to a threshold to pro-
duce a biography of a certain length for evaluation
against the DUC2004 systems.

3 Training Data

One of the difficulties inherent in automatic biog-
raphy generation is the lack of training data. One
might collect training data by manually annotating
a suitable corpus containing biographical and non-
biographical data about a person, as in (Zhou et al.,
2004). However, such annotation is labor intensive.
To avoid this problem, we adopt an unsupervised ap-
proach. We use Wikipedia biographies as our corpus
of ’biographical’ sentences. We collect our ‘non-
biographical’ sentences from the English newswire
documents in the TDT4 corpus.1 While each corpus

1http://projects.ldc.upenn.edu/TDT4

may contain positive and negative examples, we as-
sume that most sentences in Wikipedia biographies
are biographical and that the majority of TDT4 sen-
tences are non-biographical.

3.1 Constructing the Biographical Corpus

To automatically collect our biographical sentences,
we first download the xml version of Wikipedia
and extract only the documents whose authors used
the Wikipedia biography template when creating
their biography. There are 16,906 biographies in
Wikipedia that used this template. We next apply
simple text processing techniques to clean the text.
We select at most the first 150 sentences from each
page, to avoid sentences that are not critically impor-
tant to the biography. For each of these sentences we
perform the following steps:

1. We identify the biography’s subject from its ti-
tle, terming this name the ‘target person.’

2. We run NYU’s 2005 ACE system (Grish-
man et al., 2005) to tag NEs and do coref-
erence resolution. There are 43 unique NE
tags in our corpora, including PER Individual,
ORG Educational, and so on, and TIMEX tags
for all dates.

3. For each sentence, we replace each NE by its
tag name and type ([name-type subtype]) as as-
signed by the NYU tagger. This modified sen-
tence we term a class-based/lexical sentence.

4. Each non-pronominal referring expression
(e.g., George W. Bush, the US president) that
is tagged as coreferential with the target per-
son is replaced by our own [TARGET PER] tag
and every pronoun P that refers to the target
person is replaced by [TARGET P], where P is
the pronoun itself. This allows us to general-
ize our sentences while retaining a) the essen-
tial distinction between this NE (and its role in
the sentence) and all other NEs in the sentence,
and b) the form of referring expressions.

5. Sentences containing no reference to the tar-
get person are assumed to be irrelevant and re-
moved from the corpus, as are sentences with
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fewer than 4 tokens; short sentences are un-
likely to contain useful information beyond the
target reference.

For example, given sentences from the Wikipedia
biography of Martin Luther King, Jr. we produce
class-based/lexical sentences as follows:
Martin Luther King, Jr., was born on January 15, 1929, in Atlanta,

Georgia. He was the son of Reverend Martin Luther King, Sr. and

Alberta Williams King. He had an older sister, Willie Christine

(September 11, 1927) and a younger brother, Albert Daniel.

[TARGET PER], was born on [TIMEX], in [GPE PopulationCenter].

[TARGET HE] was the son of [PER Individual] and [PER Individual].

[TARGET HE] had an older sister, [PER Individual] ([TIMEX]) and a

younger brother, [PER Individual].

3.2 Constructing the Non-Biographical Corpus
We use the TDT4 corpus to identify non-
biographical sentences. Again, we run NYU’s 2005
ACE system to tag NEs and do coreference resolu-
tion on each news story in TDT4. Since we have
no target name for these stories, we select an NE
tagged as PER Individual at random from all NEs in
the story to represent the target person. We exclude
any sentence with no reference to this target person
and produce class-based/lexical sentences as above.

4 Our Biography Extraction System

4.1 Classifying Biographical Sentences
Using the biographical and non-biographical cor-
pora described in Section 3, we train a binary classi-
fier to determine whether a new sentence should be
included in a biography or not. For our experiments
we extracted 30,002 sentences from Wikipedia bi-
ographies and held out 2,108 sentences for test-
ing. Similarly. we extracted 23,424 sentences from
TDT4, and held out 2,108 sentences for testing.
For each sentence, we then extract the frequency of
three class-based/lexical features — unigram, bia-
gram, and trigram — and two POS features — the
frequency of unigram and bigram POS. To reduce
the dimensionality of our feature space, we first sort
the features in decreasing order of Chi-square statis-
tics computed from the contingency tables of the ob-
served frequencies from the training data. We then
take the highest 30-80% features, where the num-
ber of features used is determined empirically for

Classifier Accuracy F-Measure
SVM 87.6% 0.87
M. naı̈ve Bayes 84.1% 0.84
C4.5 81.8% 0.82

Table 1: Binary classification results: Wikipedia bi-
ography class-based/lexical sentences vs. TDT4 class-
based/lexical sentences

each feature type. This process identifies features
that significantly contribute to the classification task.
We extract 3K class-based/lexical unigrams, 5.5K
bigrams, 3K trigrams, 20 POS unigrams, and 166
POS bigrams.

Using the training data described above, we ex-
perimented with three different classification algo-
rithms using the Weka machine learning toolkit
(Witten et al., 1999): multinomial naı̈ve Bayes,
SVM with linear kernel, and C4.5. Weka also pro-
vides a classification confidence score that repre-
sents how confident the classifier is on each classi-
fied sample, which we will make use of as well.

Table 1 presents the classification results on our
4,216 held-out test-set sentences. These results are
quite promising. However, we should note that they
may not necessarily represent the successful clas-
sification of biographical vs. non-biographical sen-
tences but rather the classification of Wikipedia sen-
tences vs. TDT4 sentences. We will validate these
results for our full systems in Section 5.

4.2 Removing Redundant Sentences
Typically, redundancy removal is a standard com-
ponent in MDS systems. In sentence-extraction
based summarizers, redundant sentences are defined
as those which include the same information with-
out introducing new information and identified by
some form of lexically-based clustering. We use
an implementation of a single-link nearest neighbor
clustering technique based on stem-overlap (Blair-
Goldensohn et al., 2004b) to cluster the sentences
classified as biographical by our classifier, and then
select the sentence from each cluster that maximizes
the confidence score returned by the classifier as the
representative for that cluster.

4.3 Sentence Reordering
It is essential for MDS systems in the extraction
framework to choose the order in which sentences
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should be presented in the final summary. Present-
ing more important information earlier in a sum-
mary is a general strategy for most domains, al-
though importance may be difficult to determine re-
liably. Similar to (Barzilay and Lee, 2004), we au-
tomatically learn how to order our biographical sen-
tences by observing the typical order of presentation
of information in a particular domain. We observe
that our Wikipedia biographies tend to follow a gen-
eral presentation template, in which birth informa-
tion is mentioned before death information, infor-
mation about current professional position and af-
filiations usually appear early in the biography, and
nuclear family members are typically mentioned be-
fore more distant relations. Learning how to order
information from these biographies however would
require that we learn to identify particular types of
biographical information in sentences.

We directly use the position of each sentence in
each Wikipedia biography as a way of determin-
ing where sentences containing similar information
about different target individuals should appear in
their biographies. We represent the absolute posi-
tion of each sentence in its biography as an inte-
ger and train an SVM regression model with RBF
kernel, from the class/lexical features of the sen-
tence to its position. We represent each sentence by
a feature vector whose elements correspond to the
frequency of unigrams and bigrams of class-based
items (e.g., GPE, PER) (cf. Section 3) and lexical
items; for example, the unigrams born, became, and
[GPE State-or-Province], and the bigrams was born,
[TARGET PER] died and [TARGET PER] joined
would be good candidates for such features.

To minimize the dimensionality of our regres-
sion space, we constrained our feature choice to
those features that are important to distinguish bi-
ographical sentences, which we term biographical
terms. Since we want these biographical terms to
impact the regression function, we define these to
be phrases that consist of at least one lexical item
that occurs in many biographies but rarely more than
once in any given biography. We compute the bio-
graphical term score as in the following equation:

bio score(t)=
| Dt |
| D | ·

∑
d∈Dt

(1− n(t)d

maxt(n(t)d) )

| D | (1)

where D is the set of 16,906 Wikipedia biographies,

n(t)d is the number of occurrences of term t in doc-
ument d, and Dt = {d ∈ D : t ∈ d}. The left factor
represents the document frequency of term t, and the
right factor calculates how infrequent the term is in
each biography that contains t at least once.2 We or-
der the unigrams and bigrams in the biographies by
their biographical term scores and select the high-
est 1K unigrams and 500 bigrams; these thresholds
were determined empirically.

4.4 Reference Rewriting
We observe that news articles typically mention bio-
graphical information that occurs early in Wikipedia
biographies when they mention individuals for the
first time in a story (e.g. Stephen Hawking, the Cam-
bridge University physicist). We take advantage of
the fact that the coreference resolution system we
use tags full noun phrases including appositives as
part of NEs. Therefore, we initially search for the
sentence that contains the longest identified NE (of
type PER) that includes the target person’s full name
and is coreferential with the target according to the
reference resolution system; we denote this NE NE-
NP. If this sentence has already been classified as
a biographical sentence by our classifier, we simply
boost its rank in the summary to first. Otherwise,
when we order our sentences, we replace the refer-
ence to the target person in the first sentence by NE-
NP. For example, if the first sentence in the biogra-
phy we have produced for Jimmy Carter is He was
born in 1947 and a sentence not chosen for inclusion
in our biography Jimmy Carter, former U.S. Presi-
dent, visited the University of California last year.
contains the NE-NP, and Jimmy Carter and He are
coreferential, then the first sentence in our biography
will be rewritten as Jimmy Carter, former U.S. Presi-
dent, was born in 1947. Note that, in the evaluations
presented in Section 5, sentence order was modified
by this process in only eight summaries.

5 Evaluation

To evaluate our biography generation system, we use
the document sets created for the biography evalua-

2We considered various approaches to feature selection here,
such as comparing term frequency between our biographical
and non-biographical corpora. However, terms such as killed
and died, which are useful biographical terms, also occur fre-
quently in our non-biographical corpus.
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Figure 1: Comparing our approaches against the top performing system in DUC2004 according to ROUGE-L (dia-
mond).

tion (task 5) of DUC2004.3 The task for systems
participating in this evalution was “ Given each doc-
ument cluster and a question of the form “Who is
X?”, where X is the name of a person or group of
people, create a short summary (no longer than 665
bytes) of the cluster that responds to the question.”
NIST assessors chose 50 clusters of TREC docu-
ments such that all the documents in a given cluster
provide at least part of the answer to this question.
Each cluster contained on average 10 documents.
NIST had 4 human summaries written for each clus-
ter. A baseline summary was also created for each
cluster by extracting the first 665 bytes of the most
recent document in the cluster. 22 systems partici-
pated in the competition, producing a total of 22 au-
tomatic summaries (restricted to 665 bytes) for each
cluster. We evaluate our system against the top per-
forming of these 22 systems, according to ROUGE-
L, which we denote top-DUC2004.4

5.1 Automatic Evaluation Using ROUGE

As noted in Section 4.1, we experimented with a
number of learning algorithms when building our
biographical-sentence classifier. For each machine
learning algorithm tested, we build a system that ini-
tially classifies the input list of sentences into bio-
graphical and non-biographical sentences and then

3http://duc.nist.gov/duc2004
4Note that this system out-performed 19 of the 22 systems

on ROUGE-1 and 20 of 22 on ROUGE-L and ROUGE-W-1.2
(p < .05) (Blair-Goldensohn et al., 2004a). No ROUGE metric
produced scores where this system scored significantly worse
than any other system. See Figure 2 below for a comparison
of all DUC2004 systems with our top system where all systems
are evaluated using ROUGE-L-1.5.5.

removes redundant sentences. Next, we produce
three versions of each system: one which imple-
ments a baseline ordering procedure, in which sen-
tences from the clusters are ordered by their ap-
pearance in their source document (e.g. any sen-
tence which occurred first in its original document
is placed first in the summary, with ties ordered ran-
domly within the set), a second which orders the
biographical sentences by the confidence score ob-
tained from the classifier, and a third which uses the
SVM regression as the reordering component. Fi-
nally, we run our reference rewriting component on
each and trim the output to 665 bytes.

We evaluate first using the ROUGE-L metric (Lin
and Hovy, 2003) with a 95% (ROUGE computed)
confidence interval for all systems and compared
these to the ROUGE-L score of the best-performing
DUC2004 system.5 The higher the ROUGE score,
the closer the summary is to the DUC2004 human
reference summaries. As shown in Figure 1, our
best performing system is the multinomial naı̈ve
Bayes classifier (MNB) using the classifier confi-
dence scores to order the sentences in the biography.
This system significantly outperforms the top ranked
DUC2004 system (top-DUC2004).6 The success of
this particularly learning algorithm on our task may
be due to: (1) the nature of our feature space – n-
gram frequencies are modeled properly by a multi-
nomial distribution; (2) the simplicity of this classi-
fier particularly given our large feature dimensional-

5We used the same version (1.5.5) of the ROUGE metric to
compute scores for the DUC systems and baseline also.

6Significance for each pair of systems was determined by
paired t-test and calculated at the .05 significance level.
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ity; and (3) the robustness of naı̈ve Bayes with re-
spect to noisy data: Not all sentences in Wikipedia
biographies are biographical sentences and some
sentences in TDT4 are biographical.

While the SVM regression reordering component
has a slight negative impact on the performance
of the MNB system, the difference between the
two versions is not significant. Note however, that
both the C4.5 and the SVM versions of our system
are improved by the SVM regression sentence re-
ordering. While neither performs better than top-
DUC2004 without this component, the C4.5 system
with SVM reordering is significantly better than top-
DUC2004 and the performance of the SVM sys-
tem with SVM regression is comparable to top-
DUC2004. In fact, when we use only the SVM
regression model to rank the hypothesis sentences,
without employing any classifier, then remove re-
dundant sentences, rewrite and trim the results, we
find that, interestingly, this approach also outper-
forms top-DUC2004, although the difference is not
statistically significant. However, we believe that
this is an area worth pursuing in future, with more
sophisticated features.

The following biography of Brian Jones was pro-
duced by our MNB system and then the sentences
were ordered using the SVM regression model:

Born in Bristol in 1947, Brian Jones, the co-pilot on the
Breitling mission, learned to fly at 16, dropping out of
school a year later to join the Royal Air Force. After earn-
ing his commercial balloon flying license, Jones became
a ballooning instructor in 1989 and was certified as an ex-
aminer for balloon flight licenses by the British Civil Avi-
ation Authority. He helped organize Breitling’s most re-
cent around-the-world attempts, in 1997 and 1998. Jones,
52, replaces fellow British flight engineer Tony Brown.
Jones, who is to turn 52 next week, is actually the team’s
third co-pilot. After 13 years of service, he joined a cater-
ing business and, in the 1980s,...

Figure 2 illustrates the performance of our MNB
system with classifier confidence score sentence or-
dering when compared to mean ROUGE-L-1.5.5
scores of DUC2004 human-generated summaries
and the 22 DUC2004 systems’ summaries across all
summary tasks. Human summaries are labeled A-
H, DUC2004 systems 1-22, and our MNB system
is marked by the rectangle. Results are sorted by
mean ROUGE-L score. Note that our system perfor-
mance is actually comparable in ROUGE-L score to
one of the human summary generators and is signif-

icantly better that all DUC2004 systems, including
top-DUC2004, which is System 1 in the figure.

5.2 Manual Evaluation

ROUGE evaluation is based on n-gram overlap be-
tween the automatically produced summary and the
human reference summaries. Thus, it is not able to
measure how fluent or coherent a summary is. Sen-
tence ordering is one factor in determining fluency
and coherence. So, we conducted two experiments
to measure these qualities, one comparing our top-
performing system according to ROUGE-L score
(MNB) vs. the top-performing DUC2004 system
(top-DUC2004) and another comparing our top sys-
tem with two different ordering methods, classifier-
based and SVM regression.7 In each experiment,
summaries were trimmed to 665 bytes.

In the first experiment, three native American En-
glish speakers were presented with the 50 questions
(Who is X?). For each question they were given a
pair of summaries (presented in random order): one
was the output of our MNB system and the other
was the summary produced by the top-DUC2004
system. Subjects were asked to decide which sum-
mary was more responsive in form and content to the
question or whether both were equally responsive.
85.3% (128/150) of subject judgments preferred one
summary over the other. 100/128 (78.1%) of these
judgments preferred the summaries produced by our
MNB system over those produced by top-DUC2004.
If we compute the majority vote, there were 42/50
summaries in which at least two subjects made the
same choice. 37/42 (88.1%) of these majority judg-
ments preferred our system’s summary (using bino-
mial test, p = 4.4e−7). We used the weighted kappa
statistic with quadratic weighting (Cohen, 1968)
to determine the inter-rater agreement, obtaining a
mean pairwise κ of 0.441.

Recall from Section 5.1 that our SVM regression
reordering component slightly decreases the aver-
age ROUGE score (although not significantly) for
our MNB system. For our human evaluations, we
decided to evaluate the quality of the presentation
of our summaries with and without this compo-

7Note that top-DUC2004 was ranked sixth in the DUC 2004
manual evaluation, with no system performing significantly
better for coverage and only 1 system performing significantly
better for responsiveness.
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Figure 2: ROUGE-L scores for DUC2004 human summaries (A-H), our MNB system (rectangle), and the DUC2004
competing systems (1-22 anonymized), with the baseline system labeled BL.

nent to see if this reordering component affected hu-
man judgments even if it did not improve ROUGE
scores. For each question, we produced two sum-
maries from the sentences classified as biographi-
cal by the MNB classifier, one ordered by the con-
fidence score obtained by the MNB, in decreasing
order, and the other ordered by the SVM regression
values, in increasing order. Note that, in three cases,
the summary sentences were ordered identically by
both procedures, so we used only 47 summaries
for this evaluation. Three (different) native Amer-
ican English speakers were presented with the 47
questions for which sentence ordering differed. For
each question they were given the two summaries
(presented in random order) and asked to determine
which biography they preferred.

We found inter-rater agreement for these judg-
ments using Fleiss’ kappa (Fleiss, 1971) to be only
moderate (κ=0.362). However, when we computed
the majority vote for each question, we found that
61.7% (29/47) preferred the SVM regression order-
ing over the MNB classifier confidence score order-
ing. Although this difference is not statistically sig-
nificant, again we find the SVM regression ordering
results encouraging enough to motivate our further
research on improving such ordering procedures.

6 Related Work

The DUC2004 system achieving the highest over-
all ROUGE score, our top-DUC2004 in Section 5,
was Blair-Goldensohn et al. (2004a)’s DefScriber,
which treats “Who is X?” as a definition question
and targets definitional themes (e.g. genus-species)

found in the input document collections which in-
clude references to the target person. Extracted sen-
tences are then rewritten using a reference rewriting
system (Nenkova and McKeown, 2003) which at-
tempts to shorten subsequent references to the tar-
get. Sentences are ordered in the summary based
on a weighted combination of topic centrality, lex-
ical cohesion, and topic coverage scores. A simi-
lar approach is explored in Biryukov et al. (2005),
which uses Topic Signatures (Lin and Hovy, 2000)
constructed around the target individual’s name to
identify sentences to be included in the biography.

Zhou et al. (2004)’s biography generation system,
like ours, trains biographical and non-biographical
sentence classifiers to select sentences to be included
in the biography. Their system is trained on a hand-
annotated corpus of 130 biographies of 12 people,
tagged with 9 biographical elements (e.g., bio, ed-
ucation, nationality) and uses binary unigram and
bigram lexical and unigram part-of-speech features
for classification. Duboue et al. (2003) also ad-
dress the problem of learning content selection rules
for biography. They learn rules from two corpora,
a semi-structured corpus with lists of biographical
facts about show business celebrities and a corpus
of free-text biographies about the same celebrities.

Filatova et al. (2005) learn text features typical
of biographical descriptions by deducing biograph-
ical and occupation-related activities automatically
by compariing descriptions of people with differ-
ent occupations. Weischedel et al. (2004) models
kernel-fact features typical for biographies using lin-
guistic and semantic processing. Linguistic features
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are derived from predicate-argument structures de-
duced from parse trees, and semantic features are the
set of biography-related relations and events defined
in the ACE guidelines (Doddington et al., 2004).
Sentences containing kernel facts are ranked using
probabilities estimated from a corpus of manually
created biographies, including Wikipedia, to esti-
mate the conditional distribution of relevant material
given a kernel fact and a background corpus.

The problem of ordering sentences and preserv-
ing coherence in MDS is addressed by Barzi-
lay et al. (2001), who combine chronological order-
ing of events with cohesion metrics. SVM regres-
sion has recently been used by (Li et al., 2007) for
sentence ranking for general MDS. The authors cal-
culated a similarity score for each sentence to the
human summaries and then regress numeric features
(e.g., the centroid) from each sentence to this score.
Barzilay and Lee (2004) use HMMs to capture topic
shift within a particular domain; sequence of topic
shifts then guides the subsequent ordering of sen-
tences within the summary.

7 Discussion and Future Work

In this paper, we describe a MDS system for produc-
ing biographies, given a target name. We present an
unsupervised approach using Wikipedia biography
pages and a general news corpus (TDT4) to automat-
ically construct training data for our system. We em-
ploy a NE tagger and a coreference resolution sys-
tem to extract class-based and lexical features from
each sentence which we use to train a binary classi-
fier to identify biographical sentences. We also train
an SVM regression model to reorder the sentences
and then employ a rewriting heuristic to create the
final summary.

We compare versions of our system based upon
three machine learning algorithms and two sentence
reordering strategies plus a baseline. Our best per-
forming system uses the multinomial naı̈ve Bayes
(MNB) classifier with classifier confidence score re-
ordering. However, our SVM regression reorder-
ing improves summaries produced by the other two
classifiers and is preferred by human judges. We
compare our MNB system on the DUC2004 bi-
ography task (task 5) to other DUC2004 systems
and to human-generated summaries. Our system

out-performs all DUC2004 systems significantly,
according to ROUGE-L-1.5.5. When presented
with summaries produced by our system and sum-
maries produced by the best-performing (according
to ROUGE scores) of the DUC2004 systems, human
judges (majority vote of 3) prefer our system’s bi-
ographies in 88.1% of cases.

In addition to its high performance, our approach
has the following advantages: It employs no manual
annotation but relies upon identifying appropriately
different corpora to represent our training corpus.
It employs class-based as well as lexical features
where the classes are obtained automatically from
an ACE NE tagger. It utilizes automatic corefer-
ence resolution to identify sentences containing ref-
erences to the target person. Our sentence reorder-
ing approaches make use of either classifier confi-
dence scores or ordering learned automatically from
the actual ordering of sentences in Wikipedia biogra-
phies to determine the order of presentation of sen-
tences in our summaries.

Since our task is to produce concise summaries,
one focus of our future research will be to simplify
the sentences we extract before classifying them
as biographical or non-biographical. This proce-
dure should also help to remove irrelevant informa-
tion from sentences. Recall that our SVM regres-
sion model for sentence ordering was trained using
only biographical class-based/lexical items. In fu-
ture, we would also like to experiment with more
linguistically-informed features. While Wikipedia
does not enforce any particular ordering of infor-
mation in biographies, and while different biogra-
phies may emphasize different types of information,
it would appear that the success of our automatically
derived ordering procedures may capture some un-
derlying shared view of how biographies are written.
The same underlying views may also apply to do-
mains such as organization descriptions or types of
historical events. In future we plan to explore such a
generalization of our procedures to such domains.
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Abstract

In this paper, we present a study of a novel
summarization problem, i.e., summarizing the
impact of a scientific publication. Given a pa-
per and its citation context, we study how to
extract sentences that can represent the most
influential content of the paper. We propose
language modeling methods for solving this
problem, and study how to incorporate fea-
tures such as authority and proximity to ac-
curately estimate the impact language model.
Experiment results on a SIGIR publication
collection show that the proposed methods
are effective for generating impact-based sum-
maries.

1 Introduction

The volume of scientific literature has been growing
rapidly. From recent statistics, each year 400,000
new citations are added to MEDLINE, the major
biomedical literature database 1. This fast growth
of literature makes it difficult for researchers, espe-
cially beginning researchers, to keep track of the re-
search trends and find high impact papers on unfa-
miliar topics.

Impact factors (Kaplan and Nelson, 2000) are
useful, but they are just numerical values, so they
cannot tell researchers which aspects of a paper are
influential. On the other hand, a regular content-
based summary (e.g., the abstract or conclusion sec-
tion of a paper or an automatically generated topical
summary (Giles et al., 1998)) can help a user know

1http://www.nlm.nih.gov/bsd/history/tsld024.htm

about the main content of a paper, but not necessar-
ily the most influential content of the paper. Indeed,
the abstract of a paper mostly reflects the expected
impact of the paper as perceived by the author(s),
which could significantly deviate from the actual im-
pact of the paper in the research community. More-
over, the impact of a paper changes over time due to
the evolution and progress of research in a field. For
example, an algorithm published a decade ago may
be no longer the state of the art, but the problem def-
inition in the same paper can be still well accepted.

Although much work has been done on text sum-
marization (See Section 6 for a detailed survey), to
the best of our knowledge, the problem of impact
summarization has not been studied before. In this
paper, we study this novel summarization problem
and propose language modeling-based approaches
to solving the problem. By definition, the impact
of a paper has to be judged based on the consent of
research community, especially by people who cited
it. Thus in order to generate an impact-based sum-
mary, we must use not only the original content, but
also the descriptions of that paper provided in papers
which cited it, making it a challenging task and dif-
ferent from a regular summarization setup such as
news summarization. Indeed, unlike a regular sum-
marization system which identifies and interprets the
topic of a document, an impact summarization sys-
tem should identify and interpret the impact of a pa-
per.

We define the impact summarization problem in
the framework of extraction-based text summariza-
tion (Luhn, 1958; McKeown and Radev, 1995), and
cast the problem as an impact sentence retrieval
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problem. We propose language models to exploit
both the citation context and original content of a
paper to generate an impact-based summary. We
study how to incorporate features such as author-
ity and proximity into the estimation of language
models. We propose and evaluate several different
strategies for estimating the impact language model,
which is key to impact summarization. No exist-
ing test collection is available for evaluating impact
summarization. We construct a test collection us-
ing 28 years of ACM SIGIR papers (1978 - 2005)
to evaluate the proposed methods. Experiment re-
sults on this collection show that the proposed ap-
proaches are effective for generating impact-based
summaries. The results also show that using both the
original document content and the citation contexts
is important and incorporating citation authority and
proximity is beneficial.

An impact-based summary is not only useful for
facilitating the exploration of literature, but also
helpful for suggesting query terms for literature
retrieval, understanding the evolution of research
trends, and identifying the interactions of different
research fields. The proposed methods are also ap-
plicable to summarizing the impact of documents in
other domains where citation context exists, such as
emails and weblogs.

The rest of the paper is organized as follows. In
Section 2 and 3, we define the impact-based summa-
rization problem and propose the general language
modeling approach. In Section 4, we present differ-
ent strategies and features for estimating an impact
language model, a key challenge in impact summa-
rization. We discuss our experiments and results in
Section 5. Finally, the related work and conclusions
are discussed in Section 6 and Section 7.

2 Impact Summarization

Following the existing work on topical summariza-
tion of scientific literature (Paice, 1981; Paice and
Jones, 1993), we define an impact-based summary
of a paper as a set of sentences extracted from
a paper that can reflect the impact of the paper,
where “impact” is roughly defined as the influence
of the paper on research of similar or related top-
ics as reflected in the citations of the paper. Such
an extraction-based definition of summarization has

also been quite common in most existing general
summarization work (Radev et al., 2002).

By definition, in order to generate an impact sum-
mary of a paper, we must look at how other papers
cite the paper, use this information to infer the im-
pact of the paper, and select sentences from the orig-
inal paper that can reflect the inferred impact. Note
that we do not directly use the sentences from the ci-
tation context to form a summary. This is because in
citations, the discussion of the paper cited is usually
mixed with the content of the paper citing it, and
sometimes also with discussion about other papers
cited (Siddharthan and Teufel, 2007).

Formally, let d = (s0, s1, ..., sn) be a paper to
be summarized, where si is a sentence. We refer
to a sentence (in another paper) in which there is
an explicit citation of d as a citing sentence of d.
When a paper is cited, it is often discussed consec-
utively in more than one sentence near the citation,
thus intuitively we would like to consider a window
of sentences centered at a citing sentence; the win-
dow size would be a parameter to set. We call such
a window of sentences a citation context, and use C

to denote the union of all the citation contexts of d

in a collection of research papers. Thus C itself is
a set (more precisely bag) of sentences. The task
of impact-based summarization is thus to 1) con-
struct a representation of the impact of d, I , based
on d and C; 2) design a scoring function Score(.)
to rank sentences in d based on how well a sentence
reflects I . A user-defined number of top-ranked sen-
tences can then be selected as the impact summary
for d.

The formulation above immediately suggests that
we can cast the impact summarization problem as
a retrieval problem where each candidate sentence
in d is regarded as a “document,” the impact of the
paper (i.e., I) as a “query,” and our goal is to “re-
trieve” sentences that can reflect the impact of the
paper as indicated by the citation context. Looking
at the problem in this way, we see that there are two
main challenges in impact summarization: first, we
must be able to infer the impact based on both the
citation contexts and the original document; second,
we should measure how well a sentence reflects this
inferred impact. To solve these challenges, in the
next section, we propose to model impact with un-
igram language models and score sentences using
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Kullback-Leibler divergence. We further propose
methods for estimating the impact language model
based on several features including the authority of
citations, and the citation proximity.

3 Language Models for Impact
Summarization

3.1 Impact language models

From the retrieval perspective, our collection is the
paper to be summarized, and each sentence is a
“document” to be retrieved. However, unlike in the
case of ad hoc retrieval, we do not really have a
query describing the impact of the paper; instead,
we have a lot of citation contexts that can be used
to infer information about the query. Thus the main
challenge in impact summarization is to effectively
construct a “virtual impact query” based on the cita-
tion contexts.

What should such a virtual impact query look
like? Intuitively, it should model the impact-
reflecting content of the paper. We thus propose to
represent such a virtual impact query with a unigram
language model. Such a model is expected to assign
high probabilities to those words that can describe
the impact of paper d, just as we expect a query
language model in ad hoc retrieval to assign high
probabilities to words that tend to occur in relevant
documents (Ponte and Croft, 1998). We call such a
language model the impact language model of paper
d (denoted as θI ); it can be estimated based on both
d and its citation context C as will be discussed in
Section 4.

3.2 KL-divergence scoring

With the impact language model in place, we
can then adopt many existing probabilistic retrieval
models such as the classical probabilistic retrieval
models (Robertson and Sparck Jones, 1976) and the
Kullback-Leibler (KL) divergence retrieval model
(Lafferty and Zhai, 2001; Zhai and Lafferty, 2001a),
to solve the problem of impact summarization by
scoring sentences based on the estimated impact lan-
guage model. In our study, we choose to use the KL-
divergence scoring method to score sentences as this
method has performed well for regular ad hoc re-
trieval tasks (Zhai and Lafferty, 2001a) and has an
information theoretic interpretation.

To apply the KL-divergence scoring method, we
assume that a candidate sentence s is generated from
a sentence language model θs. Given s in d and the
citation context C , we would first estimate θs based
on s and estimate θI based on C , and then score s

with the negative KL divergence of θs and θI . That
is,

Score(s) = −D(θI ||θs)

=
∑

w∈V

p(w|θI) log p(w|θs)−
∑

w∈V

p(w|θI) log p(w|θI)

where V is the set of words in our vocabulary and w

denotes a word.
From the information theoretic perspective, the

KL-divergence of θs and θI can be interpreted
as measuring the average number of bits wasted
in compressing messages generated according to
θI (i.e., impact descriptions) with coding non-
optimally designed based on θs. If θs and θI are
very close, the KL-divergence would be small and
Score(s) would be high, which intuitively makes
sense. Note that the second term (entropy of θI ) is
independent of s, so it can be ignored for ranking s.

We see that according to the KL-divergence scor-
ing method, our main tasks are to estimate θs and
θI . Since s can be regarded as a short document, we
can use any standard method to estimate θs. In this
work, we use Dirichlet prior smoothing (Zhai and
Lafferty, 2001b) to estimate θs as follows:

p(w|θs) =
c(w, s) + µs ∗ P (w|D)

|s|+ µs

(1)

where |s| is the length of s, c(w, s) is the count of
word w in s, p(w|D) is a background model esti-
mated using c(w,D)

P

w′∈V
c(w′,D) (D can be the set of all

the papers available to us) and µs is a smoothing pa-
rameter to be empirically set. Note that as the length
of a sentence is very short, smoothing is critical for
addressing the data sparseness problem.

The remaining challenge is to estimate θI accu-
rately based on d and its citation contexts.

4 Estimation of Impact Language Models

Intuitively, the impact of a paper is mostly reflected
in the citation context. Thus the estimation of the
impact language model should be primarily based
on the citation context C . However, we would like
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our impact model to be able to help us select impact-
reflecting sentences from d, thus it is important for
the impact model to explain well the paper content
in general. To achieve this balance, we treat the ci-
tation context C as prior information and the current
document d as the observed data, and use Bayesian
estimation to estimate the impact language model.

Specifically, let p(w|C) be a citation context lan-
guage model estimated based on the citation con-
text C . We define Dirichlet prior with parameters
{µCp(w|C)}w∈V for the impact model, where µC

encodes our confidence on this prior and effectively
serves as a weighting parameter for balancing the
contribution of C and d for estimating the impact
model. Given the observed document d, the poste-
rior mean estimate of the impact model would be
(MacKay and Peto, 1995; Zhai and Lafferty, 2001b)

P (w|θI) =
c(w, d) + µcp(w|C)

|d| + µc

(2)

µc can be interpreted as the equivalent sample size of
our prior. Thus setting µc = |d| means that we put
equal weights on the citation context and the doc-
ument itself. µc = 0 yields p(w|θI) = p(w|d),
which is to say that the impact is entirely captured
by the paper itself, and our impact summarization
problem would then become the standard single doc-
ument (topical) summarization. Intuitively though,
we would want to set µc to a relatively large num-
ber to exploit the citation context in our estimation,
which is confirmed in our experiments.

An alternative way is to simply interpolate p(w|d)
and p(w|C) with a constant coefficient:

p(w|θI) = (1 − δ)p(w|d) + δp(w|C) (3)

We will compare the two strategies in Section 5.
How do we estimate p(w|C)? Intuitively, words

occurring in C frequently should have high proba-
bilities. A simple way is to pool together all the sen-
tences in C and use the maximum likelihood estima-
tor,

p(w|C) =

∑
s∈C c(w, s)∑

w′∈V

∑
s′∈C c(w′, s′)

(4)

where c(w, s) is the count of w in s.
One deficiency of this simple estimate is that we

treat all the (extended) citation sentences equally.

However, there are at least two reasons why we want
to assign unequal weights to different citation sen-
tences: (1) A sentence closer to the citation label
should contribute more than one far away. (2) A sen-
tence occurring in a highly authorative paper should
contribute more than that in a less authorative paper.
To capture these two heuristics, we define a weight
coefficient αs for a sentence s in C as follows:

αs = pg(s)pr(s)

where pg(s) is an authority score of the paper con-
taining s and pr(s) is a proximity score that rewards
a sentence close to the citation label.

For example, pg(s) can be the PageRank value
(Brin and Page, 1998) of the document with s, which
measures the authority of the document based on a
citation graph, and is computed as follows: We con-
struct a directed graph from the collection of scien-
tific literature with each paper as a vertex and each
citation as a directed edge pointing from the citing
paper to the cited paper. We can then use the stan-
dard PageRank algorithm (Brin and Page, 1998) to
compute a PageRank value for each document. We
used this approach in our experiments.

We define pr(s) as pr(s) = 1
αk , where k is the

distance (counted in terms of the number of sen-
tences) between sentence s and the center sentence
of the window containing s; by “center sentence”,
we mean the citing sentence containing the citation
label. Thus the sentence with the citation label will
have a proximity of 1 (because k = 0), while the
sentences away from the citation label will have a
decaying weight controlled by parameter α.

With αs, we can then use the following
“weighted” maximum likelihood estimate for the
impact language model:

p(w|C) =

∑
s∈C αsc(w, s)∑

w′∈V

∑
s′∈C αs′c(w′, s′)

(5)

As we will show in Section 5, this weighted
maximum likelihood estimate performs better than
the simple maximum likelihood estimate, and both
pg(s) and pr(s) are useful.
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5 Experiments and Results

5.1 Experiment Design

5.1.1 Test set construction

Because no existing test set is available for evalu-
ating impact summarization, we opt to create a test
set based on 28 years of ACM SIGIR papers (1978
- 2005) available through the ACM Digital Library2

and the SIGIR membership. Leveraging the explicit
citation information provided by ACM Digital Li-
brary, for each of the 1303 papers, we recorded all
other papers that cited the paper and extracted the
citation context from these citing papers. Each ci-
tation context contains 5 sentences with 2 sentences
before and after the citing sentence.

Since a low-impact paper would not be useful for
evaluating impact summarization, we took all the
14 papers from the SIGIR collection that have no
less than 20 citations by papers in the same col-
lection as candidate papers for evaluation. An ex-
pert in Information Retrieval field read each paper
and its citation context, and manually created an
impact-based summary by selecting all the “impact-
capturing” sentences from the paper. Specifically,
the expert first attempted to understand the most in-
fluential content of a paper by reading the citation
contexts. The expert then read each sentence of
the paper and made a decision whether the sentence
covers some “influential content” as indicated in the
citation contexts. The sentences that were decided
as covering some influential content were then col-
lected as the gold standard impact summary for the
paper.

We assume that the title of a paper will always
be included in the summary, so we excluded the ti-
tle both when constructing the gold standard and
when generating a summary. The gold standard
summaries have a minimum length of 5 sentences
and a maximum length of 18 sentences; the me-
dian length is 9 sentences. These 14 impact-based
summaries are used as gold standards for our exper-
iments, based on which all summaries generated by
the system are evaluated. This data set is available at
http://timan.cs.uiuc.edu/data/impact.html. We must
admit that using only 14 papers and only one expert
for evaluation is a limitation of our work. However,

2http://www.acm.org/dl

going beyond the 14 papers would risk reducing the
reliability of impact judgment due to the sparseness
of citations. How to develop a better test collection
is an important future direction.

5.1.2 Evaluation Metrics

Following the current practice in evaluating sum-
marization, particularly DUC3, we use the ROUGE
evaluation package (Lin and Hovy, 2003). Among
ROUGE metrics, ROUGE-N (models n-gram co-
occurrence, N = 1, 2) and ROUGE-L (models
longest common sequence) generally perform well
in evaluating both single-document summarization
and multi-document summarization (Lin and Hovy,
2003). Since they are general evaluation measures
for summarization, they are also applicable to eval-
uating the MEAD-Doc+Cite baseline method to be
described below. Thus although we evaluated our
methods with all the metrics provided by ROUGE,
we only report ROUGE-1 and ROUGE-L in this pa-
per (other metrics give very similar results).

5.1.3 Baseline methods

Since impact summarization has not been previ-
ously studied, there is no natural baseline method to
compare with. We thus adapt some state-of-the-art
conventional summarization methods implemented
in the MEAD toolkit (Radev et al., 2003)4 to obtain
three baseline methods: (1) LEAD: It simply ex-
tracts sentences from the beginning of a paper, i.e.,
sentences in the abstract or beginning of the intro-
duction section; we include LEAD to see if such
“leading sentences” reflect the impact of a paper as
authors presumably would expect to summarize a
paper’s contributions in the abstract. (2) MEAD-
Doc: It uses the single-document summarizer in
MEAD to generate a summary based solely on the
original paper; comparison with this baseline can
tell us how much better we can do than a conven-
tional topic-based summarizer that does not consider
the citation context. (3) MEAD-Doc+Cite: Here
we concatenate all the citation contexts in a paper to
form a “citation document” and then use the MEAD
multidocument summarizer to generate a summary
from the original paper plus all its citation docu-
ments; this baseline represents a reasonable way

3http://duc.nist.gov/
4“http://www.summarization.com/mead/”
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Sum. Length Metric Random LEAD MEAD-Doc MEAD-Doc+Cite KL-Divergence
3 ROUGE-1 0.163 0.167 0.301* 0.248 0.323
3 ROUGE-L 0.144 0.158 0.265 0.217 0.299
5 ROUGE-1 0.230 0.301 0.401 0.333 0.467
5 ROUGE-L 0.214 0.292 0.362 0.298 0.444
10 ROUGE-1 0.430 0.514 0.575 0.472 0.649
10 ROUGE-L 0.396 0.494 0.535 0.428 0.622
15 ROUGE-1 0.538 0.610 0.685 0.552 0.730
15 ROUGE-L 0.499 0.586 0.650 0.503 0.705

Table 1: Performance Comparison of Summarizers

of applying an existing summarization method to
generate an impact-based summary. Note that this
method may extract sentences in the citation con-
texts but not in the original paper.

5.2 Basic Results

We first show some basic results of impact sum-
marization in Table 1. They are generated us-
ing constant coefficient interpolation for the impact
language model (i.e., Equation 3) with δ = 0.8,
weighted maximum likelihood estimate for the ci-
tation context model (i.e., Equation 5) with α = 3,
and µs = 1, 000 for candidate sentence smoothing
(Equation 1). These results are not necessarily opti-
mal as will be seen when we examine parameter and
method variations.

From Table 1, we see clearly that our method
consistently outperforms all the baselines. Among
the baselines, MEAD-Doc is consistently better than
both LEAD and MEAD-Doc+Cite. While MEAD-
Doc’s outperforming LEAD is not surprising, it is
a bit surprising that MEAD-Doc also outperforms
MEAD-Doc+Cite as the latter uses both the cita-
tion context and the original document. One possi-
ble explanation may be that MEAD is not designed
for impact summarization and it has been trapped
by the distracting content in the citation context 5.
Indeed, this can also explain why MEAD-Doc+Cite
tends to perform worse than LEAD by ROUGE-L
since if MEAD-Doc+Cite picks up sentences from
the citation context rather than the original papers,
it would not match as well with the gold standard
as LEAD which selects sentences from the origi-

5One anonymous reviewer suggested an interesting im-
provement to the MEAD-Doc+Cite baseline, in which we
would first extract sentences from the citation context and then
for each extracted sentence find a similar one in the original pa-
per. Unfortunately, we did not have time to test this approach
before the deadline for the camera-ready version of this paper.

nal papers. These results thus show that conven-
tional summarization techniques are inadequate for
impact summarization, and the proposed language
modeling methods are more effective for generating
impact-based summaries.

In Table 2, we show a sample impact-based sum-
mary and the corresponding MEAD-Doc regular
summary. We see that the regular summary tends
to have general sentences about the problem, back-
ground and techniques, not very informative in con-
veying specific contributions of the paper. None of
these sentences was selected by the human expert. In
contrast, the sentences in the impact summary cover
several details of the impact of the paper (i.e., spe-
cific smoothing methods especially Dirichlet prior,
sensitivity of performance to smoothing, and dual
role of smoothing), and sentences 4 and 6 are also
among the 8 sentences picked by the human expert.
Interestingly, neither sentence is in the abstract of
the original paper, suggesting a deviation of the ac-
tual impact of a paper and that perceived by the au-
thor(s).

5.3 Component analysis

We now turn to examine the effectiveness of each
component in the proposed methods and different
strategies for estimating θI .
Effectiveness of interpolation: We hypothesized
that we need to use both the original document and
the citation context to estimate θI . To test this hy-
pothesis, we compare the results of using only d,
only the citation context, and interpolation of them
in Table 3. We show two different strategies of inter-
polation (i.e., constant coefficient with δ = 0.8 and
Dirichlet with µc = 20, 000) as described in Sec-
tion 4.

From Table 3, we see that both strategies of in-
terpolation indeed outperform using either the origi-
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Impact-based summary:
1. Figure 5: Interpolation versus backoff for Jelinek-Mercer (top), Dirichlet smoothing (middle), and absolute discounting (bottom).
2. Second, one can de-couple the two different roles of smoothing by adopting a two stage smoothing strategy in which Dirichlet smoothing is
first applied to implement the estimation role and Jelinek-Mercer smoothing is then applied to implement the role of query modeling
3. We find that the backoff performance is more sensitive to the smoothing parameter than that of interpolation, especially in Jelinek-Mercer
and Dirichlet prior.
4. We then examined three popular interpolation-based smoothing methods (Jelinek-Mercer method, Dirichlet priors, and absolute discounting),
as well as their backoff versions, and evaluated them using several large and small TREC retrieval testing collections.
summary 5. By rewriting the query-likelihood retrieval model using a smoothed document language model, we derived a general retrieval
formula where the smoothing of the document language model can be interpreted in terms of several heuristics used intraditional models,
including TF-IDF weighting and document length normalization.
6. We find that the retrieval performance is generally sensitive to the smoothing parameters, suggesting that an understanding and appropriate
setting of smoothing parameters is very important in the language modeling approach.
Regular summary (generated using MEAD-Doc):
1. Language modeling approaches to information retrieval are attractive and promising because they connect the problem of retrieval with that
of language model estimation, which has been studied extensively in other application areas such as speech recognition.
2. The basic idea of these approaches is to estimate a language model for each document, and then rank documents by the likelihood of the
query according to the estimated language model.
3. On the one hand, theoretical studies of an underlying model have been developed; this direction is, for example, represented by the various
kinds of logic models and probabilistic models (e.g., [14, 3, 15, 22]).
4. After applying the Bayes’ formula and dropping a document-independent constant (since we are only interested in ranking documents), we
have p(d|q) ∝ (q|d)p(d).
5. As discussed in [1], the righthand side of the above equation has an interesting interpretation, where, p(d) is our prior belief that d is relevant
to any query and p(q|d) is the query likelihood given the document, which captures how well the document ”fits” the particular query q.
6. The probability of an unseen word is typically taken as being proportional to the general frequency of the word, e.g., as computed using the
document collection.

Table 2: Impact-based summary vs. regular summary for the paper “A study of smoothing methods for language
models applied to ad hoc information retrieval”.

nal document model (p(w|d)) or the citation context
model (p(w|C)) alone, which confirms that both the
original paper and the citation context are important
for estimating θI . We also see that using the citation
context alone is better than using the original paper
alone, which is expected. Between the two strate-
gies, Dirichlet dynamic coefficient is slightly better
than constant coefficient (CC), after optimizing the
interpolation parameter for both strategy.

Interpolation
Measure P (w|d) P (w|C) ConstCoef Dirichlet

ROUGE-1 0.529 0.635 0.643 0.647
ROUGE-L 0.501 0.607 0.619 0.623

Table 3: Effectiveness of interpolation

Citation authority and proximity: These heuris-
tics are very interesting to study as they are unique
to impact summarization and not well studied in the
existing summarization work.

pg(s) pr(s)=1/αk

pr(s) off α = 2 α = 3 α = 4

Off 0.685 0.711 0.714 0.700
On 0.708 0.712 0.706 0.703

Table 4: Authority (pg(s)) and proximity (pr(s))

In Table 4, we show the ROUGE-L values for var-
ious combinations of these two heuristics (summary
length is 15). We turn off either pg(s) or pr(s) by
setting it to a constant; when both are turned off, we
have the unweighted MLE of p(w|C) (Equation 4).
Clearly, using weighted MLE with any of the two
heuristics is better than the unweighted MLE, indi-
cating that both heuristics are effective. However,
combining the two heuristics does not always im-
prove over using a single one. Since intuitively these
two heuristics are orthogonal, this may suggest that
our way of combining the two scores (i.e., taking a
product of them) may not be optimal; further study
is needed to better understand this. The ROUGE-1
results are similar.

Tuning of other parameters: There are three other
parameters which need to be tuned: (1) µs for can-
didate sentence smoothing (Equation 1); (2) µc in
Dirichlet interpolation for impact model estimation
(Equation 2); and (3) δ in constant coefficient inter-
polation (Equation 3). We have examined the sen-
sitivity of performance to these parameters. In gen-
eral, for a wide range of values of these parameters,
the performance is relatively stable and near opti-
mal. Specifically, the performance is near optimal as
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long as µs and µc are sufficiently large (µs ≥ 1000,
µc ≥ 20, 000), and the interpolation parameter δ is
between 0.4 and 0.9.

6 Related Work

General text summarization, including single docu-
ment summarization (Luhn, 1958; Goldstein et al.,
1999) and multi-document summarization (Kraaij et
al., 2001; Radev et al., 2003) has been well stud-
ied; our work is under the framework of extractive
summarization (Luhn, 1958; McKeown and Radev,
1995; Goldstein et al., 1999; Kraaij et al., 2001),
but our problem formulation differs from any exist-
ing formulation of the summarization problem. It
differs from regular single-document summarization
because we utilize extra information (i.e. citation
contexts) to summarize the impact of a paper. It also
differs from regular multi-document summarization
because the roles of original documents and cita-
tion contexts are not equivalent. Specifically, cita-
tion contexts serve as an indicator of the impact of
the paper, but the summary is generated by extract-
ing the sentences from the original paper.

Technical paper summarization has also been
studied (Paice, 1981; Paice and Jones, 1993; Sag-
gion and Lapalme, 2002; Teufel and Moens, 2002),
but the previous work did not explore citation con-
text to emphasize the impact of papers.

Citation context has been explored in several
studies (Nakov et al., 2004; Ritchie et al., 2006;
Schwartz et al., 2007; Siddharthan and Teufel,
2007). However, none of the previous studies has
used citation context in the same way as we did,
though the potential of directly using citation sen-
tences (called citances) to summarize a paper was
pointed out in (Nakov et al., 2004).

Recently, people have explored various types of
auxiliary knowledge such as hyperlinks (Delort et
al., 2003) and clickthrough data (Sun et al., 2005), to
summarize a webpage; such work is related to ours
as anchor text is similar to citation context, but it is
based on a standard formulation of multi-document
summarization and would contain only sentences
from anchor text.

Our work is also related to work on using lan-
guage models for retrieval (Ponte and Croft, 1998;
Zhai and Lafferty, 2001b; Lafferty and Zhai, 2001)

and summarization (Kraaij et al., 2001). However,
we do not have an explicit query and constructing
the impact model is a novel exploration. We also
proposed new language models to capture the im-
pact.

7 Conclusions

We have defined and studied the novel problem of
summarizing the impact of a research paper. We cast
the problem as an impact sentence retrieval problem,
and proposed new language models to model the im-
pact of a paper based on both the original content
of the paper and its citation contexts in a literature
collection with consideration of citation autority and
proximity.

To evaluate impact summarization, we created a
test set based on ACM SIGIR papers. Experiment
results on this test set show that the proposed im-
pact summarization methods are effective and out-
perform several baselines that represent the existing
summarization methods.

An important future work is to construct larger
test sets (e.g., of biomedical literature) to facilitate
evaluation of impact summarization. Our formula-
tion of the impact summarization problem can be
further improved by going beyond sentence retrieval
and considering factors such as redundancy and co-
herency to better organize an impact summary. Fi-
nally, automatically generating impact-based sum-
maries can not only help users access and digest
influential research publications, but also facilitate
other literature mining tasks such as milestone min-
ing and research trend monitoring. It would be in-
teresting to explore all these applications.

Acknowledgments

We are grateful to the anonymous reviewers for their
constructive comments. This work is in part sup-
ported by a Yahoo! Graduate Fellowship and NSF
grants under award numbers 0713571, 0347933, and
0428472.

References

Sergey Brin and Lawrence Page. 1998. The anatomy
of a large-scale hypertextual web search engine. In
Proceedings of the Seventh International Conference
on World Wide Web, pages 107–117.

823



J.-Y. Delort, B. Bouchon-Meunier, and M. Rifqi. 2003.
Enhanced web document summarization using hyper-
links. In Proceedings of the Fourteenth ACM Confer-
ence on Hypertext and Hypermedia, pages 208–215.

C. Lee Giles, Kurt D. Bollacker, and Steve Lawrence.
1998. Citeseer: an automatic citation indexing sys-
tem. In Proceedings of the Third ACM Conference on
Digital Libraries, pages 89–98.

Jade Goldstein, Mark Kantrowitz, Vibhu Mittal, and
Jaime Carbonell. 1999. Summarizing text documents:
sentence selection and evaluation metrics. In Proceed-
ings of ACM SIGIR 99, pages 121–128.

Nancy R. Kaplan and Michael L. Nelson. 2000. Deter-
mining the publication impact of a digital library. J.
Am. Soc. Inf. Sci., 51(4):324–339.

W. Kraaij, M. Spitters, and M. van der Heijden. 2001.
Combining a mixture language model and naive bayes
for multi-document summarisation. In Proceedings of
the DUC2001 workshop.

John Lafferty and Chengxiang Zhai. 2001. Document
language models, query models, and risk minimiza-
tion for information retrieval. In Proceedings of ACM
SIGIR 2001, pages 111–119.

Chin-Yew Lin and Eduard Hovy. 2003. Automatic evalu-
ation of summaries using n-gram co-occurrence statis-
tics. In Proceedings of the 2003 Conference of the
North American Chapter of the Association for Com-
putational Linguistics on Human Language Technol-
ogy, pages 71–78.

H. P. Luhn. 1958. The automatic creation of literature
abstracts. IBM Journal of Research and Development,
2(2):159–165.

D. MacKay and L. Peto. 1995. A hierarchical Dirich-
let language model. Natural Language Engineering,
1(3):289–307.

Kathleen McKeown and Dragomir R. Radev. 1995. Gen-
erating summaries of multiple news articles. In Pro-
ceedings of the 18th Annual International ACM SIGIR
Conference on Research and Development in Informa-
tion Retrieval, pages 74–82.

P. Nakov, A. Schwartz, and M. Hearst. 2004. Citances:
Citation sentences for semantic analysis of bioscience
text. In Proceedings of ACM SIGIR’04 Workshop on
Search and Discovery in Bioinformatics.

Chris D. Paice and Paul A. Jones. 1993. The identifi-
cation of important concepts in highly structured tech-
nical papers. In Proceedings of the 16th Annual In-
ternational ACM SIGIR Conference on Research and
Development in Information Retrieval, pages 69–78.

C. D. Paice. 1981. The automatic generation of literature
abstracts: an approach based on the identification of
self-indicating phrases. In Proceedings of the 3rd An-
nual ACM Conference on Research and Development
in Information Retrieval, pages 172–191.

Jay M. Ponte and W. Bruce Croft. 1998. A language
modeling approach to information retrieval. In Pro-
ceedings of the 21st Annual International ACM SIGIR
Conference on Research and Development in Informa-
tion Retrieval, pages 275–281.

Dragomir R. Radev, Eduard Hovy, and Kathleen McKe-
own. 2002. Introduction to the special issue on sum-
marization. Comput. Linguist., 28(4):399–408.

Dragomir R. Radev, Simone Teufel, Horacio Saggion,
Wai Lam, John Blitzer, Hong Qi, Arda Celebi, Danyu
Liu, and Elliott Drabek. 2003. Evaluation challenges
in large-scale document summarization: the mead
project. In Proceedings of the 41st Annual Meeting
on Association for Computational Linguistics, pages
375–382.

A. Ritchie, S. Teufel, and S. Robertson. 2006. Creating
a test collection for citation-based ir experiments. In
Proceedings of the HLT-NAACL 2006, pages 391–398.

S. Robertson and K. Sparck Jones. 1976. Relevance
weighting of search terms. Journal of the American
Society for Information Science, 27:129–146.

Hpracop Saggion and Guy Lapalme. 2002. Generating
indicative-informative summaries with sumUM. Com-
putational Linguistics, 28(4):497–526.

A. S. Schwartz, A. Divoli, and M. A. Hearst. 2007. Mul-
tiple alignment of citation sentences with conditional
random fields and posterior decoding. In Proceedings
of the 2007 EMNLP-CoNLL, pages 847–857.

A. Siddharthan and S. Teufel. 2007. Whose idea was
this, and why does it matter? attributing scientific
work to citations. In Proceedings of NAACL/HLT-07,
pages 316–323.

Jian-Tao Sun, Dou Shen, Hua-Jun Zeng, Qiang Yang,
Yuchang Lu, and Zheng Chen. 2005. Web-page sum-
marization using clickthrough data. In Proceedings
of the 28th Annual International ACM SIGIR Confer-
ence on Research and Development in Information Re-
trieval, pages 194–201.

Simone Teufel and Marc Moens. 2002. Summariz-
ing scientific articles: experiments with relevance and
rhetorical status. Comput. Linguist., 28(4):409–445.

ChengXiang Zhai and John Lafferty. 2001a. Model-
based feedback in the language modeling approach
to information retrieval. In Proceedings of the Tenth
International Conference on Information and Knowl-
edge Management (CIKM 2001), pages 403–410.

Chengxiang Zhai and John Lafferty. 2001b. A study
of smoothing methods for language models applied to
ad hoc information retrieval. In Proceedings of the
24th Annual International ACM SIGIR Conference on
Research and Development in Information Retrieval,
pages 334–342.

824



Proceedings of ACL-08: HLT, pages 825–833,
Columbus, Ohio, USA, June 2008. c©2008 Association for Computational Linguistics

Can you summarize this? Identifying correlates of input difficulty for
generic multi-document summarization

Ani Nenkova
University of Pennsylvania

Philadelphia, PA 19104, USA
nenkova@seas.upenn.edu

Annie Louis
University of Pennsylvania

Philadelphia, PA 19104, USA
lannie@seas.upenn.edu

Abstract

Different summarization requirements could
make the writing of a good summary more dif-
ficult, or easier. Summary length and the char-
acteristics of the input are such constraints in-
fluencing the quality of a potential summary.
In this paper we report the results of a quanti-
tative analysis on data from large-scale evalu-
ations of multi-document summarization, em-
pirically confirming this hypothesis. We fur-
ther show that features measuring the cohe-
siveness of the input are highly correlated with
eventual summary quality and that it is possi-
ble to use these as features to predict the diffi-
culty of new, unseen, summarization inputs.

1 Introduction

In certain situations even the best automatic sum-
marizers or professional writers can find it hard to
write a good summary of a set of articles. If there
is no clear topic shared across the input articles, or
if they follow the development of the same event in
time for a longer period, it could become difficult
to decide what information is most representative
and should be conveyed in a summary. Similarly,
length requirements could pre-determine summary
quality—a short outline of a story might be confus-
ing and unclear but a page long discussion might
give an excellent overview of the same issue.

Even systems that perform well on average pro-
duce summaries of poor quality for some inputs. For
this reason, understanding what aspects of the in-
put make it difficult for summarization becomes an
interesting and important issue that has not been ad-
dressed in the summarization community untill now.

In information retrieval, for example, the variable
system performance has been recognized as a re-
search challenge and numerous studies on identify-
ing query difficulty have been carried out (most re-
cently (Cronen-Townsend et al., 2002; Yom-Tov et
al., 2005; Carmel et al., 2006)).

In this paper we present results supporting the hy-
potheses that input topicality cohesiveness and sum-
mary length are among the factors that determine
summary quality regardless of the choice of summa-
rization strategy (Section 2). The data used for the
analyses comes from the annual Document Under-
standing Conference (DUC) in which various sum-
marization approaches are evaluated on common
data, with new test sets provided each year.

In later sections we define a suite of features cap-
turing aspects of the topicality cohesiveness of the
input (Section 3) and relate these to system perfor-
mance, identifying reliable correlates of input diffi-
culty (Section 4). Finally, in Section 5, we demon-
strate that the features can be used to build a clas-
sifier predicting summarization input difficulty with
accuracy considerably above chance level.

2 Preliminary analysis and distinctions:
DUC 2001

Generic multi-document summarization was fea-
tured as a task at the Document Understanding Con-
ference (DUC) in four years, 2001 through 2004.
In our study we use the DUC 2001 multi-document
task submissions as development data for in-depth
analysis and feature selection. There were 29 in-
put sets and 12 automatic summarizers participating
in the evaluation that year. Summaries of different
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lengths were produced by each system: 50, 100, 200
and 400 words. Each summary was manually eval-
uated to determine the extent to which its content
overlaped with that of a human model, giving acov-
erage score. The content comparison was performed
on a subsentence level and was based on elementary
discourse units in the model summary.1

The coverage scores are taken as an indicator of
difficultly of the input: systems achieve low cover-
age for difficult sets and higher coverage for easy
sets. Since we are interested in identifying charac-
teristics of generally difficult inputs rather than in
discovering what types of inputs might be difficult
for one given system, we use the average system
score per set as indicator of general difficulty.

2.1 Analysis of variance

Before attempting to derive characteristics of inputs
difficult for summarization, we first confirm that in-
deed expected performance is influenced by the in-
put itself. We performed analysis of variance for
DUC 2001 data, withautomatic systemcoverage
score as the dependent variable, to gain some insight
into the factors related to summarization difficulty.
The results of the ANOVA with input set, summa-
rizer identity and summary length as factors, as well
as the interaction between these, are shown in Ta-
ble 1.

As expected, summarizer identity is a significant
factor: some summarization strategies/systems are
more effective than others and produce summaries
with higher coverage score. More interestingly, the
input set and summary length factors are also highly
significant and explain more of the variability in
coverage scores than summarizer identity does, as
indicated by the larger values of theF statistic.

Length The average automatic summarizer cov-
erage scores increase steadily as length requirements
are relaxed, going up from 0.50 for 50-word sum-
maries to 0.76 for 400-word summaries as shown in
Table 2 (second row). The general trend we observe
is that on average systems are better at producing
summaries when more space is available. The dif-

1The routinely used tool for automatic evaluation ROUGE
was adopted exactly because it was demonstrated it is highly
correlated with the manual DUC coverage scores (Lin and
Hovy, 2003a; Lin, 2004).

Type 50 100 200 400
Human 1.00 1.17 1.38 1.29
Automatic 0.50 0.55 0.70 0.76
Baseline 0.41 0.46 0.52 0.57

Table 2: Average human, system and baseline coverage
scores for different summary lengths ofN words. N =
50, 100, 200, and 400.

ferences are statistically significant2 only between
50-word and 200- and 400-word summaries and be-
tween 100-word and 400-word summaries. The fact
that summary quality improves with increasing sum-
mary length has been observed in prior studies as
well (Radev and Tam, 2003; Lin and Hovy, 2003b;
Kolluru and Gotoh, 2005) but generally little atten-
tion has been paid to this fact in system development
and no specific user studies are available to show
what summary length might be most suitable for
specific applications. In later editions of the DUC
conference, only summaries of 100 words were pro-
duced, focusing development efforts on one of the
more demanding length restrictions. The interaction
between summary length and summarizer is small
but significant (Table 1), with certain summariza-
tion strategies more successful at particular sum-
mary lengths than at others.

Improved performance as measured by increase
in coverage scores is observed for human summa-
rizers as well (shown in the first row of Table 2).
Even the baseline systems (firstn words of the most
recent article in the input or first sentences from
different input articles) show improvement when
longer summaries are allowed (performance shown
in the third row of the table). It is important to
notice that the difference between automatic sys-
tem and baseline performance increases as the sum-
mary length increases—the difference between sys-
tems and baselines coverage scores is around 0.1
for the shorter 50- and 100-word summaries but 0.2
for the longer summaries. This fact has favorable
implications for practical system developments be-
cause it indicates that in applications where some-
what longer summaries are appropriate, automati-
cally produced summaries will be much more infor-
mative than a baseline summary.

2One-sided t-test, 95% level of significance.
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Factor DF Sum of squares Expected mean squares F stat Pr(> F )
input 28 150.702 5.382 59.4227 0
summarizer 11 34.316 3.120 34.4429 0
length 3 16.082 5.361 59.1852 0
input:summarizer 306 65.492 0.214 2.3630 0
input:length 84 36.276 0.432 4.7680 0
summarizer:length 33 6.810 0.206 2.2784 0

Table 1: Analysis of variance for coverage scores of automatic systems with input, summarizer, and length as factors.

Input The input set itself is a highly significant
factor that influences the coverage scores that sys-
tems obtain: some inputs are handled by the systems
better than others. Moreover, the input interacts both
with the summarizers and the summary length.

This is an important finding for several reasons.
First, in system evaluations such as DUC the inputs
for summarization are manually selected by anno-
tators. There is no specific attempt to ensure that
the inputs across different years have on average the
same difficulty. Simply assuming this to be the case
could be misleading: it is possible in a given year to
have “easier” input test set compared to a previous
year. Then system performance across years can-
not be meaningfully compared, and higher system
scores would not be indicative of system improve-
ment between the evaluations.

Second, in summarization applications there is
some control over the input for summarization. For
example, related documents that need to summa-
rized could be split into smaller subsets that are more
amenable to summarization or routed to an appropri-
ate summarization system than can handle this kind
of input using a different strategy, as done for in-
stance in (McKeown et al., 2002).

Because of these important implications we inves-
tigate input characteristics and define various fea-
tures distinguishing easy inputs from difficult ones.

2.2 Difficulty for people and machines

Before proceeding to the analysis of input difficulty
in multi-document summarization, it is worth men-
tioning that our study is primarily motivated by sys-
tem development needs and consequently the focus
is on finding out what inputs are easy or difficult
for automatic systems. Different factors might make
summarization difficultfor people. In order to see to
what extent the notion of summarization input dif-

summary length correlation
50 0.50
100 0.57*
200 0.77**
400 0.70**

Table 3: Pearson correlation between average human and
system coverage scores on the DUC 2001 dataset. Sig-
nificance levels: *p < 0.05 and **p < 0.00001.

ficulty is shared between machines and people, we
computed the correlation between the average sys-
tem and average human coverage score at a given
summary length for all DUC 2001 test sets (shown
in Table 3). The correlation is highest for 200-word
summaries, 0.77, which is also highly significant.
For shorter summaries the correlation between hu-
man and system performance is not significant.

In the remaining part of the paper we deal ex-
clusively with difficulty as defined by system per-
formance, which differs from difficulty for people
summarizing the same material as evidenced by the
correlations in Table 3. We do not attempt to draw
conclusions about any cognitively relevant factors
involved in summarizing.

2.3 Type of summary and difficulty

In DUC 2001, annotators prepared test sets from five
possible predefined input categories:3.

Single event (3 sets) Documents describing a single
event over a timeline (e.g. The Exxon Valdez
oil spill).

3Participants in the evaluation were aware of the different
categories of input and indeed some groups developed systems
that handled different types of input employing different strate-
gies (McKeown et al., 2001). In later years, the idea of multi-
strategy summarization has been further explored by (Lacatusu
et al., 2006)
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Subject (6 sets) Documents discussing a single
topic (e.g. Mad cow disease)

Biographical (2 sets) All documents in the input
provide information about the same person
(e.g. Elizabeth Taylor)

Multiple distinct events (12 sets) The documents
discuss different events of the same type (e.g.
different occasions of police misconduct).

Opinion (6 sets) Each document describes a differ-
ent perspective to a common topic (e.g. views
of the senate, congress, public, lawyers etc on
the decision by the senate to count illegal aliens
in the 1990 census).

Figure 1 shows the average system coverage score
for the different input types. The more topically co-
hesive input types such asbiographical, single event
andsubject, which are more focused on a single en-
tity or news item and narrower in scope, are eas-
ier for systems. The average system coverage score
for them is higher than for the non-cohesive sets
such as multiple distinct events and opinion sets, re-
gardless of summary length. The difference is even
more apparently clear when the scores are plotted af-
ter grouping input types into cohesive (biographical,
single event and subject) and non-cohesive (multi-
ple events and opinion). Such grouping also gives
the necessary power to perform statistical test for
significance, confirming the difference in coverage
scores for the two groups. This is not surprising: a
summary of documents describing multiple distinct
events of the same type is likely to require higher
degree of generalization and abstraction. Summa-
rizing opinions would in addition be highly subjec-
tive. A summary of a cohesive set meanwhile would
contain facts directly from the input and it would be
easier to determine which information is important.
The example human summaries for set D32 (single
event) and set D19 (opinions) shown below give an
idea of the potential difficulties automatic summa-
rizers have to deal with.set D32On 24 March 1989,
the oil tanker Exxon Valdez ran aground on a reef near
Valdez, Alaska, spilling 8.4 million gallons of crude oil
into Prince William Sound. In two days, the oil spread
over 100 miles with a heavy toll on wildlife. Cleanup
proceeded at a slow pace, and a plan for cleaning 364
miles of Alaskan coastline was released. In June, the
tanker was refloated. By early 1990, only 5 to 9 percent of
spilled oil was recovered. A federal jury indicted Exxon

on five criminal charges and the Valdez skipper was guilty
of negligent discharge of oil.

set D19Congress is debating whether or not to count ille-
gal aliens in the 1990 census. Congressional House seats
are apportioned to the states and huge sums of federal
money are allocated based on census population. Cali-
fornia, with an estimated half of all illegal aliens, will be
greatly affected.Those arguing for inclusion say that the
Constitution does not mention “citizens”, but rather, in-
structs that House apportionment be based on the “whole
number of persons” residing in the various states. Those
opposed say that the framers were unaware of this issue.
“Illegal aliens” did not exist in the U.S. until restrictive
immigration laws were passed in 1875.

The manual set-type labels give an intuitive idea
of what factors might be at play but it is desirable to
devise more specific measures to predict difficulty.
Do such measures exist? Is there a way to automati-
cally distinguish cohesive (easy) from non-cohesive
(difficult) sets? In the next section we define a num-
ber of features that aim to capture the cohesiveness
of an input set and show that some of them are in-
deed significantly related to set difficulty.

3 Features

We implemented 14 features for our analysis of in-
put set difficulty. The working hypothesis is that co-
hesive sets with clear topics are easier to summarize
and the features we define are designed to capture
aspects of input cohesiveness.

Number of sentencesin the input, calculated
over all articles in the input set. Shorter inputs
should be easier as there will be less information loss
between the summary and the original material.

Vocabulary size of the input set, equal to the
number of unique words in the input. Smaller vo-
cabularies would be characteristic of easier sets.

Percentage of words used only oncein the input.
The rationale behind this feature is that cohesive in-
put sets contain news articles dealing with a clearly
defined topic, so words will be reused across docu-
ments. Sets that cover disparate events and opinions
are likely to contain more words that appear in the
input only once.

Type-token ratio is a measure of the lexical vari-
ation in an input set and is equal to the input vo-
cabulary size divided by the number of words in the
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Figure 1: Average system coverage scores for summaries in a category

input. A high type-token ratio indicates there is little
(lexical) repetition in the input, a possible side-effect
of non-cohesiveness.

Entropy of the input set. LetX be a discrete ran-
dom variable taking values from the finite setV =
{w1, ..., wn} whereV is the vocabulary of the in-
put set andwi are the words that appear in the input.
The probability distributionp(w) = Pr(X = w)
can be easily calculated using frequency counts from
the input. The entropy of the input set is equal to the
entropy ofX:

H(X) = −
i=n
∑

i=1

p(wi) log2 p(wi) (1)

Average, minimum and maximum cosine over-
lap between the news articles in the input. Repeti-
tion in the input is often exploited as an indicator of
importance by different summarization approaches
(Luhn, 1958; Barzilay et al., 1999; Radev et al.,
2004; Nenkova et al., 2006). The more similar the
different documents in the input are to each other,
the more likely there is repetition across documents
at various granularities.

Cosine similarity between the document vector
representations is probably the easiest and most
commonly used among the various similarity mea-
sures. We use tf*idf weights in the vector represen-
tations, with term frequency (tf) normalized by the
total number of words in the document in order to re-
move bias resulting from high frequencies by virtue
of higher document length alone.

The cosine similarity between two (document
representation) vectorsv1 andv2 is given bycosθ =

v1.v2

||v1||||v2||
. A value of0 indicates that the vectors are

orthogonal and dissimilar, a value of 1 indicates per-
fectly similar documents in terms of the words con-
tained in them.

To compute the cosine overlap features, we find
the pairwise cosine similarity between each two
documents in an input set and compute their aver-
age. The minimum and maximum overlap features
are also computed as an indication of the overlap
bounds. We expect cohesive inputs to be composed
of similar documents, hence the cosine overlaps in
these sets of documents must be higher than those in
non-cohesive inputs.

KL divergence Another measure of relatedness
of the documents comprising an input set is the dif-
ference in word distributions in the input compared
to the word distribution in a large collection of di-
verse texts. If the input is found to be largely dif-
ferent from a generic collection, it is plausible to as-
sume that the input is not a random collection of ar-
ticles but rather is defined by a clear topic discussed
within and across the articles. It is reasonable to ex-
pect that the higher the divergence is, the easier it is
to define what is important in the article and hence
the easier it is to produce a good summary.

For computing the distribution of words in a gen-
eral background corpus, we used all the inputs sets
from DUC years 2001 to 2006. The divergence mea-
sure we used is the Kullback Leibler divergence, or
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relative entropy, between the input (I) and collection
language models. Letpinp(w) be the probability of
the wordw in the input andpcoll(w) be the proba-
bility of the word occurring in the large background
collection. Then the relative entropy between the in-
put and the collection is given by

KL divergence=
∑

w∈I

pinp(w) log2

pinp(w)

pcoll(w)
(2)

Low KL divergence from a random background
collection may be characteristic of highly non-
cohesive inputs consisting of unrelated documents.

Number of topic signature terms for the input
set. The idea of topic signature terms was intro-
duced by Lin and Hovy (Lin and Hovy, 2000) in the
context of single document summarization, and was
later used in several multi-document summarization
systems (Conroy et al., 2006; Lacatusu et al., 2004;
Gupta et al., 2007).

Lin and Hovy’s idea was to automatically iden-
tify words that are descriptive for a cluster of docu-
ments on the same topic, such as the input to a multi-
document summarizer. We will call this clusterT .
Since the goal is to find descriptive terms for the
cluster, a comparison collection of documents not
on the topic is also necessary (we will call this back-
ground collectionNT ).

Given T and NT , the likelihood ratio statistic
(Dunning, 1994) is used to identify the topic signa-
ture terms. The probabilistic model of the data al-
lows for statistical inference in order to decide which
terms t are associated withT more strongly than
with NT than one would expect by chance.

More specifically, there are two possibilities for
the distribution of a termt: either it is very indicative
of the topic of clusterT , and appears more often in
T than in documents fromNT , or the termt is not
topical and appears with equal frequency across both
T andNT . These two alternatives can be formally
written as the following hypotheses:

H1: P (t|T ) = P (t|NT ) = p (t is not a descrip-
tive term for the input)

H2: P (t|T ) = p1 andP (t|NT ) = p2 andp1 >

p2 (t is a descriptive term)
In order to compute the likelihood of each hypoth-

esis given the collection of the background docu-

ments and the topic cluster, we view them as a se-
quence of wordswi: w1w2 . . . wN . The occurrence
of a given wordt, wi = t, can thus be viewed a
Bernoulli trial with probability p of success, with
success occurring whenwi = t and failure other-
wise.

The probability of observing the termt appearing
k times inN trials is given by the binomial distribu-
tion

b(k,N, p) =

(

N

k

)

pk(1 − p)N−k (3)

We can now compute

λ =
Likelihood of the data given H1
Likelihood of the data given H2

(4)

which is equal to

λ =
b(ct,N, p)

b(cT ,NT , p1) ∗ b(cNT ,NNT , p2)
(5)

The maximum likelihood estimates for the proba-
bilities can be computed directly.p = ct

N
, wherect is

equal to the number of times termt appeared in the
entire corpus T+NT, andN is the number of words
in the entire corpus. Similarly,p1 = cT

NT
, wherecT

is the number of times term t occurred in T andNT

is the number of all words inT . p2 = cNT

NNT
, where

cNT is the number of times term t occurred in NT
andNNT is the total number of words in NT.
−2logλ has a well-know distribution:χ2. Bigger

values of−2logλ indicate that the likelihood of the
data under H2 is higher, and theχ2 distribution can
be used to determine when it is significantly higher
(−2logλ exceeding 10 gives a significance level of
0.001 and is the cut-off we used).

For terms for which the computed−2logλ is
higher than 10, we can infer that they occur more
often with the topicT than in a general corpusNT ,
and we can dub them “topic signature terms”.

Percentage of signature terms in vocabulary
The number of signature terms gives the total count
of topic signatures over all the documents in the in-
put. However, the number of documents in an input
set and the size of the individual documents across
different sets are not the same. It is therefore possi-
ble that the mere count feature is biased to the length
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and number of documents in the input set. To ac-
count for this, we add the percentage of topic words
in the vocabulary as a feature.

Average, minimum and maximum topic sig-
nature overlap between the documents in the in-
put. Cosine similarity measures the overlap between
two documents based on all the words appearing in
them. A more refined document representation can
be defined by assuming the document vectors con-
tain only the topic signature words rather than all
words. A high overlap of topic words across two
documents is indicative of shared topicality. The
average, minimum and maximum pairwise cosine
overlap between the tf*idf weighted topic signature
vectors of the two documents are used as features
for predicting input cohesiveness. If the overlap is
large, then the topic is similar across the two docu-
ments and hence their combination will yield a co-
hesive input.

4 Feature selection

Table 4 shows the results from a one-sided t-test
comparing the values of the various features for
the easy and difficult input set classes. The com-
parisons are for summary length of 100 words be-
cause in later years only such summaries were evalu-
ated. The binary easy/difficult classes were assigned
based on the average system coverage score for the
given set, with half of the sets assigned to each class.

In addition to the t-tests we also calculated Pear-
son’s correlation (shown in Table 5) between the fea-
tures and the average system coverage score for each
set. In the correlation analysis the input sets are not
classified into easy or difficult but rather the real val-
ued coverage scores are used directly. Overall, the
features that were identified by the t-test as most de-
scriptive of the differences between easy and diffi-
cult inputs were also the ones with higher correla-
tions with real-valued coverage scores.

Our expectations in defining the features are con-
firmed by the correlation results. For example, sys-
tems have low coverage scores for sets with high-
entropy vocabularies as indicated by the negative
and high by absolute value correlation (-0.4256).
Sets with high entropy are those in which there is
little repetition within and across different articles,
and for which it is subsequently difficult to deter-

feature t-stat p-value
KL divergence* -2.4725 0.01
% of sig. terms in vocab* -2.0956 0.02
average cosine overlap* -2.1227 0.02
vocabulary size* 1.9378 0.03
set entropy* 2.0288 0.03
average sig. term overlap* -1.8803 0.04
max cosine overlap -1.6968 0.05
max topic signature overlap -1.6380 0.06
number of sentences 1.4780 0.08
min topic signature overlap -0.9540 0.17
number of signature terms 0.8057 0.21
min cosine overlap -0.2654 0.39
% of words used only once 0.2497 0.40
type-token ratio 0.2343 0.41

∗Significant at a 95% confidence level(p < 0.05)

Table 4: Comparison of non-cohesive (average system
coverage score< median average system score) vs cohe-
sive sets for summary length of 100 words

mine what is the most important content. On the
other hand, sets characterized by bigger KL diver-
gence are easier—there the distribution of words is
skewed compared to a general collection of articles,
with important topic words occurring more often.

Easy to summarize sets are characterized by low
entropy, small vocabulary, high average cosine and
average topic signature overlaps, high KL diver-
gence and a high percentage of the vocabulary con-
sists of topic signature terms.

5 Classification results

We used the 192 sets from multi-document summa-
rization DUC evaluations in 2002 (55 generic sets),
2003 (30 generic summary sets and 7 viewpoint sets)
and 2004 (50 generic and 50 biography sets) to train
and test a logistic regression classifier. The sets from
all years were pooled together and evenly divided
into easy and difficult inputs based on the average
system coverage score for each set.

Table 6 shows the results from 10-fold cross val-
idation. SIG is a classifier based on the six features
identified as significant in distinguishing easy from
difficult inputs based on a t-test comparison (Ta-
ble 4). SIG+yt has two additional features: the year
and the type of summarization input (generic, view-
point and biographical). ALL is a classifier based on
all 14 features defined in the previous section, and
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feature correlation
set entropy -0.4256
KL divergence 0.3663
vocabulary size -0.3610
% of sig. terms in vocab 0.3277
average sig. term overlap 0.2860
number of sentences -0.2511
max topic signature overlap 0.2416
average cosine overlap 0.2244
number of signature terms -0.1880
max cosine overlap 0.1337
min topic signature overlap 0.0401
min cosine overlap 0.0308
type-token ratio -0.0276
% of words used only once -0.0025

Table 5: Correlation between coverage score and feature
values for the 29 DUC’01 100-word summaries.

features accuracy P R F
SIG 56.25% 0.553 0.600 0.576
SIG+yt 69.27% 0.696 0.674 0.684
ALL 61.45% 0.615 0.589 0.600
ALL+yt 65.10% 0.643 0.663 0.653

Table 6: Logistic regression classification results (accu-
racy, precision, recall and f-measure) for balanced data of
100-word summaries from DUC’02 through DUC’04.

ALL+yt also includes the year and task features.
Classification accuracy is considerably higher

than the 50% random baseline. Using all features
yields better accuracy (61%) than using solely the
6 significant features (accuracy of 56%). In both
cases, adding the year and task leads to extra 3%
net improvement. The best overall results are for
the SIG+yt classifier with net improvement over the
baseline equal to 20%. At the same time, it should
be taken into consideration that the amount of train-
ing data for our experiments is small: a total of 192
sets. Despite this, the measures of input cohesive-
ness capture enough information to result in a clas-
sifier with above-baseline performance.

6 Conclusions

We have addressed the question of what makes the
writing of a summary for a multi-document input
difficult. Summary length is a significant factor,
with all summarizers (people, machines and base-
lines) performing better at longer summary lengths.

An exploratory analysis of DUC 2001 indicated that
systems produce better summaries for cohesive in-
puts dealing with a clear topic (single event, subject
and biographical sets) while non-cohesive sets about
multiple events and opposing opinions are consis-
tently of lower quality. We defined a number of fea-
tures aimed at capturing input cohesiveness, ranging
from simple features such as input length and size
to more sophisticated measures such as input set en-
tropy, KL divergence from a background corpus and
topic signature terms based on log-likelihood ratio.

Generally, easy to summarize sets are character-
ized by low entropy, small vocabulary, high average
cosine and average topic signature overlaps, high
KL divergence and a high percentage of the vocab-
ulary consists of topic signature terms. Experiments
with a logistic regression classifier based on the fea-
tures further confirms that input cohesiveness is pre-
dictive of the difficulty it will pose to automatic sum-
marizers.

Several important notes can be made. First, it is
important to develop strategies that can better handle
non-cohesive inputs, reducing fluctuations in sys-
tem performance. Most current systems are devel-
oped with the expectation they can handle any input
but this is evidently not the case and more attention
should be paid to the issue. Second, the interpre-
tations of year to year evaluations can be affected.
As demonstrated, the properties of the input have a
considerable influence on summarization quality. If
special care is not taken to ensure that the difficulty
of inputs in different evaluations is kept more or less
the same, results from the evaluations are not com-
parable and we cannot make general claims about
progress and system improvements between evalua-
tions. Finally, the presented results are clearly just a
beginning in understanding of summarization diffi-
culty. A more complete characterization of summa-
rization input will be necessary in the future.
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Abstract

When multiple conversations occur simultane-
ously, a listener must decide which conversa-
tion each utterance is part of in order to inter-
pret and respond to it appropriately. We refer
to this task as disentanglement. We present a
corpus of Internet Relay Chat (IRC) dialogue
in which the various conversations have been
manually disentangled, and evaluate annota-
tor reliability. This is, to our knowledge, the
first such corpus for internet chat. We pro-
pose a graph-theoretic model for disentangle-
ment, using discourse-based features which
have not been previously applied to this task.
The model’s predicted disentanglements are
highly correlated with manual annotations.

1 Motivation

Simultaneous conversations seem to arise naturally
in both informal social interactions and multi-party
typed chat. Aoki et al. (2006)’s study of voice con-
versations among 8-10 people found an average of
1.76 conversations (floors) active at a time, and a
maximum of four. In our chat corpus, the average is
even higher, at 2.75. The typical conversation, there-
fore, is one which is interrupted– frequently.

Disentanglement is the clustering task of dividing
a transcript into a set of distinct conversations. It is
an essential prerequisite for any kind of higher-level
dialogue analysis: for instance, consider the multi-
party exchange in figure 1.

Contextually, it is clear that this corresponds to
two conversations, and Felicia’s1 response “excel-

1Real user nicknames are replaced with randomly selected

(Chanel)Felicia: google works :)
(Gale)Arlie: you guys have never worked
in a factory before have you
(Gale) Arlie: there’s some real unethical
stuff that goes on
(Regine)hands Chanel a trophy
(Arlie) Gale, of course ... thats how they
make money
(Gale)and people lose limbs or get killed
(Felicia) excellent

Figure 1: Some (abridged) conversation from our corpus.

lent” is intended for Chanel and Regine. A straight-
forward reading of the transcript, however, might in-
terpret it as a response to Gale’s statement immedi-
ately preceding.

Humans are adept at disentanglement, even in
complicated environments like crowded cocktail
parties or chat rooms; in order to perform this task,
they must maintain a complex mental representation
of the ongoing discourse. Moreover, they adapt their
utterances to some degree to make the task easier
(O’Neill and Martin, 2003), which suggests that dis-
entanglement is in some sense a “difficult” discourse
task.

Disentanglement has two practical applications.
One is the analysis of pre-recorded transcripts in
order to extract some kind of information, such as
question-answer pairs or summaries. These tasks
should probably take as as input each separate con-
versation, rather than the entire transcript. Another

identifiers for ethical reasons.
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application is as part of a user-interface system for
active participants in the chat, in which users target a
conversation of interest which is then highlighted for
them. Aoki et al. (2003) created such a system for
speech, which users generally preferred to a conven-
tional system– when the disentanglement worked!

Previous attempts to solve the problem (Aoki et
al., 2006; Aoki et al., 2003; Camtepe et al., 2005;
Acar et al., 2005) have several flaws. They clus-
ter speakers, not utterances, and so fail when speak-
ers move from one conversation to another. Their
features are mostly time gaps between one utterance
and another, without effective use of utterance con-
tent. Moreover, there is no framework for a prin-
cipled comparison of results: there are no reliable
annotation schemes, no standard corpora, and no
agreed-upon metrics.

We attempt to remedy these problems. We present
a new corpus of manually annotated chat room data
and evaluate annotator reliability. We give a set of
metrics describing structural similarity both locally
and globally. We propose a model which uses dis-
course structure and utterance contents in addition
to time gaps. It partitions a chat transcript into dis-
tinct conversations, and its output is highly corre-
lated with human annotations.

2 Related Work

Two threads of research are direct attempts to solve
the disentanglement problem: Aoki et al. (2006),
Aoki et al. (2003) for speech and Camtepe et al.
(2005), Acar et al. (2005) for chat. We discuss
their approaches below. However, we should em-
phasize that we cannot compare our results directly
with theirs, because none of these studies publish re-
sults on human-annotated data. Although Aoki et al.
(2006) construct an annotated speech corpus, they
give no results for model performance, only user sat-
isfaction with their conversational system. Camtepe
et al. (2005) and Acar et al. (2005) do give perfor-
mance results, but only on synthetic data.

All of the previous approaches treat the problem
as one of clustering speakers, rather than utterances.
That is, they assume that during the window over
which the system operates, a particular speaker is
engaging in only one conversation. Camtepe et al.
(2005) assume this is true throughout the entire tran-

script; real speakers, by contrast, often participate
in many conversations, sequentially or sometimes
even simultaneously. Aoki et al. (2003) analyze each
thirty-second segment of the transcript separately.
This makes the single-conversation restriction some-
what less severe, but has the disadvantage of ignor-
ing all events which occur outside the segment.

Acar et al. (2005) attempt to deal with this prob-
lem by using a fuzzy algorithm to cluster speakers;
this assigns each speaker a distribution over conver-
sations rather than a hard assignment. However, the
algorithm still deals with speakers rather than utter-
ances, and cannot determine which conversation any
particular utterance is part of.

Another problem with these approaches is the in-
formation used for clustering. Aoki et al. (2003) and
Camtepe et al. (2005) detect the arrival times of mes-
sages, and use them to construct an affinity graph be-
tween participants by detecting turn-taking behavior
among pairs of speakers. (Turn-taking is typified by
short pauses between utterances; speakers aim nei-
ther to interrupt nor leave long gaps.) Aoki et al.
(2006) find that turn-taking on its own is inadequate.
They motivate a richer feature set, which, however,
does not yet appear to be implemented. Acar et
al. (2005) adds word repetition to their feature set.
However, their approach deals with all word repe-
titions on an equal basis, and so degrades quickly
in the presence ofnoise words(their term for words
which shared across conversations) to almost com-
plete failure when only1/2 of the words are shared.

To motivate our own approach, we examine some
linguistic studies of discourse, especially analysis of
multi-party conversation. O’Neill and Martin (2003)
point out several ways in which multi-party text chat
differs from typical two-party conversation. One key
difference is the frequency with which participants
mention each others’ names. They hypothesize that
mentioning is a strategy which participants use to
make disentanglement easier, compensating for the
lack of cues normally present in face-to-face dia-
logue. Mentions (such as Gale’s comments to Ar-
lie in figure 1) are very common in our corpus, oc-
curring in 36% of comments, and provide a useful
feature.

Another key difference is that participants may
create a new conversation (floor) at any time, a pro-
cess which Sacks et al. (1974) callsschisming. Dur-
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ing a schism, a new conversation is formed, not
necessarily because of a shift in the topic, but be-
cause certain participants have refocused their atten-
tion onto each other, and away from whoever held
the floor in the parent conversation.

Despite these differences, there are still strong
similarities between chat and other conversations
such as meetings. Our feature set incorporates infor-
mation which has proven useful in meeting segmen-
tation (Galley et al., 2003) and the task of detect-
ing addressees of a specific utterance in a meeting
(Jovanovic et al., 2006). These include word rep-
etitions, utterance topic, andcue wordswhich can
indicate the bounds of a segment.

3 Dataset

Our dataset is recorded from the IRC (Internet Re-
lay Chat) channel ##LINUX at freenode.net, using
the freely-availablegaimclient. ##LINUX is an un-
official tech support line for the Linux operating sys-
tem, selected because it is one of the most active chat
rooms on freenode, leading to many simultaneous
conversations, and because its content is typically
inoffensive. Although it is notionally intended only
for tech support, it includes large amounts of social
chat as well, such as the conversation about factory
work in the example above (figure 1).

The entire dataset contains 52:18 hours of chat,
but we devote most of our attention to three anno-
tated sections: development (706 utterances; 2:06
hr) and test (800 utts.; 1:39 hr) plus a short pilot sec-
tion on which we tested our annotation system (359
utts.; 0:58 hr).

3.1 Annotation

Our annotators were seven university students with
at least some familiarity with the Linux OS, al-
though in some cases very slight. Annotation of the
test dataset typically took them about two hours. In
all, we produced six annotations of the test set2.

Our annotation scheme marks each utterance as
part of a single conversation. Annotators are in-
structed to create as many, or as few conversations as
they need to describe the data. Our instructions state
that a conversation can be between any number of

2One additional annotation was discarded because the anno-
tator misunderstood the task.

people, and that, “We mean conversation in the typ-
ical sense: a discussion in which the participants are
all reacting and paying attention to one another. . . it
should be clear that the comments inside a conver-
sation fit together.” The annotation system itself is a
simple Java program with a graphical interface, in-
tended to appear somewhat similar to a typical chat
client. Each speaker’s name is displayed in a differ-
ent color, and the system displays the elapsed time
between comments, marking especially long pauses
in red. Annotators group sentences into conversa-
tions by clicking and dragging them onto each other.

3.2 Metrics

Before discussing the annotations themselves, we
will describe the metrics we use to compare differ-
ent annotations; these measure both how much our
annotators agree with each other, and how well our
model and various baselines perform. Comparing
clusterings with different numbers of clusters is a
non-trivial task, and metrics for agreement on su-
pervised classification, such as theκ statistic, are not
applicable.

To measure global similarity between annota-
tions, we useone-to-one accuracy. This measure de-
scribes how well we can extract whole conversations
intact, as required for summarization or information
extraction. To compute it, we pair up conversations
from the two annotations to maximize the total over-
lap3, then report the percentage of overlap found.

If we intend to monitor or participate in the con-
versation as it occurs, we will care more about lo-
cal judgements. Thelocal agreementmetric counts
agreements and disagreements within a contextk.
We consider a particular utterance: the previous
k utterances are each in either thesameor a dif-
ferent conversation. Thelock score between two
annotators is their average agreement on thesek
same/different judgements, averaged over all utter-
ances. For example,loc1 counts pairs of adjacent
utterances for which two annotations agree.
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Mean Max Min
Conversations 81.33 128 50
Avg. Conv. Length 10.6 16.0 6.2
Avg. Conv. Density 2.75 2.92 2.53
Entropy 4.83 6.18 3.00
1-to-1 52.98 63.50 35.63
loc 3 81.09 86.53 74.75
M-to-1 (by entropy) 86.70 94.13 75.50

Table 1: Statistics on 6 annotations of 800 lines of chat
transcript. Inter-annotator agreement metrics (below the
line) are calculated between distinct pairs of annotations.

3.3 Discussion

A statistical examination of our data (table 1) shows
that that it is eminently suitable for disentanglement:
the average number of conversations active at a time
is 2.75. Our annotators have high agreement on
the local metric (average of 81.1%). On the 1-to-
1 metric, they disagree more, with a mean overlap
of 53.0% and a maximum of only 63.5%. This level
of overlap does indicate a useful degree of reliabil-
ity, which cannot be achieved with naive heuristics
(see section 5). Thus measuring 1-to-1 overlap with
our annotations is a reasonable evaluation for com-
putational models. However, we feel that the major
source of disagreement is one that can be remedied
in future annotation schemes: the specificity of the
individual annotations.

To measure the level of detail in an annotation, we
use the information-theoretic entropy of the random
variable which indicates which conversation an ut-
terance is in. This quantity is non-negative, increas-
ing as the number of conversations grow and their
size becomes more balanced. It reaches its maxi-
mum,9.64 bits for this dataset, when each utterance
is placed in a separate conversation. In our anno-
tations, it ranges from 3.0 to 6.2. This large vari-
ation shows that some annotators are more specific
than others, but does not indicate how much they
agree on the general structure. To measure this, we
introduce the many-to-one accuracy. This measure-
ment is asymmetrical, and maps each of the conver-
sations of thesourceannotation to the single con-

3This is an example of max-weight bipartite matching, and
can be computed optimally using, eg, max-flow. The widely
used greedy algorithm is a two-approximation, although we
have not found large differences in practice.

(Lai) need money
(Astrid) suggest a paypal fund or similar
(Lai) Azzie [sic; typo for Astrid?]: my
shack guy here said paypal too but i have
no local bank acct
(Felicia) second’s Azzie’s suggestion
(Gale)we should charge the noobs $1 per
question to [Lai’s] paypal
(Felicia) bingo!
(Gale)we’d have the money in 2 days max
(Azzie) Lai: hrm, Have you tried to set
one up?
(Arlie) the federal reserve system conspir-
acy is keeping you down man
(Felicia) Gale: all ubuntu users .. pay up!
(Gale)and susers pay double
(Azzie) I certainly would make suse users
pay.
(Hildegard) triple.
(Lai) Azzie: not since being offline
(Felicia) it doesn’t need to be “in state”
either

Figure 2: A schism occurring in our corpus (abridged):
not all annotators agree on where the thread about charg-
ing for answers to techical questions diverges from the
one about setting up Paypal accounts. Either Gale’s or
Azzie’s first comment seems to be the schism-inducing
utterance.

versation in thetarget with which it has the great-
est overlap, then counts the total percentage of over-
lap. This is not a statistic to be optimized (indeed,
optimization is trivial: simply make each utterance
in the source into its own conversation), but it can
give us some intuition about specificity. In partic-
ular, if one subdivides a coarse-grained annotation
to make a more specific variant, the many-to-one
accuracy from fine to coarse remains 1. When we
map high-entropy annotations (fine) to lower ones
(coarse), we find high many-to-one accuracy, with a
mean of 86%, which implies that the more specific
annotations have mostly the same large-scale bound-
aries as the coarser ones.

By examining the local metric, we can see even
more: local correlations are good, at an average of
81.1%. This means that, in the three-sentence win-
dow preceding each sentence, the annotators are of-
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ten in agreement. If they recognize subdivisions of
a large conversation, these subdivisions tend to be
contiguous, not mingled together, which is why they
have little impact on the local measure.

We find reasons for the annotators’ disagreement
about appropriate levels of detail in the linguistic
literature. As mentioned, new conversations of-
ten break off from old ones in schisms. Aoki et
al. (2006) discuss conversational features associated
with schisming and the related process ofaffiliation,
by which speakers attach themselves to a conversa-
tion. Schisms often branch off from asides or even
normal comments (toss-outs) within an existing con-
versation. This means that there is no clear begin-
ning to the new conversation– at the time when it
begins, it is not clear that there are two separate
floors, and this will not become clear until distinct
sets of speakers and patterns of turn-taking are es-
tablished. Speakers, meanwhile, take time to ori-
ent themselves to the new conversation. An example
schism is shown in Figure 2.

Our annotation scheme requires annotators to
mark each utterance as part of a single conversation,
and distinct conversations are not related in any way.
If a schism occurs, the annotator is faced with two
options: if it seems short, they may view it as a mere
digression and label it as part of the parent conver-
sation. If it seems to deserve a place of its own, they
will have to separate it from the parent, but this sev-
ers the initial comment (an otherwise unremarkable
aside) from its context. One or two of the annota-
tors actually remarked that this made the task con-
fusing. Our annotators seem to be either “splitters”
or “lumpers”– in other words, each annotator seems
to aim for a consistent level of detail, but each one
has their own idea of what this level should be.

As a final observation about the dataset, we test
the appropriateness of the assumption (used in pre-
vious work) that each speaker takes part in only one
conversation. In our data, the average speaker takes
part in about 3.3 conversations (the actual number
varies for each annotator). The more talkative a
speaker is, the more conversations they participate
in, as shown by a plot of conversations versus utter-
ances (Figure 3). The assumption is not very accu-
rate, especially for speakers with more than 10 utter-
ances.
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Figure 3: Utterances versus conversations participated in
per speaker on development data.

4 Model

Our model for disentanglement fits into the general
class of graph partitioning algorithms (Roth and Yih,
2004) which have been used for a variety of tasks in
NLP, including the related task of meeting segmen-
tation (Malioutov and Barzilay, 2006). These algo-
rithms operate in two stages: first, a binary classifier
marks each pair of items as alike or different, and
second, a consistent partition is extracted.4

4.1 Classification

We use a maximum-entropy classifier (Daumé III,
2004) to decide whether a pair of utterancesx and
y are insameor differentconversations. The most
likely class isdifferent, which occurs57% of the
time in development data. We describe the classi-
fier’s performance in terms of raw accuracy (cor-
rect decisions/ total), precision and recall of the
sameclass, and F-score, the harmonic mean of pre-
cision and recall. Our classifier uses several types
of features (table 2). The chat-specific features yield
the highest accuracy and precision. Discourse and
content-based features have poor accuracy on their
own (worse than the baseline), since they work best
on nearby pairs of utterances, and tend to fail on
more distant pairs. Paired with the time gap fea-
ture, however, they boost accuracy somewhat and
produce substantial gains in recall, encouraging the
model to group related utterances together.

The time gap, as discussed above, is the most
widely used feature in previous work. We exam-

4Our first attempt at this task used a Bayesian generative
model. However, we could not define a sharp enough posterior
over new sentences, which made the model unstable and overly
sensitive to its prior.
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Chat-specific (Acc 73: Prec: 73 Rec: 61 F: 66)
Time The time betweenx andy in sec-

onds, bucketed logarithmically.
Speaker x andy have the same speaker.
Mention x mentions y (or vice versa),

both mention the same name, ei-
ther mentions any name.

Discourse (Acc 52: Prec: 47 Rec: 77 F: 58)
Cue words Eitherx or y uses a greeting

(“hello” &c), an answer (“yes”,
“no” &c), or thanks.

Question Either asks a question (explicitly
marked with “?”).

Long Either is long (> 10 words).
Content (Acc 50: Prec: 45 Rec: 74 F: 56)

Repeat(i) The number of words shared
between x and y which have
unigram probabilityi, bucketed
logarithmically.

Tech Whether bothx andy use tech-
nical jargon, neither do, or only
one does.

Combined (Acc 75: Prec: 73 Rec: 68 F: 71)

Table 2: Feature functions with performance on develop-
ment data.

ine the distribution of pauses between utterances in
the same conversation. Our choice of a logarithmic
bucketing scheme is intended to capture two char-
acteristics of the distribution (figure 4). The curve
has its maximum at 1-3 seconds, and pauses shorter
than a second are less common. This reflects turn-
taking behavior among participants; participants in
the same conversation prefer to wait for each others’
responses before speaking again. On the other hand,
the curve is quite heavy-tailed to the right, leading
us to bucket long pauses fairly coarsely.

Our discourse-based features model some pair-

0 10 100 1000
0

20

40

seconds

F
re

qu
en

cy

Figure 4: Distribution of pause length (log-scaled) be-
tween utterances in the same conversation.

wise relationships: questions followed by answers,
short comments reacting to longer ones, greetings at
the beginning and thanks at the end.

Word repetition is a key feature in nearly every
model for segmentation or coherence, so it is no sur-
prise that it is useful here. We bucket repeated words
by their unigram probability5 (measured over the en-
tire 52 hours of transcript). The bucketing scheme
allows us to deal with “noise words” which are re-
peated coincidentally.

The point of the repetition feature is of course to
detect sentences with similar topics. We also find
that sentences with technical content are more likely
to be related than non-technical sentences. We label
an utterance as technical if it contains a web address,
a long string of digits, or a term present in a guide
for novice Linux users6 but not in a large news cor-
pus (Graff, 1995)7. This is a light-weight way to
capture one “semantic dimension” or cluster of re-
lated words, in a corpus which is not amenable to
full LSA or similar techniques. LSA in text corpora
yields a better relatedness measure than simple rep-
etition (Foltz et al., 1998), but is ineffective in our
corpus because of its wide variety of topics and lack
of distinct document boundaries.

Pairs of utterances which are widely separated
in the discourse are unlikely to be directly related–
even if they are part of the same conversation, the
link between them is probably a long chain of in-
tervening utterances. Thus, if we run our classifier
on a pair of very distant utterances, we expect it to
default to the majority class, which in this case will
be different, and this will damage our performance
in case the two are really part of the same conver-
sation. To deal with this, we run our classifier only
on utterances separated by 129 seconds or less. This
is the last of our logarithmic buckets in which the
classifier has a significant advantage over the major-
ity baseline. For 99.9% of utterances in an ongoing
conversation, the previous utterance in that conver-
sation is within this gap, and so the system has a

5We discard the 50 most frequent words entirely.
6“Introduction to Linux: A Hands-on Guide”. Machtelt

Garrels. Edition 1.25 from http://tldp.org/LDP/intro-
linux/html/intro-linux.html .

7Our data came from the LA times, 94-97– helpfully, it pre-
dates the current wide coverage of Linux in the mainstream
press.
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chance of correctly linking the two.
On test data, the classifier has a mean accuracy of

68.2 (averaged over annotations). The mean preci-
sion of same conversationis 53.3 and the recall is
71.3, with mean F-score of60. This error rate is
high, but the partitioning procedure allows us to re-
cover from some of the errors, since if nearby utter-
ances are grouped correctly, the bad decisions will
be outvoted by good ones.

4.2 Partitioning

The next step in the process is to cluster the utter-
ances. We wish to find a set of clusters for which the
weighted accuracy of the classifier would be max-
imal; this is an example ofcorrelation clustering
(Bansal et al., 2004), which is NP-complete8. Find-
ing an exact solution proves to be difficult; the prob-
lem has a quadratic number of variables (one for
each pair of utterances) and a cubic number of tri-
angle inequality constraints (three for each triplet).
With 800 utterances in our test set, even solving the
linear program with CPLEX (Ilog, Inc., 2003) is too
expensive to be practical.

Although there are a variety of approximations
and local searches, we do not wish to investigate
partitioning methods in this paper, so we simply
use a greedy search. In this algorithm, we as-
sign utterancej by examining all previous utter-
ancesi within the classifier’s window, and treat-
ing the classifier’s judgementpi,j − .5 as a vote for
cluster(i). If the maximum vote is greater than 0,
we setcluster(j) = argmaxc votec. Otherwisej
is put in a new cluster. Greedy clustering makes at
least a reasonable starting point for further efforts,
since it is a natural online algorithm– it assigns each
utterance as it arrives, without reference to the fu-
ture.

At any rate, we should not take our objective func-
tion too seriously. Although it is roughly correlated
with performance, the high error rate of the classifier
makes it unlikely that small changes in objective will
mean much. In fact, the objective value of our output
solutions are generally higher than those for true so-

8We set up the problem by taking the weight of edgei, j as
the classifier’s decisionpi,j − .5. Roth and Yih (2004) use log
probabilities as weights. Bansal et al. (2004) propose the log
odds ratiolog(p/(1 − p)). We are unsure of the relative merit
of these approaches.

lutions, which implies we have already reached the
limits of what our classifier can tell us.

5 Experiments

We annotate the 800 line test transcript using our
system. The annotation obtained has 63 conversa-
tions, with mean length12.70. The average density
of conversations is2.9, and the entropy is3.79. This
places it within the bounds of our human annota-
tions (see table 1), toward the more general end of
the spectrum.

As a standard of comparison for our system, we
provide results for several baselines– trivial systems
which any useful annotation should outperform.

All different Each utterance is a separate conversa-
tion.

All same The whole transcript is a single conversa-
tion.

Blocks ofk Each consecutive group ofk utterances
is a conversation.

Pause ofk Each pause ofk seconds or more sepa-
rates two conversations.

Speaker Each speaker’s utterances are treated as a
monologue.

For each particular metric, we calculate the best
baseline result among all of these. To find the best
block size or pause length, we search over multiples
of 5 between 5 and 300. This makes these baselines
appear better than they really are, since their perfor-
mance is optimized with respect to the test data.

Our results, in table 3, are encouraging. On aver-
age, annotators agree more with each other than with
any artificial annotation, and more with our model
than with the baselines. For the 1-to-1 accuracy met-
ric, we cannot claim much beyond these general re-
sults. The range of human variation is quite wide,
and there are annotators who are closer to baselines
than to any other human annotator. As explained
earlier, this is because some human annotations are
much more specific than others. For very specific
annotations, the best baselines are short blocks or
pauses. For the most general, marking all utterances
the same does very well (although for all other an-
notations, it is extremely poor).
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Other Annotators Model Best Baseline All Diff All Same
Mean 1-to-1 52.98 40.62 34.73 (Blocks of 40) 10.16 20.93
Max 1-to-1 63.50 51.12 56.00 (Pause of 65) 16.00 53.50
Min 1-to-1 35.63 33.63 28.62 (Pause of 25) 6.25 7.13
Meanloc 3 81.09 72.75 62.16 (Speaker) 52.93 47.07
Max loc 3 86.53 75.16 69.05 (Speaker) 62.15 57.47
Min loc 3 74.75 70.47 54.37 (Speaker) 42.53 37.85

Table 3: Metric values between proposed annotations and human annotations. Model scores typically fall between
inter-annotator agreement and baseline performance.

For the local metric, the results are much clearer.
There is no overlap in the ranges; for every test an-
notation, agreement is highest with other annota-
tor, then our model and finally the baselines. The
most competitive baseline is one conversation per
speaker, which makes sense, since if a speaker
makes two comments in a four-utterance window,
they are very likely to be related.

The name mention features are critical for our
model’s performance. Without this feature, the clas-
sifier’s development F-score drops from 71 to 56.
The disentanglement system’s test performance de-
creases proportionally; mean 1-to-1 falls to 36.08,
and meanloc 3 to 63.00, essentially baseline per-
formance. On the other hand, mentions are not
sufficient; with only name mention and time gap
features, mean 1-to-1 is 38.54 andloc 3 is 67.14.
For some utterances, of course, name mentions pro-
vide the only reasonable clue to the correct deci-
sion, which is why humans mention names in the
first place. But our system is probably overly depen-
dent on them, since they are very reliable compared
to our other features.

6 Future Work

Although our annotators are reasonably reliable, it
seems clear that they think of conversations as a hi-
erarchy, with digressions and schisms. We are in-
terested to see an annotation protocol which more
closely follows human intuition and explicitly in-
cludes these kinds of relationships.

We are also interested to see how well this feature
set performs on speech data, as in (Aoki et al., 2003).
Spoken conversation is more natural than text chat,
but when participants are not face-to-face, disentan-
glement remains a problem. On the other hand, spo-
ken dialogue contains new sources of information,

such as prosody. Turn-taking behavior is also more
distinct, which makes the task easier, but according
to (Aoki et al., 2006), it is certainly not sufficient.

Improving the current model will definitely re-
quire better features for the classifier. However, we
also left the issue of partitioning nearly completely
unexplored. If the classifier can indeed be improved,
we expect the impact of search errors to increase.
Another issue is that human users may prefer more
or less specific annotations than our model provides.
We have observed that we can produce lower or
higher-entropy annotations by changing the classi-
fier’s bias to label more edges same or different. But
we do not yet know whether this corresponds with
human judgements, or merely introduces errors.

7 Conclusion

This work provides a corpus of annotated data for
chat disentanglement, which, along with our pro-
posed metrics, should allow future researchers to
evaluate and compare their results quantitatively9.
Our annotations are consistent with one another, es-
pecially with respect to local agreement. We show
that features based on discourse patterns and the
content of utterances are helpful in disentanglement.
The model we present can outperform a variety of
baselines.
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Abstract

The traditional mention-pair model for coref-
erence resolution cannot capture information
beyond mention pairs for both learning and
testing. To deal with this problem, we present
an expressive entity-mention model that per-
forms coreference resolution at an entity level.
The model adopts the Inductive Logic Pro-
gramming (ILP) algorithm, which provides a
relational way to organize different knowledge
of entities and mentions. The solution can
explicitly express relations between an entity
and the contained mentions, and automatically
learn first-order rules important for corefer-
ence decision. The evaluation on the ACE data
set shows that the ILP based entity-mention
model is effective for the coreference resolu-
tion task.

1 Introduction

Coreference resolution is the process of linking mul-
tiple mentions that refer to the same entity. Most
of previous work adopts the mention-pair model,
which recasts coreference resolution to a binary
classification problem of determining whether or not
two mentions in a document are co-referring (e.g.
Aone and Bennett (1995); McCarthy and Lehnert
(1995); Soon et al. (2001); Ng and Cardie (2002)).
Although having achieved reasonable success, the
mention-pair model has a limitation that informa-
tion beyond mention pairs is ignored for training and
testing. As an individual mention usually lacks ad-
equate descriptive information of the referred entity,
it is often difficult to judge whether or not two men-

tions are talking about the same entity simply from
the pair alone.

An alternative learning model that can overcome
this problem performs coreference resolution based
on entity-mention pairs (Luo et al., 2004; Yang et
al., 2004b). Compared with the traditional mention-
pair counterpart, the entity-mention model aims to
make coreference decision at an entity level. Classi-
fication is done to determine whether a mention is a
referent of a partially found entity. A mention to be
resolved (calledactive mentionhenceforth) is linked
to an appropriate entity chain (if any), based on clas-
sification results.

One problem that arises with the entity-mention
model is how to represent the knowledge related to
an entity. In a document, an entity may have more
than one mention. It is impractical to enumerate all
the mentions in an entity and record their informa-
tion in a single feature vector, as it would make the
feature space too large. Even worse, the number of
mentions in an entity is not fixed, which would re-
sult in variant-length feature vectors and make trou-
ble for normal machine learning algorithms. A solu-
tion seen in previous work (Luo et al., 2004; Culotta
et al., 2007) is to design a set of first-order features
summarizing the information of the mentions in an
entity, for example, “whether the entity has any men-
tion that is a name alias of the active mention?” or
“whether most of the mentions in the entity have the
same head word as the active mention?” These fea-
tures, nevertheless, are designed in an ad-hoc man-
ner and lack the capability of describing each indi-
vidual mention in an entity.

In this paper, we present a more expressive entity-
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mention model for coreference resolution. The
model employs Inductive Logic Programming (ILP)
to represent the relational knowledge of an active
mention, an entity, and the mentions in the entity. On
top of this, a set of first-order rules is automatically
learned, which can capture the information of each
individual mention in an entity, as well as the global
information of the entity, to make coreference deci-
sion. Hence, our model has a more powerful repre-
sentation capability than the traditional mention-pair
or entity-mention model. And our experimental re-
sults on the ACE data set shows the model is effec-
tive for coreference resolution.

2 Related Work

There are plenty of learning-based coreference reso-
lution systems that employ the mention-pair model.
A typical one of them is presented by Soon et al.
(2001). In the system, a training or testing instance
is formed for two mentions in question, with a fea-
ture vector describing their properties and relation-
ships. At a testing time, an active mention is checked
against all its preceding mentions, and is linked with
the closest one that is classified as positive. The
work is further enhanced by Ng and Cardie (2002)
by expanding the feature set and adopting a “best-
first” linking strategy.

Recent years have seen some work on the entity-
mention model. Luo et al. (2004) propose a system
that performs coreference resolution by doing search
in a large space of entities. They train a classifier that
can determine the likelihood that an active mention
should belong to an entity. The entity-level features
are calculated with an “Any-X” strategy: an entity-
mention pair would be assigned a feature X, if any
mention in the entity has the feature X with the ac-
tive mention.

Culotta et al. (2007) present a system which uses
an online learning approach to train a classifier to
judge whether two entities are coreferential or not.
The features describing the relationships between
two entities are obtained based on the information
of every possible pair of mentions from the two en-
tities. Different from (Luo et al., 2004), the entity-
level features are computed using a “Most-X” strat-
egy, that is, two given entities would have a feature
X, if most of the mention pairs from the two entities

have the feature X.
Yang et al. (2004b) suggest an entity-based coref-

erence resolution system. The model adopted in the
system is similar to the mention-pair model, except
that the entity information (e.g., the global num-
ber/gender agreement) is considered as additional
features of a mention in the entity.

McCallum and Wellner (2003) propose several
graphical models for coreference analysis. These
models aim to overcome the limitation that pair-
wise coreference decisions are made independently
of each other. The simplest model conditions coref-
erence on mention pairs, but enforces dependency
by calculating the distance of a node to a partition
(i.e., the probability that an active mention belongs
to an entity) based on the sum of its distances to all
the nodes in the partition (i.e., the sum of the prob-
ability of the active mention co-referring with the
mentions in the entity).

Inductive Logic Programming (ILP) has been ap-
plied to some natural language processing tasks, in-
cluding parsing (Mooney, 1997), POS disambigua-
tion (Cussens, 1996), lexicon construction (Claveau
et al., 2003), WSD (Specia et al., 2007), and so on.
However, to our knowledge, our work is the first ef-
fort to adopt this technique for the coreference reso-
lution task.

3 Modelling Coreference Resolution

Suppose we have a document containingn mentions
{mj : 1 < j < n}, in whichmj is thejth mention
occurring in the document. Letei be theith entity in
the document. We define

P (L|ei,mj), (1)

the probability that a mention belongs to an entity.
Here the random variableL takes a binary value and
is 1 if mj is a mention ofei.

By assuming that mentions occurring aftermj

have no influence on the decision of linkingmj to
an entity, we can approximate (1) as:

P (L|ei,mj)

∝ P (L|{mk ∈ ei, 1 ≤ k ≤ j − 1},mj) (2)

∝ max
mk∈ei,1≤k≤j−1

P (L|mk,mj) (3)

(3) further assumes that an entity-mention score
can be computed by using the maximum mention-
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[ Microsoft Corp. ]11 announced [ [ its ]12 new CEO ]23
[ yesterday ]34. [ The company ]15 said [ he ]26 will . . .

Table 1: A sample text

pair score. Both (2) and (1) can be approximated
with a machine learning method, leading to the tra-
ditional mention-pair model and the entity-mention
model for coreference resolution, respectively.

The two models will be described in the next sub-
sections, with the sample text in Table 1 used for
demonstration. In the table, a mentionm is high-
lighted as [m ]eidmid, wheremid andeid are the IDs
for the mention and the entity to which it belongs,
respectively. Three entity chains can be found in the
text, that is,
e1 : Microsoft Corp.- its - The company
e2 : its new CEO- he
e3 : yesterday

3.1 Mention-Pair Model

As a baseline, we first describe a learning framework
with the mention-pair model as adopted in the work
by Soon et al. (2001) and Ng and Cardie (2002).

In the learning framework, a training or testing
instance has the form ofi{mk, mj}, in whichmj is
an active mention andmk is a preceding mention.
An instance is associated with a vector of features,
which is used to describe the properties of the two
mentions as well as their relationships. Table 2 sum-
marizes the features used in our study.

For training, given each encountered anaphoric
mentionmj in a document, one single positive train-
ing instance is created formj and its closest an-
tecedent. And a group of negative training in-
stances is created for every intervening mentions
betweenmj and the antecedent. Consider the ex-
ample text in Table 1, for the pronoun “he”, three
instances are generated:i(“The company”,“ he”),
i(“yesterday”,“ he”), and i(“ its new CEO”,“ he”).
Among them, the first two are labelled as negative
while the last one is labelled as positive.

Based on the training instances, a binary classifier
can be generated using any discriminative learning
algorithm. During resolution, an input document is
processed from the first mention to the last. For each

encountered mentionmj, a test instance is formed
for each preceding mention,mk. This instance is
presented to the classifier to determine the corefer-
ence relationship.mj is linked with the mention that
is classified as positive (if any) with the highest con-
fidence value.

3.2 Entity-Mention Model

The mention-based solution has a limitation that in-
formation beyond a mention pair cannot be captured.
As an individual mention usually lacks complete de-
scription about the referred entity, the coreference
relationship between two mentions may be not clear,
which would affect classifier learning. Consider
a document with three coreferential mentions “Mr.
Powell”, “ he”, and “Powell”, appearing in that or-
der. The positive training instancei(“he”, “ Powell”)
is not informative, as the pronoun “he” itself dis-
closes nothing but the gender. However, if the whole
entity is considered instead of only one mention, we
can know that “he” refers to a male person named
“Powell”. And consequently, the coreference rela-
tionships between the mentions would become more
obvious.

The mention-pair model would also cause errors
at a testing time. Suppose we have three mentions
“Mr. Powell”, “ Powell”, and “she” in a document.
The model tends to link “she” with “ Powell” be-
cause of their proximity. This error can be avoided,
if we know “Powell” belongs to the entity starting
with “Mr. Powell”, and therefore refers to a male
person and cannot co-refer with “she”.

The entity-mention model based on Eq. (2) per-
forms coreference resolution at an entity-level. For
simplicity, the framework considered for the entity-
mention model adopts similar training and testing
procedures as for the mention-pair model. Specif-
ically, a training or testing instance has the form of
i{ei, mj}, in which mj is an active mention andei

is a partial entity found beforemj. During train-
ing, given each anaphoric mentionmj, one single
positive training instance is created for the entity to
which mj belongs. And a group of negative train-
ing instances is created for every partial entity whose
last mention occurs betweenmj and the closest an-
tecedent ofmj.

See the sample in Table 1 again. For the pronoun
“he”, the following three instances are generated for
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Features describing an active mention,mj

defNPmj 1 if mj is a definite description; else 0
indefNPmj 1 if mj is an indefinite NP; else 0
nameNPmj 1 if mj is a named-entity; else 0
pron mj 1 if mj is a pronoun; else 0
bareNPmj 1 if mj is a bare NP (i.e., NP without determiners) ; else 0
Features describing a previous mention,mk
defNPmk 1 if mk is a definite description; else 0
indefNPmk 1 if mk is an indefinite NP; else 0
nameNPmk 1 if mk is a named-entity; else 0
pron mk 1 if mk is a pronoun; else 0
bareNPmk 1 if mk is a bare NP; else 0
subjectmk 1 if mk is an NP in a subject position; else 0
Features describing the relationships betweenmk andmj

sentDist sentence distance between two mentions
numAgree 1 if two mentions match in the number agreement; else 0
genderAgree 1 if two mentions match in the gender agreement;else 0
parallelStruct 1 if two mentions have an identical collocation pattern; else 0
semAgree 1 if two mentions have the same semantic category; else 0
nameAlias 1 if two mentions are an alias of the other; else 0
apposition 1 if two mentions are in an appositive structure;else 0
predicative 1 if two mentions are in a predicative structure; else 0
strMatchHead 1 if two mentions have the same head string; else 0
strMatchFull 1 if two mentions contain the same strings, excluding the determiners; else 0
strMatchContain 1 if the string ofmj is fully contained in that ofmk ; else 0

Table 2: Feature set for coreference resolution

entity e1, e3ande2:
i({“Microsoft Corp.”, “ its”, “ The company”},“he”),
i({“yesterday”},“he”),
i({“ its new CEO”},“he”).
Among them, the first two are labelled as negative,
while the last one is positive.

The resolution is done using a greedy clustering
strategy. Given a test document, the mentions are
processed one by one. For each encountered men-
tion mj , a test instance is formed for each partial en-
tity found so far,ei. This instance is presented to the
classifier.mj is appended to the entity that is classi-
fied as positive (if any) with the highest confidence
value. If no positive entity exists, the active mention
is deemed as non-anaphoric and forms a new entity.
The process continues until the last mention of the
document is reached.

One potential problem with the entity-mention
model is how to represent the entity-level knowl-
edge. As an entity may contain more than one candi-
date and the number is not fixed, it is impractical to
enumerate all the mentions in an entity and put their
properties into a single feature vector. As a base-
line, we follow the solution proposed in (Luo et al.,
2004) to design a set of first-order features. The fea-
tures are similar to those for the mention-pair model
as shown in Table 2, but their values are calculated
at an entity level. Specifically, the lexical and gram-
matical features are computed by testing any men-
tion1 in the entity against the active mention, for ex-

1Linguistically, pronouns usually have the most direct coref-

ample, the featurenameAliasis assigned value 1 if
at least one mention in the entity is a name alias of
the active mention. The distance feature (i.e.,sent-
Dist) is the minimum distance between the mentions
in the entity and the active mention.

The above entity-level features are designed in an
ad-hoc way. They cannot capture the detailed infor-
mation of each individual mention in an entity. In
the next section, we will present a more expressive
entity-mention model by using ILP.

4 Entity-mention Model with ILP

4.1 Motivation

The entity-mention model based on Eq. (2) re-
quires relational knowledge that involves informa-
tion of an active mention (mj), an entity (ei), and
the mentions in the entity ({mk ∈ ei}). How-
ever, normal machine learning algorithms work on
attribute-value vectors, which only allows the repre-
sentation of atomic proposition. To learn from rela-
tional knowledge, we need an algorithm that can ex-
press first-order logic. This requirement motivates
our use of Inductive Logic Programming (ILP), a
learning algorithm capable of inferring logic pro-
grams. The relational nature of ILP makes it pos-
sible to explicitly represent relations between an en-
tity and its mentions, and thus provides a powerful
expressiveness for the coreference resolution task.

erence relationship with antecedents in a local discourse.
Hence, if an active mention is a pronoun, we only consider the
mentions in its previous two sentences for feature computation.
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ILP uses logic programming as a uniform repre-
sentation for examples, background knowledge and
hypotheses. Given a set of positive and negative ex-
ampleE = E+ ∪ E−, and a set of background
knowledgeK of the domain, ILP tries to induce a
set of hypothesesh that covers most ofE+ with no
E−, i.e.,K ∧ h |= E+ andK ∧ h 6|= E−.

In our study, we choose ALEPH2, an ILP imple-
mentation by Srinivasan (2000) that has been proven
well suited to deal with a large amount of data in
multiple domains. For its routine use, ALEPH fol-
lows a simple procedure to induce rules. It first se-
lects an example and builds the most specific clause
that entertains the example. Next, it tries to search
for a clause more general than the bottom one. The
best clause is added to the current theory and all the
examples made redundant are removed. The proce-
dure repeats until all examples are processed.

4.2 Apply ILP to coreference resolution

Given a document, we encode a mention or a par-
tial entity with a unique constant. Specifically,mj

represents thejth mention (e.g.,m6 for the pronoun
“he”). ei j represents the partial entityi before the
jth mention. For example,e1 6 denotes the part of
e1 beforem6, i.e., {“Microsoft Corp.”, “ its”, “ the
company”}, while e1 5 denotes the part ofe1 be-
fore m5 (“The company”), i.e., {“Microsoft Corp.”,
“ its”}.

Training instances are created as described in Sec-
tion 3.2 for the entity-mention model. Each instance
is recorded with a predicatelink(ei j , mj), wheremj

is an active mention andei j is a partial entity. For
example, the three training instances formed by the
pronoun “he” are represented as follows:
link(e1 6,m6).
link(e3 6,m6).
link(e2 6,m6).
The first two predicates are put intoE−, while the
last one is put toE+.

The background knowledge for an instance
link(ei j , mj) is also represented with predicates,
which are divided into the following types:

1. Predicates describing the information related to
ei j and mj . The properties ofmj are pre-

2http://web.comlab.ox.ac.uk/oucl/
research/areas/machlearn/Aleph/alephtoc.html

sented with predicates likef (m, v), wheref

corresponds to a feature in the first part of Ta-
ble 2 (removing the suffixmj), and v is its
value. For example, the pronoun “he” can be
described by the following predicates:
defNP(m6, 0). indefNP(m6, 0).
nameNP(m6, 0). pron(m6, 1).
bareNP(m6, 0).

The predicates for the relationships between
ei j andmj take a form off (e, m, v). In our
study, we consider the number agreement (ent-
NumAgree) and the gender agreement (entGen-
derAgree) betweenei j and mj. v is 1 if all
of the mentions inei j have consistent num-
ber/gender agreement withmj, e.g,
entNumAgree(e1 6,m6, 1).

2. Predicates describing the belonging relations
betweenei j and its mentions. A predicate
has mention(e, m) is used for each mention in
e 3. For example, the partial entitye1 6 has
three mentions,m1, m2 andm5, which can be
described as follows:
has mention(e1 6,m1).
has mention(e1 6,m2).
has mention(e1 6,m5).

3. Predicates describing the information related to
mj and each mentionmk in ei j. The predi-
cates for the properties ofmk correspond to the
features in the second part of Table 2 (removing
the suffix mk), while the predicates for the re-
lationships betweenmj andmk correspond to
the features in the third part of Table 2. For ex-
ample, given the two mentionsm1 (“Microsoft
Corp.) andm6 (“he), the following predicates
can be applied:
nameNP(m1, 1).
pron(m1, 0).
. . .
nameAlias(m1,m6, 0).
sentDist(m1,m6, 1).
. . .
the last two predicates represent thatm1 and

3If an active mentionmj is a pronoun, only the previous
mentions in two sentences apart are recorded byhas mention,
while the farther ones are ignored as they have less impact on
the resolution of the pronoun.
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m6 are not name alias, and are one sentence
apart.

By using the three types of predicates, the dif-
ferent knowledge related to entities and mentions
are integrated. The predicatehas mentionacts as
a bridge connecting the entity-mention knowledge
and the mention-pair knowledge. As a result, when
evaluating the coreference relationship between an
active mention and an entity, we can make use of
the “global” information about the entity, as well as
the “local” information of each individual mention
in the entity.

From the training instances and the associated
background knowledge, a set of hypotheses can be
automatically learned by ILP. Each hypothesis is
output as a rule that may look like:
link(A,B):-
predi1, predi2, . . . ,has mention(A,C), . . . ,prediN.
which corresponds to first-order logic
∀A,B(predi1 ∧ predi2 ∧ . . .∧

∃C(has mention(A,C) ∧ . . . ∧ prediN)
→ link(A,B))

Consider an example rule produced in our system:
link(A,B) :-
has mention(A,C), numAgree(B,C,1),
strMatch Head(B,C,1), bareNP(C,1).
Here, variablesA andB stand for an entity and an
active mention in question. The first-order logic is
implemented by using non-instantiated argumentsC

in the predicatehas mention. This rule states that a
mention B should belong to an entityA, if there ex-
ists a mentionC in A such thatC is a bare noun
phrase with the same head string asB, and matches
in number withB. In this way, the detailed informa-
tion of each individual mention in an entity can be
captured for resolution.

A rule is applicable to an instance link(e, m), if
the background knowledge for the instance can be
described by the predicates in the body of the rule.
Each rule is associated with a score, which is the
accuracy that the rule can produce for the training
instances.

The learned rules are applied to resolution in a
similar way as described in Section 3.2. Given an
active mentionm and a partial entitye, a test in-
stancelink(e, m) is formed and tested against every
rule in the rule set. The confidence thatm should

Train Test
#entity #mention #entity #mention

NWire 1678 9861 411 2304
NPaper 1528 10277 365 2290
BNews 1695 8986 468 2493

Table 3: statistics of entities (length> 1) and contained
mentions

belong toe is the maximal score of the applicable
rules. An active mention is linked to the entity with
the highest confidence value (above 0.5), if any.

5 Experiments and Results

5.1 Experimental Setup

In our study, we did evaluation on the ACE-2003
corpus, which contains two data sets, training and
devtest, used for training and testing respectively.
Each of these sets is further divided into three do-
mains: newswire (NWire), newspaper (NPaper), and
broadcast news (BNews). The number of entities
with more than one mention, as well as the number
of the contained mentions, is summarized in Table 3.

For both training and resolution, an input raw
document was processed by a pipeline of NLP
modules including Tokenizer, Part-of-Speech tag-
ger, NP Chunker and Named-Entity (NE) Recog-
nizer. Trained and tested on Penn WSJ TreeBank,
the POS tagger could obtain an accuracy of 97% and
the NP chunker could produce an F-measure above
94% (Zhou and Su, 2000). Evaluated for the MUC-
6 and MUC-7 Named-Entity task, the NER mod-
ule (Zhou and Su, 2002) could provide an F-measure
of 96.6% (MUC-6) and 94.1%(MUC-7). For evalu-
ation, Vilain et al. (1995)’s scoring algorithm was
adopted to compute recall and precision rates.

By default, the ALEPH algorithm only generates
rules that have 100% accuracy for the training data.
And each rule contains at most three predicates. To
accommodate for coreference resolution, we loos-
ened the restrictions to allow rules that have above
50% accuracy and contain up to ten predicates. De-
fault parameters were applied for all the other set-
tings in ALEPH as well as other learning algorithms
used in the experiments.

5.2 Results and Discussions

Table 4 lists the performance of different corefer-
ence resolution systems. For comparison, we first
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NWire NPaper BNews
R P F R P F R P F

C4.5
- Mention-Pair 68.2 54.3 60.4 67.3 50.8 57.9 66.5 59.5 62.9
- Entity-Mention 66.8 55.0 60.3 64.2 53.4 58.3 64.6 60.6 62.5
- Mention-Pair (all mentions in entity) 66.7 49.3 56.7 65.8 48.9 56.1 66.5 47.6 55.4

ILP
- Mention-Pair 66.1 54.8 59.5 65.6 54.8 59.7 63.5 60.8 62.1
- Entity-Mention 65.0 58.9 61.8 63.4 57.1 60.1 61.7 65.4 63.5

Table 4: Results of different systems for coreference resolution

examined the C4.5 algorithm4 which is widely used
for the coreference resolution task. The first line of
the table shows the baseline system that employs the
traditional mention-pair model (MP) as described in
Section 3.1. From the table, our baseline system
achieves a recall of around 66%-68% and a preci-
sion of around 50%-60%. The overall F-measure
for NWire, NPaper and BNews is 60.4%, 57.9% and
62.9% respectively. The results are comparable to
those reported in (Ng, 2005) which uses similar fea-
tures and gets an F-measure ranging in 50-60% for
the same data set. As our system relies only on sim-
ple and knowledge-poor features, the achieved F-
measure is around 2-4% lower than the state-of-the-
art systems do, like (Ng, 2007) and (Yang and Su,
2007) which utilized sophisticated semantic or real-
world knowledge. Since ILP has a strong capability
in knowledge management, our system could be fur-
ther improved if such helpful knowledge is incorpo-
rated, which will be explored in our future work.

The second line of Table 4 is for the system
that employs the entity-mention model (EM) with
“Any-X” based entity features, as described in Sec-
tion 3.2. We can find that the EM model does not
show superiority over the baseline MP model. It
achieves a higher precision (up to 2.6%), but a lower
recall (2.9%), than MP. As a result, we only see
±0.4% difference between the F-measure. The re-
sults are consistent with the reports by Luo et al.
(2004) that the entity-mention model with the “Any-
X” first-order features performs worse than the nor-
mal mention-pair model. In our study, we also tested
the “Most-X” strategy for the first-order features as
in (Culotta et al., 2007), but got similar results with-
out much difference (±0.5% F-measure) in perfor-

4http://www.rulequest.com/see5-info.html

mance. Besides, as with our entity-mention predi-
cates described in Section 4.2, we also tried the “All-
X” strategy for the entity-level agreement features,
that is, whether all mentions in a partial entity agree
in number and gender with an active mention. How-
ever, we found this bring no improvement against
the “Any-X” strategy.

As described, given an active mentionmj, the MP
model only considers the mentions betweenmj and
its closest antecedent. By contrast, the EM model
considers not only these mentions, but also their an-
tecedents in the same entity link. We were interested
in examining what if the MP model utilizes all the
mentions in an entity as the EM model does. As
shown in the third line of Table 4, such a solution
damages the performance; while the recall is at the
same level, the precision drops significantly (up to
12%) and as a result, the F-measure is even lower
than the original MP model. This should be because
a mention does not necessarily have direct corefer-
ence relationships with all of its antecedents. As the
MP model treats each mention-pair as an indepen-
dent instance, including all the antecedents would
produce many less-confident positive instances, and
thus adversely affect training.

The second block of the table summarizes the per-
formance of the systems with ILP. We were first con-
cerned with how well ILP works for the mention-
pair model, compared with the normally used algo-
rithm C4.5. From the results shown in the fourth
line of Table 4, ILP exhibits the same capability in
the resolution; it tends to produce a slightly higher
precision but a lower recall than C4.5 does. Overall,
it performs better in F-measure (1.8%) for Npaper,
while slightly worse (<1%) for Nwire and BNews.
These results demonstrate that ILP could be used as
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link(A,B) :-
bareNP(B,0), hasmention(A,C), appositive(C,1).

link(A,B) :-
hasmention(A,C), numAgree(B,C,1), strMatchHead(B,C,1), bareNP(C,1).

link(A,B) :-
nameNP(B,0), hasmention(A,C), predicative(C,1).

link(A,B) :-
hasmention(A,C), strMatchContain(B,C,1), strMatchHead(B,C,1), bareNP(C,0).

link(A,B) :-
nameNP(B,0), hasmention(A,C), nameAlias(C,1), bareNP(C,0).

link(A,B) :-
pron(B,1), hasmention(A,C), nameNP(C,1), hasmention(A,D), indefNP(D,1),
subject(D, 1).
...

Figure 1: Examples of rules produced by ILP (entity-
mention model)

a good classifier learner for the mention-pair model.

The fifth line of Table 4 is for the ILP based entity-
mention model (described in Section 4.2). We can
observe that the model leads to a better performance
than all the other models. Compared with the sys-
tem with the MP model (under ILP), the EM version
is able to achieve a higher precision (up to 4.6% for
BNews). Although the recall drops slightly (up to
1.8% for BNews), the gain in the precision could
compensate it well; it beats the MP model in the
overall F-measure for all three domains (2.3% for
Nwire, 0.4% for Npaper, 1.4% for BNews). Es-
pecially, the improvement in NWire and BNews is
statistically significant under a 2-tailedt test (p<

0.05). Compared with the EM model with the man-
ually designed first-order feature (the second line),
the ILP-based EM solution also yields better perfor-
mance in precision (with a slightly lower recall) as
well as the overall F-measure (1.0% - 1.8%).

The improvement in precision against the
mention-pair model confirms that the global infor-
mation beyond a single mention pair, when being
considered for training, can make coreference rela-
tions clearer and help classifier learning. The bet-
ter performance against the EM model with heuristi-
cally designed features also suggests that ILP is able
to learn effective first-order rules for the coreference
resolution task.

In Figure 1, we illustrate part of the rules pro-
duced by ILP for the entity-mention model (NWire
domain), which shows how the relational knowledge
of entities and mentions is represented for decision
making. An interesting finding, as shown in the last

rule of the table, is that multiple non-instantiated ar-
guments (i.e. C and D) could possibly appear in
the same rule. According to this rule, a pronominal
mention should be linked with a partial entity which
contains a named-entity and contains an indefinite
NP in a subject position. This supports the claims
in (Yang et al., 2004a) that coreferential informa-
tion is an important factor to evaluate a candidate an-
tecedent in pronoun resolution. Such complex logic
makes it possible to capture information of multi-
ple mentions in an entity at the same time, which is
difficult to implemented in the mention-pair model
and the ordinary entity-mention model with heuris-
tic first-order features.

6 Conclusions

This paper presented an expressive entity-mention
model for coreference resolution by using Inductive
Logic Programming. In contrast to the traditional
mention-pair model, our model can capture infor-
mation beyond single mention pairs for both training
and testing. The relational nature of ILP enables our
model to explicitly express the relations between an
entity and its mentions, and to automatically learn
the first-order rules effective for the coreference res-
olution task. The evaluation on ACE data set shows
that the ILP based entity-model performs better than
the mention-pair model (with up to 2.3% increase in
F-measure), and also beats the entity-mention model
with heuristically designed first-order features.

Our current work focuses on the learning model
that calculates the probability of a mention be-
longing to an entity. For simplicity, we just use a
greedy clustering strategy for resolution, that is, a
mention is linked to the current best partial entity.
In our future work, we would like to investigate
more sophisticated clustering methods that would
lead to global optimization, e.g., by keeping a large
search space (Luo et al., 2004) or using integer
programming (Denis and Baldridge, 2007).
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Abstract

This paper explores the relationship between
discourse segmentation and coverbal gesture.
Introducing the idea of gestural cohesion, we
show that coherent topic segments are char-
acterized by homogeneous gestural forms and
that changes in the distribution of gestural
features predict segment boundaries. Gestu-
ral features are extracted automatically from
video, and are combined with lexical features
in a Bayesian generative model. The resulting
multimodal system outperforms text-only seg-
mentation on both manual and automatically-
recognized speech transcripts.

1 Introduction

When people communicate face-to-face, discourse
cues are expressed simultaneously through multiple
channels. Previous research has extensively studied
how discourse cues correlate with lexico-syntactic
and prosodic features (Hearst, 1994; Hirschberg and
Nakatani, 1998; Passonneau and Litman, 1997); this
work informs various text and speech processing
applications, such as automatic summarization and
segmentation. Gesture is another communicative
modality that frequently accompanies speech, yet it
has not been exploited for computational discourse
analysis.

This paper empirically demonstrates that gesture
correlates with discourse structure. In particular,
we show that automatically-extracted visual fea-
tures can be combined with lexical cues in a sta-
tistical model to predict topic segmentation, a fre-
quently studied form of discourse structure. Our

method builds on the idea that coherent discourse
segments are characterized by gestural cohesion; in
other words, that such segments exhibit homoge-
neous gestural patterns. Lexical cohesion (Halliday
and Hasan, 1976) forms the backbone of many ver-
bal segmentation algorithms, on the theory that seg-
mentation boundaries should be placed where the
distribution of words changes (Hearst, 1994). With
gestural cohesion, we explore whether the same idea
holds for gesture features.

The motivation for this approach comes from a
series of psycholinguistic studies suggesting that
gesture supplements speech with meaningful and
unique semantic content (McNeill, 1992; Kendon,
2004). We assume that repeated patterns in gesture
are indicative of the semantic coherence that charac-
terizes well-defined discourse segments. An advan-
tage of this view is that gestures can be brought to
bear on discourse analysis without undertaking the
daunting task of recognizing and interpreting indi-
vidual gestures. This is crucial because coverbal
gesture – unlike formal sign language – rarely fol-
lows any predefined form or grammar, and may vary
dramatically by speaker.

A key implementational challenge is automati-
cally extracting gestural information from raw video
and representing it in a way that can applied to dis-
course analysis. We employ a representation of vi-
sual codewords, which capture clusters of low-level
motion patterns. For example, one codeword may
correspond to strong left-right motion in the up-
per part of the frame. These codewords are then
treated similarly to lexical items; our model iden-
tifies changes in their distribution, and predicts topic
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boundaries appropriately. The overall framework is
implemented as a hierarchical Bayesian model, sup-
porting flexible integration of multiple knowledge
sources.

Experimental results support the hypothesis that
gestural cohesion is indicative of discourse struc-
ture. Applying our algorithm to a dataset of face-
to-face dialogues, we find that gesture commu-
nicates unique information, improving segmenta-
tion performance over lexical features alone. The
positive impact of gesture is most pronounced
when automatically-recognized speech transcripts
are used, but gestures improve performance by a
significant margin even in combination with manual
transcripts.

2 Related Work

Gesture and discourse Much of the work on ges-
ture in natural language processing has focused
on multimodal dialogue systems in which the ges-
tures and speech may be constrained, e.g. (Johnston,
1998). In contrast, we focus on improving discourse
processing on unconstrained natural language be-
tween humans. This effort follows basic psycho-
logical and linguistic research on the communicative
role of gesture (McNeill, 1992; Kendon, 2004), in-
cluding some efforts that made use of automatically
acquired visual features (Quek, 2003). We extend
these empirical studies with a statistical model of the
relationship between gesture and discourse segmen-
tation.

Hand-coded descriptions of body posture shifts
and eye gaze behavior have been shown to correlate
with topic and turn boundaries in task-oriented dia-
logue (Cassell et al., 2001). These findings are ex-
ploited to generate realistic conversational “ground-
ing” behavior in an animated agent. The seman-
tic content of gesture was leveraged – again, for
gesture generation – in (Kopp et al., 2007), which
presents an animated agent that is capable of aug-
menting navigation directions with gestures that de-
scribe the physical properties of landmarks along
the route. Both systems generate plausible and
human-like gestural behavior; we address the con-
verse problem of interpreting such gestures.

In this vein, hand-coded gesture features have
been used to improve sentence segmentation, show-

ing that sentence boundaries are unlikely to over-
lap gestures that are in progress (Chen et al., 2006).
Features that capture the start and end of gestures
are shown to improve sentence segmentation beyond
lexical and prosodic features alone. This idea of ges-
tural features as a sort of visual punctuation has par-
allels in the literature on prosody, which we discuss
in the next subsection.

Finally, ambiguous noun phrases can be resolved
by examining the similarity of co-articulated ges-
tures (Eisenstein and Davis, 2007). While noun
phrase coreference can be viewed as a discourse pro-
cessing task, we address the higher-level discourse
phenomenon of topic segmentation. In addition, this
prior work focused primarily on pointing gestures
directed at pre-printed visual aids. The current pa-
per presents a new domain, in which speakers do not
have access to visual aids. Thus pointing gestures
are less frequent than “iconic” gestures, in which the
form of motion is the principle communicative fea-
ture (McNeill, 1992).

Non-textual features for topic segmentation Re-
search on non-textual features for topic segmenta-
tion has primarily focused on prosody, under the as-
sumption that a key prosodic function is to mark
structure at the discourse level (Steedman, 1990;
Grosz and Hirshberg, 1992; Swerts, 1997). The ul-
timate goal of this research is to find correlates of
hierarchical discourse structure in phonetic features.

Today, research on prosody has converged on
prosodic cues which correlate with discourse struc-
ture. Such markers include pause duration, fun-
damental frequency, and pitch range manipula-
tions (Grosz and Hirshberg, 1992; Hirschberg and
Nakatani, 1998). These studies informed the devel-
opment of applications such as segmentation tools
for meeting analysis, e.g. (Tur et al., 2001; Galley et
al., 2003).

In comparison, the connection between gesture
and discourse structure is a relatively unexplored
area, at least with respect to computational ap-
proaches. One conclusion that emerges from our
analysis is that gesture may signal discourse struc-
ture in a different way than prosody does: while spe-
cific prosodic markers characterize segment bound-
aries, gesture predicts segmentation through intra-
segmental cohesion. The combination of these two
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modalities is an exciting direction for future re-
search.

3 Visual Features for Discourse Analysis

This section describes the process of building a rep-
resentation that permits the assessment of gestural
cohesion. The core signal-level features are based
on spatiotemporal interest points, which provide a
sparse representation of the motion in the video. At
each interest point, visual, spatial, and kinematic
characteristics are extracted and then concatenated
into vectors. Principal component analysis (PCA)
reduces the dimensionality to a feature vector of
manageable size (Bishop, 2006). These feature vec-
tors are then clustered, yielding a codebook of visual
forms. This video processing pipeline is shown in
Figure 1; the remainder of the section describes the
individual steps in greater detail.

3.1 Spatiotemporal Interest Points

Spatiotemporal interest points (Laptev, 2005) pro-
vide a sparse representation of motion in video. The
idea is to select a few local regions that contain high
information content in both the spatial and tempo-
ral dimensions. The image features at these regions
should be relatively robust to lighting and perspec-
tive changes, and they should capture the relevant
movement in the video. The set of spatiotemporal
interest points thereby provides a highly compressed
representation of the key visual features. Purely spa-
tial interest points have been successful in a variety
of image processing tasks (Lowe, 1999), and spa-
tiotemporal interest points are beginning to show
similar advantages for video processing (Laptev,
2005).

The use of spatiotemporal interest points is specif-
ically motivated by techniques from the computer
vision domain of activity recognition (Efros et al.,
2003; Niebles et al., 2006). The goal of activity
recognition is to classify video sequences into se-
mantic categories: e.g., walking, running, jumping.
As a simple example, consider the task of distin-
guishing videos of walking from videos of jump-
ing. In the walking videos, the motion at most of
the interest points will be horizontal, while in the
jumping videos it will be vertical. Spurious vertical
motion in a walking video is unlikely to confuse the

classifier, as long as the majority of interest points
move horizontally. The hypothesis of this paper is
that just as such low-level movement features can be
applied in a supervised fashion to distinguish activi-
ties, they can be applied in an unsupervised fashion
to group co-speech gestures into perceptually mean-
ingful clusters.

The Activity Recognition Toolbox (Dollár et al.,
2005)1 is used to detect spatiotemporal interest
points for our dataset. This toolbox ranks interest
points using a difference-of-Gaussians filter in the
spatial dimension, and a set of Gabor filters in the
temporal dimension. The total number of interest
points extracted per video is set to equal the number
of frames in the video. This bounds the complexity
of the representation to be linear in the length of the
video; however, the system may extract many inter-
est points in some frames and none in other frames.

Figure 2 shows the interest points extracted from
a representative video frame from our corpus. Note
that the system has identified high contrast regions
of the gesturing hand. From manual inspection,
the large majority of interest points extracted in our
dataset capture motion created by hand gestures.
Thus, for this dataset it is reasonable to assume that
an interest point-based representation expresses the
visual properties of the speakers’ hand gestures. In
videos containing other sources of motion, prepro-
cessing may be required to filter out interest points
that are extraneous to gestural communication.

3.2 Visual Descriptors

At each interest point, the temporal and spatial
brightness gradients are constructed across a small
space-time volume of nearby pixels. Brightness gra-
dients have been used for a variety of problems in
computer vision (Forsyth and Ponce, 2003), and pro-
vide a fairly general way to describe the visual ap-
pearance of small image patches. However, even for
a small space-time volume, the resulting dimension-
ality is still quite large: a 10-by-10 pixel box across 5
video frames yields a 500-dimensional feature vec-
tor for each of the three gradients. For this reason,
principal component analysis (Bishop, 2006) is used
to reduce the dimensionality. The spatial location of
the interest point is added to the final feature vector.

1http://vision.ucsd.edu/∼pdollar/research/cuboids doc/index.html
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Figure 1: The visual processing pipeline for the extraction of gestural codewords from video.

Figure 2: Circles indicate the interest points extracted
from this frame of the corpus.

This visual feature representation is substantially
lower-level than the descriptions of gesture form
found in both the psychology and computer science
literatures. For example, when manually annotat-
ing gesture, it is common to employ a taxonomy
of hand shapes and trajectories, and to describe the
location with respect to the body and head (Mc-
Neill, 1992; Martell, 2005). Working with automatic
hand tracking, Quek (2003) automatically computes
perceptually-salient gesture features, such as sym-
metric motion and oscillatory repetitions.

In contrast, our feature representation takes the
form of a vector of continuous values and is not eas-
ily interpretable in terms of how the gesture actu-
ally appears. However, this low-level approach of-
fers several important advantages. Most critically,
it requires no initialization and comparatively little
tuning: it can be applied directly to any video with a
fixed camera position and static background. Sec-
ond, it is robust: while image noise may cause a
few spurious interest points, the majority of inter-
est points should still guide the system to an appro-
priate characterization of the gesture. In contrast,
hand tracking can become irrevocably lost, requiring

manual resets (Gavrila, 1999). Finally, the success
of similar low-level interest point representations at
the activity-recognition task provides reason for op-
timism that they may also be applicable to unsuper-
vised gesture analysis.

3.3 A Lexicon of Visual Forms

After extracting a set of low-dimensional feature
vectors to characterize the visual appearance at each
spatiotemporal interest point, it remains only to
convert this into a representation amenable to a
cohesion-based analysis. Using k-means cluster-
ing (Bishop, 2006), the feature vectors are grouped
into codewords: a compact, lexicon-like representa-
tion of salient visual features in video. The number
of clusters is a tunable parameter, though a system-
atic investigation of the role of this parameter is left
for future work.

Codewords capture frequently-occurring patterns
of motion and appearance at a local scale – interest
points that are clustered together have a similar vi-
sual appearance. Because most of the motion in our
videos is gestural, the codewords that appear during
a given sentence provide a succinct representation of
the ongoing gestural activity. Distributions of code-
words over time can be analyzed in similar terms
to the distribution of lexical features. A change in
the distribution of codewords indicates new visual
kinematic elements entering the discourse. Thus, the
codeword representation allows gestural cohesion to
be assessed in much the same way as lexical cohe-
sion.

4 Bayesian Topic Segmentation

Topic segmentation is performed in a Bayesian
framework, with each sentence’s segment index en-
coded in a hidden variable, written zt. The hidden
variables are assumed to be generated by a linear
segmentation, such that zt ∈ {zt−1, zt−1 + 1}. Ob-
servations – the words and gesture codewords – are
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generated by multinomial language models that are
indexed according to the segment. In this frame-
work, a high-likelihood segmentation will include
language models that are tightly focused on a com-
pact vocabulary. Such a segmentation maximizes
the lexical cohesion of each segment. This model
thus provides a principled, probabilistic framework
for cohesion-based segmentation, and we will see
that the Bayesian approach is particularly well-
suited to the combination of multiple modalities.

Formally, our goal is to identify the best possible
segmentation S, where S is a tuple: S = 〈z, θ, φ〉.
The segment indices for each sentence are written
zt; for segment i, θi and φi are multinomial lan-
guage models over words and gesture codewords re-
spectively. For each sentence, xt and yt indicate
the words and gestures that appear. We will seek to
identify the segmentation Ŝ = argmaxSp(S,x,y),
conditioned on priors that will be defined below.

p(S,x,y) = p(x,y|S)p(S)

p(x,y|S) =
∏

i

p({xt : zt = i}|θi)p({yt : zt = i}|φi)

(1)

p(S) = p(z)
∏

i

p(θi)p(φi) (2)

The language models θi and φi are multinomial
distributions, so the log-likelihood of the obser-
vations xt is log p(xt|θi) =

∑W
j n(t, j) log θi,j ,

where n(t, j) is the count of word j in sentence t,
and W is the size of the vocabulary. An analogous
equation is used for the gesture codewords. Each
language model is given a symmetric Dirichlet prior
α. As we will see shortly, the use of different pri-
ors for the verbal and gestural language models al-
lows us to weight these modalities in a Bayesian
framework. Finally, we model the probability of
the segmentation z by considering the durations of
each segment: p(z) =

∏
i p(dur(i)|ψ). A negative-

binomial distribution with parameter ψ is applied to
discourage extremely short or long segments.
Inference Crucially, both the likelihood (equa-
tion 1) and the prior (equation 2) factor into a prod-
uct across the segments. This factorization en-
ables the optimal segmentation to be found using
a dynamic program, similar to those demonstrated
by Utiyama and Isahara (2001) and Malioutov and

Barzilay (2006). For each set of segmentation points
z, the associated language models are set to their
posterior expectations, e.g., θi = E[θ|{xt : zt =
i}, α].

The Dirichlet prior is conjugate to the multino-
mial, so this expectation can be computed in closed
form:

θi,j =
n(i, j) + α

N(i) +Wα
, (3)

where n(i, j) is the count of word j in segment
i and N(i) is the total number of words in seg-
ment i (Bernardo and Smith, 2000). The symmetric
Dirichlet prior α acts as a smoothing pseudo-count.
In the multimodal context, the priors act to control
the weight of each modality. If the prior for the ver-
bal language model θ is high relative to the prior for
the gestural language model φ then the verbal multi-
nomial will be smoother, and will have a weaker im-
pact on the final segmentation. The impact of the
priors on the weights of each modality is explored
in Section 6.

Estimation of priors The distribution over seg-
ment durations is negative-binomial, with parame-
ters ψ. In general, the maximum likelihood estimate
of the parameters of a negative-binomial distribu-
tion cannot be found in closed form (Balakrishnan
and Nevzorov, 2003). For any given segmentation,
the maximum-likelihood setting for ψ is found via
a gradient-based search. This setting is then used
to generate another segmentation, and the process
is iterated until convergence, as in hard expectation-
maximization. The Dirichlet priors on the language
models are symmetric, and are chosen via cross-
validation. Sampling or gradient-based techniques
may be used to estimate these parameters, but this is
left for future work.

Relation to other segmentation models Other
cohesion-based techniques have typically focused
on hand-crafted similarity metrics between sen-
tences, such as cosine similarity (Galley et al., 2003;
Malioutov and Barzilay, 2006). In contrast, the
model described here is probabilistically motivated,
maximizing the joint probability of the segmentation
with the observed words and gestures. Our objec-
tive criterion is similar in form to that of Utiyama
and Isahara (2001); however, in contrast to this prior
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work, our criterion is justified by a Bayesian ap-
proach. Also, while the smoothing in our approach
arises naturally from the symmetric Dirichlet prior,
Utiyama and Isahara apply Laplace’s rule and add
pseudo-counts of one in all cases. Such an approach
would be incapable of flexibly balancing the contri-
butions of each modality.

5 Evaluation Setup

Dataset Our dataset is composed of fifteen audio-
video recordings of dialogues limited to three min-
utes in duration. The dataset includes nine differ-
ent pairs of participants. In each video one of five
subjects is discussed. The potential subjects include
a “Tom and Jerry” cartoon, a “Star Wars” toy, and
three mechanical devices: a latchbox, a piston, and
a candy dispenser. One participant – “participant A”
– was familiarized with the topic, and is tasked with
explaining it to participant B, who is permitted to
ask questions. Audio from both participants is used,
but only video of participant A is used; we do not ex-
amine whether B’s gestures are relevant to discourse
segmentation.

Video was recorded using standard camcorders,
with a resolution of 720 by 480 at 30 frames per
second. The video was reduced to 360 by 240 gray-
scale images before visual analysis is applied. Audio
was recorded using headset microphones. No man-
ual postprocessing is applied to the video.

Annotations and data processing All speech was
transcribed by hand, and time stamps were obtained
using the SPHINX-II speech recognition system for
forced alignment (Huang et al., 1993). Sentence
boundaries are annotated according to (NIST, 2003),
and additional sentence boundaries are automati-
cally inserted at all turn boundaries. Commonly-
occurring terms unlikely to impact segmentation are
automatically removed by using a stoplist.

For automatic speech recognition, the default Mi-
crosoft speech recognizer was applied to each sen-
tence, and the top-ranked recognition result was re-
ported. As is sometimes the case in real-world ap-
plications, no speaker-specific training data is avail-
able. The resulting recognition quality is very poor,
yielding a word error rate of 77%.

Annotators were instructed to select segment
boundaries that divide the dialogue into coherent

topics. Segmentation points are required to coincide
with sentence or turn boundaries. A second annota-
tor – who is not an author on any paper connected
with this research – provided an additional set of
segment annotations on six documents. On this sub-
set of documents, the Pk between annotators was
.306, and the WindowDiff was .325 (these metrics
are explained in the next subsection). This is simi-
lar to the interrater agreement reported by Malioutov
and Barzilay (2006).

Over the fifteen dialogues, a total of 7458 words
were transcribed (497 per dialogue), spread over
1440 sentences or interrupted turns (96 per dia-
logue). There were a total of 102 segments (6.8
per dialogue), from a minimum of four to a maxi-
mum of ten. This rate of fourteen sentences or in-
terrupted turns per segment indicates relatively fine-
grained segmentation. In the physics lecture corpus
used by Malioutov and Barzilay (2006), there are
roughly 100 sentences per segment. On the ICSI
corpus of meeting transcripts, Galley et al. (2003)
report 7.5 segments per meeting, with 770 “poten-
tial boundaries,” suggesting a similar rate of roughly
100 sentences or interrupted turns per segment.

The size of this multimodal dataset is orders of
magnitude smaller than many other segmentation
corpora. For example, the Broadcast News corpus
used by Beeferman et al. (1999) and others con-
tains two million words. The entire ICSI meeting
corpus contains roughly 600,000 words, although
only one third of this dataset was annotated for seg-
mentation (Galley et al., 2003). The physics lecture
corpus that was mentioned above contains 232,000
words (Malioutov and Barzilay, 2006). The task
considered in this section is thus more difficult than
much of the previous discourse segmentation work
on two dimensions: there is less training data, and a
finer-grained segmentation is required.

Metrics All experiments are evaluated in terms
of the commonly-used Pk (Beeferman et al., 1999)
and WindowDiff (WD) (Pevzner and Hearst, 2002)
scores. These metrics are penalties, so lower val-
ues indicate better segmentations. The Pk metric
expresses the probability that any randomly chosen
pair of sentences is incorrectly segmented, if they
are k sentences apart (Beeferman et al., 1999). Fol-
lowing tradition, k is set to half of the mean seg-
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Method Pk WD
1. gesture only .486 .502
2. ASR only .462 .476
3. ASR + gesture .388 .401
4. transcript only .382 .397
5. transcript + gesture .332 .349
6. random .473 .526
7. equal-width .508 .515

Table 1: For each method, the score of the best perform-
ing configuration is shown. Pk and WD are penalties, so
lower values indicate better performance.

ment length. The WindowDiff metric is a varia-
tion of Pk (Pevzner and Hearst, 2002), applying a
penalty whenever the number of segments within the
k-sentence window differs for the reference and hy-
pothesized segmentations.

Baselines Two naı̈ve baselines are evaluated.
Given that the annotator has divided the dialogue
into K segments, the random baseline arbitrary
chooses K random segmentation points. The re-
sults of this baseline are averaged over 1000 itera-
tions. The equal-width baseline places boundaries
such that all segments contain an equal number of
sentences. Both the experimental systems and these
naı̈ve baselines were given the correct number of
segments, and also were provided with manually an-
notated sentence boundaries – their task is to select
the k sentence boundaries that most accurately seg-
ment the text.

6 Results

Table 1 shows the segmentation performance for a
range of feature sets, as well as the two baselines.
Given only gesture features the segmentation results
are poor (line 1), barely outperforming the baselines
(lines 6 and 7). However, gesture proves highly ef-
fective as a supplementary modality. The combina-
tion of gesture with ASR transcripts (line 3) yields
an absolute 7.4% improvement over ASR transcripts
alone (line 4). Paired t-tests show that this result
is statistically significant (t(14) = 2.71, p < .01
for both Pk and WindowDiff). Even when man-
ual speech transcripts are available, gesture features
yield a substantial improvement, reducing Pk and
WD by roughly 5%. This result is statistically sig-

nificant for both Pk (t(14) = 2.00, p < .05) and
WD (t(14) = 1.94, p < .05).

Interactions of verbal and gesture features We
now consider the relative contribution of the verbal
and gesture features. In a discriminative setting, the
contribution of each modality would be explicitly
weighted. In a Bayesian generative model, the same
effect is achieved through the Dirichlet priors, which
act to smooth the verbal and gestural multinomials –
see equation 3. For example, when the gesture prior
is high and verbal prior is low, the gesture counts are
smoothed, and the verbal counts play a greater role
in segmentation. When both priors are very high,
the model will simply try to find equally-sized seg-
ments, satisfying the distribution over durations.

The effects of these parameters can be seen in Fig-
ure 3. The gesture model prior is held constant at
its ideal value, and the segmentation performance
is plotted against the logarithm of the verbal prior.
Low values of the verbal prior cause it to domi-
nate the segmentation; this can be seen at the left
of both graphs, where the performance of the multi-
modal and verbal-only systems are nearly identical.
High values of the verbal prior cause it to be over-
smoothed, and performance thus approaches that of
the gesture-only segmenter.

Comparison to other models While much of
the research on topic segmentation focuses on writ-
ten text, there are some comparable systems that
also aim at unsupervised segmentation of sponta-
neous spoken language. For example, Malioutov
and Barzilay (2006) segment a corpus of classroom
lectures, using similar lexical cohesion-based fea-
tures. With manual transcriptions, they report a .383
Pk and .417 WD on artificial intelligence (AI) lec-
tures, and .298 Pk and .311 WD on physics lectures.
Our results are in the range bracketed by these two
extremes; the wide range of results suggests that seg-
mentation scores are difficult to compare across do-
mains. The segmentation of physics lectures was at
a very course level of granularity, while the segmen-
tation of AI lectures was more similar to our anno-
tations.

We applied the publicly-available executable for
this algorithm to our data, but performance was
poor, yielding a .417 Pk and .465 WD even when
both verbal and gestural features were available.
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Figure 3: The multimodal and verbal-only performance using the reference transcript. The x-axis shows the logarithm
of the verbal prior; the gestural prior is held fixed at the optimal value.

This may be because the technique is not de-
signed for the relatively fine-grained segmentation
demanded by our dataset (Malioutov, 2006).

7 Conclusions

This research shows a novel relationship between
gestural cohesion and discourse structure. Automat-
ically extracted gesture features are predictive of dis-
course segmentation when used in isolation; when
lexical information is present, segmentation perfor-
mance is further improved. This suggests that ges-
tures provide unique information not present in the
lexical features alone, even when perfect transcripts
are available.

There are at least two possibilities for how ges-
ture might impact topic segmentation: “visual punc-
tuation,” and cohesion. The visual punctuation view
would attempt to identify specific gestural patterns
that are characteristic of segment boundaries. This
is analogous to research that identifies prosodic sig-
natures of topic boundaries, such as (Hirschberg and
Nakatani, 1998). By design, our model is incapable
of exploiting such phenomena, as our goal is to in-
vestigate the notion of gestural cohesion. Thus, the
performance gains demonstrated in this paper can-
not be explained by such punctuation-like phenom-
ena; we believe that they are due to the consistent
gestural themes that characterize coherent topics.
However, we are interested in pursuing the idea of
visual punctuation in the future, so as to compare the
power of visual punctuation and gestural cohesion
to predict segment boundaries. In addition, the in-

teraction of gesture and prosody suggests additional
possibilities for future research.

The videos in the dataset for this paper are fo-
cused on the description of physical devices and
events, leading to a fairly concrete set of gestures.
In other registers of conversation, gestural form may
be driven more by spatial metaphors, or may con-
sist mainly of temporal “beats.” In such cases, the
importance of gestural cohesion for discourse seg-
mentation may depend on the visual expressivity of
the speaker. We plan to examine the extensibility of
gesture cohesion to more naturalistic settings, such
as classroom lectures.

Finally, topic segmentation provides only an out-
line of the discourse structure. Richer models of dis-
course include hierarchical structure (Grosz and Sid-
ner, 1986) and Rhetorical Structure Theory (Mann
and Thompson, 1988). The application of gestural
analysis to such models may lead to fruitful areas of
future research.
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Abstract

We extend the classical single-task active
learning (AL) approach. In the multi-task ac-
tive learning (MTAL) paradigm, we select ex-
amples for several annotation tasks rather than
for a single one as usually done in the con-
text of AL. We introduce two MTAL meta-
protocols, alternating selection and rank com-
bination, and propose a method to implement
them in practice. We experiment with a two-
task annotation scenario that includes named
entity and syntactic parse tree annotations on
three different corpora. MTAL outperforms
random selection and a stronger baseline, one-
sided example selection, in which one task is
pursued using AL and the selected examples
are provided also to the other task.

1 Introduction

Supervised machine learning methods have success-
fully been applied to many NLP tasks in the last few
decades. These techniques have demonstrated their
superiority over both hand-crafted rules and unsu-
pervised learning approaches. However, they re-
quire large amounts of labeled training data for every
level of linguistic processing (e.g., POS tags, parse
trees, or named entities). When, when domains
and text genres change (e.g., moving from common-
sense newspapers to scientific biology journal arti-
cles), extensive retraining on newly supplied train-
ing material is often required, since different do-
mains may use different syntactic structures as well
as different semantic classes (entities and relations).

∗ Both authors contributed equally to this work.

Consequently, with an increasing coverage of a
wide variety of domains in human language tech-
nology (HLT) systems, we can expect a growing
need for manual annotations to support many kinds
of application-specific training data.

Creating annotated data is extremely labor-
intensive. The Active Learning (AL) paradigm
(Cohn et al., 1996) offers a promising solution to
deal with this bottleneck, by allowing the learning
algorithm to control the selection of examples to
be manually annotated such that the human label-
ing effort be minimized. AL has been successfully
applied already for a wide range of NLP tasks, in-
cluding POS tagging (Engelson and Dagan, 1996),
chunking (Ngai and Yarowsky, 2000), statistical
parsing (Hwa, 2004), and named entity recognition
(Tomanek et al., 2007).

However, AL is designed in such a way that it se-
lects examples for manual annotation with respect to
a single learning algorithm or classifier. Under this
AL annotation policy, one has to perform a separate
annotation cycle for each classifier to be trained. In
the following, we will refer to the annotations sup-
plied for a classifier as the annotations for a single
annotation task.

Modern HLT systems often utilize annotations re-
sulting from different tasks. For example, a machine
translation system might use features extracted from
parse trees and named entity annotations. For such
an application, we obviously need the different an-
notations to reside in the same text corpus. It is not
clear how to apply the single-task AL approach here,
since a training example that is beneficial for one
task might not be so for others. We could annotate
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the same corpus independently by the two tasks and
merge the resulting annotations, but that (as we show
in this paper) would possibly yield sub-optimal us-
age of human annotation efforts.

There are two reasons why multi-task AL, and
by this, a combined corpus annotated for various
tasks, could be of immediate benefit. First, annota-
tors working onsimilar annotation tasks (e.g., con-
sidering named entities and relations between them),
might exploit annotation data from one subtask for
the benefit of the other. If for each subtask a sepa-
rate corpus is sampled by means of AL, annotators
will definitely lack synergy effects and, therefore,
annotation will be more laborious and is likely to
suffer in terms of quality and accuracy. Second, for
dissimilar annotation tasks – take, e.g., a compre-
hensive HLT pipeline incorporating morphological,
syntactic and semantic data – a classifier might re-
quire features as input which constitute the output
of another preceding classifier. As a consequence,
training such a classifier which takes into account
several annotation tasks will best be performed on
a rich corpus annotated with respect to all input-
relevant tasks. Both kinds of annotation tasks, simi-
lar and dissimilar ones, constitute examples of what
we refer to asmulti-taskannotation problems.

Indeed, there have been efforts in creating re-
sources annotated with respect to various annotation
tasks though each of them was carried out indepen-
dently of the other. In the general language UPenn
annotation efforts for the WSJ sections of the Penn
Treebank (Marcus et al., 1993), sentences are anno-
tated with POS tags, parse trees, as well as discourse
annotation from the Penn Discourse Treebank (Milt-
sakaki et al., 2008), while verbs and verb arguments
are annotated with Propbank rolesets (Palmer et al.,
2005). In the biomedical GENIA corpus (Ohta et
al., 2002), scientific text is annotated with POS tags,
parse trees, and named entities.

In this paper, we introducemulti-task active
learning (MTAL), an active learning paradigm for
multiple annotation tasks. We propose a new AL
framework where the examples to be annotated are
selected so that they are as informative as possible
for a set of classifiers instead of a single classifier
only. This enables the creation of a single combined
corpus annotated with respect to various annotation
tasks, while preserving the advantages of AL with

respect to the minimization of annotation efforts.
In a proof-of-concept scenario, we focus on two

highly dissimilar tasks, syntactic parsing and named
entity recognition, study the effects of multi-task AL
under rather extreme conditions. We propose two
MTAL meta-protocols and a method to implement
them for these tasks. We run experiments on three
corpora for domains and genres that are very differ-
ent (WSJ: newspapers, Brown: mixed genres, and
GENIA: biomedical abstracts). Our protocols out-
perform two baselines (random and a stronger one-
sided selection baseline).

In Section 2 we introduce our MTAL framework
and present two MTAL protocols. In Section 3 we
discuss the evaluation of these protocols. Section
4 describes the experimental setup, and results are
presented in Section 5. We discuss related work in
Section 6. Finally, we point to open research issues
for this new approach in Section 7.

2 A Framework for Multi-Task AL

In this section we introduce a sample selection
framework that aims at reducing the human anno-
tation effort in a multiple annotation scenario.

2.1 Task Definition

To measure the efficiency of selection methods, we
define thetraining quality TQ of annotated mate-
rial S as the performancep yielded with a reference
learnerX trained on that material:TQ(X, S) = p.
A selection method can be considered better than an-
other one if a higher TQ is yielded with the same
amount of examples being annotated.

Our framework is an extension of the Active
Learning (AL) framework (Cohn et al., 1996)). The
original AL framework is based on querying in an it-
erative manner those examples to be manually anno-
tated that are most useful for the learner at hand. The
TQ of an annotated corpus selected by means of AL
is much higher than random selection. This AL ap-
proach can be considered assingle-task ALbecause
it focuses on a single learner for which the examples
are to be selected. In a multiple annotation scenario,
however, there are several annotation tasks to be ac-
complished at once and for each task typically a sep-
arate statistical model will then be trained. Thus, the
goal ofmulti-task ALis to query those examples for
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human annotation that are most informative forall
learners involved.

2.2 One-Sided Selection vs. Multi-Task AL

The naive approach to select examples in a multiple
annotation scenario would be to perform a single-
task AL selection, i.e., the examples to be annotated
are selected with respect to one of the learners only.1

In a multiple annotation scenario we call such an ap-
proachone-sidedselection. It is anintrinsic selec-
tion for the reference learner, and anextrinsicselec-
tion for all the other learners also trained on the an-
notated material. Obviously, a corpus compiled with
the help of one-sided selection will have a good TQ
for that learner for which the intrinsic selection has
taken place. For all the other learners, however, we
have no guarantee that their TQ will not be inferior
than the TQ of a random selection process.

In scenarios where the different annotation tasks
are highly dissimilar we can expect extrinsic selec-
tion to be rather poor. This intuition is demonstrated
by experiments we conducted for named entity (NE)
and parse annotation tasks2 (Figure 1). In this sce-
nario, extrinsic selection for the NE annotation task
means that examples where selected with respect
to the parsing task. Extrinsic selection performed
about the same as random selection for the NE task,
while for the parsing task extrinsic selection per-
formed markedly worse. This shows that examples
that were very informative for the NE learner were
not that informative for the parse learner.

2.3 Protocols for Multi-Task AL

Obviously, we can expect one-sided selection to per-
form better for the reference learner (the one for
which an intrinsic selection took place) than multi-
task AL selection, because the latter would be a
compromise for all learners involved in the multi-
ple annotation scenario. However, the goal of multi-
task AL is to minimize the annotation effort over all
annotation tasks and not just the effort for a single
annotation task.

For a multi-task AL protocol to be valuable in a
specific multiple annotation scenario, the TQ for all
considered learners should be

1Of course, all selected examples would be annotated w.r.t.
all annotation tasks.

2See Section 4 for our experimental setup.

1. better than the TQ of random selection,

2. and better than the TQ of any extrinsic selec-
tion.

In the following, we introduce two protocols for
multi-task AL. Multi-task AL protocols can be con-
sideredmeta-protocolsbecause they basically spec-
ify how task-specific, single-task AL approaches can
be combined into one selection decision. By this,
the protocols are independent of the underlying task-
specific AL approaches.

2.3.1 Alternating Selection

Thealternating selectionprotocol alternates one-
sided AL selection. Insj consecutive AL iterations,
the selection is performed as one-sided selection
with respect to learning algorithmXj . After that,
another learning algorithm is considered for selec-
tion for sk consecutive iterations and so on. Depend-
ing on the specific scenario, this enables to weight
the different annotation tasks by allowing them to
guide the selection in more or less AL iterations.
This protocol is a straight-forward compromise be-
tween the different single-task selection approaches.

In this paper we experiment with the special case
of si = 1, where in every AL iteration the selection
leadership is changed. More sophisticated calibra-
tion of the parameterssi is beyond the scope of this
paper and will be dealt with in future work.

2.3.2 Rank Combination

The rank combinationprotocol is more directly
based on the idea to combine single-task AL selec-
tion decisions. In each AL iteration, the usefulness
scoresXj

(e) of each unlabeled examplee from the
pool of examples is calculated with respect to each
learnerXj and then translated into a rankrXj

(e)
where higher usefulness means lower rank number
(examples with identical scores get the same rank
number). Then, for each example, we sum the rank
numbers of each annotation task to get the overall
rankr(e) =

∑n
j=1 rXj

(e). All examples are sorted
by this combined rank andb examples with lowest
rank numbers are selected for manual annotation.3

3As the number of ranks might differ between the single an-
notation tasks, we normalize them to the coarsest scale. Then
we can sum up the ranks as explained above.
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Figure 1: Learning curves for random and extrinsic selection on both tasks: named entity annotation (left) and syntactic
parse annotation (right), using theWSJcorpus scenario

This protocol favors examples which are good for
all learning algorithms. Examples that are highly in-
formative for one task but rather uninformative for
another task will not be selected.

3 Evaluation of Multi-Task AL

The notion of training quality (TQ) can be used to
quantify the effectiveness of a protocol, and by this,
annotation costs in a single-task AL scenario. To ac-
tually quantify the overall training quality in a multi-
ple annotation scenario one would have to sum over
all the single task’s TQs. Of course, depending on
the specific annotation task, one would not want to
quantify the number of examples being annotated
but different task-specific units of annotation. While
for entity annotations one does typically count the
number of tokens being annotated, in the parsing
scenario the number of constituents being annotated
is a generally accepted measure. As, however, the
actual time needed for the annotation of one exam-
ple usually differs for different annotation tasks, nor-
malizing exchange rates have to be specified which
can then be used as weighting factors. In this paper,
we do not define such weighting factors4, and leave
this challenging question to be discussed in the con-
text of psycholinguistic research.

We could quantify the overall efficiency scoreE
of a MTAL protocolP by

E(P ) =
n∑

j=1

αj · TQ(Xj , uj)

whereuj denotes the individual annotation task’s

4Such weighting factors not only depend on the annotation
level or task but also on the domain, and especially on the cog-
nitive load of the annotation task.

number of units being annotated (e.g., constituents
for parsing) and the task-specific weights are defined
by αj . Given weights are properly defined, such a
score can be applied to directly compare different
protocols and quantify their differences.

In practice, such task-specific weights might also
be considered in the MTAL protocols. In the alter-
nating selection protocol, the numbers of consecu-
tive iterationssi each single task protocol can be
tuned according to theα parameters. As for the
rank combination protocol, the weights can be con-
sidered when calculating the overall rank:r(e) =∑n

j=1 βj · rXj
(e) where the parametersβ1 . . . βn re-

flect the values ofα1 . . . αn (though they need not
necessarily be the same).

In our experiments, we assumed the same weight
for all annotation schemata, thus simply settingsi =
1, βi = 1. This was done for the sake of a clear
framework presentation. Finding proper weights for
the single tasks and tuning the protocols accordingly
is a subject for further research.

4 Experiments

4.1 Scenario and Task-Specific Selection
Protocols

The tasks in our scenario comprise one semantic
task (annotation with named entities (NE)) and one
syntactic task (annotation with PCFG parse trees).
The tasks are highly dissimilar, thus increasing the
potential value of MTAL. Both tasks are subject to
intensive research by the NLP community.

The MTAL protocols proposed are meta-
protocols that combine the selection decisions of
the underlying, task-specific AL protocols. In
our scenario, the task-specific AL protocols are
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committee-based (Freund et al., 1997) selection
protocols. In committee-based AL, a committee
consists ofk classifiers of the same type trained
on different subsets of the training data.5 Each
committee member then makes its predictions on
the unlabeled examples, and those examples on
which the committee members disagree most are
considered most informative for learning and are
thus selected for manual annotation. In our scenario
the example grain-size is the sentence level.

For the NE task, we apply the AL approach of
Tomanek et al. (2007). The committee consists of
k1 = 3 classifiers and the vote entropy (VE) (Engel-
son and Dagan, 1996) is employed as disagreement
metric. It is calculated on the token-level as

V Etok(t) = −
1

log k

c∑

i=0

V (li, t)

k
log

V (li, t)

k
(1)

where V (li,t)
k

is the ratio ofk classifiers where the
label li is assigned to a tokent. The sentence level
vote entropyV Esent is then the average over all to-
kenstj of sentences.

For the parsing task, the disagreement score is
based on a committee ofk2 = 10 instances of Dan
Bikel’s reimplementation of Collins’ parser (Bickel,
2005; Collins, 1999). For each sentence in the un-
labeled pool, the agreement between the committee
members was calculated using the function reported
by Reichart and Rappoport (2007):

AF (s) =
1

N

∑

i,l∈[1...N ],i6=l

fscore(mi, ml) (2)

Wheremi andml are the committee members and
N = k2·(k2−1)

2 is the number of pairs of different
committee members. This function calculates the
agreement between the members of each pair by cal-
culating their relative f-score and then averages the
pairs’ scores. The disagreement of the committee on
a sentence is simply1 − AF (s).

4.2 Experimental settings

For the NE task we employed the classifier described
by Tomanek et al. (2007): The NE tagger is based on
Conditional Random Fields (Lafferty et al., 2001)

5We randomly sampledL =
3

4
of the training data to create

each committee member.

and has a rich feature set including orthographical,
lexical, morphological, POS, and contextual fea-
tures. For parsing, Dan Bikel’s reimplementation of
Collins’ parser is employed, using gold POS tags.

In each AL iteration we select100 sentences for
manual annotation.6 We start with a randomly cho-
sen seed set of200 sentences. Within a corpus we
used the same seed set in all selection scenarios. We
compare the following five selection scenarios: Ran-
dom selection (RS), which serves as our baseline;
one-sided AL selection for both tasks (calledNE-AL
and PARSE-AL); and multi-task AL selection with
the alternating selection protocol (alter-MTAL) and
the rank combination protocol (ranks-MTAL).

We performed our experiments on three dif-
ferent corpora, namely one from the newspaper
genre (WSJ), a mixed-genre corpus (Brown ), and a
biomedical corpus (Bio ). Our simulation corpora
contain both entity annotations and (constituent)
parse annotations. For each corpus we have a pool
set (from which we select the examples for annota-
tion) and an evaluation set (used for generating the
learning curves). TheWSJcorpus is based on the
WSJ part of the PENN TREEBANK (Marcus et al.,
1993); we used the first 10,000 sentences of section
2-21 as the pool set, and section 00 as evaluation set
(1,921 sentences). TheBrown corpus is also based
on the respective part of the PENN TREEBANK. We
created a sample consisting of 8 of any 10 consec-
utive sentences in the corpus. This was done as
Brown contains text from various English text gen-
res, and we did that to create a representative sample
of the corpus domains. We finally selected the first
10,000 sentences from this sample as pool set. Every
9th from every 10 consecutive sentences package
went into the evaluation set which consists of 2,424
sentences. For bothWSJandBrown only parse an-
notations though no entity annotations were avail-
able. Thus, we enriched both corpora with entity
annotations (three entities: person, location, and or-
ganization) by means of a tagger trained on the En-
glish data set of the CoNLL-2003 shared task (Tjong
Kim Sang and De Meulder, 2003).7 TheBio corpus

6Manual annotation is simulated by just unveiling the anno-
tations already contained in our corpora.

7We employed a tagger similar to the one presented by Set-
tles (2004). Our tagger has a performance of≈ 84% f-score on
the CoNLL-2003 data; inspection of the predicted entities on
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is based on the parsed section of the GENIA corpus
(Ohta et al., 2002). We performed the same divi-
sions as forBrown , resulting in 2,213 sentences in
our pool set and 276 sentences for the evaluation set.
This part of the GENIA corpus comes with entity an-
notations. We have collapsed the entity classes an-
notated in GENIA (cell line, cell type, DNA, RNA,
protein) into a single, biological entity class.

5 Results

In this section we present and discuss our results
when applying the five selection strategies (RS, NE-
AL, PARSE-AL, alter-MTAL, and ranks-MTAL) to
our scenario on the three corpora. We refrain from
calculating the overall efficiency score (Section 3)
here due to the lack of generally accepted weights
for the considered annotation tasks. However, we
require from a good selection protocol to exceed the
performance of random selection and extrinsic se-
lection. In addition, recall from Section 3 that we
set the alternate selection and rank combination pa-
rameters tosi = 1, βi = 1, respectively to reflect a
tradeoff between the annotation efforts of both tasks.

Figures 2 and 3 depict the learning curves for
the NE tagger and the parser onWSJandBrown ,
respectively. Each figure shows the five selection
strategies. As expected, on both corpora and both
tasks intrinsic selection performs best, i.e., for the
NE tagger NE-AL and for the parser PARSE-AL.
Further, random selection and extrinsic selection
perform worst. Most importantly, both MTAL pro-
tocols clearly outperform extrinsic and random se-
lection in all our experiments. This is in contrast
to NE-AL which performs worse than random se-
lection for all corpora when used as extrinsic selec-
tion, and for PARSE-AL that outperforms the ran-
dom baseline only forBrown when used as extrin-
sic selection. That is, the MTAL protocols suggest a
tradeoff between the annotation efforts of the differ-
ent tasks, here.

OnWSJ, both for the NE and the parse annotation
tasks, the performance of the MTAL protocols is
very similar, though ranks-MTAL performs slightly
better. For the parser task, up to 30,000 constituents
MTAL performs almost as good as does PARSE-
AL. This is different for the NE task where NE-AL

WSJandBrown revealed a good tagging performance.

clearly outperforms MTAL. OnBrown , in general
we see the same results, with some minor differ-
ences. On the NE task, extrinsic selection (PARSE-
AL) performs better than random selection, but it is
still much worse than intrinsic AL or MTAL. Here,
ranks-MTAL significantly outperforms alter-MTAL
and almost performs as good as intrinsic selection.
For the parser task, we see that extrinsic and ran-
dom selection are equally bad. Both MTAL proto-
cols perform equally well, again being quite similar
to the intrinsic selection. On the BIO corpus8 we ob-
served the same tendencies as in the other two cor-
pora, i.e., MTAL clearly outperforms extrinsic and
random selection and supplies a better tradeoff be-
tween annotation efforts of the task at hand than one-
sided selection.

Overall, we can say that in all scenarios MTAL
performs much better than random selection and ex-
trinsic selection, and in most cases the performance
of MTAL (especially but not exclusively, ranks-
MTAL) is even close to intrinsic selection. This is
promising evidence that MTAL selection can be a
better choice than one-sided selection in multiple an-
notation scenarios. Thus, considering all annotation
tasks in the selection process (even if the selection
protocol is as simple as the alternating selection pro-
tocol) is better than selecting only with respect to
one task. Further, it should be noted that overall the
more sophisticated rank combination protocol does
not perform much better than the simpler alternating
selection protocol in all scenarios.

Finally, Figure 4 shows the disagreement curves
for the two tasks on theWSJcorpus. As has already
been discussed by Tomanek and Hahn (2008), dis-
agreement curves can be used as a stopping crite-
rion and to monitor the progress of AL-driven an-
notation. This is especially valuable when no anno-
tated validation set is available (which is needed for
plotting learning curves). We can see that the dis-
agreement curves significantly flatten approximately
at the same time as the learning curves do. In the
context of MTAL, disagreement curves might not
only be interesting as a stopping criterion but rather
as a switching criterion, i.e., to identify when MTAL
could be turned into one-sided selection. This would
be the case if in an MTAL scenario, the disagree-

8The plots for theBio are omitted due to space restrictions.
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Figure 2: Learning curves for NE task onWSJ(left) andBrown (right)
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Figure 3: Learning curves for parse task onWSJ(left) andBrown (right)

ment curve of one task has a slope of (close to) zero.
Future work will focus on issues related to this.

6 Related Work

There is a large body of work on single-task AL ap-
proaches for many NLP tasks where the focus is
mainly on better, task-specific selection protocols
and methods to quantify the usefulness score in dif-
ferent scenarios. As to the tasks involved in our
scenario, several papers address AL for NER (Shen
et al., 2004; Hachey et al., 2005; Tomanek et al.,
2007) and syntactic parsing (Tang et al., 2001; Hwa,
2004; Baldridge and Osborne, 2004; Becker and Os-
borne, 2005). Further, there is some work on ques-
tions arising when AL is to be used in real-life anno-
tation scenarios, including impaired inter-annotator
agreement, stopping criteria for AL-driven annota-
tion, and issues of reusability (Baldridge and Os-
borne, 2004; Hachey et al., 2005; Zhu and Hovy,
2007; Tomanek et al., 2007).

Multi-task AL is methodologically related to ap-
proaches of decision combination, especially in the
context of classifier combination (Ho et al., 1994)
and ensemble methods (Breiman, 1996). Those ap-
proaches focus on the combination of classifiers in

order to improve the classification error rate for one
specific classification task. In contrast, the focus of
multi-task AL is on strategies to select training ma-
terial for multi classifier systems where all classifiers
cover different classification tasks.

7 Discussion

Our treatment of MTAL within the context of the
orthogonal two-task scenario leads to further inter-
esting research questions. First, future investiga-
tions will have to focus on the question whether
the positive results observed in our orthogonal (i.e.,
highly dissimilar) two-task scenario will also hold
for a more realistic (and maybe more complex) mul-
tiple annotation scenario where tasks are more sim-
ilar and more than two annotation tasks might be
involved. Furthermore, several forms ofinterde-
pendenciesmay arise between the single annotation
tasks. As a first example, consider the (functional)
interdependencies (i.e., task similarity) in higher-
level semantic NLP tasks of relation or event recog-
nition. In such a scenario, several tasks including
entity annotations and relation/event annotations, as
well as syntactic parse data, have to be incorporated
at the same time. Another type of (data flow) inter-
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Figure 4: Disagreement curves for NE task (left) and parse task (right) onWSJ

dependency occurs in a second scenario where ma-
terial for several classifiers that are data-dependent
on each other – one takes the output of another clas-
sifier as input features – has to be efficiently anno-
tated. Whether the proposed protocols are beneficial
in the context of such highly interdependent tasks is
an open issue. Even more challenging is the idea
to provide methodologies helping to predict in an
arbitrary application scenario whether the choice of
MTAL is truly advantageous.

Another open question is how to measure and
quantify the overallannotation costsin multiple an-
notation scenarios. Exchange rates are inherently
tied to the specific task and domain. In practice, one
might just want to measure the time needed for the
annotations. However, in a simulation scenario, a
common metric is necessary to compare the perfor-
mance of different selection strategies with respect
to the overall annotation costs. This requires stud-
ies on how to quantify, with a comparable cost func-
tion, the efforts needed for the annotation of a textual
unit of choice (e.g., tokens, sentences) with respect
to different annotation tasks.

Finally, the question ofreusability of the anno-
tated material is an important issue. Reusability in
the context of AL means to which degree corpora
assembled with the help of any AL technique can be
(re)used as a general resource, i.e., whether they are
well suited for the training of classifiers other than
the ones used during the selection process.This is
especially interesting as the details of the classifiers
that should be trained in a later stage are typically
not known at the resource building time. Thus, we
want to select samples valuable to afamily of clas-
sifiers using the various annotation layers. This, of
course, is only possible if data annotated with the

help of AL is reusable by modified though similar
classifiers (e.g., with respect to the features being
used) – compared to the classifiers employed for the
selection procedure.

The issue of reusability has already been raised
but not yet conclusively answered in the context of
single-task AL (see Section 6). Evidence was found
that reusability up to a certain, though not well-
specified, level is possible. Of course, reusability
has to be analyzed separately in the context of var-
ious MTAL scenarios. We feel that these scenarios
might both be more challenging and more relevant
to the reusability issue than the single-task AL sce-
nario, since resources annotated with multiple lay-
ers can be used to the design of a larger number of a
(possibly more complex) learning algorithms.

8 Conclusions

We proposed an extension to the single-task AL ap-
proach such that it can be used to select examples for
annotation with respect to several annotation tasks.
To the best of our knowledge this is the first paper on
this issue, with a focus on NLP tasks. We outlined
a problem definition and described a framework for
multi-task AL. We presented and tested two proto-
cols for multi-task AL. Our results are promising as
they give evidence that in a multiple annotation sce-
nario, multi-task AL outperforms naive one-sided
and random selection.
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Abstract

This paper presents a semi-supervised train-
ing method for linear-chain conditional ran-
dom fields that makes use of labeled features
rather than labeled instances. This is accom-
plished by using generalized expectation cri-
teria to express a preference for parameter set-
tings in which the model’s distribution on un-
labeled data matches a target distribution. We
induce target conditional probability distribu-
tions of labels given features from both anno-
tated feature occurrences in context and ad-
hoc feature majority label assignment. The
use of generalized expectation criteria allows
for a dramatic reduction in annotation time
by shifting from traditional instance-labeling
to feature-labeling, and the methods presented
outperform traditional CRF training and other
semi-supervised methods when limited human
effort is available.

1 Introduction

A significant barrier to applying machine learning
to new real world domains is the cost of obtaining
the necessary training data. To address this prob-
lem, work over the past several years has explored
semi-supervised or unsupervised approaches to the
same problems, seeking to improve accuracy with
the addition of lower cost unlabeled data. Tradi-
tional approaches to semi-supervised learning are
applied to cases in which there is a small amount of
fully labeled data and a much larger amount of un-
labeled data, presumably from the same data source.
For example, EM (Nigam et al., 1998), transduc-
tive SVMs (Joachims, 1999), entropy regularization
(Grandvalet and Bengio, 2004), and graph-based

address          :            *number*           oak            avenue          rent             $

ADDRESS ADDRESS ADDRESS ADDRESS ADDRESS RENT RENT

Traditional Full Instance Labeling

ADDRESS

address : *number* oak avenue rent $ ....

CONTACT

.. ( please include the address of this rental )

ADDRESS

... pm . address : *number* marie street sausalito ...

ADDRESS

.. laundry . address : *number* macarthur blvd ....

Feature Labeling

Conditional
Distribution
of Labels
Given 
Word=address

ADDRESS

CONTACT

Figure 1: Top: Traditional instance-labeling in which se-
quences of contiguous tokens are annotated as to their
correct label. Bottom: Feature-labeling in which non-
contiguous feature occurrences in context are labeled for
the purpose of deriving a conditional probability distribu-
tion of labels given a particular feature.

methods (Zhu and Ghahramani, 2002; Szummer and
Jaakkola, 2002) have all been applied to a limited
amount of fully labeled data in conjunction with un-
labeled data to improve the accuracy of a classifier.

In this paper, we explore an alternative approach
in which, instead of fully labeled instances, the
learner has access to labeled features. These fea-
tures can often be labeled at a lower-cost to the hu-
man annotator than labeling entire instances, which
may require annotating the multiple sub-parts of a
sequence structure or tree. Features can be labeled
either by specifying the majority label for a partic-
ular feature or by annotating a few occurrences of
a particular feature in context with the correct label
(Figure 1).

To train models using this information we use
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generalized expectation (GE) criteria. GE criteria
are terms in a training objective function that as-
sign scores to values of a model expectation. In
particular we use a version of GE that prefers pa-
rameter settings in which certain model expectations
are close to target distributions. Previous work has
shown how to apply GE criteria to maximum en-
tropy classifiers. In section 4, we extend GE crite-
ria to semi-supervised learning of linear-chain con-
ditional random fields, using conditional probability
distributions of labels given features.

To empirically evaluate this method we compare
it with several competing methods for CRF train-
ing, including entropy regularization and expected
gradient, showing that GE provides significant im-
provements. We achieve competitive performance
in comparison to alternate model families, in partic-
ular generative models such as MRFs trained with
EM (Haghighi and Klein, 2006) and HMMs trained
with soft constraints (Chang et al., 2007). Finally, in
Section 5.3 we show that feature-labeling can lead to
dramatic reductions in the annotation time that is re-
quired in order to achieve the same level of accuracy
as traditional instance-labeling.

2 Related Work

There has been a significant amount of work on
semi-supervised learning with small amounts of
fully labeled data (see Zhu (2005)). However there
has been comparatively less work on learning from
alternative forms of labeled resources. One exam-
ple is Schapire et al. (2002) who present a method
in which features are annotated with their associated
majority labels and this information is used to boot-
strap a parameterized text classification model. Un-
like the model presented in this paper, they require
some labeled data in order to train their model.

This type of input information (features + major-
ity label) is a powerful and flexible model for spec-
ifying alternative inputs to a classifier, and has been
additionally used by Haghighi and Klein (2006). In
that work, “prototype” features—words with their
associated labels—are used to train a generative
MRF sequence model. Their probability model can
be formally described as:

pθ(x,y) =
1

Z(θ)
exp

(∑
k

θkFk(x,y)

)
.

Although the partition function must be computed
over all (x,y) tuples, learning via EM in this model
is possible because of approximations made in com-
puting the partition function.

Another way to gather supervision is by means
of prior label distributions. Mann and McCallum
(2007) introduce a special case of GE, label regular-
ization, and demonstrate its effectiveness for train-
ing maximum entropy classifiers. In label regu-
larization, the model prefers parameter settings in
which the model’s predicted label distribution on the
unsupervised data match a target distribution. Note
that supervision here consists of the the full distribu-
tion over labels (i.e. conditioned on the maximum
entropy “default feature”), instead of simply the ma-
jority label. Druck et al. (2007) also use GE with full
distributions for semi-supervised learning of maxi-
mum entropy models, except here the distributions
are on labels conditioned on features. In Section 4
we describe how GE criteria can be applied to CRFs
given conditional probability distributions of labels
given features.

Another recent method that has been proposed for
training sequence models with constraints is Chang
et al. (2007). They use constraints for approximate
EM training of an HMM, incorporating the con-
straints by looking only at the top K most-likely
sequences from a joint model of likelihood and the
constraints. This model can be applied to the combi-
nation of labeled and unlabeled instances, but cannot
be applied in situations where only labeled features
are available. Additionally, our model can be easily
combined with other semi-supervised criteria, such
as entropy regularization. Finally, their model is a
generative HMM which cannot handle the rich, non-
independent feature sets that are available to a CRF.

There have been relatively few different ap-
proaches to CRF semi-supervised training. One ap-
proach has been that proposed in both Miller et al.
(2004) and Freitag (2004), uses distributional clus-
tering to induce features from a large corpus, and
then uses these features to augment the feature space
of the labeled data. Since this is an orthogonal
method for improving accuracy it can be combined
with many of the other methods discussed above,
and indeed we have obtained positive preliminary
experimental results with GE criteria (not reported
on here).
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Another method for semi-supervised CRF train-
ing is entropy regularization, initially proposed by
Grandvalet and Bengio (2004) and extended to
linear-chain CRFs by Jiao et al. (2006). In this for-
mulation, the traditional label likelihood (on super-
vised data) is augmented with an additional term that
encourages the model to predict low-entropy label
distributions on the unlabeled data:

O(θ;D,U) =
∑
d

log pθ(y(d)|x(d))− λH(y|x).

This method can be quite brittle, since the minimal
entropy solution assigns all of the tokens the same
label.1 In general, entropy regularization is fragile,
and accuracy gains can come only with precise set-
tings of λ. High values of λ fall into the minimal
entropy trap, while low values of λ have no effect on
the model (see (Jiao et al., 2006) for an example).

When some instances have partial labelings (i.e.
labels for some of their tokens), it is possible to train
CRFs via expected gradient methods (Salakhutdinov
et al., 2003). Here a reformulation is presented in
which the gradient is computed for a probability dis-
tribution with a marginalized hidden variable, z, and
observed training labels y:

∇L(θ) =
∂

∂θ

∑
z

log p(x, y, z; θ)

=
∑
z

p(z|y, x)fk(x, y, z)

−
∑
z,y′

p(z, y′|x; θ)fk(x, y, z).

In essence, this resembles the standard gradient for
the CRF, except that there is an additional marginal-
ization in the first term over the hidden variable z.
This type of training has been applied by Quattoni
et al. (2007) for hidden-state conditional random
fields, and can be equally applied to semi-supervised
conditional random fields. Note, however, that la-
beling variables of a structured instance (e.g. to-
kens) is different than labeling features—being both
more coarse-grained and applying supervision nar-
rowly only to the individual subpart, not to all places
in the data where the feature occurs.

1In the experiments in this paper, we use λ = 0.001, which
we tuned for best performance on the test set, giving an unfair
advantage to our competitor.

Finally, there are some methods that use auxil-
iary tasks for training sequence models, though they
do not train linear-chain CRFs per se. Ando and
Zhang (2005) include a cluster discovery step into
the supervised training. Smith and Eisner (2005)
use neighborhoods of related instances to figure out
what makes found instances “good”. Although these
methods can often find good solutions, both are quite
sensitive to the selection of auxiliary information,
and making good selections requires significant in-
sight.2

3 Conditional Random Fields

Linear-chain conditional random fields (CRFs) are a
discriminative probabilistic model over sequences x
of feature vectors and label sequences y = 〈y1..yn〉,
where |x| = |y| = n, and each label yi has s dif-
ferent possible discrete values. This model is anal-
ogous to maximum entropy models for structured
outputs, where expectations can be efficiently calcu-
lated by dynamic programming. For a linear-chain
CRF of Markov order one:

pθ(y|x) =
1

Z(x)
exp

(∑
k

θkFk(x,y)

)
,

where Fk(x,y) =
∑

i fk(x, yi, yi+1, i),
and the partition function Z(x) =∑

y exp(
∑

k θkFk(x,y)). Given training data
D =

〈
(x(1),y(1))..(x(n),y(n))

〉
, the model is tra-

ditionally trained by maximizing the log-likelihood
O(θ;D) =

∑
d log pθ(y(d)|x(d)) by gradient ascent

where the gradient of the likelihood is:

∂

∂θk
O(θ;D) =

∑
d

Fk(x(d),y(d))

−
∑
d

∑
y

pθ(y|x(d))Fk(x(d),y).

The second term (the expected counts of the features
given the model) can be computed in a tractable
amount of time, since according to the Markov as-

2Often these are more complicated than picking informative
features as proposed in this paper. One example of the kind of
operator used is the transposition operator proposed by Smith
and Eisner (2005).
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sumption, the feature expectations can be rewritten:∑
y

pθ(y|x)Fk(x,y) =∑
i

∑
yi,yi+1

pθ(yi, yi+1|x)fk(x, yi, yi+1, i).

A dynamic program (the forward/backward algo-
rithm) then computes in time O(ns2) all the needed
probabilities pθ(yi, yi+1), where n is the sequence
length, and s is the number of labels.

4 Generalized Expectation Criteria for
Conditional Random Fields

Prior semi-supervised learning methods have aug-
mented a limited amount of fully labeled data with
either unlabeled data or with constraints (e.g. fea-
tures marked with their majority label). GE crite-
ria can use more information than these previous
methods. In particular GE criteria can take advan-
tage of conditional probability distributions of la-
bels given a feature (p(y|fk(x) = 1)). This in-
formation provides richer constraints to the model
while remaining easily interpretable. People have
good intuitions about the relative predictive strength
of different features. For example, it is clear that
the probability of label PERSON given the feature
WORD=JOHN is high, perhaps around 0.95, where
as for WORD=BROWN it would be lower, perhaps
0.4. These distributions need not be not estimated
with great precision—it is far better to have the free-
dom to express shades of gray than to be force into
a binary supervision signal. Another advantage of
using conditional probability distributions as prob-
abilistic constraints is that they can be easily esti-
mated from data. For the feature INITIAL-CAPITAL,
we identify all tokens with the feature, and then
count the labels with which the feature co-occurs.

GE criteria attempt to match these conditional
probability distributions by model expectations on
unlabeled data, encouraging, for example, the model
to predict that the proportion of the label PERSON

given the word “john” should be .95 over all of the
unlabeled data.

In general, a GE (generalized expectation) crite-
rion (McCallum et al., 2007) expresses a preference
on the value of a model expectation. One kind of
preference may be expressed by a distance function

∆, a target expectation f̂ , data D, a function f , and
a model distribution pθ, the GE criterion objective
function term is ∆

(
f̂ , E[f(x)]

)
. For the purposes

of this paper, we set the functions to be conditional
probability distributions and set ∆(p, q) = D(p||q),
the KL-divergence between two distributions.3 For
semi-supervised training of CRFs, we augment the
objective function with the regularization term:

O(θ;D,U) =
∑
d

log pθ(y(d)|x(d))−
∑

k θk
2σ2

− λD(p̂||p̃θ),

where p̂ is given as a target distribution and

p̃θ = p̃θ(yj |fm(x, j) = 1)

=
1
Um

∑
x∈Um

∑
j?

pθ(y?j |x),

with the unnormalized potential

q̃θ = q̃θ(yj |fm(x, j) = 1) =
∑

x∈Um

∑
j?

pθ(y?j |x),

where fm(x, j) is a feature that depends only on
the observation sequence x, and j? is defined as
{j : fm(x, j) = 1}, and Um is the set of sequences
where fm(x, j) is present for some j.4

Computing the Gradient
To compute the gradient of the GE criteria,
D(p̂||p̃θ), first we drop terms that are constant with
respect to the partial derivative, and we derive the
gradient as follows:

∂

∂θk

∑
l

p̂ log q̃θ =
∑
l

p̂

q̃θ

∂

∂θk
q̃θ

=
∑
l

p̂

q̃θ

∑
x∈U

∑
j?

∂

∂θk
pθ(yj? = l|x)

=
∑
l

p̂

q̃θ

∑
x∈U

∑
j?

∑
y−j?

∂

∂θk
pθ(yj? = l,y−j? |x),

where y−j = 〈y1..(j−1)y(j+1)..n〉. The last step fol-
lows from the definition of the marginal probability

3We are actively investigating different choices of distance
functions which may have different generalization properties.

4This formulation assumes binary features.
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P (yj |x). Now that we have a familiar form in which
we are taking the gradient of a particular label se-
quence, we can continue:

=
∑
l

p̂

q̃θ

∑
x∈U

∑
j?

∑
y−j?

pθ(yj? = l,y−j? |x)Fk(x,y)

−
∑
l

p̂

q̃θ

∑
x∈U

∑
j?

∑
y−j?

pθ(yj? = l,y−j? |x)

∑
y′

pθ(y′|x)Fk(x,y)

=
∑
l

p̂

q̃θ

∑
x∈U

∑
i

∑
yi,yi+1

fk(x, yi, yi+1, i)∑
j?

pθ(yi, yi+1, yj? = l|x)

−
∑
l

p̂

q̃θ

∑
x∈U

∑
i

∑
yi,yi+1

fk(x, yi, yi+1, i)

pθ(yi, yi+1|x)
∑
j?

pθ(yj? = l|x).

After combining terms and rearranging we arrive at
the final form of the gradient:

=
∑
x∈U

∑
i

∑
yi,yi+1

fk(x, yi, yi+1, i)
∑
l

p̂

q̃θ
×(∑

j?

pθ(yi, yi+1, yj? = l|x)−

pθ(yi, yi+1|x)
∑
j?

pθ(yj? = l|x)
)
.

Here, the second term is easily gathered from for-
ward/backward, but obtaining the first term is some-
what more complicated. Computing this term
naively would require multiple runs of constrained
forward/backward. Here we present a more ef-
ficient method that requires only one run of for-
ward/backward.5 First we decompose the prob-
ability into two parts:

∑
j? pθ(yi, yi+1, yj? =

l|x) =
∑i

j=1 pθ(yi, yi+1, yj = l|x)I(j ∈ j?) +∑J
j=i+1 pθ(yi, yi+1, yj = l|x)I(j ∈ j?). Next, we

show how to compute these terms efficiently. Simi-
lar to forward/backward, we build a lattice of inter-
mediate results that then can be used to calculate the

5(Kakade et al., 2002) propose a related method that com-
putes p(y1..i = l1..i|yi+1 = l).

quantity of interest:

i∑
j=1

pθ(yi, yi+1, yj = l|x)I(j ∈ j?)

= p(yi, yi+1|x)δ(yi, l)I(i ∈ j?)

+
i−1∑
j=1

pθ(yi, yi+1, yj = l|x)I(j ∈ j?)

= p(yi, yi+1|x)δ(yi, l)I(i ∈ j?)

+

∑
yi−1

i−1∑
j=1

pθ(yi−1, yi, yj = l|x)I(j ∈ j?)


pθ(yi+1|yi,x).

For efficiency,
∑

yi−1

∑i−1
j=1 pθ(yi−1, yi, yj =

l|x)I(j ∈ j?) is saved at each stage in the lat-
tice.

∑J
j=i+1 pθ(yi−1, yi, yj = l|x)I(j ∈ j?) can

be computed in the same fashion. To compute the
lattices it takes time O(ns2), and one lattice must be
computed for each label so the total time is O(ns3).

5 Experimental Results

We use the CLASSIFIEDS data provided by Grenager
et al. (2005) and compare with results reported
by HK06 (Haghighi and Klein, 2006) and CRR07
(Chang et al., 2007). HK06 introduced a set of 33
features along with their majority labels, these are
the primary set of additional constraints (Table 1).
As HK06 notes, these features are selected using
statistics of the labeled data, and here we used sim-
ilar features here in order to compare with previous
results. Though in practice we have found that fea-
ture selection is often intuitive, recent work has ex-
perimented with automatic feature selection using
LDA (Druck et al., 2008). For some of the exper-
iments we also use two sets of 33 additional fea-
tures that we chose by the same method as HK06,
the first 33 of which are also shown in Table 1. We
use the same tokenization of the dataset as HK06,
and training/test/unsupervised sets of 100 instances
each. This data differs slightly from the tokenization
used by CRR07. In particular it lacks the newline
breaks which might be a useful piece of information.

There are three types of supervised/semi-
supervised data used in the experiments. Labeled
instances are the traditional or conventionally
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Label HK06: 33 Features 33 Added Features
CONTACT *phone* call *time please appointment more
FEATURES kitchen laundry parking room new large
ROOMMATES roommate respectful drama i bit mean
RESTRICTIONS pets smoking dog no sorry cats
UTILITIES utilities pays electricity water garbage included
AVAILABLE immediately begin cheaper *month* now *ordinal*0
SIZE *number*1*1 br sq *number*0*1 bedroom bath
PHOTOS pictures image link *url*long click photos
RENT *number*15*1 $ month deposit lease rent
NEIGHBORHOOD close near shopping located bart downtown
ADDRESS address carlmont ave san *ordinal*5 #

Table 1: Features and their associated majority label.
Features for each label were chosen by the method de-
scribed in HK06 – top frequency for that label and not
higher frequency for any other label.

+ SVD features
HK06 53.7% 71.5%
CRF + GE/Heuristic 66.9% 68.3%

Table 2: Accuracy of semi-supervised learning methods
with majority labeled features alone. GE outperforms
HK06 when neither model has access to SVD features.
When SVD features are included, HK06 has an edge in
accuracy.

labeled instances used for estimation in traditional
CRF training. Majority labeled features are fea-
tures annotated with their majority label.6 Labeled
features are features m where the distribution
p(yi|fm(x, i)) has been specified. In Section 5.3 we
estimate these distributions from isolated labeled
tokens.

We evaluate the system in two scenarios: (1) with
feature constraints alone and (2) feature constraints
in conjunction with a minimal amount of labeled in-
stances. There is little prior work that demonstrates
the use of both scenarios; CRR07 can only be ap-
plied when there is some labeled data, while HK06
could be applied in both scenarios though there are
no such published experiments.

5.1 Majority Labeled Features Only
When using majority labeled features alone, it can
be seen in Table 2 that GE is the best performing
method. This is important, as it demonstrates that
GE out of the box can be used effectively, without
tuning and extra modifications.

6While HK06 and CRR07 require only majority labeled fea-
tures, GE criteria use conditional probability distributions of la-
bels given features, and so in order to apply GE we must decide
on a particular distribution for each feature constraint. In sec-
tions 5.1 and 5.2 we use a simple heuristic to derive distribu-
tions from majority label information: we assign .99 probabil-
ity to the majority label of the feature and divide the remaining
probability uniformly among the remainder of the labels.

Labeled Instances
10 25 100

supervised HMM 61.6% 70.0% 76.3%
supervised CRF 64.6% 72.9% 79.4%
CRF+ Entropy Reg. 67.3% 73.7% 79.5%
CRR07 70.9% 74.8% 78.6%
+ inference constraints 74.7% 78.5% 81.7%
CRF+GE/Heuristic 72.6% 76.3% 80.1%

Table 3: Accuracy of semi-supervised learning meth-
ods with constraints and limited amounts of training
data. Even though CRR07 uses more constraints and re-
quires additional development data for estimating mix-
ture weights, GE still outperforms CRR07 when that sys-
tem is run without applying constraints during inference.
When these constraints are applied during test-time infer-
ence, CRR07 has an edge over the CRF trained with GE
criteria.

In their original work, HK06 propose a method
for generating additional features given a set of “pro-
totype” features (the feature constraints in Table 1),
which they demonstrate to be highly effective. In
their method, they collect contexts around all words
in the corpus, then perform a SVD decomposition.
They take the first 50 singular values for all words,
and then if a word is within a thresholded distance
to a prototype feature, they assign that word a new
feature which indicates close similarity to a proto-
type feature. When SVD features such as these are
made available to the systems, HK06 has a higher
accuracy.7 For the remainder of the experiments we
use the SVD feature enhanced data sets.8

We ran additional experiments with expected gra-
dient methods but found them to be ineffective,
reaching around 50% accuracy on the experiments
with the additional SVD features, around 20% less
than the competing methods.

5.2 Majority Labeled Features and Labeled
Instances

Labeled instances are available, the technique de-
scribed in CRR07 can be used. While CRR07 is
run on the same data set as used by HK06, a direct
comparison is problematic. First, they use additional
constraints beyond those used in this paper and those

7We generated our own set of SVD features, so they might
not match exactly the SVD features described in HK06.

8One further experiment HK06 performs which we do not
duplicate here is post-processing the label assignments to better
handle field boundaries. With this addition they realize another
2.5% improvement.
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used by HK06 (e.g. each contiguous label sequence
must be at least 3 labels long)—so their results can-
not be directly compared. Second, they require addi-
tional training data to estimate weights for their soft
constraints, and do not measure how much of this
additional data is needed. Third, they use a slightly
different tokenization procedure. Fourth, CRR07
uses different subsets of labeled training instances
than used here. For these reasons, the comparison
between the method presented here and CRR07 can-
not be exact.

The technique described in CRR07 can be applied
in two ways: constraints can be applied during learn-
ing, and they can also be applied during inference.
We present comparisons with both of these systems
in Table 3. CRFs trained with GE criteria consis-
tently outperform CRR07 when no constraints are
applied during inference time, even though CRR07
has additional constraints. When the method in
CRR07 is applied with constraints in inference time,
it is able to outperform CRFs trained with GE. We
tried adding the additional constraints described in
CRR07 during test-time inference in our system, but
found no accuracy improvement. After doing error
inspection, those additional constraints weren’t fre-
quently violated by the GE trained method, which
also suggests that adding them wouldn’t have a sig-
nificant effect during training either. It is possible
that for GE training there are alternative inference-
time constraints that would improve performance,
but we didn’t pursue this line of investigation as
there are benefits to operating within a formal prob-
abilistic model, and eschewing constraints applied
during inference time. Without these constraints,
probabilistic models can be combined easily with
one another in order to arrive at a joint model, and
adding in these constraints at inference time compli-
cates the nature of the combination.

5.3 Labeled Features vs. Labeled Instances

In the previous section, the supervision signal was
the majority label of each feature.9 Given a feature
of interest, a human can gather a set of tokens that
have this feature and label them to discover the cor-

9It is not clear how these features would be tagged with ma-
jority label in a real use case. Tagging data to discover the ma-
jority label could potentially require a large number of tagged
instances before the majority label was definitively identified.

A
cc

ur
ac

y

Tokens

 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

 0.8

 0.85

 10  100  1000  10000  100000

Traditional Instance Labeling
33 Labeled Features
66 Labeled Features
99 Labeled Features

CRR07 + inference time constraints

Figure 2: Accuracy of supervised and semi-supervised
learning methods for fixed numbers of labeled tokens.
Training a GE model with only labeled features sig-
nificantly outperforms traditional log-likelihood training
with labeled instances for comparable numbers of labeled
tokens. When training on less than 1500 annotated to-
kens, it also outperforms CRR07 + inference time con-
straints, which uses not only labeled tokens but additional
constraints and development data for estimating mixture
weights.

Labeled Instances
0 10 25 100

HK06 71.5% - - -
GE/Heuristic 68.3% 72.6% 76.3% 80.1%
GE/Sampled 73.0% 74.6% 77.2% 80.5%

Table 4: Accuracy of semi-supervised learning methods
comparing the effects of (1) a heuristic for setting con-
ditional distributions of labels given features and (2) es-
timating this distributions via human annotation. When
GE is given feature distributions are better than the sim-
ple heuristic it is able to realize considerable gains.

relation between the feature and the labels.10 While
the resulting label distribution information could not
be fully utilized by previous methods (HK06 and
CRR07 use only the majority label of the word), it
can, however, be integrated into the GE criteria by
using the distribution from the relative proportions
of labels rather than a the previous heuristic distri-
bution. We present a series of experiments that test
the advantages of this annotation paradigm.

To simulate a human labeler, we randomly sam-
ple (without replacement) tokens with the particu-
lar feature in question, and generate a label using
the human annotations provided in the data. Then
we normalize and smooth the raw counts to obtain a

10In this paper we observe a 10x speed-up by using isolated
labeled tokens instead of a wholly labeled instances—so even
if it takes slightly longer to label isolated tokens, there will still
be a substantial gain.
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conditional probability distribution over labels given
feature. We experiment with samples of 1, 2,5, 10,
100 tokens per feature, as well as with all available
labeled data. We sample instances for labeling ex-
clusively from the training and development data,
not from the testing data. We train a model using GE
with these estimated conditional probability distri-
butions and compare them with corresponding num-
bers of tokens of traditionally labeled instances.

Training from labeled features significantly out-
performs training from traditional labeled instances
for equivalent numbers of labeled tokens (Figure
2). With 1000 labeled tokens, instance-labeling
achieves accuracy around 65%, while labeling 33
features reaches 72% accuracy.11 To achieve the
same level of performance as traditional instance la-
beling, it can require as much as a factor of ten-fold
fewer annotations of feature occurrences. For exam-
ple, the accuracy achieved after labeling 257 tokens
of 33 features is 71% – the same accuracy achieved
only after labeling more than 2000 tokens in tradi-
tional instance-labeling.12

Assuming that labeling one token in isolation
takes the same time as labeling one token in a
sequence, these results strongly support a new
paradigm of labeling in which instead of annotat-
ing entire sentences, the human instead selects some
key features of interest and labels tokens that have
this feature. Particularly intriguing is the flexibility
our scenario provides for the selection of “features
of interest” to be driven by error analysis.

Table 4 compares the heuristic method described
above against sampled conditional probability distri-
butions of labels given features13. Sampled distribu-
tions yield consistent improvements over the heuris-
tic method. The accuracy with no labeled instances
(73.0%) is better than HK06 (71.5%), which demon-
strates that the precisely estimated feature distribu-
tions are helpful for improving accuracy.

Though accuracy begins to level off with distri-

11Labeling 99 features with 1000 tokens reaches nearly 76%.
12Accuracy at one labeled token per feature is much worse

than accuracy with majority label information. This due to the
noise introduced by sampling, as there is the potential for a rel-
atively rare label be sampled and labeled, and thereby train the
system on a non-canonical supervision signal.

13Where the tokens labeled is the total available number in
the data, roughly 2500 tokens.
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Figure 3: From left to right: distributions (with standard
error) for the feature WORD=ADDRESS obtained from
sampling, using 1 sample per feature and 10 samples per
feature. Labels 1, 2, 3, and 9 are (respectively) FEA-
TURES, CONTACT, SIZE, and ADDRESS. Instead of more
precisely estimating these distributions, it is more benefi-
cial to label a larger set of features.

butions over the original set of 33 labeled features,
we ran additional experiments with 66 and 99 la-
beled features, whose results are also shown in Fig-
ure 2.14 The graph shows that with an increased
number of labeled features, for the same numbers
of labeled tokens, accuracy can be improved. The
reason behind this is clear—while there is some gain
from increased precision of probability estimates (as
they asymptotically approach their “true” values as
shown in Figure 3), there is more information to be
gained from rougher estimates of a larger set of fea-
tures. One final point about these additional features
is that their distributions are less peaked than the
original feature set. Where the original feature set
distribution has entropy of 8.8, the first 33 added fea-
tures have an entropy of 22.95. Surprisingly, even
ambiguous feature constraints are able to improve
accuracy.

6 Conclusion
We have presented generalized expectation criteria
for linear-chain conditional random fields, a new
semi-supervised training method that makes use of
labeled features rather than labeled instances. Pre-
vious semi-supervised methods have typically used
ad-hoc feature majority label assignments as con-
straints. Our new method uses conditional proba-
bility distributions of labels given features and can
dramatically reduce annotation time. When these
distributions are estimated by means of annotated
feature occurrences in context, there is as much as
a ten-fold reduction in the annotation time that is re-
quired in order to achieve the same level of accuracy
over traditional instance-labeling.

14Also note that for less than 1500 tokens of labeling, the 99
labeled features outperform CRR07 with inference time con-
straints.
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Abstract
We identify four types of errors that unsu-
pervised induction systems make and study
each one in turn. Our contributions include
(1) using a meta-model to analyze the incor-
rect biases of a model in a systematic way,
(2) providing an efficient and robust method
of measuring distance between two parameter
settings of a model, and (3) showing that lo-
cal optima issues which typically plague EM
can be somewhat alleviated by increasing the
number of training examples. We conduct
our analyses on three models: the HMM, the
PCFG, and a simple dependency model.

1 Introduction

The unsupervised induction of linguistic structure
from raw text is an important problem both for un-
derstanding language acquisition and for building
language processing systems such as parsers from
limited resources. Early work on inducing gram-
mars via EM encountered two serious obstacles: the
inappropriateness of the likelihood objective and the
tendency of EM to get stuck in local optima. With-
out additional constraints on bracketing (Pereira and
Shabes, 1992) or on allowable rewrite rules (Carroll
and Charniak, 1992), unsupervised grammar learn-
ing was ineffective.

Since then, there has been a large body of work
addressing the flaws of the EM-based approach.
Syntactic models empirically more learnable than
PCFGs have been developed (Clark, 2001; Klein
and Manning, 2004). Smith and Eisner (2005) pro-
posed a new objective function; Smith and Eis-
ner (2006) introduced a new training procedure.
Bayesian approaches can also improve performance
(Goldwater and Griffiths, 2007; Johnson, 2007;
Kurihara and Sato, 2006).

Though these methods have improved induction
accuracy, at the core they all still involve optimizing
non-convex objective functions related to the like-
lihood of some model, and thus are not completely
immune to the difficulties associated with early ap-
proaches. It is therefore important to better under-
stand the behavior of unsupervised induction sys-
tems in general.

In this paper, we take a step back and present
a more statistical view of unsupervised learning in
the context of grammar induction. We identify four
types of error that a system can make: approxima-
tion, identifiability, estimation, and optimization er-
rors (see Figure 1). We try to isolate each one in turn
and study its properties.

Approximation error is caused by a mis-match
between the likelihood objective optimized by EM
and the true relationship between sentences and their
syntactic structures. Our key idea for understand-
ing this mis-match is to “cheat” and initialize EM
with the true relationship and then study the ways
in which EM repurposes our desired syntactic struc-
tures to increase likelihood. We present a meta-
model of the changes that EM makes and show how
this tool can shed some light on the undesired biases
of the HMM, the PCFG, and the dependency model
with valence (Klein and Manning, 2004).

Identifiability error can be incurred when two dis-
tinct parameter settings yield the same probabil-
ity distribution over sentences. One type of non-
identifiability present in HMMs and PCFGs is label
symmetry, which even makes computing a mean-
ingful distance between parameters NP-hard. We
present a method to obtain lower and upper bounds
on such a distance.

Estimation error arises from having too few train-
ing examples, and optimization error stems from

879



EM getting stuck in local optima. While it is to be
expected that estimation error should decrease as the
amount of data increases, we show that optimization
error can also decrease. We present striking experi-
ments showing that if our data actually comes from
the model family we are learning with, we can some-
times recover the true parameters by simply run-
ning EM without clever initialization. This result
runs counter to the conventional attitude that EM is
doomed to local optima; it suggests that increasing
the amount of data might be an effective way to par-
tially combat local optima.

2 Unsupervised models

Let x denote an input sentence and y denote the un-
observed desired output (e.g., a parse tree). We con-
sider a model family P = {pθ(x,y) : θ ∈ Θ}. For
example, if P is the set of all PCFGs, then the pa-
rameters θ would specify all the rule probabilities of
a particular grammar. We sometimes use θ and pθ
interchangeably to simplify notation. In this paper,
we analyze the following three model families:

In the HMM, the input x is a sequence of words
and the output y is the corresponding sequence of
part-of-speech tags.

In the PCFG, the input x is a sequence of POS
tags and the output y is a binary parse tree with yield
x. We represent y as a multiset of binary rewrites of
the form (y → y1 y2), where y is a nonterminal and
y1, y2 can be either nonterminals or terminals.

In the dependency model with valence (DMV)
(Klein and Manning, 2004), the input x =
(x1, . . . , xm) is a sequence of POS tags and the out-
put y specifies the directed links of a projective de-
pendency tree. The generative model is as follows:
for each head xi, we generate an independent se-
quence of arguments to the left and to the right from
a direction-dependent distribution over tags. At each
point, we stop with a probability parametrized by the
direction and whether any arguments have already
been generated in that direction. See Klein and Man-
ning (2004) for a formal description.

In all our experiments, we used the Wall Street
Journal (WSJ) portion of the Penn Treebank. We bi-
narized the PCFG trees and created gold dependency
trees according to the Collins head rules. We trained
45-state HMMs on all 49208 sentences, 11-state

PCFGs on WSJ-10 (7424 sentences) and DMVs
on WSJ-20 (25523 sentences) (Klein and Manning,
2004). We ran EM for 100 iterations with the pa-
rameters initialized uniformly (always plus a small
amount of random noise). We evaluated the HMM
and PCFG by mapping model states to Treebank
tags to maximize accuracy.

3 Decomposition of errors

Now we will describe the four types of errors (Fig-
ure 1) more formally. Let p∗(x,y) denote the distri-
bution which governs the true relationship between
the input x and output y. In general, p∗ does not
live in our model family P . We are presented with
a set of n unlabeled examples x(1), . . . ,x(n) drawn
i.i.d. from the true p∗. In unsupervised induction,
our goal is to approximate p∗ by some model pθ ∈ P
in terms of strong generative capacity. A standard
approach is to use the EM algorithm to optimize
the empirical likelihood Ê log pθ(x).1 However, EM
only finds a local maximum, which we denote θ̂EM,
so there is a discrepancy between what we get (pθ̂EM

)
and what we want (p∗).

We will define this discrepancy later, but for now,
it suffices to remark that the discrepancy depends
on the distribution over y whereas learning depends
only on the distribution over x. This is an important
property that distinguishes unsupervised induction
from more standard supervised learning or density
estimation scenarios.

Now let us walk through the four types of er-
ror bottom up. First, θ̂EM, the local maximum
found by EM, is in general different from θ̂ ∈
argmaxθ Ê log pθ(x), any global maximum, which
we could find given unlimited computational re-
sources. Optimization error refers to the discrep-
ancy between θ̂ and θ̂EM.

Second, our training data is only a noisy sam-
ple from the true p∗. If we had infinite data, we
would choose an optimal parameter setting under the
model, θ∗2 ∈ argmaxθ E log pθ(x), where now the
expectation E is taken with respect to the true p∗ in-
stead of the training data. The discrepancy between
θ∗2 and θ̂ is the estimation error.

Note that θ∗2 might not be unique. Let θ∗1 denote

1Here, the expectation Êf(x)
def
= 1

n

Pn
i=1 f(x(i)) denotes

averaging some function f over the training data.
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p∗ = true model

Approximation error (Section 4)

θ∗1 = Best(argmaxθ E log pθ(x))

Identifiability error (Section 5)

θ∗2 ∈ argmaxθ E log pθ(x)

Estimation error (Section 6)

θ̂ ∈ argmaxθ Ê log pθ(x)

Optimization error (Section 7)

θ̂EM
= EM(Ê log pθ(x))

P

Figure 1: The discrepancy between what we get (θ̂EM)
and what we want (p∗) can be decomposed into four types
of errors. The box represents our model family P , which
is the set of possible parametrized distributions we can
represent. Best(S) returns the θ ∈ S which has the small-
est discrepancy with p∗.

the maximizer of E log pθ(x) that has the smallest
discrepancy with p∗. Since θ∗1 and θ∗2 have the same
value under the objective function, we would not be
able to choose θ∗1 over θ∗2, even with infinite data or
unlimited computation. Identifiability error refers to
the discrepancy between θ∗1 and θ∗2.

Finally, the model family P has fundamental lim-
itations. Approximation error refers to the discrep-
ancy between p∗ and pθ∗1 . Note that θ∗1 is not nec-
essarily the best in P . If we had labeled data, we
could find a parameter setting in P which is closer
to p∗ by optimizing joint likelihood E log pθ(x,y)
(generative training) or even conditional likelihood
E log pθ(y | x) (discriminative training).

In the remaining sections, we try to study each of
the four errors in isolation. In practice, since it is
difficult to work with some of the parameter settings
that participate in the error decomposition, we use
computationally feasible surrogates so that the error
under study remains the dominant effect.

4 Approximation error

We start by analyzing approximation error, the dis-
crepancy between p∗ and pθ∗1 (the model found by
optimizing likelihood), a point which has been dis-
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Figure 2: For the PCFG, when we initialize EM with the
supervised estimate θ̂gen, the likelihood increases but the
accuracy decreases.

cussed by many authors (Merialdo, 1994; Smith and
Eisner, 2005; Haghighi and Klein, 2006).2

To confront the question of specifically how
the likelihood diverges from prediction accuracy,
we perform the following experiment: we ini-
tialize EM with the supervised estimate3 θ̂gen =
argmaxθ Ê log pθ(x,y), which acts as a surrogate
for p∗. As we run EM, the likelihood increases but
the accuracy decreases (Figure 2 shows this trend
for the PCFG; the HMM and DMV models behave
similarly). We believe that the initial iterations of
EM contain valuable information about the incor-
rect biases of these models. However, EM is chang-
ing hundreds of thousands of parameters at once in a
non-trivial way, so we need a way of characterizing
the important changes.

One broad observation we can make is that the
first iteration of EM reinforces the systematic mis-
takes of the supervised initializer. In the first E-step,
the posterior counts that are computed summarize
the predictions of the supervised system. If these
match the empirical counts, then the M-step does not
change the parameters. But if the supervised system
predicts too many JJs, for example, then the M-step
will update the parameters to reinforce this bias.

4.1 A meta-model for analyzing EM

We would like to go further and characterize the
specific changes EM makes. An initial approach is
to find the parameters that changed the most dur-
ing the first iteration (weighted by the correspond-

2Here, we think of discrepancy between p and p′ as the error
incurred when using p′ for prediction on examples generated
from p; in symbols, E(x,y)∼ploss(y, argmaxy′ p

′(y′ | x)).
3For all our models, the supervised estimate is solved in

closed form by taking ratios of counts.
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ing expected counts computed in the E-step). For
the HMM, the three most changed parameters are
the transitions 2:DT→8:JJ, START→0:NNP, and
8:JJ→3:NN.4 If we delve deeper, we can see that
2:DT→3:NN (the parameter with the 10th largest
change) fell and 2:DT→8:JJ rose. After checking
with a few examples, we can then deduce that some
nouns were retagged as adjectives. Unfortunately,
this type of ad-hoc reasoning requires considerable
manual effort and is rather subjective.

Instead, we propose using a general meta-model
to analyze the changes EM makes in an automatic
and objective way. Instead of treating parameters as
the primary object of study, we look at predictions
made by the model and study how they change over
time. While a model is a distribution over sentences,
a meta-model is a distribution over how the predic-
tions of the model change.

Let R(y) denote the set of parts of a predic-
tion y that we are interested in tracking. Each part
(c, l) ∈ R(y) consists of a configuration c and a lo-
cation l. For a PCFG, we define a configuration to
be a rewrite rule (e.g., c = PP→IN NP), and a loca-
tion l = [i, k, j] to be a span [i, j] split at k, where
the rewrite c is applied.

In this work, each configuration is associated with
a parameter of the model, but in general, a configu-
ration could be a larger unit such as a subtree, allow-
ing one to track more complex changes. The size of
a configuration governs how much the meta-model
generalizes from individual examples.

Let y(i,t) denote the model prediction on the i-th
training example after t iterations of EM. To sim-
plify notation, we write Rt = R(y(i,t)). The meta-
model explains how Rt became Rt+1.5

In general, we expect a part in Rt+1 to be ex-
plained by a part in Rt that has a similar location
and furthermore, we expect the locations of the two
parts to be related in some consistent way. The meta-
model uses two notions to formalize this idea: a dis-
tance d(l, l′) and a relation r(l, l′). For the PCFG,
d(l, l′) is the number of positions among i,j,k that
are the same as the corresponding ones in l′, and
r((i, k, j), (i′, k′, j′)) = (sign(i − i′), sign(j −

4Here 2:DT means state 2 of the HMM, which was greedily
mapped to DT.

5If the same part appears in both Rt and Rt+1, we remove
it from both sets.

j′), sign(k − k′)) is one of 33 values. We define a
migration as a triple (c, c′, r(l, l′)); this is the unit of
change we want to extract from the meta-model.

Our meta-model provides the following genera-
tive story of how Rt becomes Rt+1: each new part
(c′, l′) ∈ Rt+1 chooses an old part (c, l) ∈ Rt with
some probability that depends on (1) the distance be-
tween the locations l and l′ and (2) the likelihood of
the particular migration. Formally:

pmeta(Rt+1 | Rt) =∏
(c′,l′)∈Rt+1

∑
(c,l)∈Rt

Z−1
l′ e

−αd(l,l′)p(c′ | c, r(l, l′)),

where Zl =
∑

(c,l)∈Rt
e−αd(l,l

′) is a normalization
constant, and α is a hyperparameter controlling the
possibility of distant migrations (set to 3 in our ex-
periments).

We learn the parameters of the meta-model with
an EM algorithm similar to the one for IBM model
1. Fortunately, the likelihood objective is convex, so
we need not worry about local optima.

4.2 Results of the meta-model
We used our meta-model to analyze the approxima-
tion errors of the HMM, DMV, and PCFG. For these
models, we initialized EM with the supervised es-
timate θ̂gen and collected the model predictions as
EM ran. We then trained the meta-model on the pre-
dictions between successive iterations. The meta-
model gives us an expected count for each migra-
tion. Figure 3 lists the migrations with the highest
expected counts.

From these migrations, we can see that EM tries
to explain x better by making the corresponding y
more regular. In fact, many of the HMM migra-
tions on the first iteration attempt to resolve incon-
sistencies in gold tags. For example, noun adjuncts
(e.g., stock-index), tagged as both nouns and adjec-
tives in the Treebank, tend to become consolidated
under adjectives, as captured by migration (B). EM
also re-purposes under-utilized states to better cap-
ture distributional similarities. For example, state 24
has migrated to state 40 (N), both of which are now
dominated by proper nouns. State 40 initially con-
tained only #, but was quickly overrun with distribu-
tionally similar proper nouns such as Oct. and Chap-
ter, which also precede numbers, just as # does.
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Iteration 0→1

(A) START 4:NN
24:NNP

(B) 4:NN
8:JJ 4:NN

(C) 24:NNP 24:NNP
36:NNPS

Iteration 1→2

(D) 4:NN
8:JJ 4:NN

(E) START 4:NN
24:NNP

(F) 8:JJ
11:RB 27:TO

Iteration 2→3

(G) 24:NNP
8:JJ U.S.

(H) 24:NNP
8:JJ 4:NN

(I) 3:DT 24:NNP
8:JJ

Iteration 3→4

(J) 11:RB
32:RP up

(K) 24:NNP
8:JJ U.S.

(L) 19:, 11:RB
32:RP

Iteration 4→5

(M)
24:NNP
34:$

15:CD

(N) 2:IN 24:NNP
40:NNP

(O) 11:RB
32:RP down

(a) Top HMM migrations. Example: migration (D) means a NN→NN transition is replaced by JJ→NN.

Iteration 0→1 Iteration 1→2 Iteration 2→3 Iteration 3→4 Iteration 4→5

(A) DT NN NN (D) NNP NNP NNP (G) DT JJ NNS (J) DT JJ NN (M) POS JJ NN

(B) JJ NN NN (E) NNP NNP NNP (H) MD RB VB (K) DT NNP NN (N) NNS RB VBP

(C) NNP NNP (F) DT NNP NNP (I) VBP RB VB (L) PRP$ JJ NN (O) NNS RB VBD

(b) Top DMV migrations. Example: migration (A) means a DT attaches to the closer NN.

Iteration 0→1 Iteration 1→2 Iteration 2→3 Iteration 3→4 Iteration 4→5

(A)
RB 1:VP

4:S

RB 1:VP
1:VP

(D)
NNP 0:NP

0:NP

NNP NNP
0:NP

(G)
DT 0:NP

0:NP

DT NN
0:NP

(J)
TO VB

1:VP

TO VB
2:PP

(M)
CD NN

0:NP

CD NN
3:ADJP

(B)
0:NP 2:PP

0:NP

1:VP 2:PP
1:VP

(E)
VBN 2:PP

1:VP

1:VP 2:PP
1:VP

(H)
0:NP 1:VP

4:S

0:NP 1:VP
4:S

(K)
MD 1:VP

1:VP

MD VB
1:VP

(N)
VBD 0:NP

1:VP

VBD 3:ADJP
1:VP

(C)
VBZ 0:NP

1:VP

VBZ 0:NP
1:VP

(F)
0:NP 1:VP

4:S

0:NP 1:VP
4:S

(I)
TO VB

1:VP

TO VB
2:PP

(L)
NNP NNP

0:NP

NNP NNP
6:NP

(O)
0:NP NN

0:NP

0:NP NN
0:NP

(c) Top PCFG migrations. Example: migration (D) means a NP→NNPNP rewrite is replaced by NP→NNPNNP,
where the new NNP right child spans less than the old NP right child.

Figure 3: We show the prominent migrations that occur during the first 5 iterations of EM for the HMM, DMV, and
PCFG, as recovered by our meta-model. We sort the migrations across each iteration by their expected counts under
the meta-model and show the top 3. Iteration 0 corresponds to the correct outputs. Blue indicates the new iteration,
red indicates the old.

DMV migrations also try to regularize model pre-
dictions, but in a different way—in terms of the
number of arguments. Because the stop probability
is different for adjacent and non-adjacent arguments,
it is statistically much cheaper to generate one argu-
ment rather than two or more. For example, if we
train a DMV on only DT JJ NN, it can fit the data
perfectly by using a chain of single arguments, but
perfect fit is not possible if NN generates both DT
and JJ (which is the desired structure); this explains
migration (J). Indeed, we observed that the variance
of the number of arguments decreases with more EM
iterations (for NN, from 1.38 to 0.41).

In general, low-entropy conditional distributions
are preferred. Migration (H) explains how adverbs
now consistently attach to verbs rather than modals.
After a few iterations, the modal has committed
itself to generating exactly one verb to the right,

which is statistically advantageous because there
must be a verb after a modal, while the adverb is op-
tional. This leaves the verb to generate the adverb.

The PCFG migrations regularize categories in a
manner similar to the HMM, but with the added
complexity of changing bracketing structures. For
example, sentential adverbs are re-analyzed as VP
adverbs (A). Sometimes, multiple migrations ex-
plain the same phenomenon.6 For example, migra-
tions (B) and (C) indicate that PPs that previously
attached to NPs are now raised to the verbal level.
Tree rotation is another common phenomenon, lead-
ing to many left-branching structures (D,G,H). The
migrations that happen during one iteration can also
trigger additional migrations in the next. For exam-
ple, the raising of the PP (B,C) inspires more of the

6We could consolidate these migrations by using larger con-
figurations, but at the risk of decreased generalization.
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same raising (E). As another example, migration (I)
regularizes TO VB infinitival clauses into PPs, and
this momentum carries over to the next iteration with
even greater force (J).

In summary, the meta-model facilitates our anal-
yses by automatically identifying the broad trends.
We believe that the central idea of modeling the er-
rors of a system is a powerful one which can be used
to analyze a wide range of models, both supervised
and unsupervised.

5 Identifiability error

While approximation error is incurred when likeli-
hood diverges from accuracy, identifiability error is
concerned with the case where likelihood is indiffer-
ent to accuracy.

We say a set of parameters S is identifiable (in
terms of x) if pθ(x) 6= pθ′(x) for every θ, θ′ ∈ S
where θ 6= θ′.7 In general, identifiability error is
incurred when the set of maximizers of E log pθ(x)
is non-identifiable.8

Label symmetry is perhaps the most familiar ex-
ample of non-identifiability and is intrinsic to mod-
els with hidden labels (HMM and PCFG, but not
DMV). We can permute the hidden labels without
changing the objective function or even the nature
of the solution, so there is no reason to prefer one
permutation over another. While seemingly benign,
this symmetry actually presents a serious challenge
in measuring discrepancy (Section 5.1).

Grenager et al. (2005) augments an HMM to al-
low emission from a generic stopword distribution at
any position with probability q. Their model would
definitely not be identifiable if q were a free param-
eter, since we can set q to 0 and just mix in the stop-
word distribution with each of the other emission
distributions to obtain a different parameter setting
yielding the same overall distribution. This is a case
where our notion of desired structure is absent in the
likelihood, and a prior over parameters could help
break ties.

7For our three model families, θ is identifiable in terms of
(x,y), but not in terms of x alone.

8We emphasize that non-identifiability is in terms of x, so
two parameter settings could still induce the same marginal dis-
tribution on x (weak generative capacity) while having different
joint distributions on (x,y) (strong generative capacity). Recall
that discrepancy depends on the latter.

The above non-identifiabilities apply to all param-
eter settings, but another type of non-identifiability
concerns only the maximizers of E log pθ(x). Sup-
pose the true data comes from a K-state HMM. If
we attempt to fit an HMM with K + 1 states, we
can split any one of the K states and maintain the
same distribution on x. Or, if we learn a PCFG on
the same HMM data, then we can choose either the
left- or right-branching chain structures, which both
mimic the true HMM equally well.

5.1 Permutation-invariant distance

KL-divergence is a natural measure of discrepancy
between two distributions, but it is somewhat non-
trivial to compute—for our three recursive models, it
requires solving fixed point equations, and becomes
completely intractable in face of label symmetry.
Thus we propose a more manageable alternative:

dµ(θ || θ′) def=

∑
j µj |θj − θ′j |∑

j µj
, (1)

where we weight the difference between the j-th
component of the parameter vectors by µj , the j-
th expected sufficient statistic with respect to pθ
(the expected counts computed in the E-step).9 Un-
like KL, our distance dµ is only defined on distri-
butions in the model family and is not invariant to
reparametrization. Like KL, dµ is asymmetric, with
the first argument holding the status of being the
“true” parameter setting. In our case, the parameters
are conditional probabilities, so 0 ≤ dµ(θ || θ′) ≤ 1,
so we can interpret dµ as an expected difference be-
tween these probabilities.

Unfortunately, label symmetry can wreak havoc
on our distance measure dµ. Suppose we want to
measure the distance between θ and θ′. If θ′ is
simply θ with the labels permuted, then dµ(θ || θ′)
would be substantial even though the distance ought
to be zero. We define a revised distance to correct
for this by taking the minimum distance over all la-
bel permutations:

Dµ(θ || θ′) = min
π

dµ(θ ||π(θ′)), (2)

9Without this factor, rarely used components could con-
tribute to the sum as much as frequently used ones, thus, making
the distance overly pessimistic.
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where π(θ′) denotes the parameter setting result-
ing from permuting the labels according to π. (The
DMV has no label symmetries, so just dµ works.)

For mixture models, we can compute Dµ(θ || θ′)
efficiently as follows. Note that each term in the
summation of (1) is associated with one of the K
labels. We can form aK×K matrixM , where each
entry Mij is the distance between the parameters in-
volving label i of θ and label j of θ′. Dµ(θ || θ′) can
then be computed by finding a maximum weighted
bipartite matching on M using the O(K3) Hungar-
ian algorithm (Kuhn, 1955).

For models such as the HMM and PCFG, com-
putingDµ is NP-hard, since the summation in dµ (1)
contains both first-order terms which depend on one
label (e.g., emission parameters) and higher-order
terms which depend on more than one label (e.g.,
transitions or rewrites). We cannot capture these
problematic higher-order dependencies in M .

However, we can bound Dµ(θ || θ′) as follows.
We create M using only first-order terms and find
the best matching (permutation) to obtain a lower
bound Dµ and an associated permutation π0 achiev-
ing it. Since Dµ(θ || θ′) takes the minimum over all
permutations, dµ(θ ||π(θ′)) is an upper bound for
any π, in particular for π = π0. We then use a local
search procedure that changes π to further tighten
the upper bound. Let Dµ denote the final value.

6 Estimation error

Thus far, we have considered approximation and
identifiability errors, which have to do with flaws of
the model. The remaining errors have to do with
how well we can fit the model. To focus on these
errors, we consider the case where the true model is
in our family (p∗ ∈ P). To keep the setting as real-
istic as possible, we do supervised learning on real
labeled data to obtain θ∗ = argmaxθ Ê log p(x,y).
We then throw away our real data and let p∗ = pθ∗ .
Now we start anew: sample new artificial data from
θ∗, learn a model using this artificial data, and see
how close we get to recovering θ∗.

In order to compute estimation error, we need to
compare θ∗ with θ̂, the global maximizer of the like-
lihood on our generated data. However, we cannot
compute θ̂ exactly. Let us therefore first consider the
simpler supervised scenario. Here, θ̂gen has a closed

form solution, so there is no optimization error. Us-
ing our distanceDµ (defined in Section 5.1) to quan-
tify estimation error, we see that, for the HMM, θ̂gen
quickly approaches θ∗ as we increase the amount of
data (Table 1).

# examples 500 5K 50K 500K

Dµ(θ∗ || θ̂gen) 0.003 6.3e-4 2.7e-4 8.5e-5
Dµ(θ∗ || θ̂gen) 0.005 0.001 5.2e-4 1.7e-4
Dµ(θ∗ || θ̂gen-EM) 0.022 0.018 0.008 0.002
Dµ(θ∗ || θ̂gen-EM) 0.049 0.039 0.016 0.004

Table 1: Lower and upper bounds on the distance from
the true θ∗ for the HMM as we increase the number of
examples.

In the unsupervised case, we use the following
procedure to obtain a surrogate for θ̂: initialize EM
with the supervised estimate θ̂gen and run EM for
100 iterations. Let θ̂gen-EM denote the final param-
eters, which should be representative of θ̂. Table 1
shows that the estimation error of θ̂gen-EM is an order
of magnitude higher than that of θ̂gen, which is to ex-
pected since θ̂gen-EM does not have access to labeled
data. However, this error can also be driven down
given a moderate number of examples.

7 Optimization error

Finally, we study optimization error, which is the
discrepancy between the global maximizer θ̂ and
θ̂EM, the result of running EM starting from a uni-
form initialization (plus some small noise). As be-
fore, we cannot compute θ̂, so we use θ̂gen-EM as a
surrogate. Also, instead of comparing θ̂gen-EM and θ̂
with each other, we compare each of their discrep-
ancies with respect to θ∗.

Let us first consider optimization error in terms
of prediction error. The first observation is that
there is a gap between the prediction accuracies
of θ̂gen-EM and θ̂EM, but this gap shrinks consider-
ably as we increase the number of examples. Fig-
ures 4(a,b,c) support this for all three model fami-
lies: for the HMM, both θ̂gen-EM and θ̂EM eventually
achieve around 90% accuracy; for the DMV, 85%.
For the PCFG, θ̂EM still lags θ̂gen-EM by 10%, but we
believe that more data can further reduce this gap.

Figure 4(d) shows that these trends are not par-
ticular to artificial data. On real WSJ data, the gap
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supervised estimate) on (a–c) various models, (d) real data. (e) measures distance instead of accuracy and (f) shows a
sample EM run.

between θ̂gen-EM and θ̂EM also diminishes for the
HMM. To reaffirm the trends, we also measure dis-
tance Dµ. Figure 4(e) shows that the distance from
θ̂EM to the true parameters θ∗ decreases, but the gap
between θ̂gen-EM and θ̂EM does not close as deci-
sively as it did for prediction error.

It is quite surprising that by simply running EM
with a neutral initialization, we can accurately learn
a complex model with thousands of parameters. Fig-
ures 4(f,g) show how both likelihood and accuracy,
which both start quite low, improve substantially
over time for the HMM on artificial data.

Carroll and Charniak (1992) report that EM fared
poorly with local optima. We do not claim that there
are no local optima, but only that the likelihood sur-
face that EM is optimizing can become smoother
with more examples. With more examples, there is
less noise in the aggregate statistics, so it might be
easier for EM to pick out the salient patterns.

Srebro et al. (2006) made a similar observation
in the context of learning Gaussian mixtures. They
characterized three regimes: one where EM was suc-
cessful in recovering the true clusters (given lots of
data), another where EM failed but the global opti-
mum was successful, and the last where both failed
(without much data).

There is also a rich body of theoretical work on

learning latent-variable models. Specialized algo-
rithms can provably learn certain constrained dis-
crete hidden-variable models, some in terms of weak
generative capacity (Ron et al., 1998; Clark and
Thollard, 2005; Adriaans, 1999), others in term of
strong generative capacity (Dasgupta, 1999; Feld-
man et al., 2005). But with the exception of Das-
gupta and Schulman (2007), there is little theoretical
understanding of EM, let alone on complex model
families such as the HMM, PCFG, and DMV.

8 Conclusion

In recent years, many methods have improved unsu-
pervised induction, but these methods must still deal
with the four types of errors we have identified in
this paper. One of our main contributions of this pa-
per is the idea of using the meta-model to diagnose
the approximation error. Using this tool, we can bet-
ter understand model biases and hopefully correct
for them. We also introduced a method for mea-
suring distances in face of label symmetry and ran
experiments exploring the effectiveness of EM as a
function of the amount of data. Finally, we hope that
setting up the general framework to understand the
errors of unsupervised induction systems will aid the
development of better methods and further analyses.
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Abstract

For ChinesePOS tagging, word segmentation
is a preliminary step. To avoid error propa-
gation and improve segmentation by utilizing
POS information, segmentation and tagging
can be performed simultaneously. A challenge
for this joint approach is the large combined
search space, which makes efficient decod-
ing very hard. Recent research has explored
the integration of segmentation andPOS tag-
ging, by decoding under restricted versions of
the full combined search space. In this paper,
we propose a joint segmentation andPOStag-
ging model that does not impose any hard con-
straints on the interaction between word and
POS information. Fast decoding is achieved
by using a novel multiple-beam search algo-
rithm. The system uses a discriminative sta-
tistical model, trained using the generalized
perceptron algorithm. The joint model gives
an error reduction in segmentation accuracy of
14.6% and an error reduction in tagging ac-
curacy of12.2%, compared to the traditional
pipeline approach.

1 Introduction

Since Chinese sentences do not contain explicitly
marked word boundaries, word segmentation is a
necessary step beforePOStagging can be performed.
Typically, a ChinesePOStagger takes segmented in-
puts, which are produced by a separate word seg-
mentor. This two-step approach, however, has an
obvious flaw of error propagation, since word seg-
mentation errors cannot be corrected by thePOStag-
ger. A better approach would be to utilizePOS in-

formation to improve word segmentation. For ex-
ample, thePOS-word pattern “number word” + “Ç
(a common measure word)” can help in segmenting
the character sequence “�Ç|” into the word se-
quence “� (one)Ç (measure word)| (person)”
instead of “� (one)Ç| (personal; adj)”. More-
over, the comparatively rarePOS pattern “number
word” + “number word” can help to prevent seg-
menting a long number word into two words.

In order to avoid error propagation and make use
of POSinformation for word segmentation, segmen-
tation andPOS tagging can be viewed as a single
task: given a raw Chinese input sentence, the joint
POS tagger considers all possible segmented and
tagged sequences, and chooses the overall best out-
put. A major challenge for such a joint system is
the large search space faced by the decoder. For a
sentence withn characters, the number of possible
output sequences isO(2n−1 · Tn), whereT is the
size of the tag set. Due to the nature of the com-
bined candidate items, decoding can be inefficient
even with dynamic programming.

Recent research on ChinesePOS tagging has
started to investigate joint segmentation and tagging,
reporting accuracy improvements over the pipeline
approach. Various decoding approaches have been
used to reduce the combined search space. Ng and
Low (2004) mapped the joint segmentation andPOS

tagging task into a single character sequence tagging
problem. Two types of tags are assigned to each
character to represent its segmentation andPOS. For
example, the tag “bNN” indicates a character at
the beginning of a noun. Using this method,POS

features are allowed to interact with segmentation.
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Since tagging is restricted to characters, the search
space is reduced toO((4T )n), and beam search de-
coding is effective with a small beam size. How-
ever, the disadvantage of this model is the difficulty
in incorporating whole word information intoPOS

tagging. For example, the standard “word +POS

tag” feature is not explicitly applicable. Shi and
Wang (2007) introducedPOS information to seg-
mentation by reranking.N -best segmentation out-
puts are passed to a separately-trainedPOS tagger,
and the best output is selected using the overallPOS-
segmentation probability score. In this system, the
decoding for word segmentation andPOS tagging
are still performed separately, and exact inference
for both is possible. However, the interaction be-
tweenPOSand segmentation is restricted by rerank-
ing: POS information is used to improve segmenta-
tion only for theN segmentor outputs.

In this paper, we propose a novel joint model
for Chinese word segmentation andPOS tagging,
which does not limiting the interaction between
segmentation andPOS information in reducing the
combined search space. Instead, a novel multiple
beam search algorithm is used to do decoding effi-
ciently. Candidate ranking is based on a discrimina-
tive joint model, with features being extracted from
segmented words andPOStags simultaneously. The
training is performed by a single generalized percep-
tron (Collins, 2002). In experiments with the Chi-
nese Treebank data, the joint model gave an error
reduction of14.6% in segmentation accuracy and
12.2% in the overall segmentation and tagging accu-
racy, compared to the traditional pipeline approach.
In addition, the overall results are comparable to the
best systems in the literature, which exploit knowl-
edge outside the training data, even though our sys-
tem is fully data-driven.

Different methods have been proposed to reduce
error propagation between pipelined tasks, both in
general (Sutton et al., 2004; Daumé III and Marcu,
2005; Finkel et al., 2006) and for specific problems
such as language modeling and utterance classifica-
tion (Saraclar and Roark, 2005) and labeling and
chunking (Shimizu and Haas, 2006). Though our
model is built specifically for Chinese word segmen-
tation andPOStagging, the idea of using the percep-
tron model to solve multiple tasks simultaneously
can be generalized to other tasks.

1 wordw
2 word bigramw1w2

3 single-character wordw
4 a word of lengthl with starting characterc
5 a word of lengthl with ending characterc
6 space-separated charactersc1 andc2

7 character bigramc1c2 in any word
8 the first / last charactersc1 / c2 of any word
9 wordw immediately before characterc
10 characterc immediately before wordw
11 the starting charactersc1 andc2 of two con-

secutive words
12 the ending charactersc1 andc2 of two con-

secutive words
13 a word of lengthl with previous wordw
14 a word of lengthl with next wordw

Table 1: Feature templates for the baseline segmentor

2 The Baseline System

We built a two-stage baseline system, using the per-
ceptron segmentation model from our previous work
(Zhang and Clark, 2007) and the perceptronPOStag-
ging model from Collins (2002). We usebaseline
system to refer to the system which performs seg-
mentation first, followed byPOS tagging (using the
single-best segmentation);baseline segmentor to re-
fer to the segmentor from (Zhang and Clark, 2007)
which performs segmentation only; andbaseline
POStagger to refer to the Collins tagger which per-
forms POS tagging only (given segmentation). The
features used by the baseline segmentor are shown in
Table 1. The features used by thePOStagger, some
of which are different to those from Collins (2002)
and are specific to Chinese, are shown in Table 2.

The word segmentation features are extracted
from word bigrams, capturing word, word length
and character information in the context. The word
length features are normalized, with those more than
15 being treated as15.

The POS tagging features are based on contex-
tual information from the tag trigram, as well as the
neighboring three-word window. To reduce overfit-
ting and increase the decoding speed, templates4, 5,
6 and7 only include words with less than3 charac-
ters. Like the baseline segmentor, the baseline tag-
ger also normalizes word length features.
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1 tagt with wordw
2 tag bigramt1t2
3 tag trigramt1t2t3
4 tagt followed by wordw
5 wordw followed by tagt
6 wordw with tagt and previous characterc
7 wordw with tagt and next characterc
8 tagt on single-character wordw in charac-

ter trigramc1wc2

9 tagt on a word starting with charc
10 tagt on a word ending with charc
11 tag t on a word containing charc (not the

starting or ending character)
12 tag t on a word starting with charc0 and

containing charc
13 tag t on a word ending with charc0 and

containing charc
14 tagt on a word containing repeated charcc
15 tagt on a word starting with character cat-

egoryg
16 tagt on a word ending with character cate-

goryg

Table 2: Feature templates for the baselinePOStagger

Templates15 and16 in Table 2 are inspired by the
CTBMorph feature templates in Tseng et al. (2005),
which gave the most accuracy improvement in their
experiments. Here the category of a character is
the set of tags seen on the character during train-
ing. Other morphological features from Tseng et al.
(2005) are not used because they require extra web
corpora besides the training data.

During training, the baselinePOS tagger stores
special word-tag pairs into atag dictionary (Ratna-
parkhi, 1996). Such information is used by the de-
coder to prune unlikely tags. For each word occur-
ring more thanN times in the training data, the de-
coder can only assign a tag the word has been seen
with in the training data. This method led to im-
provement in the decoding speed as well as the out-
put accuracy for EnglishPOStagging (Ratnaparkhi,
1996). Besides tags for frequent words, our base-
line POS tagger also uses the tag dictionary to store
closed-set tags (Xia, 2000) – those associated only
with a limited number of Chinese words.

3 Joint Segmentation and Tagging Model

In this section, we build a joint word segmentation
and POS tagging model that uses exactly the same
source of information as the baseline system, by ap-
plying the feature templates from the baseline word
segmentor andPOS tagger. No extra knowledge is
used by the joint model. However, because word
segmentation andPOStagging are performed simul-
taneously,POSinformation participates in word seg-
mentation.

3.1 Formulation of the joint model

We formulate joint word segmentation andPOStag-
ging as a single problem, which maps a raw Chi-
nese sentence to a segmented andPOStagged output.
Given an input sentencex, the outputF (x) satisfies:

F (x) = arg max
y∈GEN(x)

Score(y)

whereGEN(x) represents the set of possible outputs
for x.

Score(y) is computed by a feature-based linear
model. Denoting the global feature vector for the
tagged sentencey with Φ(y), we have:

Score(y) = Φ(y) · ~w

where~w is the parameter vector in the model. Each
element in~w gives a weight to its corresponding el-
ement inΦ(y), which is the count of a particular
feature over the whole sentencey. We calculate the
~w value by supervised learning, using the averaged
perceptron algorithm (Collins, 2002), given in Fig-
ure 1.1

We take the union of feature templates from the
baseline segmentor (Table 1) andPOS tagger (Ta-
ble 2) as the feature templates for the joint system.
All features are treated equally and processed to-
gether according to the linear model, regardless of
whether they are from the baseline segmentor or tag-
ger. In fact, most features from the baselinePOS

tagger, when used in the joint model, represent seg-
mentation patterns as well. For example, the afore-
mentioned pattern “number word” + “Ç”, which is

1In order to provide a comparison for the perceptron algo-
rithm we also triedSVMstruct (Tsochantaridis et al., 2004) for
parameter estimation, but this training method was prohibitively
slow.
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Inputs: training examples(xi, yi)
Initialization: set ~w = 0
Algorithm:

for t = 1..T , i = 1..N
calculatezi = arg maxy∈GEN(xi)

Φ(y) · ~w
if zi 6= yi

~w = ~w + Φ(yi) − Φ(zi)
Outputs: ~w

Figure 1: The perceptron learning algorithm

useful only for thePOS“number word” in the base-
line tagger, is also an effective indicator of the seg-
mentation of the two words (especially “Ç”) in the
joint model.

3.2 The decoding algorithm

One of the main challenges for the joint segmenta-
tion andPOS tagging system is the decoding algo-
rithm. The speed and accuracy of the decoder is
important for the perceptron learning algorithm, but
the system faces a very large search space of com-
bined candidates. Given the linear model and feature
templates, exact inference is very hard even with dy-
namic programming.

Experiments with the standard beam-search de-
coder described in (Zhang and Clark, 2007) resulted
in low accuracy. This beam search algorithm pro-
cesses an input sentence incrementally. At each
stage, the incoming character is combined with ex-
isting partial candidates in all possible ways to gen-
erate new partial candidates. An agenda is used to
control the search space, keeping only theB best
partial candidates ending with the current charac-
ter. The algorithm is simple and efficient, with a
linear time complexity ofO(BTn), wheren is the
size of input sentence, andT is the size of the tag
set (T = 1 for pure word segmentation). It worked
well for word segmentation alone (Zhang and Clark,
2007), even with an agenda size as small as8, and
a simple beam search algorithm also works well for
POS tagging (Ratnaparkhi, 1996). However, when
applied to the joint model, it resulted in a reduction
in segmentation accuracy (compared to the baseline
segmentor) even withB as large as1024.

One possible cause of the poor performance of the
standard beam search method is the combined nature
of the candidates in the search space. In the base-

Input: raw sentencesent – a list of characters
Variables: candidate sentenceitem – a list of

(word, tag) pairs;
maximum word-length record
maxlen for each tag;
the agenda listagendas;
the tag dictionarytagdict;
start index for current word;
end index for current word

Initialization: agendas[0] = [“” ],
agendas[i] = [] (i! = 0)

Algorithm:
for end index = 1 to sent.length:

foreach tag:
for start index =
max(1, end index − maxlen[tag] + 1)

to end index:
word = sent[start index..end index]
if (word, tag) consistent withtagdict:

for item ∈ agendas[start index − 1]:
item1 = item
item1.append((word,tag))
agendas[end index].insert(item1)

Outputs: agendas[sent.length].bestitem

Figure 2: The decoding algorithm for the joint word seg-
mentor andPOStagger

line POS tagger, candidates in the beam are tagged
sequences ending with the current word, which can
be compared directly with each other. However, for
the joint problem, candidates in the beam are seg-
mented and tagged sequences up to the current char-
acter, where the last word can be a complete word or
a partial word. A problem arises in whether to give
POS tags to incomplete words. If partial words are
given POS tags, it is likely that some partial words
are “justified” as complete words by the currentPOS

information. On the other hand, if partial words are
not givenPOStag features, the correct segmentation
for long words can be lost during partial candidate
comparison (since many short completed words with
POS tags are likely to be preferred to a long incom-
plete word with noPOStag features).2

2We experimented with both assigningPOS features to par-
tial words and omitting them; the latter method performed better
but both performed significantly worse than the multiple beam
search method described below.
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Another possible cause is the exponential growth
in the number of possible candidates with increasing
sentence size. The number increases fromO(Tn)
for the baselinePOS tagger toO(2n−1Tn) for the
joint system. As a result, for an incremental decod-
ing algorithm, the number of possible candidates in-
creases exponentially with the current word or char-
acter index. In thePOS tagging problem, a new in-
coming word enlarges the number of possible can-
didates by a factor ofT (the size of the tag set).
For the joint problem, however, the enlarging fac-
tor becomes2T with each incoming character. The
speed of search space expansion is much faster, but
the number of candidates is still controlled by a sin-
gle, fixed-size beam at any stage. If we assume
that the beam is not large enough for all the can-
didates at at each stage, then, from the newly gen-
erated candidates, the baselinePOS tagger can keep
1/T for the next processing stage, while the joint
model can keep only1/2T , and has to discard the
rest. Therefore, even when the candidate compar-
ison standard is ignored, we can still see that the
chance for the overall best candidate to fall out of
the beam is largely increased. Since the search space
growth is exponential, increasing the fixed beam size
is not effective in solving the problem.

To solve the above problems, we developed a mul-
tiple beam search algorithm, which compares candi-
dates only with complete tagged words, and enables
the size of the search space to scale with the input
size. The algorithm is shown in Figure 2. In this
decoder, an agenda is assigned to each character in
the input sentence, recording theB best segmented
and tagged partial candidates ending with the char-
acter. The input sentence is still processed incremen-
tally. However, now when a character is processed,
existing partial candidates ending with any previous
characters are available. Therefore, the decoder enu-
merates all possible tagged words ending with the
current character, and combines each word with the
partial candidates ending with its previous charac-
ter. All input characters are processed in the same
way, and the final output is the best candidate in the
final agenda. The time complexity of the algorithm
is O(WTBn), with W being the maximum word
size,T being the total number ofPOStags andn the
number of characters in the input. It is also linear
in the input size. Moreover, the decoding algorithm

gives competent accuracy with a small agenda size
of B = 16.

To further limit the search space, two optimiza-
tions are used. First, the maximum word length
for each tag is recorded and used by the decoder
to prune unlikely candidates. Because the major-
ity of tags only apply to words with length1 or
2, this method has a strong effect. Development
tests showed that it improves the speed significantly,
while having a very small negative influence on the
accuracy. Second, like the baselinePOS tagger, the
tag dictionary is used for Chinese closed set tags and
the tags for frequent words. To words outside the tag
dictionary, the decoder still tries to assign every pos-
sible tag.

3.3 Online learning

Apart from features, the decoder maintains other
types of information, including the tag dictionary,
the word frequency counts used when building the
tag dictionary, the maximum word lengths by tag,
and the character categories. The above data can
be collected by scanning the corpus before training
starts. However, in both the baseline tagger and the
joint POStagger, they are updated incrementally dur-
ing the perceptron training process, consistent with
online learning.3

The online updating of word frequencies, max-
imum word lengths and character categories is
straightforward. For the online updating of the tag
dictionary, however, the decision for frequent words
must be made dynamically because the word fre-
quencies keep changing. This is done by caching
the number of occurrences of the current most fre-
quent wordM , and taking all words currently above
the thresholdM/5000 + 5 as frequent words.5000
is a rough figure to control the number of frequent
words, set according to Zipf’s law. The parameter
5 is used to force all tags to be enumerated before a
word is seen more than5 times.

4 Related Work

Ng and Low (2004) and Shi and Wang (2007) were
described in the Introduction. Both models reduced

3We took this approach because we wanted the whole train-
ing process to be online. However, for comparison purposes,
we also tried precomputing the above information before train-
ing and the difference in performance was negligible.
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the large search space by imposing strong restric-
tions on the form of search candidates. In particu-
lar, Ng and Low (2004) used character-basedPOS

tagging, which prevents some importantPOS tag-
ging features such as word +POStag; Shi and Wang
(2007) used anN -best reranking approach, which
limits the influence ofPOStagging on segmentation
to theN -best list. In comparison, our joint model
does not impose any hard limitations on the inter-
action between segmentation andPOSinformation.4

Fast decoding speed is achieved by using a novel
multiple-beam search algorithm.

Nakagawa and Uchimoto (2007) proposed a hy-
brid model for word segmentation andPOS tagging
using anHMM -based approach. Word information is
used to process known-words, and character infor-
mation is used for unknown words in a similar way
to Ng and Low (2004). In comparison, our model
handles character and word information simultane-
ously in a single perceptron model.

5 Experiments

The Chinese Treebank (CTB) 4 is used for the exper-
iments. It is separated into two parts:CTB 3 (420K
characters in150K words /10364 sentences) is used
for the final 10-fold cross validation, and the rest
(240K characters in150K words / 4798 sentences)
is used as training and test data for development.

The standard F-scores are used to measure both
the word segmentation accuracy and the overall seg-
mentation and tagging accuracy, where the overall
accuracy isTF = 2pr/(p + r), with the precision
p being the percentage of correctly segmented and
tagged words in the decoder output, and the recallr
being the percentage of gold-standard tagged words
that are correctly identified by the decoder. For di-
rect comparison with Ng and Low (2004), thePOS

tagging accuracy is also calculated by the percentage
of correct tags on each character.

5.1 Development experiments

The learning curves of the baseline and joint models
are shown in Figure 3, Figure 4 and Figure 5, respec-
tively. These curves are used to show the conver-

4Apart from the beam search algorithm, we do impose some
minor limitations on the search space by methods such as the tag
dictionary, but these can be seen as optional pruning methods
for optimization.
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Figure 5: The learning curves of the joint system

gence of perceptron and decide the number of train-
ing iterations for the test. It should be noticed that
the accuracies from Figure 4 and Figure 5 are not
comparable because gold-standard segmentation is
used as the input for the baseline tagger. Accord-
ing to the figures, the number of training iterations
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Tag Seg NN NR VV AD JJ CD
NN 20.47 – 0.78 4.80 0.67 2.49 0.04
NR 5.95 3.61 – 0.19 0.04 0.07 0
VV 12.13 6.51 0.11 – 0.93 0.56 0.04
AD 3.24 0.30 0 0.71 – 0.33 0.22
JJ 3.09 0.93 0.15 0.26 0.26 – 0.04
CD 1.08 0.04 0 0 0.07 0 –

Table 3: Error analysis for the joint model

for the baseline segmentor,POStagger, and the joint
system are set to8, 6, and7, respectively for the re-
maining experiments.

There are many factors which can influence the
accuracy of the joint model. Here we consider the
special character category features and the effect of
the tag dictionary. The character category features
(templates15 and16 in Table 2) represent a Chinese
character by all the tags associated with the charac-
ter in the training data. They have been shown to im-
prove the accuracy of a ChinesePOS tagger (Tseng
et al., 2005). In the joint model, these features also
represent segmentation information, since they con-
cern the starting and ending characters of a word.
Development tests showed that the overall tagging
F-score of the joint model increased from84.54% to
84.93% using the character category features. In the
development test, the use of the tag dictionary im-
proves the decoding speed of the joint model, reduc-
ing the decoding time from416 seconds to256 sec-
onds. The overall tagging accuracy also increased
slightly, consistent with observations from the pure
POStagger.

The error analysis for the development test is
shown in Table 3. Here an error is counted when
a word in the standard output is not produced by the
decoder, due to incorrect segmentation or tag assign-
ment. Statistics about the six most frequently mis-
taken tags are shown in the table, where each row
presents the analysis of one tag from the standard
output, and each column gives a wrongly assigned
value. The column “Seg” represents segmentation
errors. Each figure in the table shows the percentage
of the corresponding error from all the errors.

It can be seen from the table that the NN-VV and
VV-NN mistakes were the most commonly made by
the decoder, while the NR-NN mistakes are also fre-

Baseline Joint
# SF TF TA SF TF TA

1 96.98 92.91 94.1497.21 93.46 94.66
2 97.16 93.20 94.3497.62 93.85 94.79
3 95.02 89.53 91.2895.94 90.86 92.38
4 95.51 90.84 92.5595.92 91.60 93.31
5 95.49 90.91 92.5796.06 91.72 93.25
6 93.50 87.33 89.8794.56 88.83 91.14
7 94.48 89.44 91.6195.30 90.51 92.41
8 93.58 88.41 90.9395.12 90.30 92.32
9 93.92 89.15 91.3594.79 90.33 92.45
10 96.31 91.58 93.0196.45 91.96 93.45
Av. 95.20 90.33 92.1795.90 91.34 93.02

Table 4: The accuracies by10-fold cross validation

SF – segmentation F-score,
TF – overall F-score,
TA – tagging accuracy by character.

quent. These three types of errors significantly out-
number the rest, together contributing14.92% of all
the errors. Moreover, the most commonly mistaken
tags are NN and VV, while among the most frequent
tags in the corpus, PU, DEG and M had compara-
tively less errors. Lastly, segmentation errors con-
tribute around half (51.47%) of all the errors.

5.2 Test results

10-fold cross validation is performed to test the ac-
curacy of the joint word segmentor andPOS tagger,
and to make comparisons with existing models in the
literature. Following Ng and Low (2004), we parti-
tion the sentences inCTB 3, ordered by sentence ID,
into 10 groups evenly. In thenth test, thenth group
is used as the testing data.

Table 4 shows the detailed results for the cross
validation tests, each row representing one test. As
can be seen from the table, the joint model outper-
forms the baseline system in each test.

Table 5 shows the overall accuracies of the base-
line and joint systems, and compares them to the rel-
evant models in the literature. The accuracy of each
model is shown in a row, where “Ng” represents the
models from Ng and Low (2004) and “Shi” repre-
sents the models from Shi and Wang (2007). Each
accuracy measure is shown in a column, including
the segmentation F-score (SF ), the overall tagging
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Model SF TF TA

Baseline+ (Ng) 95.1 – 91.7
Joint+ (Ng) 95.2 – 91.9
Baseline+* (Shi) 95.85 91.67 –
Joint+* (Shi) 96.05 91.86 –
Baseline (ours) 95.20 90.33 92.17
Joint (ours) 95.90 91.34 93.02

Table 5: The comparison of overall accuracies by10-fold
cross validation usingCTB

+ – knowledge about sepcial characters,
* – knowledge from semantic net outsideCTB.

F-score (TF ) and the tagging accuracy by characters
(TA). As can be seen from the table, our joint model
achieved the largest improvement over the baseline,
reducing the segmentation error by14.58% and the
overall tagging error by12.18%.

The overall tagging accuracy of our joint model
was comparable to but less than the joint model of
Shi and Wang (2007). Despite the higher accuracy
improvement from the baseline, the joint system did
not give higher overall accuracy. One likely reason
is that Shi and Wang (2007) included knowledge
about special characters and semantic knowledge
from web corpora (which may explain the higher
baseline accuracy), while our system is completely
data-driven. However, the comparison is indirect be-
cause our partitions of theCTB corpus are different.
Shi and Wang (2007) also chunked the sentences be-
fore doing10-fold cross validation, but used an un-
even split. We chose to follow Ng and Low (2004)
and split the sentences evenly to facilitate further
comparison.

Compared with Ng and Low (2004), our baseline
model gave slightly better accuracy, consistent with
our previous observations about the word segmen-
tors (Zhang and Clark, 2007). Due to the large ac-
curacy gain from the baseline, our joint model per-
formed much better.

In summary, when compared with existing joint
word segmentation andPOS tagging systems in the
literature, our proposed model achieved the best ac-
curacy boost from the cascaded baseline, and com-
petent overall accuracy.

6 Conclusion and Future Work

We proposed a joint Chinese word segmentation and
POS tagging model, which achieved a considerable
reduction in error rate compared to a baseline two-
stage system.

We used a single linear model for combined word
segmentation andPOS tagging, and chose the gen-
eralized perceptron algorithm for joint training. and
beam search for efficient decoding. However, the
application of beam search was far from trivial be-
cause of the size of the combined search space. Mo-
tivated by the question of what are the compara-
ble partial hypotheses in the space, we developed
a novel multiple beam search decoder which effec-
tively explores the large search space. Similar tech-
niques can potentially be applied to other problems
involving joint inference inNLP.

Other choices are available for the decoding of
a joint linear model, such as exact inference with
dynamic programming, provided that the range of
features allows efficient processing. The baseline
feature templates for Chinese segmentation andPOS

tagging, when added together, makes exact infer-
ence for the proposed joint model very hard. How-
ever, the accuracy loss from the beam decoder, as
well as alternative decoding algorithms, are worth
further exploration.

The joint system takes features only from the
baseline segmentor and the baselinePOS tagger to
allow a fair comparison. There may be additional
features that are particularly useful to the joint sys-
tem. Open features, such as knowledge of numbers
and European letters, and relationships from seman-
tic networks (Shi and Wang, 2007), have been re-
ported to improve the accuracy of segmentation and
POS tagging. Therefore, given the flexibility of the
feature-based linear model, an obvious next step is
the study of open features in the joint segmentor and
POStagger.
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Abstract

We propose a cascaded linear model for
joint Chinese word segmentation and part-
of-speech tagging. With a character-based
perceptron as the core, combined with real-
valued features such as language models, the
cascaded model is able to efficiently uti-
lize knowledge sources that are inconvenient
to incorporate into the perceptron directly.
Experiments show that the cascaded model
achieves improved accuracies on both seg-
mentation only and joint segmentation and
part-of-speech tagging. On the Penn Chinese
Treebank 5.0, we obtain an error reduction of
18.5% on segmentation and12% on joint seg-
mentation and part-of-speech tagging over the
perceptron-only baseline.

1 Introduction

Word segmentation and part-of-speech (POS) tag-
ging are important tasks in computer processing of
Chinese and other Asian languages. Several mod-
els were introduced for these problems, for example,
the Hidden Markov Model (HMM) (Rabiner, 1989),
Maximum Entropy Model (ME) (Ratnaparkhi and
Adwait, 1996), and Conditional Random Fields
(CRFs) (Lafferty et al., 2001). CRFs have the ad-
vantage of flexibility in representing features com-
pared to generative ones such as HMM, and usually
behaves the best in the two tasks. Another widely
used discriminative method is the perceptron algo-
rithm (Collins, 2002), which achieves comparable
performance to CRFs with much faster training, so
we base this work on the perceptron.

To segment and tag a character sequence, there
are two strategies to choose: performing POS tag-
ging following segmentation; or joint segmentation
and POS tagging (Joint S&T). Since the typical ap-
proach of discriminative models treats segmentation
as a labelling problem by assigning each character
a boundary tag (Xue and Shen, 2003), Joint S&T
can be conducted in a labelling fashion by expand-
ing boundary tags to include POS information (Ng
and Low, 2004). Compared to performing segmen-
tation and POS tagging one at a time, Joint S&T can
achieve higher accuracy not only on segmentation
but also on POS tagging (Ng and Low, 2004). Be-
sides the usual character-based features, additional
features dependent on POS’s or words can also be
employed to improve the performance. However, as
such features are generated dynamically during the
decoding procedure, two limitation arise: on the one
hand, the amount of parameters increases rapidly,
which is apt to overfit on training corpus; on the
other hand, exact inference by dynamic program-
ming is intractable because the current predication
relies on the results of prior predications. As a result,
many theoretically useful features such as higher-
order word or POSn-grams are difficult to be in-
corporated in the model efficiently.

To cope with this problem, we propose a cascaded
linear model inspired by the log-linear model (Och
and Ney, 2004) widely used in statistical machine
translation to incorporate different kinds of knowl-
edge sources. Shown in Figure 1, the cascaded
model has a two-layer architecture, with a character-
based perceptron as the core combined with other
real-valued features such as language models. We
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Generating:g5 = P (W |T ) g5

Length:g6 = |W | g6

S

Figure 1: Structure of Cascaded Linear Model.|R| denotes the scale of the feature space of the core perceptron.

will describe it in detail in Section 4. In this ar-
chitecture, knowledge sources that are intractable to
incorporate into the perceptron, can be easily incor-
porated into the outside linear model. In addition,
as these knowledge sources are regarded as separate
features, we can train their corresponding models in-
dependently with each other. This is an interesting
approach when the training corpus is large as it re-
duces the time and space consumption. Experiments
show that our cascaded model can utilize different
knowledge sources effectively and obtain accuracy
improvements on both segmentation and Joint S&T.

2 Segmentation and POS Tagging

Given a Chinese character sequence:

C1:n = C1 C2 .. Cn

the segmentation result can be depicted as:

C1:e1
Ce1+1:e2

.. Cem−1+1:em

while the segmentation and POS tagging result can
be depicted as:

C1:e1
/t1 Ce1+1:e2

/t2 .. Cem−1+1:em
/tm

Here, Ci (i = 1..n) denotes Chinese character,
ti (i = 1..m) denotes POS tag, andCl:r (l ≤ r)
denotes character sequence ranges fromCl to Cr.
We can see that segmentation and POS tagging task
is to divide a character sequence into several subse-
quences and label each of them a POS tag.

It is a better idea to perform segmentation and
POS tagging jointly in a uniform framework. Ac-
cording to Ng and Low (2004), the segmentation

task can be transformed to a tagging problem by as-
signing each character a boundary tag of the follow-
ing four types:

• b: the begin of the word

• m: the middle of the word

• e: the end of the word

• s: a single-character word

We can extract segmentation result by splitting
the labelled result into subsequences of patterns or
bm∗e which denote single-character word and multi-
character word respectively. In order to perform
POS tagging at the same time, we expand boundary
tags to include POS information by attaching a POS
to the tail of a boundary tag as a postfix following
Ng and Low (2004). As each tag is now composed
of a boundary part and a POS part, the joint S&T
problem is transformed to a uniform boundary-POS
labelling problem. A subsequence of boundary-POS
labelling result indicates a word with POSt only if
the boundary tag sequence composed of its bound-
ary part conforms tos or bm∗e style, and all POS
tags in its POS part equal tot. For example, a tag
sequenceb NN m NN e NN represents a three-
character word with POS tagNN .

3 The Perceptron

The perceptron algorithm introduced into NLP by
Collins (2002), is a simple but effective discrimina-
tive training method. It has comparable performance
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Non-lexical-target Instances
Cn (n = −2..2) C−2=e, C−1=�, C0=U, C1=/, C2=¡

CnCn+1 (n = −2..1) C−2C−1=e�, C−1C0=�U, C0C1=U/, C1C2=/¡
C−1C1 C−1C1=�/

Lexical-target Instances
C0Cn (n = −2..2) C0C−2=Ue, C0C−1=U�, C0C0=UU, C0C1=U/, C0C2=U¡

C0CnCn+1 (n = −2..1) C0C−2C−1=Ue�, C0C−1C0=U�U, C0C0C1=UU/, C0C1C2=U/¡
C0C−1C1 C0C−1C1 =U�/

Table 1: Feature templates and instances. Suppose we are considering the third character ”U” in ”e� U /¡”.

to CRFs, while with much faster training. The per-
ceptron has been used in many NLP tasks, such as
POS tagging (Collins, 2002), Chinese word seg-
mentation (Ng and Low, 2004; Zhang and Clark,
2007) and so on. We trained a character-based per-
ceptron for Chinese Joint S&T, and found that the
perceptron itself could achieve considerably high ac-
curacy on segmentation and Joint S&T. In following
subsections, we describe the feature templates and
the perceptron training algorithm.

3.1 Feature Templates

The feature templates we adopted are selected from
those of Ng and Low (2004). To compare with oth-
ers conveniently, we excluded the ones forbidden by
the close test regulation of SIGHAN, for example,
Pu(C0), indicating whether characterC0 is a punc-
tuation.

All feature templates and their instances are
shown in Table 1. C represents a Chinese char-
acter while the subscript of C indicates its posi-
tion in the sentence relative to the current charac-
ter (it has the subscript0). Templates immediately
borrowed from Ng and Low (2004) are listed in
the upper column namednon-lexical-target. We
called themnon-lexical-target because predications
derived from them can predicate without consider-
ing the current characterC0. Templates in the col-
umn below are expanded from the upper ones. We
add a fieldC0 to each template in the upper col-
umn, so that it can carry out predication according
to not only the context but also the current char-
acter itself. As predications generated from such
templates depend on the current character, we name
these templateslexical-target. Note that the tem-
plates of Ng and Low (2004) have already con-
tained somelexical-target ones. With the two kinds

Algorithm 1 Perceptron training algorithm.
1: Input : Training examples(xi, yi)
2: ~α← 0
3: for t← 1 .. T do
4: for i← 1 .. N do
5: zi ← argmaxz∈GEN(xi) Φ(xi, z) · ~α
6: if zi 6= yi then
7: ~α← ~α + Φ(xi, yi)−Φ(xi, zi)
8: Output: Parameters~α

of predications, the perceptron model will do exact
predicating to the best of its ability, and can back
off to approximately predicating if exact predicating
fails.

3.2 Training Algorithm

We adopt the perceptron training algorithm of
Collins (2002) to learn a discriminative model map-
ping from inputsx ∈ X to outputsy ∈ Y , whereX
is the set of sentences in the training corpus andY
is the set of corresponding labelled results. Follow-
ing Collins, we use a functionGEN(x) generating
all candidate results of an inputx , a representation
Φ mapping each training example(x, y) ∈ X × Y
to a feature vectorΦ(x, y) ∈ Rd, and a parameter
vector~α ∈ Rd corresponding to the feature vector.
d means the dimension of the vector space, it equals
to the amount of features in the model. For an input
character sequencex, we aim to find an outputF (x)
satisfying:

F (x) = argmax
y∈GEN(x)

Φ(x, y) · ~α (1)

Φ(x, y) · ~α represents the inner product of feature
vectorΦ(x, y) and the parameter vector~α. We used
the algorithm depicted in Algorithm 1 to tune the
parameter vector~α.
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To alleviate overfitting on the training examples,
we use the refinement strategy called “averaged pa-
rameters” (Collins, 2002) to the algorithm in Algo-
rithm 1.

4 Cascaded Linear Model

In theory, any useful knowledge can be incorporated
into the perceptron directly, besides the character-
based features already adopted. Additional features
most widely used are related to word or POSn-
grams. However, such features are generated dy-
namically during the decoding procedure so that
the feature space enlarges much more rapidly. Fig-
ure 2 shows the growing tendency of feature space
with the introduction of these features as well as the
character-based ones. We noticed that the templates
related to word unigrams and bigrams bring to the
feature space an enlargement much rapider than the
character-base ones, not to mention the higher-order
grams such as trigrams or4-grams. In addition, even
though these higher grams were managed to be used,
there still remains another problem: as the current
predication relies on the results of prior ones, the
decoding procedure has to resort to approximate in-
ference by maintaining a list ofN -best candidates at
each predication position, which evokes a potential
risk to depress the training.

To alleviate the drawbacks, we propose a cas-
caded linear model. It has a two-layer architec-
ture, with a perceptron as the core and another linear
model as the outside-layer. Instead of incorporat-
ing all features into the perceptron directly, we first
trained the perceptron using character-based fea-
tures, and several other sub-models using additional
ones such as word or POSn-grams, then trained the
outside-layer linear model using the outputs of these
sub-models, including the perceptron. Since the per-
ceptron is fixed during the second training step, the
whole training procedure need relative small time
and memory cost.

The outside-layer linear model, similar to those
in SMT, can synthetically utilize different knowl-
edge sources to conduct more accurate comparison
between candidates. In this layer, each knowledge
source is treated as a feature with a corresponding
weight denoting its relative importance. Suppose we
haven featuresgj (j = 1..n) coupled withn corre-
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Figure 2: Feature space growing curve. The horizontal
scope X[i:j] denotes the introduction of different tem-
plates. X[0:5]:Cn (n = −2..2); X[5:9]: CnCn+1 (n =
−2..1); X[9:10]: C−1C1; X[10:15]: C0Cn (n =
−2..2); X[15:19]: C0CnCn+1 (n = −2..1); X[19:20]:
C0C−1C1; X[20:21]: W0; X[21:22]: W−1W0. W0 de-
notes the current considering word, whileW−1 denotes
the word in front ofW0. All the data are collected from
the training procedure on MSR corpus of SIGHAN bake-
off 2.

sponding weightswj (j = 1..n), each featuregj

gives a scoregj(r) to a candidater, then the total
score ofr is given by:

S(r) =
∑

j=1..n

wj × gj(r) (2)

The decoding procedure aims to find the candidate
r∗ with the highest score:

r∗ = argmax
r

S(r) (3)

While the mission of the training procedure is to
tune the weightswj(j = 1..n) to guarantee that the
candidater with the highest score happens to be the
best result with a high probability.

As all the sub-models, including the perceptron,
are regarded as separate features of the outside-layer
linear model, we can train them respectively with
special algorithms. In our experiments we trained
a 3-gram word language model measuring the flu-
ency of the segmentation result, a4-gram POS lan-
guage model functioning as the product of state-
transition probabilities in HMM, and a word-POS
co-occurrence model describing how much probably
a word sequence coexists with a POS sequence. As
shown in Figure 1, the character-based perceptron is
used as the inside-layer linear model and sends its
output to the outside-layer. Besides the output of the
perceptron, the outside-layer also receive the outputs
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of the word LM, the POS LM, the co-occurrence
model and a word count penalty which is similar to
the translation length penalty in SMT.

4.1 Language Model

Language model (LM) provides linguistic probabil-
ities of a word sequence. It is an important measure
of fluency of the translation in SMT. Formally, an
n-gram word LM approximates the probability of a
word sequenceW = w1:m with the following prod-
uct:

Pwlm(W ) =
m∏

i=1

Pr(wi|wmax(0,i−n+1):i−1) (4)

Similarly, then-gram POS LM of a POS sequence
T = t1:m is:

Ptlm(T ) =
m∏

i=1

Pr(ti|tmax(0,i−n+1):i−1) (5)

Notice that a bi-gram POS LM functions as the prod-
uct of transition probabilities in HMM.

4.2 Word-POS Co-occurrence Model

Given a training corpus with POS tags, we can train
a word-POS co-occurrence model to approximate
the probability that the word sequence of the la-
belled result co-exists with its corresponding POS
sequence. UsingW = w1:m to denote the word se-
quence,T = t1:m to denote the corresponding POS
sequence,P (T |W ) to denote the probability thatW
is labelled asT , andP (W |T ) to denote the prob-
ability that T generatesW , we can define the co-
occurrence model as follows:

Co(W, T ) = P (T |W )λwt × P (W |T )λtw (6)

λwt andλtw denote the corresponding weights of the
two components.

Suppose the conditional probabilityPr(t|w) de-
scribes the probability that the wordw is labelled as
the POSt, while Pr(w|t) describes the probability
that the POSt generates the wordw, thenP (T |W )
can be approximated by:

P (T |W ) ≃
m∏

k=1

Pr(tk|wk) (7)

And P (W |T ) can be approximated by:

P (W |T ) ≃
m∏

k=1

Pr(wk|tk) (8)

Pr(w|t) and Pr(t|w) can be easily acquired by
Maximum Likelihood Estimates (MLE) over the
corpus. For instance, if the wordw appearsN times
in training corpus and is labelled as POSt for n
times, the probabilityPr(t|w) can be estimated by
the formula below:

Pr(t|w) ≃
n

N
(9)

The probabilityPr(w|t) could be estimated through
the same approach.

To facilitate tuning the weights, we use two com-
ponents of the co-occurrence modelCo(W, T ) to
represent the co-occurrence probability ofW andT ,
rather than useCo(W, T ) itself. In the rest of the
paper, we will call them labelling model and gener-
ating model respectively.

5 Decoder

Sequence segmentation and labelling problem can
be solved through a viterbi style decoding proce-
dure. In Chinese Joint S&T, the mission of the de-
coder is to find the boundary-POS labelled sequence
with the highest score. Given a Chinese character
sequenceC1:n, the decoding procedure can proceed
in a left-right fashion with a dynamic programming
approach. By maintaining a stack of sizeN at each
positioni of the sequence, we can preserve the topN
best candidate labelled results of subsequenceC1:i

during decoding. At each positioni, we enumer-
ate all possible word-POS pairs by assigning each
POS to each possible word formed from the charac-
ter subsequence spanning lengthl = 1..min(i, K)
(K is assigned 20 in all our experiments) and ending
at positioni, then we derive all candidate results by
attaching each word-POS pairp (of lengthl) to the
tail of each candidate result at the prior position ofp
(positioni− l), and select for positioni aN -best list
of candidate results from all these candidates. When
we derive a candidate result from a word-POS pair
p and a candidateq at prior position ofp, we cal-
culate the scores of the word LM, the POS LM, the
labelling probability and the generating probability,
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Algorithm 2 Decoding algorithm.
1: Input : character sequenceC1:n

2: for i← 1 .. n do
3: L ← ∅
4: for l← 1 .. min(i, K) do
5: w ← Ci−l+1:i

6: for t ∈ POS do
7: p← labelw ast
8: for q ∈ V[i− l] do
9: appendD(q, p) toL

10: sortL
11: V[i]← L[1 : N ]
12: Output: n-best resultsV[n]

as well as the score of the perceptron model. In ad-
dition, we add the score of the word count penalty as
another feature to alleviate the tendency of LMs to
favor shorter candidates. By equation 2, we can syn-
thetically evaluate all these scores to perform more
accurately comparing between candidates.

Algorithm 2 shows the decoding algorithm.
Lines 3 − 11 generate aN -best list for each char-
acter positioni. Line 4 scans words of all possible
lengthsl (l = 1..min(i, K), wherei points to the
current considering character). Line6 enumerates
all POS’s for the wordw spanning lengthl and end-
ing at positioni. Line 8 considers each candidate
result inN -best list at prior position of the current
word. FunctionD derives the candidate result from
the word-POS pairp and the candidateq at prior po-
sition ofp.

6 Experiments

We reported results from two set of experiments.
The first was conducted to test the performance of
the perceptron on segmentation on the corpus from
SIGHAN Bakeoff 2, including the Academia Sinica
Corpus (AS), the Hong Kong City University Cor-
pus (CityU), the Peking University Corpus (PKU)
and the Microsoft Research Corpus (MSR). The sec-
ond was conducted on the Penn Chinese Treebank
5.0 (CTB5.0) to test the performance of the cascaded
model on segmentation and Joint S&T. In all ex-
periments, we use the averaged parameters for the
perceptrons, and F-measure as the accuracy mea-
sure. With precisionP and recallR, the balance
F-measure is defined as:F = 2PR/(P + R).
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Figure 3: Averaged perceptron learning curves with Non-
lexical-target and Lexical-target feature templates.

AS CityU PKU MSR
SIGHAN best 0.952 0.943 0.950 0.964
Zhang & Clark 0.946 0.951 0.945 0.972

our model 0.954 0.958 0.940 0.975

Table 2: F-measure on SIGHAN bakeoff 2. SIGHAN
best: best scores SIGHAN reported on the four corpus,
cited from Zhang and Clark (2007).

6.1 Experiments on SIGHAN Bakeoff

For convenience of comparing with others, we focus
only on the close test, which means that any extra
resource is forbidden except the designated train-
ing corpus. In order to test the performance of the
lexical-target templates and meanwhile determine
the best iterations over the training corpus, we ran-
domly chosen2, 000 shorter sentences (less than 50
words) as the development set and the rest as the
training set (84, 294 sentences), then trained a per-
ceptron model named NON-LEX using onlynon-
lexical-target features and another named LEX us-
ing both the two kinds of features. Figure 3 shows
their learning curves depicting the F-measure on the
development set after1 to 10 training iterations. We
found that LEX outperforms NON-LEX with a mar-
gin of about0.002 at each iteration, and its learn-
ing curve reaches a tableland at iteration7. Then
we trained LEX on each of the four corpora for7
iterations. Test results listed in Table 2 shows that
this model obtains higher accuracy than the best of
SIGHAN Bakeoff 2 in three corpora (AS, CityU
and MSR). On the three corpora, it also outper-
formed the word-based perceptron model of Zhang
and Clark (2007). However, the accuracy on PKU
corpus is obvious lower than the best score SIGHAN
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Training setting Test task F-measure
POS- Segmentation 0.971
POS+ Segmentation 0.973
POS+ Joint S&T 0.925

Table 3: F-measure on segmentation and Joint S&T of
perceptrons. POS-: perceptron trained without POS,
POS+: perceptron trained with POS.

reported, we need to conduct further research on this
problem.

6.2 Experiments on CTB5.0

We turned to experiments on CTB 5.0 to test the per-
formance of the cascaded model. According to the
usual practice in syntactic analysis, we choose chap-
ters1− 260 (18074 sentences) as training set, chap-
ter271− 300 (348 sentences) as test set and chapter
301− 325 (350 sentences) as development set.

At the first step, we conducted a group of contrast-
ing experiments on the core perceptron, the first con-
centrated on the segmentation regardless of the POS
information and reported the F-measure on segmen-
tation only, while the second performed Joint S&T
using POS information and reported the F-measure
both on segmentation and on Joint S&T. Note that
the accuracy of Joint S&T means that a word-POS
pair is recognized only if both the boundary tags and
the POS’s are correctly labelled.

The evaluation results are shown in Table 3. We
find that Joint S&T can also improve the segmen-
tation accuracy. However, the F-measure on Joint
S&T is obvious lower, about a rate of95% to the
F-measure on segmentation. Similar trend appeared
in experiments of Ng and Low (2004), where they
conducted experiments on CTB 3.0 and achieved F-
measure0.919 on Joint S&T, a ratio of96% to the
F-measure0.952 on segmentation.

As the next step, a group of experiments were
conducted to investigate how well the cascaded lin-
ear model performs. Here the core perceptron was
just the POS+ model in experiments above. Be-
sides this perceptron, other sub-models are trained
and used as additional features of the outside-layer
linear model. We used SRI Language Modelling
Toolkit (Stolcke and Andreas, 2002) to train a3-
gram word LM with modified Kneser-Ney smooth-
ing (Chen and Goodman, 1998), and a4-gram POS

Features Segmentation F1 Joint S&T F1
All 0.9785 0.9341

All - PER 0.9049 0.8432
All - WLM 0.9785 0.9340
All - PLM 0.9752 0.9270
All - GPR 0.9774 0.9329
All - LPR 0.9765 0.9321
All - LEN 0.9772 0.9325

Table 4: Contribution of each feture. ALL: all features,
PER: perceptron model, WLM: word language model,
PLM: POS language model, GPR: generating model,
LPR: labelling model, LEN: word count penalty.

LM with Witten-Bell smoothing, and we trained
a word-POS co-occurrence model simply by MLE
without smoothing. To obtain their corresponding
weights, we adapted the minimum-error-rate train-
ing algorithm (Och, 2003) to train the outside-layer
model. In order to inspect how much improvement
each feature brings into the cascaded model, every
time we removed a feature while retaining others,
then retrained the model and tested its performance
on the test set.

Table 4 shows experiments results. We find that
the cascaded model achieves a F-measure increment
of about0.5 points on segmentation and about0.9
points on Joint S&T, over the perceptron-only model
POS+. We also find that the perceptron model func-
tions as the kernel of the outside-layer linear model.
Without the perceptron, the cascaded model (if we
can still call it “cascaded”) performs poorly on both
segmentation and Joint S&T. Among other features,
the4-gram POS LM plays the most important role,
removing this feature causes F-measure decrement
of 0.33 points on segmentation and0.71 points on
Joint S&T. Another important feature is the labelling
model. Without it, the F-measure on segmentation
and Joint S&T both suffer a decrement of0.2 points.
The generating model, which functions as that in
HMM, brings an improvement of about0.1 points
to each test item. However unlike the three fea-
tures, the word LM brings very tiny improvement.
We suppose that the character-based features used
in the perceptron play a similar role as the lower-
order word LM, and it would be helpful if we train
a higher-order word LM on a larger scale corpus.
Finally, the word count penalty gives improvement
to the cascaded model,0.13 points on segmentation
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and0.16 points on Joint S&T.

In summary, the cascaded model can utilize these
knowledge sources effectively, without causing the
feature space of the percptron becoming even larger.
Experimental results show that, it achieves obvious
improvement over the perceptron-only model, about
from 0.973 to 0.978 on segmentation, and from
0.925 to 0.934 on Joint S&T, with error reductions
of 18.5% and12% respectively.

7 Conclusions

We proposed a cascaded linear model for Chinese
Joint S&T. Under this model, many knowledge
sources that may be intractable to be incorporated
into the perceptron directly, can be utilized effec-
tively in the outside-layer linear model. This is a
substitute method to use both local and non-local
features, and it would be especially useful when the
training corpus is very large.

However, can the perceptron incorporate all the
knowledge used in the outside-layer linear model?
If this cascaded linear model were chosen, could
more accurate generative models (LMs, word-POS
co-occurrence model) be obtained by training on
large scale corpus even if the corpus is not correctly
labelled entirely, or by self-training on raw corpus in
a similar approach to that of McClosky (2006)? In
addition, all knowledge sources we used in the core
perceptron and the outside-layer linear model come
from the training corpus, whereas many open knowl-
edge sources (lexicon etc.) can be used to improve
performance (Ng and Low, 2004). How can we uti-
lize these knowledge sources effectively? We will
investigate these problems in the following work.
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Abstract

We present a discriminative structure-
prediction model for the letter-to-phoneme
task, a crucial step in text-to-speech process-
ing. Our method encompasses three tasks
that have been previously handled separately:
input segmentation, phoneme prediction,
and sequence modeling. The key idea is
online discriminative training, which updates
parameters according to a comparison of the
current system output to the desired output,
allowing us to train all of our components
together. By folding the three steps of a
pipeline approach into a unified dynamic
programming framework, we are able to
achieve substantial performance gains. Our
results surpass the current state-of-the-art on
six publicly available data sets representing
four different languages.

1 Introduction

Letter-to-phoneme (L2P) conversion is the task
of predicting the pronunciation of a word, repre-
sented as a sequence of phonemes, from its or-
thographic form, represented as a sequence of let-
ters. The L2P task plays a crucial role in speech
synthesis systems (Schroeter et al., 2002), and is
an important part of other applications, including
spelling correction (Toutanova and Moore, 2001)
and speech-to-speech machine translation (Engel-
brecht and Schultz, 2005).

Converting a word into its phoneme represen-
tation is not a trivial task. Dictionary-based ap-
proaches cannot achieve this goal reliably, due to
unseen words and proper names. Furthermore, the

construction of even a modestly-sized pronunciation
dictionary requires substantial human effort for each
new language. Effective rule-based approaches can
be designed for some languages such as Spanish.
However, Kominek and Black (2006) show that in
languages with a less transparent relationship be-
tween spelling and pronunciation, such as English,
Dutch, or German, the number of letter-to-sound
rules grows almost linearly with the lexicon size.
Therefore, most recent work in this area has focused
on machine-learning approaches.

In this paper, we present a joint framework for
letter-to-phoneme conversion, powered by online
discriminative training. By updating our model pa-
rameters online, considering only the current system
output and its feature representation, we are able to
not only incorporate overlapping features, but also to
use the same learning framework with increasingly
complex search techniques. We investigate two on-
line updates: averaged perceptron and Margin In-
fused Relaxed Algorithm (MIRA). We evaluate our
system on L2P data sets covering English, French,
Dutch and German. In all cases, our system outper-
forms the current state of the art, reducing the best
observed error rate by as much as 46%.

2 Previous work

Letter-to-phoneme conversion is a complex task, for
which a number of diverse solutions have been pro-
posed. It is a structure prediction task; both the input
and output are structured, consisting of sequences of
letters and phonemes, respectively. This makes L2P
a poor fit for many machine-learning techniques that
are formulated for binary classification.
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The L2P task is also characterized by the exis-
tence of a hidden structure connecting input to out-
put. The training data consists of letter strings paired
with phoneme strings, without explicit links con-
necting individual letters to phonemes. The subtask
of inserting these links, called letter-to-phoneme
alignment, is not always straightforward. For ex-
ample, consider the word “phoenix” and its corre-
sponding phoneme sequence [f i n I k s], where
we encounter cases of two letters generating a sin-
gle phoneme (ph→f), and a single letter generat-
ing two phonemes (x→k s). Fortunately, align-
ments between letters and phonemes can be discov-
ered reliably with unsupervised generative models.
Originally, L2P systems assumed one-to-one align-
ment (Black et al., 1998; Damper et al., 2005), but
recently many-to-many alignment has been shown
to perform better (Bisani and Ney, 2002; Jiampoja-
marn et al., 2007). Given such an alignment, L2P
can be viewed either as a sequence of classification
problems, or as a sequence modeling problem.

In the classification approach, each phoneme is
predicted independently using a multi-class classi-
fier such as decision trees (Daelemans and Bosch,
1997; Black et al., 1998) or instance-based learn-
ing (Bosch and Daelemans, 1998). These systems
predict a phoneme for each input letter, using the
letter and its context as features. They leverage the
structure of the input but ignore any structure in the
output.

L2P can also be viewed as a sequence model-
ing, or tagging problem. These approaches model
the structure of the output, allowing previously pre-
dicted phonemes to inform future decisions. The
supervised Hidden Markov Model (HMM) applied
by Taylor (2005) achieved poor results, mostly be-
cause its maximum-likelihood emission probabili-
ties cannot be informed by the emitted letter’s con-
text. Other approaches, such as those of Bisani and
Ney (2002) and Marchand and Damper (2000), have
shown that better performance can be achieved by
pairing letter substrings with phoneme substrings,
allowing context to be captured implicitly by these
groupings.

Recently, two hybrid methods have attempted
to capture the flexible context handling of
classification-based methods, while also mod-
eling the sequential nature of the output. The

constraint satisfaction inference (CSInf) ap-
proach (Bosch and Canisius, 2006) improves the
performance of instance-based classification (Bosch
and Daelemans, 1998) by predicting for each letter
a trigram of phonemes consisting of the previous,
current and next phonemes in the sequence. The
final output sequence is the sequence of predicted
phonemes that satisfies the most unigram, bigram
and trigram agreement constraints. The second
hybrid approach (Jiampojamarn et al., 2007) also
extends instance-based classification. It employs a
many-to-many letter-to-phoneme alignment model,
allowing substrings of letters to be classified into
substrings of phonemes, and introducing an input
segmentation step before prediction begins. The
method accounts for sequence information with
post-processing: the numerical scores of possible
outputs from an instance-based phoneme predictor
are combined with phoneme transition probabili-
ties in order to identify the most likely phoneme
sequence.

3 A joint approach

By observing the strengths and weaknesses of previ-
ous approaches, we can create the following priori-
tized desiderata for any L2P system:

1. The phoneme predicted for a letter should be
informed by the letter’s context in the input
word.

2. In addition to single letters, letter substrings
should also be able to generate phonemes.

3. Phoneme sequence information should be in-
cluded in the model.

Each of the previous approaches focuses on one
or more of these items. Classification-based ap-
proaches such as the decision tree system (Black
et al., 1998) and instance-based learning sys-
tem (Bosch and Daelemans, 1998) take into ac-
count the letter’s context (#1). By pairing letter sub-
strings with phoneme substrings, the joint n-gram
approach (Bisani and Ney, 2002) accounts for all
three desiderata, but each operation is informed only
by a limited amount of left context. The many-
to-many classifier of Jiampojamarn et al. (2007)
also attempts to account for all three, but it adheres
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Figure 1: Collapsing the pipeline.

strictly to the pipeline approach illustrated in Fig-
ure 1a. It applies in succession three separately
trained modules for input segmentation, phoneme
prediction, and sequence modeling. Similarly, the
CSInf approach modifies independent phoneme pre-
dictions (#1) in order to assemble them into a cohe-
sive sequence (#3) in post-processing.

The pipeline approaches are undesirable for two
reasons. First, when decisions are made in sequence,
errors made early in the sequence can propagate for-
ward and throw off later processing. Second, each
module is trained independently, and the training
methods are not aware of the tasks performed later
in the pipeline. For example, optimal parameters for
a phoneme prediction module may vary depending
on whether or not the module will be used in con-
junction with a phoneme sequence model.

We propose a joint approach to L2P conversion,
grounded in dynamic programming and online dis-
criminative training. We view L2P as a tagging task
that can be performed with a discriminative learn-
ing method, such as the Perceptron HMM (Collins,
2002). The Perceptron HMM naturally handles
phoneme prediction (#1) and sequence modeling
(#3) simultaneously, as shown in Figure 1b. Fur-
thermore, unlike a generative HMM, it can incor-
porate many overlapping source n-gram features to
represent context. In order to complete the conver-
sion from a pipeline approach to a joint approach,
we fold our input segmentation step into the ex-
act search framework by replacing a separate seg-
mentation module (#2) with a monotone phrasal de-
coder (Zens and Ney, 2004). At this point all three of
our desiderata are incorporated into a single module,

Algorithm 1 Online discriminative training.

1: α = ~0
2: for K iterations over training set do
3: for all letter-phoneme sequence pairs (x, y)

in the training set do
4: ŷ = arg maxy′∈Y [α · Φ(x, y′)]
5: update weights α according to ŷ and y
6: end for
7: end for
8: return α

as shown in Figure 1c.
Our joint approach to L2P lends itself to several

refinements. We address an underfitting problem of
the perceptron by replacing it with a more robust
Margin Infused Relaxed Algorithm (MIRA), which
adds an explicit notion of margin and takes into ac-
count the system’s current n-best outputs. In addi-
tion, with all of our features collected under a unified
framework, we are free to conjoin context features
with sequence features to create a powerful linear-
chain model (Sutton and McCallum, 2006).

4 Online discriminative training

In this section, we describe our entire L2P system.
An outline of our discriminative training process is
presented in Algorithm 1. An online process re-
peatedly finds the best output(s) given the current
weights, and then updates those weights to make the
model favor the correct answer over the incorrect
ones.

The system consists of the following three main
components, which we describe in detail in Sections
4.1, 4.2 and 4.3, respectively.

1. A scoring model, represented by a weighted
linear combination of features (α · Φ(x, y)).

2. A search for the highest scoring phoneme se-
quence for a given input word (Step 4).

3. An online update equation to move the model
away from incorrect outputs and toward the
correct output (Step 5).

4.1 Model
Given an input word x and an output phoneme se-
quence y, we define Φ(x, y) to be a feature vector
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representing the evidence for the sequence y found
in x, and α to be a feature weight vector provid-
ing a weight for each component of Φ(x, y). We
assume that both the input and output consist of m
substrings, such that xi generates yi, 0 ≤ i < m.
At training time, these substrings are taken from a
many-to-many letter-to-phoneme alignment. At test
time, input segmentation is handled by either a seg-
mentation module or a phrasal decoder.

Table 1 shows our feature template that we in-
clude in Φ(x, y). We use only indicator features;
each feature takes on a binary value indicating
whether or not it is present in the current (x, y)
pair. The context features express letter evidence
found in the input string x, centered around the
generator xi of each yi. The parameter c estab-
lishes the size of the context window. Note that
we consider not only letter unigrams but all n-grams
that fit within the window, which enables the model
to assign phoneme preferences to contexts contain-
ing specific sequences, such as ing and tion. The
transition features are HMM-like sequence features,
which enforce cohesion on the output side. We in-
clude only first-order transition features, which look
back to the previous phoneme substring generated
by the system, because our early development exper-
iments indicated that larger histories had little im-
pact on performance; however, the number of previ-
ous substrings that are taken into account could be
extended at a polynomial cost. Finally, the linear-
chain features (Sutton and McCallum, 2006) asso-
ciate the phoneme transitions between yi−1 and yi

with each n-gram surrounding xi. This combina-
tion of sequence and context data provides the model
with an additional degree of control.

4.2 Search

Given the current feature weight vector α, we are in-
terested in finding the highest-scoring phoneme se-
quence ŷ in the set Y of all possible phoneme se-
quences. In the pipeline approach (Figure 1b), the
input word is segmented into letter substrings by an
instance-based classifier (Aha et al., 1991), which
learns a letter segmentation model from many-to-
many alignments (Jiampojamarn et al., 2007). The
search for the best output sequence is then effec-
tively a substring tagging problem, and we can com-
pute the arg max operation in line 4 of Algorithm 1

context xi−c, yi

. . .
xi+c, yi

xi−cxi−c+1, yi

. . .
xi+c−1xi+c, yi

. . . . . .
xi−c . . . xi+c, yi

transition yi−1, yi

linear xi−c, yi−1, yi

chain . . .
xi+c, yi−1, yi

xi−cxi−c+1, yi−1, yi

. . .
xi+c−1xi+c, yi−1, yi

. . . . . .
xi−c . . . xi+c, yi−1, yi

Table 1: Feature template.

with the standard HMM Viterbi search algorithm.
In the joint approach (Figure 1c), we perform seg-

mentation and L2P prediction simultaneously by ap-
plying the monotone search algorithm developed for
statistical machine translation (Zens and Ney, 2004).
Thanks to its ability to translate phrases (in our case,
letter substrings), we can accomplish the arg max
operation without specifying an input segmentation
in advance; the search enumerates all possible seg-
mentations. Furthermore, the language model func-
tionality of the decoder allows us to keep benefiting
from the transition and linear-chain features, which
are explicit in the previous HMM approach.

The search can be efficiently performed by the
dynamic programming recurrence shown below.
We define Q(j, p) as the maximum score of the
phoneme sequence ending with the phoneme p gen-
erated by the letter sequence x1 . . . xj . Since we
are no longer provided an input segmentation in ad-
vance, in this framework we view x as a sequence of
J letters, as opposed to substrings. The phoneme p′

is the phoneme produced in the previous step. The
expression φ(xj

j′+1, p
′, p) is a convenient way to ex-

press the subvector of our complete feature vector
Φ(x, y) that describes the substring pair (xi, y

i
i−1),

where xi = xj
j′+1, yi−1 = p′ and yi = p. The

value N limits the size of the dynamically created
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substrings. We use N = 2, which reflects a simi-
lar limit in our many-to-many aligner. The special
symbol $ represents a starting phoneme or ending
phoneme. The value in Q(I + 1, $) is the score of
highest scoring phoneme sequence corresponding to
the input word. The actual sequence can be retrieved
by backtracking through the table Q.

Q(0, $) = 0

Q(j, p) = max
p′,p,

j−N≤j′<j

{α · φ(xj
j′+1, p

′, p) + Q(j′, p′)}

Q(J + 1, $) = max
p′
{α · φ($, p′, $) + Q(J, p′)}

4.3 Online update
We investigate two model updates to drive our online
discriminative learning. The simple perceptron up-
date requires only the system’s current output, while
MIRA allows us to take advantage of the system’s
current n-best outputs.

Perceptron
Learning a discriminative structure prediction

model with a perceptron update was first proposed
by Collins (2002). The perceptron update process
is relatively simple, involving only vector addition.
In line 5 of Algorithm 1, the weight vector α is up-
dated according to the best output ŷ under the cur-
rent weights and the true output y in the training
data. If ŷ = y, there is no update to the weights;
otherwise, the weights are updated as follows:

α = α + Φ(x, y)− Φ(x, ŷ) (1)

We iterate through the training data until the system
performance drops on a held-out set. In a separable
case, the perceptron will find an α such that:

∀ŷ ∈ Y − {y} : α · Φ(x, y) > α · Φ(x, ŷ) (2)

Since real-world data is not often separable, the av-
erage of all α values seen throughout training is used
in place of the final α, as the average generalizes bet-
ter to unseen data.

MIRA
In the perceptron training algorithm, no update is

derived from a particular training example so long
as the system is predicting the correct phoneme se-
quence. The perceptron has no notion of margin: a

slim preference for the correct sequence is just as
good as a clear preference. During development, we
observed that this lead to underfitting the training ex-
amples; useful and consistent evidence was ignored
because of the presence of stronger evidence in the
same example. The MIRA update provides a princi-
pled method to resolve this problem.

The Margin Infused Relaxed Algorithm or
MIRA (Crammer and Singer, 2003) updates the
model based on the system’s n-best output. It em-
ploys a margin update which can induce an update
even when the 1-best answer is correct. It does so by
finding a weight vector that separates incorrect se-
quences in the n-best list from the correct sequence
by a variable width margin.

The update process finds the smallest change in
the current weights so that the new weights will sep-
arate the correct answer from each incorrect answer
by a margin determined by a structured loss func-
tion. The loss function describes the distance be-
tween an incorrect prediction and the correct one;
that is, it quantifies just how wrong the proposed se-
quence is. This update process can be described as
an optimization problem:

minαn ‖ αn − αo ‖
subject to ∀ŷ ∈ Yn :
αn · (Φ(x, y)− Φ(x, ŷ)) ≥ `(y, ŷ)

(3)

where Yn is a set of n-best outputs found under the
current model, y is the correct answer, αo is the cur-
rent weight vector, αn is the new weight vector, and
`(y, ŷ) is the loss function.

Since our direct objective is to produce the cor-
rect phoneme sequence for a given word, the most
intuitive way to define the loss function `(y, ŷ) is
binary: 0 if ŷ = y, and 1 otherwise. We refer to
this as 0-1 loss. Another possibility is to base the
loss function on the phoneme error rate, calculated
as the Levenshtein distance between y and ŷ. We
can also compute a combined loss function as an
equally-weighted linear combination of the 0-1 and
phoneme loss functions.

MIRA training is similar to averaged perceptron
training, but instead of finding the single best an-
swer, we find the n-best answers (Yn) and update
weights according to Equation 3. To find the n-best
answers, we modify the HMM and monotone search
algorithms to keep track of the n-best phonemes at
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Figure 2: Perceptron update with different context size.

each cell of the dynamic programming matrix. The
optimization in Equation 3 is a standard quadratic
programming problem that can be solved by us-
ing Hildreth’s algorithm (Censor and Zenios, 1997).
The details of our implementation of MIRA within
the SVMlight framework (Joachims, 1999) are given
in the Appendix A. Like the perceptron algorithm,
MIRA returns the average of all weight vectors pro-
duced during learning.

5 Evaluation

We evaluated our approach on English, German and
Dutch CELEX (Baayen et al., 1996), French Brulex,
English Nettalk and English CMUDict data sets.
Except for English CELEX, we used the data sets
from the PRONALSYL letter-to-phoneme conver-
sion challenge1. Each data set is divided into 10
folds: we used the first one for testing, and the rest
for training. In all cases, we hold out 5% of our
training data to determine when to stop perceptron
or MIRA training. We ignored one-to-one align-
ments included in the PRONALSYL data sets, and
instead induced many-to-many alignments using the
method of Jiampojamarn et al. (2007).

Our English CELEX data set was extracted di-
rectly from the CELEX database. After removing
duplicate words, phrases, and abbreviations, the data
set contained 66,189 word-phoneme pairs, of which
10% was designated as the final test set, and the rest
as the training set. We performed our development
experiments on the latter part, and then used the final

1Available at http://www.pascal-network.org/
Challenges/PRONALSYL/. The results have not been an-
nounced.
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Figure 3: MIRA update with different size of n-best list.

test set to compare the performance of our system to
other results reported in the literature.

We report the system performance in terms of
word accuracy, which rewards only completely cor-
rect phoneme sequences. Word accuracy is more
demanding than phoneme accuracy, which consid-
ers the number of correct phonemes. We feel that
word accuracy is a more appropriate error metric,
given the quality of current L2P systems. Phoneme
accuracy is not sensitive enough to detect improve-
ments in highly accurate L2P systems: Black et al.
(1998) report 90% phoneme accuracy is equivalent
to approximately 60% word accuracy, while 99%
phoneme accuracy corresponds to only 90% word
accuracy.

5.1 Development Experiments

We began development with a zero-order Perceptron
HMM with an external segmenter, which uses only
the context features from Table 1. The zero-order
Perceptron HMM is equivalent to training a multi-
class perceptron to make independent substring-to-
phoneme predictions; however, this framework al-
lows us to easily extend to structured models. We in-
vestigate the effect of augmenting this baseline sys-
tem in turn with larger context sizes, the MIRA up-
date, joint segmentation, and finally sequence fea-
tures. We report the impact of each contribution on
our English CELEX development set.

Figure 2 shows the performance of our baseline
L2P system with different context size values (c).
Increasing the context size has a dramatic effect on
accuracy, but the effect begins to level off for con-
text sizes greater than 5. Henceforth, we report the
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Perceptron MIRA
Separate segmentation 84.5% 85.8%
Phrasal decoding 86.6% 88.0%

Table 2: Separate segmentation versus phrasal decoding
in terms of word accuracy.

results with context size c = 5.
Figure 3 illustrates the effect of varying the size of

n-best list in the MIRA update. n = 1 is equivalent
to taking into account only the best answer, which
does not address the underfitting problem. A large
n-best list makes it difficult for the optimizer to sep-
arate the correct and incorrect answers, resulting in
large updates at each step. We settle on n = 10 for
the subsequent experiments.

The choice of MIRA’s loss function has a min-
imal impact on performance, probably because our
baseline system already has a very high phoneme ac-
curacy. We employ the loss function that combines
0-1 and phoneme error rate, due to its marginal im-
provement over 0-1 loss on the development set.

Looking across columns in Table 2, we observe
over 8% reduction in word error rate when the per-
ceptron update is replaced with the MIRA update.
Since the perceptron is a considerably simpler algo-
rithm, we continue to report the results of both vari-
ants throughout this section.

Table 2 also shows the word accuracy of our sys-
tem after adding the option to conduct joint segmen-
tation through phrasal decoding. The 15% relative
reduction in error rate in the second row demon-
strates the utility of folding the segmentation step
into the search. It also shows that the joint frame-
work enables the system to reduce and compensate
for errors that occur in a pipeline. This is particu-
larly interesting because our separate instance-based
segmenter is highly accurate, achieving 98% seg-
mentation accuracy. Our experiments indicate that
the application of joint segmentation recovers more
than 60% of the available improvements, according
to an upper bound determined by utilizing perfect
segmentation.2

Table 3 illustrates the effect of our sequence fea-
tures on both the perceptron and MIRA systems.

2Perfect with respect to our many-to-many alignment (Ji-
ampojamarn et al., 2007), but not necessarily in any linguistic
sense.

Feature Perceptron MIRA
zero order 86.6% 88.0%
+ 1st order HMM 87.1% 88.3%
+ linear-chain 87.5% 89.3%
All features 87.8% 89.4%

Table 3: The effect of sequence features on the joint sys-
tem in terms of word accuracy.

Replacing the zero-order HMM with the first-order
HMM makes little difference by itself, but com-
bined with the more powerful linear-chain features,
it results in a relative error reduction of about 12%.
In general, the linear-chain features make a much
larger difference than the relatively simple transition
features, which underscores the importance of us-
ing source-side context when assessing sequences of
phonemes.

The results reported in Tables 2 and 3 were cal-
culated using cross validation on the training part of
the CELEX data set. With the exception of adding
the 1st order HMM, the differences between ver-
sions are statistically significant according to McNe-
mar’s test at 95% confidence level. On one CPU of
AMD Opteron 2.2GHz with 6GB of installed mem-
ory, it takes approximately 32 hours to train the
MIRA model with all features, compared to 12 hours
for the zero-order model.

5.2 System Comparison

Table 4 shows the comparison between our approach
and other systems on the evaluation data sets. We
trained our system using n-gram context, transition,
and linear-chain features. All parameters, includ-
ing the size of n-best list, size of letter context, and
the choice of loss functions, were established on
the English CELEX development set, as presented
in our previous experiments. With the exception of
the system described in (Jiampojamarn et al., 2007),
which we re-ran on our current test sets, the results
of other systems are taken from the original papers.
Although these comparisons are necessarily indirect
due to different experimental settings, they strongly
suggest that our system outperforms all previous
published results on all data sets, in some case by
large margins. When compared to the current state-
of-the-art performance of each data set, the relative
reductions in error rate range from 7% to 46%.
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Corpus MIRA Perceptron M-M HMM Joint n-gram∗ CSInf∗ PbA∗ CART∗

Eng. CELEX 90.51% 88.44% 84.81% 76.3% 84.5% - -
Dutch CELEX 95.32% 95.13% 91.69% - 94.5% - -
German CELEX 93.61% 92.84% 90.31% 92.5% - - 89.38%
Nettalk 67.82% 64.87% 59.32% 64.6% - 65.35% -
CMUDict 71.99% 71.03% 65.38% - - - 57.80%
Brulex 94.51% 93.89% 89.77% 89.1% - - -

Table 4: Word accuracy on the evaluated data sets. MIRA, Perceptron: our systems. M-M HMM: Many-to-Many
HMM system (Jiampojamarn et al., 2007). Joint n-gram: Joint n-gram model (Demberg et al., 2007). CSInf: Con-
straint satisfaction inference (Bosch and Canisius, 2006). PbA: Pronunciation by Analogy (Marchand and Damper,
2006). CART: CART decision tree system (Black et al., 1998). The columns marked with * contain results reported
in the literature. “-” indicates no reported results. We have underlined the best previously reported results.

6 Conclusion

We have presented a joint framework for letter-to-
phoneme conversion, powered by online discrimi-
native training. We introduced two methods to con-
vert multi-letter substrings into phonemes: one rely-
ing on a separate segmenter, and the other incorpo-
rating a unified search that finds the best input seg-
mentation while generating the output sequence. We
investigated two online update algorithms: the per-
ceptron, which is straightforward to implement, and
MIRA, which boosts performance by avoiding un-
derfitting. Our systems employ source n-gram fea-
tures and linear-chain features, which substantially
increase L2P accuracy. Our experimental results
demonstrate the power of a joint approach based on
online discriminative training with large feature sets.
In all cases, our MIRA-based system advances the
current state of the art by reducing the best reported
error rate.

Appendix A. MIRA Implementation

We optimize the objective shown in Equation 3
using the SVMlight framework (Joachims, 1999),
which provides the quadratic program solver shown
in Equation 4.

minw,ξ
1
2 ‖ w ‖2 +C

∑
i ξi

subject to ∀i,
w · ti ≥ rhsi − ξi

(4)

In order to approximate a hard margin using the
soft-margin optimizer of SVMlight, we assign a very
large penalty value to C, thus making the use of any
slack variables (ξi) prohibitively expensive. We de-
fine the vector w as the difference between the new

and previous weights: w = αn − αo. We constrain
w to mirror the constraints in Equation 3. Since each
ŷ in the n-best list (Yn) needs a constraint based on
its feature difference vector, we define a ti for each:

∀ŷ ∈ Yn : ti = Φ(x, y)− Φ(x, ŷ)

Substituting that equation along with the inferred
equation an = ao + w into our original MIRA con-
straints yields:

(αo + w) · ti ≥ `(y, ŷ)

Moving αo to the right-hand-side to isolate w · ti on
the left, we get a set of mappings that implement
MIRA in SVMlight’s optimizer:

w αn − αo

ti Φ(x, y)− Φ(x, ŷ)
rhsi `(y, ŷ)− αo · ti

The output of the SVMlight optimizer is an update
vector w to be added to the current αo.
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Abstract 

Expert search, in which given a query a 
ranked list of experts instead of documents is 
returned, has been intensively studied recently 
due to its importance in facilitating the needs 
of both information access and knowledge 
discovery. Many approaches have been pro-
posed, including metadata extraction, expert 
profile building, and formal model generation. 
However, all of them conduct expert search 
with a coarse-grained approach. With these, 
further improvements on expert search are 
hard to achieve. In this paper, we propose 
conducting expert search with a fine-grained 
approach. Specifically, we utilize more spe-
cific evidences existing in the documents. An 
evidence-oriented probabilistic model for ex-
pert search and a method for the implementa-
tion are proposed. Experimental results show 
that the proposed model and the implementa-
tion are highly effective. 

1 Introduction 

Nowadays, team work plays a more important role 
than ever in problem solving. For instance, within 
an enterprise, people handle new problems usually 
by leveraging the knowledge of experienced col-
leagues. Similarly, within research communities, 
novices step into a new research area often by 
learning from well-established researchers in the 
research area. All these scenarios involve asking 
the questions like “who is an expert on X?” or 
“who knows about X?” Such questions, which 
cannot be answered easily through traditional 
document search, raise a new requirement of 
searching people with certain expertise.  

To meet that requirement, a new task, called ex-
pert search, has been proposed and studied inten-
sively. For example, TREC 2005, 2006, and 2007 

provide the task of expert search within the enter-
prise track. In the TREC setting, expert search is 
defined as: given a query, a ranked list of experts is 
returned. In this paper, we engage our study in the 
same setting.  

Many approaches to expert search have been 
proposed by the participants of TREC and other 
researchers. These approaches include metadata 
extraction (Cao et al., 2005), expert profile build-
ing (Craswell, 2001, Fu et al., 2007), data fusion 
(Maconald and Ounis, 2006), query expansion 
(Macdonald and Ounis, 2007), hierarchical lan-
guage model (Petkova and Croft, 2006), and for-
mal model generation (Balog et al., 2006; Fang et 
al., 2006). However, all of them conduct expert 
search with what we call a coarse-grained ap-
proach. The discovering and use of evidence for 
expert locating is carried out under a grain of 
document. With it, further improvements on expert 
search are hard to achieve. This is because differ-
ent blocks (or segments) of electronic documents 
usually present different functions and qualities 
and thus different impacts for expert locating.  

In contrast, this paper is concerned with propos-
ing a probabilistic model for fine-grained expert 
search. In fine-grained expert search, we are to 
extract and use evidence of expert search (usually 
blocks of documents) directly. Thus, the proposed 
probabilistic model incorporates evidence of expert 
search explicitly as a part of it. A piece of fine-
grained evidence is formally defined as a quadru-
ple, <topic, person, relation, document>, which 
denotes the fact that a topic and a person, with a 
certain relation between them, are found in a spe-
cific document. The intuition behind the quadruple 
is that a query may be matched with phrases in 
various forms (denoted as topic here) and an expert 
candidate may appear with various name masks 
(denoted as person here), e.g., full name, email, or 
abbreviated names. Given a topic and person, rela-
tion type is used to measure their closeness and 
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document serves as a context indicating whether it 
is good evidence. 

Our proposed model for fine-grained expert 
search results in an implementation of two stages. 

 1) Evidence Extraction: document segments in 
various granularities are identified and evidences 
are extracted from them. For example, we can have 
segments in which an expert candidate and a que-
ried topic co-occur within a same section of docu-
ment-001:  “…later, Berners-Lee describes a 
semantic web search engine experience…” As the 
result, we can extract an evidence by using same-
section relation, i.e., <semantic web search engine, 
Berners-Lee, same-section, document-001>.   

2) Evidence Quality Evaluation: the quality (or 
reliability) of evidence is evaluated. The quality of 
a quadruple of evidence consists of four aspects, 
namely topic-matching quality, person-name-
matching quality, relation quality, and document 
quality. If we regard evidence as link of expert 
candidate and queried topic, the four aspects will 
correspond to the strength of the link to query, the 
strength of the link to expert candidate, the type of 
the link, and the document context of the link re-
spectively. 

All the evidences with their scores of quality are 
merged together to generate a single score for each 
expert candidate with regard to a given query. We 
empirically evaluate our proposed model and im-
plementation on the W3C corpus which is used in 
the expert search task at TREC 2005 and 2006. 
Experimental results show that both explored evi-
dences and evaluation of evidence quality can im-
prove the expert search significantly. Compared 
with existing state-of-the-art expert search methods, 
the probabilistic model for fine-grained expert 
search shows promising improvement.  

The rest of the paper is organized as follows. 
Section 2 surveys existing studies on expert search. 
Section 3 and Section 4 present the proposed prob-
abilistic model and its implementation, respec-
tively. Section 5 gives the empirical evaluation. 
Finally, Section 6 concludes the work. 

2 Related Work  

2.1 Expert Search Systems 

One setting for automatic expert search is to as-
sume that data from specific resources are avail-
able. For example, Expertise Recommender (Kautz 

et al., 1996), Expertise Browser (Mockus and 
Herbsleb, 2002) and the system in (McDonald and 
Ackerman, 1998) make use of log data in software 
development systems to find experts. Yet another 
approach is to mine expert and expertise from 
email communications (Campbell et al., 2003; 
Dom et al. 2003; Sihn and Heeren, 2001). 

Searching expert from general documents has 
also been studied (Davenport and Prusak, 1998; 
Mattox et al., 1999; Hertzum and Pejtersen, 2000). 
P@NOPTIC employs what is referred to as the 
‘profile-based’ approach in searching for experts 
(Craswell et al., 2001). Expert/Expert-Locating 
(EEL) system (Steer and Lochbaum, 1988) uses 
the same approach in searching for expert groups. 
DEMOIR (Yimam, 1996) enhances the profile-
based approach by separating co-occurrences into 
different types. In essence, the profile-based ap-
proach utilizes the co-occurrences between query 
words and people within documents. 

2.2 Expert Search at TREC 

A task on expert search was organized within the 
enterprise track at TREC 2005, 2006 and 2007 
(Craswell et al., 2005; Soboroff  et al., 2006; Bai-
ley et al., 2007).  

Many approaches have been proposed for tack-
ling the expert search task within the TREC track. 
Cao et al. (2005) propose a two-stage model with a 
set of extracted metadata. Balog et al. (2006) com-
pare two generative models for expert search. Fang 
et al. (2006) further extend their generative model 
by introducing the prior of expert distribution and 
relevance feedback. Petkova and Croft (2006) fur-
ther extend the profile based method by using a 
hierarchical language model. Macdonald and 
Ounis (2006) investigate the effectiveness of the 
voting approach and the associated data fusion 
techniques. However, such models are conducted 
in a coarse-grain scope of document as discussed 
before. In contrast, our study focuses on proposing 
a model for conducting expert search in a fine-
grain scope of evidence (local context). 

3 Fine-grained Expert Search 

Our research is to investigate a direct use of the 
local contexts for expert search. We call each local 
context of such kind as fine-grained evidence.  

In this work, a fine-grained evidence is formally 
defined as a quadruple, <topic, person, relation, 
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document>. Such a quadruple denotes that a topic 
and a person occurrence, with a certain relation 
between them, are found in a specific document.  

Recall that topic is different from query. For ex-
ample, given a query “semantic web coordination”, 
the corresponding topic may be either “semantic 
web” or “web coordination”. Similarly, person 
here is different from expert candidate. E.g, given 
an expert candidate “Ritu Raj Tiwari”, the matched 
person may be “Ritu Raj Tiwari”, “Tiwari”, or 
“RRT” etc. Although both the topics and persons 
may not match the query and expert candidate ex-
actly, they do have certain indication on the con-
nection of query “semantic web coordination” and 
expert “Ritu Raj Tiwari”. 

3.1 Evidence-Oriented Expert Search Model 

We conduct fine-grained expert search by incorpo-
rating evidence of local context explicitly in a 
probabilistic model which we call an evidence-
oriented expert search model. Given a query q, the 
probability of a candidate c being an expert (or 
knowing something about q) is estimated as 

( | ) ( , | )

( | , ) ( | )

e

e

P c q P c e q

P c e q P e q

=

=

!

!
, 

(1) 

where e denotes a quadruple of evidence.  
Using the relaxation that the probability of c is 

independent of a query q given an evidence e, we 
can reduce Equation (1) as, 

( | ) ( | ) ( | )
e

P c q P c e P e q=! . (2) 

Compared to previous work, our model conducts 
expert search with a new way in which local con-
texts of evidence are used to bridge a query q and 
an expert candidate c. The new way enables the 
expert search system to explore various local con-
texts in a precise manner.  

In the following sub-sections, we will detail two 
sub-models: the expert matching model P(c|e) and 
the evidence matching model P(e|q).  

3.2 Expert Matching Model 

We expand the evidence e as quadruple <topic, 
people, relation, document> (<t, p, r, d> for short) 
for expert matching. Given a set of related evi-
dences, we assume that the generation of an expert 
candidate c is independent with topic t and omit it 

in expert matching. Therefore, we simplify the ex-
pert matching formula as below:  

),|()|(),,|()|( drpPpcPdrpcPecP == , (3) 

where P(c|p) depends on how an expert candidate c 
matches to a person occurrence p (e.g. full name or 
email of a person). The different ways of matching 
an expert candidate c with a person occurrence p 
results in varied qualities. P(c|p) represents the 
quality. P(p|r,d) expresses the probability of an 
occurrence p given a relation r and a document d. 
P(p|r,d) is estimated in MLE as, 
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),,(
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drL
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where freq(p,r,d) is the frequency of person p 
matched by relation r in document d, and L(r, d) is 
the frequency of all the persons matched by rela-
tion r in d. This estimation can further be smoothed 
by using the evidence collection as follows:  
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where D denotes the whole document collection. 
|D| is the total number of documents.  

We use Dirichlet prior in smoothing of parame-
ter µ:  

KdrL

drL

+
=

),(

),(
µ , (6) 

where K is the average frequency of all the experts 
in the collection.  

3.3 Evidence Matching Model 

By expanding the evidence e and employing inde-
pendence assumption, we have the following for-
mula for evidence matching: 

)|()|()|()|(

)|,,,()|(

qdPqrPqpPqtP

qdrptPqeP

=

=
. (7) 

In the following, we are to explain what these 
four terms represent and how they can be estimated. 

The first term P(t|q) represents the probability 
that a query q matches to a topic t in evidence. Re-
call that a query q may match a topic t in various 
ways, not necessarily being identical to t. For ex-
ample, both topic “semantic web” and “semantic 
web search engine” can match the query “semantic 
web search engine”. The probability is defined as 

916



( )),()|( qttypePqtP ! , (8) 

where type(t, q) represents the way that q matches 
to t, e.g., phrase matching. Different matching 
methods are associated with different probabilities. 

The second term P(p|q) represents the probabil-
ity that a person p is generated from a query q. The 
probability is further approximated by the prior 
probability of p, 

)()|( pPqpP ! . (9) 

The prior probability can be estimated by MLE, 
i.e., the ratio of total occurrences of person p in the 
collection. 

The third term represents the probability that a 
relation r is generated from a query q. Here, we 
approximate the probability as  

))(()|( rtypePqrP ! , (10) 

where type(r) represents the way r connecting 
query and expert. P(type(r)) represents the reliabil-
ity of relation type of r. 

Following the Bayes rule, the last term can be 
transformed as 

)()|(
)(

)()|(
)|( dPdqP

qP

dPdqP
qdP != , (11) 

where priority distribution P(d) can be estimated 
based on static rank, e.g., PageRank (Brin and 
Page, 1998). P(q|d) can be estimated by using a 
standard language model for IR (Ponte and Croft, 
1998). 

In summary, Equation (7) is converted to 

( ) )()|())(()(),()|( dPdqPrtypePpPqttypePqeP ! . (12) 

3.4 Evidence Merging  

We assume that the ranking score of an expert can 
be acquired by summing up together all scores of 
the supporting evidences. Thus we calculate ex-
perts’ scores by aggregating the scores from all 
evidences as in Equation (1). 

4 Implementation  

The implementation of the proposed model con-
sists of two stages, namely evidence extraction and 
evidence quality evaluation.  

4.1 Evidence Extraction 

Recall that we define an evidence for expert search 
as a quadruple <topic, person, relation, document>. 
The evidence extraction covers the extraction of 
the first three elements, namely person identifica-
tion, topic discovering and relation extraction. 

4.1.1 Person Identification  

The occurrences of an expert can be in various 
forms, such as name and email address. We call 
each type of form an expert mask. Table 1 provides 
a statistic on various masks on the basis of W3C 
corpus. In Table 1, rate is the proportion of the 
person occurrences with relevant masks to the per-
son occurrences with any of the masks, and ambi-
guity is defined as the probability that a mask is 
shared by more than one expert.  
 

Mask Rate/Ambiguity Sample 
Full Name(NF) 48.2% / 0.0000 Ritu Raj Tiwari  
Email Name(NE) 20.1% / 0.0000 rtiwari@nuance.com 
Combined Name 
(NC) 

4.2% /0.3992 Tiwari, Ritu R;            
R R Tiwari 

Abbr. Name(NA) 21.2% / 0.4890 Ritu Raj ; Ritu 
Short Name(NS) 0.7% / 0.6396 RRT 
Alias, new email 
(NAE)  

7% / 0.4600 Ritiwari rti-
wari@hotmail.com 

Table 1. Various masks and their ambiguity 

1) Every occurrence of a candidate’s email address 
is normalized to the appropriate candidate_id. 

2) Every occurrence of a candidate’s full_name is 
normalized to the appropriate candidate_id if 
there is no ambiguity; otherwise, the occurrence 
is normalized to the candidate_id of the most 
frequent candidate with that full_name. 

3) Every occurrence of combined name, abbrevi-
ated name, and email alias is normalized to the 
appropriate candidate_id if there is no ambigu-
ity; otherwise, the occurrence may be normal-
ized to the candidate_id of a candidate whose 
full name also appears in the document. 

4) All the personal occurrences other than those 
covered by Heuristic 1) ~ 3) are ignored. 

Table 2. Heuristic rules for expert extraction 

As Table 1 demonstrates, it is not an easy task to 
identify all the masks with regards to an expert. On 
one hand, the extraction of full name and email 
address is straightforward but suffers from low 
coverage. On the other hand, the extraction of 
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combined name and abbreviated name can com-
plement the coverage, while needs handling of am-
biguity.  

Table 2 provides the heuristic rules that we use 
for expert identification. In the step 2) and 3), the 
rules use frequency and context discourse for re-
solving ambiguities respectively. With frequency, 
each expert candidate actually is assigned a prior 
probability. With context discourse, we utilize the 
intuition that person names appearing similar in a 
document usually refers to the same person. 

4.1.2 Topic Discovering 

A queried topic can occur within documents in 
various forms, too. We use a set of query process-
ing techniques to handle the issue. After the proc-
essing, a set of topics transformed from an original 
query will be obtained and then be used in the 
search for experts. Table 3 shows five forms of 
topic discovering from a given query.  
 
Forms Description Sample 
Phrase 
Match(QP) 

The exact match with origi-
nal query given by users 

“semantic web 
search engine” 

Bi-gram 
Match(QB) 

A set of matches formed by 
extracting bi-gram of words 
in the original query 

“semantic web” 
“search en-
gine” 

Proximity 
Match(QPR) 

Each query term appears as 
a neighborhood within a 
window of specified size 

“semantic web 
enhanced 
search engine” 

Fuzzy 
Match(QF) 

A set of matches, each of 
which resembles the origi-
nal query in appearance. 

“sementic web 
seerch engine” 

Stemmed 
Match(QS) 

A match formed by stem-
ming the original query. 

“sementic web 
seerch engin” 

Table 3. Discovered topics from query “semantic web 
search engine” 

4.1.3 Relation Extraction 

We focus on extracting relations between topics 
and expert candidates within a span of a document. 
To make the extraction easier, we partition a 
document into a pre-defined layout. Figure 1 pro-
vides a template in Backus–Naur form. Figure 2 
provides a practical use of the template. 

Note that we are not restricting the use of the 
template only for certain corpus. Actually the tem-
plate can be applied to many kinds of documents. 
For example, for web pages, we can construct the 
<Title> from either the ‘title’ metadata or the con-

tent of web pages (Hu et al., 2006). As for e-mail, 
we can use the ‘subject’ field as the <Title>. 

 

Figure. 1. A template of document layout 

...

...

...

RDF Primer

Editors: Frank Manola, fmanola@acm.org

   Eric Miller, W3C, em@w3.org

2. Making Statements About Resources

RDF is intended to provide a simple way to make state

These capabilities (the normative specification describe)

2.1 Basic Concepts
Imagine trying to state that someone named John Smith

The form of a simple statement such as:

<Title>

<Author>

<Body>

<Section Title>

<Section>

<Section Body>

 
Figure 2. An example use of the layout template  

With the layout of partitioned documents, we 
can then explore many types of relations among 
different blocks. In this paper, we demonstrate the 
use of five types of relations by extending the 
study in (Cao et al., 2005).  

Section Relation (RS): The queried topic and 
the expert candidate occur in the same <Section>. 

Windowed Section Relation (RWS): The que-
ried topic and the expert candidate occur within a 
fixed window of a <Section>. In our experiment, 
we used a window of 200 words. 

Reference Section Relation (RRS): Some <Sec-
tion>s should be treated specially. For example, 
the <Section> consisting of reference information 
like a list of <book, author> can serve as a reliable 
source connecting a topic and an expert candidate. 
We call the relation appearing in a special type of 
<Section> a special reference section relation. It 
might be argued whether the use of special sections 
can be generalized. According to our survey, the 
special <Section>s can be found in various sites 
such as Wikipedia as well as W3C. 

Title-Author Relation (RTA): The queried topic 
appears in the <Title> and the expert candidate 
appears in the <Author>.  
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Section Title-Body Relation (RSTB): The que-
ried topic and the expert candidate appear in the 
<Section Title> and <Section Body> of the same 
<Section>, respectively. Reversely, the queried 
topic and the expert candidate can appear in the 
<Section Body> and <Section Title> of a <Section>. 
The latter case is used to characterize the docu-
ments introducing certain expert or the expert in-
troducing certain document. 

Note that our model is not restricted to use these 
five relations. We use them only for the aim of 
demonstrating the flexibility and effectiveness of 
fine-grained expert search. 

4.2 Evidence Quality Evaluation 

In this section, we elaborate the mechanism used 
for evaluating the quality of evidence.  

4.2.1 Topic-Matching Quality 

In Section 4.1.2, we use five techniques in process-
ing query matches, which yield five sets of match 
types for a given query. Obviously, the different 
query matches should be associated with different 
weights because they represent different qualities.  

We further note that different bi-grams gener-
ated from the same query with the bi-gram match-
ing method might also present different qualities. 
For example, both topic “css test” and “test suite” 
are the bi-gram matching for query “css test suite”; 
however, the former might be more informative. 
To model that, we use the number of returned 
documents to refine the query weight. The intuition 
behind that is similar to the thought of IDF popu-
larly used in IR as we prefer to the distinctive bi-
grams. 

Taking into consideration the above two factors, 
we calculate the topic-matching quality Qt (corre-
sponding to P(type(t,q)) in Equation (12) ) for the 
given query q as 

t

tt
t

df

dfMIN
qttypeWQ

)(
)),(( ''= , (13) 

where t means the discovered topic from a docu-
ment and type(t,q) is the matching type between 
topic t and query q. W(type(t,q)) is the weight for a 
certain query type, dft is the number of returned 
documents matched by topic t. In our experiment, 
we use the 10 training topics of TREC2005 as our 
training data, and the best quality scores for phrase 
match, bi-gram match, proximity match, fuzzy 

match, and stemmed match are 1, 0.01, 0.05, 10-8, 
and 10-4, respectively.  

4.2.2 Person-Matching Quality 

An expert candidate can occur in the documents in 
various ways. The most confident occurrence 
should be the ones in full name or email address. 
Others can include last name only, last name plus 
initial of first name, etc. Thus, the action of reject-
ing or accepting a person from his/her mask (the 
surface expression of a person in the text) is not 
simply a Boolean decision, but a probabilistic one 
with a reliability weight Qp (corresponding to P(c|p) 
in Equation (3) ). Similarly, the best trained 
weights for full name, email name, combined name, 
abbreviated name, short name, and alias email are 
set to 1, 1, 0.8, 0.2, 0.2, and 0.1, respectively. 

4.2.3 Relation Type Quality 

The relation quality consists of two factors. One 
factor is about the type of the relation. Different 
types of relations indicate different strength of the 
connection between expert candidates and queried 
topics. In our system, the section title-body rela-
tion is given the highest confidence. The other fac-
tor is about the degree of proximity between a 
query and an expert candidate. The intuition is that, 
the more distant are a query and an expert candi-
date within a relation, the looser the connection 
between them is. To include these two factors, the 
quality score Qr (corresponding to P(type(r)) in 
Equation (12) )of a relation r is defined as:  

1),( +
=

tpdis

C
WQ r
rr , (14) 

where Wr is the weight of relation type r, dis(p, t) 
is the distance from the person occurrence p to the 
queried topic t and Cr is a constant for normaliza-
tion. Again, we optimize the Wr based on the train-
ing topics, the best weights for section relation, 
windowed section relation, reference section rela-
tion, title-author relation, and section title-body 
relation  are 1, 4, 10, 45, and 1000 respectively.  

4.2.4 Document Quality 

The quality of evidence also depends on the quality 
of the document, the context in which it is found. 
The document context can affect the credibility of 
the evidence in two ways:  
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Static quality: indicating the authority of a 
document. In our experiment, the static quality Qd 
(corresponding to P(d) in Equation (12) ) is esti-
mated by the PageRank, which is calculated using 
a standard iterative algorithm with a damping fac-
tor of 0.85 (Brin and Page, 1998).  

Dynamic quality: by “dynamic”, we mean the 
quality score varies for different queries q. We de-
note the dynamic quality as QDY(d,q) (correspond-
ing to P(q|d) in Equation (12) ), which is actually 
the document relevance score returned by a stan-
dard language model for IR(Ponte and Croft, 1998). 

5 Experimental Results 

5.1  The Evaluation Data 

In our experiment, we used the data set in the ex-
pert search task of enterprise search track at TREC 
2005 and 2006. The document collection is a crawl 
of the public W3C sites in June 2004. The crawl 
comprises in total 331,307 web pages. In the fol-
lowing experiments, we used the training set of 10 
topics of TREC 2005 for tuning the parameters 
aforementioned in Section 4.2, and used the test set 
of 50 topics of TREC 2005 and 49 topics of TREC 
2006 as the evaluation data sets.  

5.2 Evaluation Metrics 

We used three measures in evaluation: Mean aver-
age precision (MAP), R-precision (R-P), and Top 
N precision (P@N). They are also the standard 
measures used in the expert search task of TREC. 

5.3 Evidence Extraction 

In the following experiments, we constructed the 
baseline by using the query matching methods of 
phrase matching, the expert matching methods of 
full name matching and email matching, and the 
relation of section relation. To show the contribu-
tion of each individual method for evidence extrac-
tion, we incrementally add the methods to the 
baseline method. In the following description, we 
will use ‘+’ to denote applying new method on the 
previous setting. 

5.3.1 Query Matching 

Table 4 shows the results of expert search achieved 
by applying different methods of query matching. 

QB, QPR, QF, and QS denote bi-gram match, prox-
imity match, fuzzy match, and stemmed match, 
respectively. The performance of the proposed 
model increases stably on MAP when new query 
matches are added incrementally. We also find that 
the introduction of QF and QS bring some drop on 
R-Precision and P@10. It is reasonable because 
both QF and QS bring high recall while affect the 
precision a bit. The overall relative improvement 
of using query matching compared to the baseline 
is presented in the row “Improv.”. We performed t-
tests on MAP. The p-values (< 0.05) are presented 
in the “T-test” row, which shows that the im-
provement is statistically significant. 
 
 TREC 2005 TREC 2006 
 MAP R-P P@10 MAP R-P P@10 
Baseline 0.1840 0.2136 0.3060 0.3752 0.4585 0.5604 
+QB 0.1957 0.2438 0.3320 0.4140 0.4910 0.5799 
+QPR  0.2024 0.2501 0.3360 0.4530 0.5137 0.5922 
+QF ,QS 0.2030 0.2501 0.3360 0.4580 0.5112 0.5901 
Improv. 10.33% 17.09% 9.80% 22.07% 11.49% 5.30% 
T-test 0.0084   0.0000   

Table 4. The effects of query matching 

5.3.2 Person Matching 

For person matching, we considered four types of 
masks, namely combined name (NC), abbreviated 
name (NA), short name (NS) and alias and new 
email (NAE). Table 5 provides the results on person 
matching at TREC 2005 and 2006. The baseline is 
the best model achieved in previous section. It 
seems that there is little improvement on P@10 
while an improvement of 6.21% and 14.00% is 
observed on MAP. This might be due to the fact 
that the matching method such as NC has a higher 
recall but lower precision.  
 
 TREC 2005 TREC 2006 
 MAP R-P P@10 MAP R-P P@10 
Baseline 0.2030 0.2501 0.3360 0.4580 0.5112 0.5901 
+NC 0.2056 0.2539 0.3463 0.4709 0.5152 0.5931 
+NA  0.2106 0.2545 0.3400 0.5010 0.5181 0.6000 
+NS  0.2111 0.2578 0.3400 0.5121 0.5192 0.6000 
+NAE  0.2156 0.2591 0.3400 0.5221 0.5212 0.6000 
Improv. 6.21% 3.60% 1.19% 14.00% 1.96% 1.68% 
T-test 0.0064   0.0057   

Table 5. The effects of person matching 
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5.3.3 Multiple Relations 

For relation extraction, we experimentally demon-
strated the use of each of the five relations pro-
posed in Section 4.1.3, i.e., section relation (RS), 
windowed section relation (RWS), reference section 
relation (RRS), title-author relation (RTA), and sec-
tion title-body relation (RSTB). We used the best 
model achieved in previous section as the baseline. 
From Table 6, we can see that the section title-
body relation contributes the most to the improve-
ment of the performance. By using all the discov-
ered relations, a significant improvement of 
19.94% and 8.35% is achieved.  
 
 TREC 2005 TREC 2006 
 MAP R-P P@10 MAP R-P P@10 
Baseline 0.2156 0.2591 0.3400 0.5221 0.5212 0.6000 
+RWS 0.2158 0.2633 0.3380 0.5255 0.5311 0.6082 
+RRS 0.2160 0.2630 0.3380 0.5272 0.5314 0.6061 
+RTA 0.2234 0.2634 0.3580 0.5354 0.5355 0.6245 
+RSTB 0.2586 0.3107 0.3740 0.5657 0.5669 0.6510 
Improv. 19.94% 19.91% 10.00% 8.35% 8.77% 8.50% 
T-test 0.0013   0.0043   

Table 6. The effects of relation extraction 

5.4 Evidence Quality  

The performance of expert search can be further 
improved by considering the evidence quality. Ta-
ble 7 shows the results by considering the differ-
ences in quality.  

We evaluated two kinds of evidence quality: 
context static quality (Qd) and context dynamic 
quality (QDY). Each of the evidence quality con-
tributes about 1%-2% improvement for MAP. The 
improvement from the PageRank that we calcu-
lated from the corpus implies that the web scaled 
rank technique is also effective in the corpus of 
documents. Finally, we find a significant relative 
improvement of 6.13% and 2.86% on MAP by us-
ing evidence qualities.  

 
 TREC 2005 TREC 2006 
 MAP R-P P@10 MAP R-P P@10 
Baseline 0.2586 0.3107 0.3740 0.5657 0.5669 0.6510 
+Qd 0.2711 0.3188 0.3720 0.5900 0.5813 0.6796 
+QDY 0.2755 0.3252 0.3880 0.5943 0.5877 0.7061 
Improv. 6.13% 4.67% 3.74% 2.86% 3.67% 8.61% 
T-test 0.0360   0.0252   

Table 7. The effects of using evidence quality  

5.5 Comparison with Other Systems 

In Table 8, we juxtapose the results of our prob-
abilistic model for fine-grained expert search with 
automatic expert search systems from the TREC 
evaluation. The performance of our proposed 
model is rather encouraging, which achieved com-
parable results to the best automatic systems on the 
TREC 2005 and 2006.  
 
 MAP R-prec Prec@10 

TREC2005 0.2749 0.3330 0.4520 Rank-1 
System TREC20061 0.5947 0.5783 0.7041 

TREC2005 0.2755 0.3252 0.3880 Our 
System TREC2006 0.5943 0.5877 0.7061 

Table 8. Comparison with other systems 

6 Conclusions 

This paper proposed to conduct expert search using 
a fine-grained level of evidence. Specifically, 
quadruple evidence was formally defined and 
served as the basis of the proposed model. Differ-
ent implementations of evidence extraction and 
evidence quality evaluation were also comprehen-
sively studied. The main contributions are: 
 

1. The proposal of fine-grained expert search, 
which we believe to be a promising direc-
tion for exploring subtle aspects of evidence.  

2. The proposal of probabilistic model for fine-
grained expert search. The model facilitates 
investigating the subtle aspects of evidence.  

3. The extensive evaluation of the proposed 
probabilistic model and its implementation 
on the TREC data set. The evaluation shows 
promising expert search results.  
 

In future, we are to explore more domain inde-
pendent evidences and evaluate the proposed 
model on the basis of the data from other domains. 
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Abstract

Topical blog post retrieval is the task of rank-
ing blog posts with respect to their relevance
for a given topic. To improve topical blog post
retrieval we incorporate textual credibility in-
dicators in the retrieval process. We consider
two groups of indicators: post level (deter-
mined using information about individual blog
posts only) and blog level (determined using
information from the underlying blogs). We
describe how to estimate these indicators and
how to integrate them into a retrieval approach
based on language models. Experiments on
the TREC Blog track test set show that both
groups of credibility indicators significantly
improve retrieval effectiveness; the best per-
formance is achieved when combining them.

1 Introduction

The growing amount of user generated content avail-
able online creates new challenges for the informa-
tion retrieval (IR) community, in terms of search and
analysis tasks for this type of content. The introduc-
tion of a blog retrieval track at TREC (Ounis et al.,
2007) has created a platform where we can begin to
address these challenges. During the 2006 edition
of the track, two types of blog post retrieval were
considered: topical (retrieve posts about a topic)
and opinionated (retrieve opinionated posts about a
topic). Here, we consider the former task.

Blogs and blog posts offer unique features that
may be exploited for retrieval purposes. E.g.,
Mishne (2007b) incorporates time in a blog post
retrieval model to account for the fact that many
blog queries and posts are a response to a news
event (Mishne and de Rijke, 2006). Data quality
is an issue with blogs—the quality of posts ranges
from low to edited news article-like. Some ap-
proaches to post retrieval use indirect quality mea-

sures (e.g., elaborate spam filtering (Java et al.,
2007) or counting inlinks (Mishne, 2007a)).

Few systems turn the credibility (Metzger, 2007)
of blog posts into an aspect that can benefit the re-
trieval process. Our hypothesis is that more credible
blog posts are preferred by searchers. The idea of us-
ing credibility in the blogosphere is not new: Rubin
and Liddy (2006) define a framework for assessing
blog credibility, consisting of four main categories:
blogger’s expertise and offline identity disclosure;
blogger’s trustworthiness and value system; infor-
mation quality; and appeals and triggers of a per-
sonal nature. Under these four categories the authors
list a large number of indicators, some of which can
be determined from textual sources (e.g., literary ap-
peal), and some of which typically need non-textual
evidence (e.g., curiosity trigger); see Section 2.

We give concrete form to Rubin and Liddy
(2006)’s indicators and test their impact on blog post
retrieval effectiveness. We do not consider all indi-
cators: we only consider indicators that are textual in
nature, and to ensure reproducibility of our results,
we only consider indicators that can be derived from
the TRECBlog06 corpus (and that do not need addi-
tional resources such as bloggers’ profiles that may
be hard to obtain for technical or legal reasons).

We detail and implement two groups of credibility
indicators: post level (these use information about
individual posts) and blog level (these use informa-
tion from the underlying blogs). Within the post
level group, we distinguish between topic depen-
dent and independent indicators. To make matters
concrete, consider Figure 1: both posts are relevant
to the query “tennis,” but based on obvious surface
level features of the posts we quickly determine Post
2 to be more credible than Post 1. The most obvious
features are spelling errors, the lack of leading capi-
tals, and the large number of exclamation marks and
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Post 1
as for today (monday) we had no school! yaay
labor day. but we had tennis from 9-11 at the
highschool. after that me suzi melis & ashley
had a picnic at cecil park and then played ten-
nis. i just got home right now. it was a very
very very fun afternoon. (...) we will have a
short week. mine will be even shorter b/c i
wont be there all day on friday cuz we have
the Big 7 Tournament at like keystone oaks or
sumthin. so i will miss school the whole day.

Post 2
Wimbledon champion Venus Williams has
pulled out of next week’s Kremlin Cup with
a knee injury, tournament organisers said on
Friday. The American has not played since
pulling out injured of last month’s China
Open. The former world number one has been
troubled by various injuries (...) Williams’s
withdrawal is the latest blow for organisers af-
ter Australian Open champion and home fa-
vorite Marat Safin withdrew (...).

Figure 1: Two blog posts relevant to the query “tennis.”

personal pronouns—i.e., topic independent ones—
and the fact that the language usage in the second
post is more easily associated with credible infor-
mation about tennis than the language usage in the
first post—i.e., a topic dependent feature.

Our main finding is that topical blog post retrieval
can benefit from using credibility indicators in the
retrieval process. Both post and blog level indi-
cator groups each show a significant improvement
over the baseline. When we combine all features
we obtain the best retrieval performance, and this
performance is comparable to the best performing
TREC 2006 and 2007 Blog track participants. The
improvement over the baseline is stable across most
topics, although topic shift occurs in a few cases.

The rest of the paper is organized as follows. In
Section 2 we provide information on determining
credibility; we also relate previous work to the cred-
ibility indicators that we consider. Section 3 speci-
fies our retrieval model, a method for incorporating
credibility indicators in our retrieval model, and es-
timations of credibility indicators. Section 4 gives
the results of our experiments aimed at assessing
the contribution of credibility towards blog post re-
trieval effectiveness. We conclude in Section 5.

2 Credibility Indicators

In our choice of credibility indicators we use (Ru-
bin and Liddy, 2006)’s work as a reference point.
We recall the main points of their framework and
relate our indicators to it. We briefly discuss other
credibility-related indicators found in the literature.

2.1 Rubin and Liddy (2006)’s work

Rubin and Liddy (2006) proposed a four factor an-
alytical framework for blog-readers’ credibility as-
sessment of blog sites, based in part on evidential-
ity theory (Chafe, 1986), website credibility assess-
ment surveys (Stanford et al., 2002), and Van House
(2004)’s observations on blog credibility. The four
factors—plus indicators for each of them—are:

1. blogger’s expertise and offline identity disclo-
sure (a: name and geographic location; b: cre-
dentials; c: affiliations; d: hyperlinks to others;
e: stated competencies; f : mode of knowing);

2. blogger’s trustworthiness and value system (a:
biases; b: beliefs; c: opinions; d: honesty; e:
preferences; f : habits; g: slogans)

3. information quality (a: completeness; b: ac-
curacy; c: appropriateness; d: timeliness; e:
organization (by categories or chronology); f :
match to prior expectations; g: match to infor-
mation need); and

4. appeals and triggers of a personal nature (a:
aesthetic appeal; b: literary appeal (i.e., writing
style); c: curiosity trigger; d: memory trigger;
e: personal connection).

2.2 Our credibility indicators

We only consider credibility indicators that avoid
making use of the searcher’s or blogger’s identity
(i.e., excluding 1a, 1c, 1e, 1f, 2e from Rubin and
Liddy’s list), that can be estimated automatically
from available test collections only so as to facilitate
repeatability of our experiments (ruling out 3e, 4a,
4c, 4d, 4e), that are textual in nature (ruling out 2d),
and that can be reliably estimated with state-of-the-
art language technology (ruling out 2a, 2b, 2c, 2g).
For reasons that we explain below, we also ignore
the “hyperlinks to others” indicator (1d).

The indicators that we do consider—1b, 2f, 3a,
3b, 3c, 3d, 3f, 3g, 4b—are organized in two groups,
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depending on the information source that we use
to estimate them, post level and blog level, and the
former is further subdivided into topic independent
and topic dependent. Table 1 lists the indicators we
consider, together with the corresponding Rubin and
Liddy indicator(s).

Let us quickly explain our indicators. First, we
consider the use of capitalization to be an indicator
of good writing style, which in turn contributes to
a sense of credibility. Second, we identify West-
ern style emoticons (e.g., :-) and :-D) in blog
posts, and assume that excessive use indicates a less
credible blog post. Third, words written in all caps
are considered shouting in a web environment; we
consider shouting to be indicative for non-credible
posts. Fourth, a credible author should be able to
write without (a lot of) spelling errors; the more
spelling errors occur in a blog post, the less credi-
ble we consider it to be. Fifth, we assume that cred-
ible texts have a reasonable length; the text should
supply enough information to convince the reader of
the author’s credibility. Sixth, assuming that much
of what goes on in the blogosphere is inspired by
events in the news (Mishne and de Rijke, 2006), we
believe that, for news related topics, a blog post is
more credible if it is published around the time of
the triggering news event (timeliness). Seventh, our
semantic indicator also exploits the news-related na-
ture of many blog posts, and “prefers” posts whose
language usage is similar to news stories on the
topic. Eighth, blogs are a popular place for spam-
mers; spam blogs are not considered credible and we
want to demote them in the search results. Ninth,
comments are a notable blog feature: readers of a
blog post often have the possibility of leaving a com-
ment for other readers or the author. When peo-
ple comment on a blog post they apparently find the
post worth putting effort in, which can be seen as an
indicator of credibility (Mishne and Glance, 2006).
Tenth, blogs consist of multiple posts in (reverse)
chronological order. The temporal aspect of blogs
may indicate credibility: we assume that bloggers
with an irregular posting behavior are less credible
than bloggers who post regularly. And, finally, we
consider the topical fluctuation of a blogger’s posts.
When looking for credible information we would
like to retrieve posts from bloggers that have a cer-
tain level of (topical) consistency: not the fluctuating

indicator topic de- post level/ related Rubin &
pendent? blog level Liddy indicator

capitalization no post 4b
emoticons no post 4b
shouting no post 4b
spelling no post 4b
post length no post 3a
timeliness yes post 3d
semantic yes post 3b, 3c
spam no blog 3b, 3c, 3f, 3g
comments no blog 1b
regularity no blog 2f
consistency no blog 2f

Table 1: Credibility indicators

behavior of a (personal) blogger, but a solid interest.

2.3 Other work

In a web setting, credibility is often couched in
terms of authoritativeness and estimated by exploit-
ing the hyperlink structure. Two well-known exam-
ples are the PageRank and HITS algorithms (Liu,
2007), that use the link structure in a topic indepen-
dent or topic dependent way, respectively. Zhou and
Croft (2005) propose collection-document distance
and signal-to-noise ratio as priors for the indication
of quality in web ad hoc retrieval. The idea of using
link structure for improving blog post retrieval has
been researched, but results do not show improve-
ments. E.g., Mishne (2007a) finds that retrieval per-
formance decreased. This confirms lessons from
the TREC web tracks, where participants found no
conclusive benefit from the use of link information
for ad hoc retrieval tasks (Hawking and Craswell,
2002). Hence, we restrict ourselves to the use of
content-based features for blog post retrieval, thus
ignoring indicator 1d (hyperlinks to others).

Related to credibility in blogs is the automatic as-
sessment of forum post quality discussed by Weimer
et al. (2007). The authors use surface, lexical, syn-
tactic and forum-specific features to classify forum
posts as bad posts or good posts. The use of forum-
specific features (such as whether or not the post
contains HTML, and the fraction of characters that
are inside quotes of other posts), gives the highest
benefits to the classification. Working in the com-
munity question/answering domain, Agichtein et al.
(2008) use a content features, as well non-content in-
formation available, such as links between items and
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explicit quality ratings from members of the com-
munity to identify high-quality content.

As we argued above, spam identification may be
part of estimating a blog (or blog post’s) credibility.
Spam identification has been successfully applied in
the blogosphere to improve retrieval effectiveness;
see, e.g., (Mishne, 2007b; Java et al., 2007).

3 Modeling

In this section we detail the retrieval model that we
use, incorporating ranking by relevance and by cred-
ibility. We also describe how we estimate the credi-
bility indicators listed in Section 2.

3.1 Baseline retrieval model

We address the baseline retrieval task using a
language modeling approach (Croft and Lafferty,
2003), where we rank documents given a query:
p(d|q) = p(d)p(q|d)p(q)−1. Using Bayes’ Theo-
rem we rewrite this, ignoring expressions that do not
influence the ranking, obtaining

p(d|q) ∝ p(d)p(q|d), (1)

and, assuming that query terms are independent,

p(d|q) ∝ p(d)
∏

t∈q p(t|θd)n(t,q), (2)

where θd is the blog post model, and n(t, q) denotes
the number of times term t occurs in query q. To
prevent numerical underflows, we perform this com-
putation in the log domain:

log p(d|q) ∝ log p(d) +
∑
t∈q

n(t, q) log p(t|θd) (3)

In our final formula for ranking posts based on rel-
evance only we substitute n(t, q) by the probability
of the term given the query. This allows us to assign
different weights to query terms and yields:

log p(d|q) ∝ log p(d) +
∑
t∈q

p(t|q) log p(t|θd). (4)

For our baseline experiments we assume that all
query terms are equally important and set p(t|q) set
to be n(t, q) · |q|−1. The component p(d) is the topic
independent (“prior”) probability that the document
is relevant; in the baseline model, priors are ignored.

3.2 Incorporating credibility

Next, we extend Eq. 4 by incorporating estimations
of the credibility indicators listed in Table 1. Recall
that our credibility indicators come in two kinds—
post level and blog level—and that the post level
indicators can be topic indepedent or topic depen-
dent, while all blog level indicators are topic inde-
pendent. Now, modeling topic independent indi-
cators is easy—they can simply be incorporated in
Eq. 4 as a weighted sum of two priors:

p(d) = λ · ppl(d) + (1− λ) · pbl(d), (5)

where ppl(d) and pbl(d) are the post level and blog
level prior probability of d, respectively. The priors
ppl and pbl are defined as equally weighted sums:

ppl(d) =
∑

i
1
5 · pi(d)

pbl(d) =
∑

j
1
4 · pj(d),

where i ∈ {capitalization, emoticons, shouting,
spelling, post length} and j ∈ {spam, comments,
regularity, consistency}. Estimations of the priors
pi and pj are given below; the weighting parameter
λ is determined experimentally.

Modeling topic dependent indicators is slighty
more involved. Given a query q, we create a query
model θq that is a mixture of a temporal query model
θtemporal and a semantic query model θsemantic:

p(t|θq) = (6)
µ · p(t|θtemporal) + (1− µ) · p(t|θsemantic).

The component models θtemporal and θsemantic will
be estimated below; the parameter µ will be esti-
mated experimentally.

Our final ranking formula, then, is obtained by
plugging in Eq. 5 and 6 in Eq. 4:

log p(d|q) ∝ log p(d)
+ β (

∑
t p(t|q) · log p(t|θd)) (7)

+ (1− β) (
∑

t p(t|θq) · log p(t|θd)) .

3.3 Estimating credibility indicators

Next, we specify how each of the credibility indica-
tors is estimated; we do so in two groups: post level
and blog level.
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3.3.1 Post level credibility indicators
Capitalization We estimate the capitalization
prior as follows:

pcapitalization(d) = n(c, s) · |s|−1, (8)

where n(c, s) is the number of sentences starting
with a capital and |s| is the number of sentences;
we only consider sentences with five or more words.

Emoticons The emoticons prior is estimated as

pemoticons(d) = 1− n(e, d) · |d|−1, (9)

where n(e, d) is the number of emoticons in the post
and |d| is the length of the post in words.

Shouting We use the following equation to esti-
mate the shouting prior:

pshouting(d) = 1− n(a, d) · |d|−1, (10)

where n(a, d) is the number of all caps words in blog
post d and |d| is the post length in words.

Spelling The spelling prior is estimated as

pspelling(d) = 1− n(m, d) · |d|−1, (11)

where n(m, d) is the number of misspelled (or un-
known) words and |d| is the post length in words.

Post length The post length prior is estimated us-
ing |d|, the post length in words:

plength(d) = log(|d|). (12)

Timeliness We estimate timeliness using the time-
based language models θtemporal proposed in (Li
and Croft, 2003; Mishne, 2007b). I.e., we use a news
corpus from the same period as the blog corpus that
we use for evaluation purposes (see Section 4.2). We
assign a timeliness score per post based on:

p(d|θtemporal) = k−1 · (n(date(d), k) + 1) , (13)

where k is the number of top results from the initial
result list, date(d) is the date associated with doc-
ument d, and n(date(d), k) is the number of docu-
ments in k with the same date as d. For our initial
result list we perform retrieval on both the blog and
the news corpus and take k = 50 for both corpora.

Semantic A semantic query model θsemantic is
obtained using ideas due to Diaz and Metzler (2006).
Again, we use a news corpus from the same period
as the evaluation blog corpus and estimate θsemantic.
We issue the query to the external news corpus, re-
trieve the top 10 documents and extract the top 10
distinctive terms from these documents. These terms
are added to the original query terms to capture the
language usage around the topic.

3.3.2 Blog level credibility indicators
Spam filtering To estimate the spaminess of a
blog, we take a simple approach. We train an SVM
classifier on a labeled splog blog dataset (Kolari
et al., 2006) using the top 1500 words for both spam
and non-spam blogs as features. For each classified
blog d we have a confidence value s(d). If the clas-
sifier cannot make a decision (s(d) = 0) we set
pspam(d) to 0, otherwise we use the following to
transform s(d) into a spam prior pspam(d):

pspam(d) =
s(d)

2|s(d)|
+

−1 · s(d)
2s(d)2 + 2|s(d)|

+
1
2
. (14)

Comments We estimate the comment prior as

pcomment(d) = log(n(r, d)), (15)

where n(r, d) is the number of comments on post d.

Regularity To estimate the regularity prior we use

pregularity(d) = log(σinterval), (16)

where σinterval expresses the standard deviation of
the temporal intervals between two successive posts.

Topical consistency Here we use an approach
similar to query clarity (Cronen-Townsend and
Croft, 2002): based on the list of posts from the
same blog we compare the topic distribution of blog
B to the topic distribution in the collection C and
assign a ‘clarity’ value to B; a score further away
from zero indicates a higher topical consistency. We
estimate the topical consistency prior as

ptopic(d) = log(clarity(d)), (17)

where clarity(d) is estimated by

clarity(d) =

∑
w p(w|B) · log

(
p(w|B)
p(w)

)
∑

w p(w|B)
(18)

with p(w) = count(w,C)
|C| and p(w|B) = count(w,B)

|B| .
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3.3.3 Efficiency
All estimators discussed above can be imple-

mented efficiently: most are document priors and
can therefore be calculated offline. The only topic
dependent estimators are timeliness and language
usage; both can be implemented efficiently as spe-
cific forms of query expansion.

4 Evaluation

In this section we describe the experiments we con-
ducted to answer our research questions about the
impact of credibility on blog post retrieval.

4.1 Research questions

Our research revolves around the contribution of
credibility to the effectiveness of topical blog post
retrieval: what is the contribution of individual indi-
cators, of the post level indicators (topic dependent
or independent), of the blog level indicators, and of
all indicators combined? And do different topics
benefit from different indicators? To answer our re-
search question we compared the performance of the
baseline retrieval system (as detailed in Section 3.1)
with extensions of the baseline system with a single
indicator, a set of indicators, or all indicators.

4.2 Setup

We apply our models to the TREC Blog06 cor-
pus (Macdonald and Ounis, 2006). This corpus
has been constructed by monitoring around 100,000
blog feeds for a period of 11 weeks in early 2006,
downloading all posts created in this period. For
each permalink (HTML page containing one blog
post) the feed id is registered. We can use this id
to aggregate post level features to the blog level. In
our experiments we use only the HTML documents,
3.2M permalinks, which add up to around 88 GB.

The TREC 2006 and 2007 Blog tracks each offer
50 topics and assessments (Ounis et al., 2007; Mac-
donald et al., 2007). For topical relevancy, assess-
ment was done using a standard two-level scale: the
content of the post was judged to be topically rele-
vant or not. The evaluation metrics that we use are
standard ones: mean average precision (MAP) and
precision@10 (p@10) (Baeza-Yates and Ribeiro-
Neto, 1999). For all our retrieval tasks we use the
title field (T) of the topic statement as query.

To estimate the timeliness and semantic cred-
ibility indicators, we use AQUAINT-2, a set of
newswire articles (2.5 GB, about 907K documents)
that are roughly contemporaneous with the TREC
Blog06 collection (AQUAINT-2, 2007). Articles are
in English and come from a variety of sources.

Statistical significance is tested using a two-tailed
paired t-test. Significant improvements over the
baseline are marked with M (α = 0.05) or N (α =
0.01). We use O and H for a drop in performance
(for α = 0.05 and α = 0.01, respectively).

4.3 Parameter estimation

The models proposed in Section 3.2 contain param-
eters β, λ and µ. These parameters need to be esti-
mated and, hence, require a training and test set. We
use a two-fold parameter estimation process: in the
first cycle we estimate the parameters on the TREC
2006 Blog topic set and test these settings on the top-
ics of the TREC 2007 Blog track. The second cycle
goes the other way around and trains on the 2007
set, while testing on the 2006 set.

Figure 2 shows the optimum values for λ, β, and
µ on the 2006 and the 2007 topic sets for both MAP
(bottom lines) and p@10 (top lines). When look-
ing at the MAP scores, the optimal setting for λ is
almost identical for the two topic sets: 0.4 for the
2006 set and 0.3 for the 2007 set, and also the op-
timal setting for β is very similar for both sets: 0.4
for the 2006 set and 0.5 for the 2007 set. As to µ,
it is clear that timeliness does not improve the per-
formance over using the semantic feature alone and
the optimal setting for µ is therefore 0.0. Both µ
and β show similar behavior on p@10 as on MAP,
but for λ we see a different trend. If early precision
is required, the value of λ should be increased, giv-
ing more weight to the topic-independent post level
features compared to the blog level features.

4.4 Retrieval performance

Table 2 lists the retrieval results for the baseline, for
each of the credibility indicators (on top of the base-
line), for four subsets of indicators, and for all in-
dicators combined. The baseline performs similar
to the median scores at the TREC 2006 Blog track
(MAP: 0.2203; p@10: 0.564) and somewhat below
the median MAP score at 2007 Blog track (MAP:
0.3340) but above the median p@10 score: 0.3805.
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Figure 2: Parameter estimation on the TREC 2006 and 2007 Blog topics. (Left): λ. (Center): β. (Right): µ.

2006 2007
map p@10 map p@10

baseline 0.2156 0.4360 0.2820 0.5160
capitalization 0.2155 0.4500 0.2824 0.5160
emoticons 0.2156 0.4360 0.2820 0.5200
shouting 0.2159 0.4320 0.2833 0.5100
spelling 0.2179M 0.4480M 0.2839N 0.5220
post length 0.2502N 0.4960N 0.3112N 0.5700N

timeliness 0.1865H 0.4520 0.2660 0.4860
semantic 0.2840N 0.6240N 0.3379N 0.6640N

spam filtering 0.2093 0.4700 0.2814 0.5760N

comments 0.2497N 0.5000N 0.3099N 0.5600N

regularity 0.1658H 0.4940M 0.2353H 0.5640M

consistency 0.2141H 0.4220 0.2785O 0.5040
post level 0.2374N 0.4920N 0.2990N 0.5660N

(topic indep.)
post level 0.2840N 0.6240N 0.3379N 0.6640N

(topic dep.)
post level 0.2911N 0.6380N 0.3369N 0.6620N

(all)
blog level 0.2391N 0.4500 0.3023N 0.5580N

all 0.3051N 0.6880N 0.3530N 0.6900N

Table 2: Retrieval performance on 2006 and 2007 topics,
using λ = 0.3, β = 0.4, and µ = 0.0.

Some (topic independent) post level indicators
hurt the MAP score, while others help (for both
years, and both measures). Combined, the topic
independent post level indicators perform less well
than the use of one of them (post length). As to
the topic dependent post level indicators, timeliness
hurts performance on MAP for both years, while
the semantic indicator provides significant improve-
ments across the board (resulting in a top 2 score in
terms of MAP and a top 5 score in terms of p@10,
when compared to the TREC 2006 Blog track par-
ticipants that only used the T field).

Some of the blog level features hurt more than
they help (regularity, consistency), while the com-
ments feature helps, on all measures, and for both
years. Combined, the blog level features help less

than the use of one of them (comments).
As a group, the combined post level features help

more than either of the two post level sub groups
alone. The blog level features show similar results to
the topic-independent post level features, obtaining
a significant increase on both MAP and p@10, but
lower than the topic-dependent post level features.

The grand combination of all credibility indica-
tors leads to a significant improvement over any of
the single indicators and over any of the four subsets
considered in Table 2. The MAP score of this run
is higher than the best performing run in the TREC
2006 Blog track and has a top 3 performance on
p@10; its 2007 performance is just within the top
half on both MAP and p@10.

4.5 Analysis

Next we examine the differences in average preci-
sion (per topic) between the baseline and subsets of
indicators (post and blog level) and the grand com-
bination. We limit ourselves to an analysis of the
MAP scores. Figure 3 displays the per topic average
precision scores, where topics are sorted by absolute
gain of the grand combination over the baseline.

In 2006, 7 (out of 50) topics were negatively af-
fected by the use of credibility indicators; in 2007,
15 (out of 50) were negatively affected. Table 3 lists
the topics that displayed extreme behavior (in terms
of relative performance gain or drop in AP score).
While the extreme drops for both years are in the
same range, the gains for 2006 are more extreme
than for 2007.

The topic that is hurt most (in absolute terms)
by the credibility indicators is the 2007 topic 910:
aperto network (AP -0.2781). The semantic indi-
cator is to blame for this decrease is: the terms in-
cluded in the expanded query shift the topic from a
wireless broadband provider to television networks.
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Figure 3: Per-topic AP differences between baseline run and runs with blog level features (triangles), post level features
(circles) and all feature (squares) on the 2006 (left) en 2007 (right) topics.

Table 3: Extreme performance gains/drops of the grand
combination over the baseline (MAP).

2006
id topic % gain/loss
900 mcdonalds +525.9%
866 foods +446.2%
865 basque +308.6%
862 blackberry -21.5%
870 barry bonds -35.2%
898 business intelligence resources -78.8%

2007
id topic % gain/loss
923 challenger +162.1%
926 hawthorne heights +160.7%
945 bolivia +125.5%
943 censure -49.4%
928 big love -80.0%
904 alterman -84.2%

Topics that gain most (in absolute terms) are 947
(sasha cohen; AP +0.3809) and 923 (challenger; AP
+0.3622) from the 2007 topic set.

Finally, the combination of all credibility indica-
tors hurts 7 (2006) plus 15 (2007) equals 22 topics;
for the post level indicators get a performance drop
in AP for 28 topics (10 plus 18, respectively) and for
the blog level indicators we get a drop for 15 topics
(4 plus 11, respectively). Hence, the combination of
all indicators strikes a good balance between overall
performance gain and per topic risk.

5 Conclusions

We provided efficient estimations for 11 credibility
indicators and assessed their impact on topical blog
post retrieval, on top of a content-based retrieval

baseline. We compared the contribution of these in-
dicators, both individually and in groups, and found
that (combined) they have a significant positive im-
pact on topical blog post retrieval effectiveness. Cer-
tain single indicators, like post length and comments,
make good credibility indicators on their own; the
best performing credibility indicator group consists
of topic dependent post level ones. Other future
work concerns indicator selection: instead of taking
all indicators on board, consider selected indicators
only, in a topic dependent fashion.

Our choice of credibility indicators was based on
a framework proposed by Rubin and Liddy (2006):
the estimators we used are natural implementations
of the selected indicators, but by no means the only
possible ones. In future work we intend to extend
the set of indicators considered so as to include, e.g.,
stated competencies (1e), by harvesting and analyz-
ing bloggers’ profiles, and to extend the set of esti-
mators for indicators that we already consider such
as reading level measures (e.g., Flesch-Kincaid) for
the literary appeal indicator (4b).
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Abstract

In this paper we present a supervised method
for back-of-the-book index construction. We
introduce a novel set of features that goes be-
yond the typical frequency-based analysis, in-
cluding features based on discourse compre-
hension, syntactic patterns, and information
drawn from an online encyclopedia. In exper-
iments carried out on a book collection, the
method was found to lead to an improvement
of roughly 140% as compared to an existing
state-of-the-art supervised method.

1 Introduction

Books represent one of the oldest forms of writ-
ten communication and have been used since thou-
sands of years ago as a means to store and trans-
mit information. Despite this fact, given that a
large fraction of the electronic documents avail-
able online and elsewhere consist of short texts
such as Web pages, news articles, scientific reports,
and others, the focus of natural language process-
ing techniques to date has been on the automa-
tion of methods targeting short documents. We
are witnessing however a change: more and more
books are becoming available in electronic for-
mat, in projects such as the Million Books project
(http://www.archive.org/details/millionbooks), the
Gutenberg project (http://www.gutenberg.org), or
Google Book Search (http://books.google.com).
Similarly, a large number of the books published
in recent years are often available – for purchase
or through libraries – in electronic format. This
means that the need for language processing tech-
niques able to handle very large documents such as
books is becoming increasingly important.

This paper addresses the problem of automatic
back-of-the-book index construction. A back-of-
the-book index typically consists of the most impor-
tant keywords addressed in a book, with pointers to
the relevant pages inside the book. The construc-
tion of such indexes is one of the few tasks related
to publishing that still requires extensive human la-
bor. Although there is a certain degree of computer
assistance, consisting of tools that help the profes-
sional indexer to organize and edit the index, there
are no methods that would allow for a complete or
nearly-complete automation.

In addition to helping professional indexers in
their task, an automatically generated back-of-the-
book index can also be useful for the automatic stor-
age and retrieval of a document; as a quick reference
to the content of a book for potential readers, re-
searchers, or students (Schutze, 1998); or as a start-
ing point for generating ontologies tailored to the
content of the book (Feng et al., 2006).

In this paper, we introduce a supervised method
for back-of-the-book index construction, using a
novel set of linguistically motivated features. The
algorithm learns to automatically identify important
keywords in a book based on an ensemble of syntac-
tic, discourse-based and information-theoretic prop-
erties of the candidate concepts. In experiments per-
formed on a collection of books and their indexes,
the method was found to exceed by a large margin
the performance of a previously proposed state-of-
the-art supervised system for keyword extraction.

2 Supervised Back-of-the-Book Indexing

We formulate the problem of back-of-the-book in-
dexing as a supervised keyword extraction task, by
making a binary yes/no classification decision at the
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level of each candidate index entry. Starting with a
set of candidate entries, the algorithm automatically
decides which entries should be added to the back-
of-the-book index, based on a set of linguistic and
information theoretic features. We begin by iden-
tifying the set of candidate index entries, followed
by the construction of a feature vector for each such
candidate entry. In the training data set, these fea-
ture vectors are also assigned with a correct label,
based on the presence/absence of the entry in the
gold standard back-of-the-book index provided with
the data. Finally, a machine learning algorithm is
applied, which automatically classifies the candidate
entries in the test data for their likelihood to belong
to the back-of-the-book index.

The application of a supervised algorithm re-
quires three components: a data set, which is de-
scribed next; a set of features, which are described in
Section 3; and a machine learning algorithm, which
is presented in Section 4.

2.1 Data

We use a collection of books and monographs from
the eScholarship Editions collection of the Univer-
sity of California Press (UC Press),1 consisting of
289 books, each with a manually constructed back-
of-the-book index. The average length of the books
in this collection is 86053 words, and the average
length of the indexes is 820 entries. A collection
of 56 books was previously introduced in (Csomai
and Mihalcea, 2006); however, that collection is too
small to be split in training and test data to support
supervised keyword extraction experiments.

The UC Press collection was provided in a stan-
dardized XML format, following the Text Encoding
Initiative (TEI) recommendations, and thus it was
relatively easy to process the collection and separate
the index from the body of the text.

In order to use this corpus as a gold standard
collection for automatic index construction, we had
to eliminate theinversions, which are typical in
human-built indexes.Inversionis a method used by
professional indexers by which they break the order-
ing of the words in each index entry, and list the head
first, thereby making it easier to find entries in an
alphabetically ordered index. As an example, con-
sider the entryindexing of illustrations, which, fol-
lowing inversion, becomesillustrations, indexing of.
To eliminate inversion, we use an approach that gen-

1http://content.cdlib.org/escholarship/

erates each permutation of the composing words for
each index entry, looks up the frequency of that per-
mutation in the book, and then chooses the one with
the highest frequency as the correct reconstruction
of the entry. In this way, we identify the form of the
index entries as appearing in the book, which is the
form required for the evaluation of extraction meth-
ods. Entries that cannot be found in the book, which
were most likely generated by the human indexers,
are preserved in their original ordering.

For training and evaluation purposes, we used a
random split of the collection into 90% training and
10% test. This yields a training corpus of 259 docu-
ments and a test data set of 30 documents.

2.2 Candidate Index Entries

Every sequence of words in a book represents a po-
tential candidate for an entry in the back-of-the-book
index. Thus, we extract from the training and the test
data sets all the n-grams (up to the length of four),
not crossing sentence boundaries. These represent
the candidate index entries that will be used in the
classification algorithm. The training candidate en-
tries are then labeled as positive or negative, depend-
ing on whether the given n-gram was found in the
back-of-the-book index associated with the book.

Using a n-gram-based method to extract candidate
entries has the advantage of providing high cover-
age, but the unwanted effect of producing an ex-
tremely large number of entries. In fact, the result-
ing set is unmanageably large for any machine learn-
ing algorithm. Moreover, the set is extremely unbal-
anced, with a ratio of positive and negative exam-
ples of 1:675, which makes it unsuitable for most
machine learning algorithms. In order to address
this problem, we had to find ways to reduce the size
of the data set, possibly eliminating the training in-
stances that will have the least negative effect on the
usability of the data set.

The first step to reduce the size of the data set was
to use the candidate filtering techniques for unsuper-
vised back-of-the-book index construction that we
proposed in (Csomai and Mihalcea, 2007). Namely,
we use the commonword and comma filters, which
are applied to both the training and the test collec-
tions. These filters work by eliminating all the n-
grams that begin or end with a common word (we
use a list of 300 most frequent English words), as
well as those n-grams that cross a comma. This re-
sults in a significant reduction in the number of neg-
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positive negative total positive:negative ratio
Training data

All (original) 71,853 48,499,870 48,571,723 1:674.98
Commonword/comma filters 66,349 11,496,661 11,563,010 1:173.27
10% undersampling 66,349 1,148,532 1,214,881 1:17.31

Test data
All (original) 7,764 6,157,034 6,164,798 1:793.02
Commonword/comma filters 7,225 1,472,820 1,480,045 1:203.85

Table 1: Number of training and test instances generated from the UC Press data set

ative examples, from 48 to 11 million instances, with
a loss in terms of positive examples of only 7.6%.

The second step is to use a technique for balanc-
ing the distribution of the positive and the negative
examples in the data sets. There are several meth-
ods proposed in the existing literature, focusing on
two main solutions: undersampling and oversam-
pling (Weiss and Provost, 2001). Undersampling
(Kubat and Matwin, 1997) means the elimination of
instances from the majority class (in our case nega-
tive examples), while oversampling focuses on in-
creasing the number of instances of the minority
class. Aside from the fact that oversampling has
hard to predict effects on classifier performance, it
also has the additional drawback of increasing the
size of the data set, which in our case is undesirable.
We thus adopted an undersampling solution, where
we randomly select 10% of the negative examples.
Evidently, the undersampling is applied only to the
training set.

Table 1 shows the number of positive and neg-
ative entries in the data set, for the different pre-
processing and balancing phases.

3 Features

An important step in the development of a super-
vised system is the choice of features used in the
learning process. Ideally, any property of a word or
a phrase indicating that it could be a good keyword
should be represented as a feature and included in
the training and test examples. We use a number
of features, including information-theoretic features
previously used in unsupervised keyword extraction,
as well as a novel set of features based on syntactic
and discourse properties of the text, or on informa-
tion extracted from external knowledge repositories.

3.1 Phraseness and Informativeness

We use the phraseness and informativeness features
that we previously proposed in (Csomai and Mihal-
cea, 2007). Phraseness refers to the degree to which

a sequence of words can be considered a phrase. We
use it as a measure of lexical cohesion of the com-
ponent terms and treat it as a collocation discovery
problem. Informativeness represents the degree to
which the keyphrase is representative for the docu-
ment at hand, and it correlates to the amount of in-
formation conveyed to the user.

To measure theinformativeness of a keyphrase,
various methods can be used, some of which were
previously proposed in the keyword extraction liter-
ature:

• tf.idf, which is the traditional information re-
trieval metric (Salton and Buckley, 1997), em-
ployed in most existing keyword extraction ap-
plications. We measure inverse document fre-
quency using the article collection of the online
encyclopedia Wikipedia.

• χ2 independence test, which measures the de-
gree to which two events happen together more
often than by chance. In our work, we use the
χ2 in a novel way. We measure the informa-
tiveness of a keyphrase by finding if a phrase
occurs in the document more frequently than
it would by chance. The information required
for the χ2 independence test can be typically
summed up in a contingency table (Manning
and Schutze, 1999):

count(phrase in count(all other phrases
document) in document)

count(phrase in other count(all other phrases
documents) in all other documents)

The independence score is calculated based on
the observed (O) and expected (E) counts:

χ2 =
∑

i,j

(Oi,j − Ei,j)
2

Ei,j

wherei, j are the row and column indices of the
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contingency table. TheO counts are the cells of
the table. TheE counts are calculated from the
marginal probabilities (the sum of the values of
a column or a row) converted into proportions
by dividing them with the total number of ob-
served events (N ):

N = O1,1 + O1,2 + O2,1 + O2,2

Then the expected count for seeing the phrase
in the document is:

E1,1 =
O1,1 + O1,2

N
×

O1,1 + O2,1

N
×N

To measure thephraseness of a candidate phrase
we use a technique based on theχ2 independence
test. We measure the independence of the events
of seeing the components of the phrase in the text.
This method was found to be one of the best per-
forming models in collocation discovery (Pecina and
Schlesinger, 2006). For n-grams whereN > 2
we apply theχ2 independence test by splitting the
phrase in two (e.g. for a 4-gram, we measure the
independence of the composing bigrams).

3.2 Discourse Comprehension Features

Very few existing keyword extraction methods look
beyond word frequency. Except for (Turney and
Littman, 2003), who uses pointwise mutual infor-
mation to improve the coherence of the keyword set,
we are not aware of any other work that attempts
to use the semantics of the text to extract keywords.
The fact that most systems rely heavily on term fre-
quency properties poses serious difficulties, since
many index entries appear only once in the docu-
ment, and thus cannot be identified by features based
solely on word counts. For instance, as many as 52%
of the index entries in our training data set appeared
only once in the books they belong to. Moreover,
another aspect not typically covered by current key-
word extraction methods is the coherence of the key-
word set, which can also be addressed by discourse-
based properties.

In this section, we propose a novel feature for
keyword extraction inspired by work on discourse
comprehension. We use a construction integration
framework, which is the backbone used by many
discourse comprehension theories.

3.2.1 Discourse Comprehension
Discourse comprehension is a field in cognitive

science focusing on the modeling of mental pro-

cesses associated with reading and understanding
text. The most widely accepted theory for discourse
comprehension is the construction integration the-
ory (Kintsch, 1998). According to this theory,
the elementary units of comprehension are proposi-
tions, which are defined as instances of a predicate-
argument schema. As an example, consider the sen-
tenceThe hemoglobin carries oxygen, which gener-
ates the predicateCARRY[HEMOGLOBIN,OXIGEN].
The processing cycle of the construction integra-
tion model processes one proposition at a time, and
builds a local representation of the text in the work-
ing memory, called the propositional network.

During theconstructionphase, propositions are
extracted from a segment of the input text (typ-
ically a single sentence) using linguistic features.
The propositional network is represented as a graph,
with nodes consisting of propositions, and weighted
edges representing the semantic relations between
them. All the propositions generated from the in-
put text are inserted into the graph, as well as all the
propositions stored in the short term memory. The
short term memory contains the propositions that
compose the representation of the previous few sen-
tences. The second phase of the construction step
is the addition of past experiences (or background
knowledge), which is stored in the long term mem-
ory. This is accomplished by adding new elements
to the graph, usually consisting of the set of closely
related propositions from the long term memory.

After processing a sentence, theintegrationstep
establishes the role of each proposition in the mean-
ing representation of the current sentence, through a
spreading activation applied on the propositions de-
rived from the original sentence. Once the weights
are stabilized, the set of propositions with the high-
est activation values give the mental representation
of the processed sentence. The propositions with
the highest activation values are added to the short
term memory, the working memory is cleared and
the process moves to the next sentence. Figure 3.2.1
shows the memory types used in the construction in-
tegration process and the main stages of the process.

3.2.2 Keyword Extraction using Discourse
Comprehension

The main purpose of the short term memory is to
ensure the coherence of the meaning representation
across sentences. By keeping the most important
propositions in the short term memory, the spreading
activation process transfers additional weight to se-
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mantically related propositions in the sentences that
follow. This also represents a way of alleviating one
of the main problems of statistical keyword extrac-
tion, namely the sole dependence on term frequency.
Even if a phrase appears only once, the construc-
tion integration process ensures the presence of the
phrase in the short term memory as long as it is rele-
vant to the current topic, thus being a good indicator
of the phrase importance.

The construction integration model is not directly
applicable to keyword extraction due to a number of
practical difficulties. The first implementation prob-
lem was the lack of a propositional parser. We solve
this problem by using a shallow parser to extract
noun phrase chunks from the original text (Munoz
et al., 1999). Second, since spreading activation is
a process difficult to control, with several parame-
ters that require fine tuning, we use instead a dif-
ferent graph centrality measure, namely PageRank
(Brin and Page, 1998).

Finally, to represent the relations inside the long
term semantic memory, we use a variant of latent
semantic analysis (LSA) (Landauer et al., 1998) as
implemented in the InfoMap package,2 trained on a
corpus consisting of the British National Corpus, the
English Wikipedia, and the books in our collection.
To alleviate the data sparsity problem, we also use
the pointwise mutual information (PMI) to calculate
the relatedness of the phrases based on the book be-
ing processed.

The final system works by iterating the following
steps: (1) Read the text sentence by sentence. For
each new sentence, a graph is constructed, consist-
ing of the noun phrase chunks extracted from the
original text. This set of nodes is augmented with
all the phrases from the short term memory. (2) A

2http://infomap.stanford.edu/

weighted edge is added between all the nodes, based
on the semantic relatedness measured between the
phrases by using LSA and PMI. We use a weighted
combination of these two measures, with a weight of
0.9 assigned to LSA and 0.1 to PMI. For the nodes
from the short term memory, we adjust the connec-
tion weights to account for memory decay, which is
a function of the distance from the last occurrence.
We implement decay by decreasing the weight of
both the outgoing and the incoming edges byn ∗ α,
wheren is the number of sentences since we last saw
the phrase andα = 0.1. (3) Apply PageRank on
the resulting graph. (4) Select the 10 highest ranked
phrases and place them in the short term memory.
(5) Read the next sentence and go back to step (1).

Three different features are derived based on the
construction integration model:

• CI short term memory frequency (CI short-
term), which measures the number of iterations
that the phrase remains in the short term mem-
ory, which is seen as an indication of the phrase
importance.

• CI normalized short term memory fre-
quency (CI normalized), which is the same as
CI shortterm, except that it is normalized by the
frequency of the phrase. Through this normal-
ization, we hope to enhance the effect of the se-
mantic relatedness of the phrase to subsequent
sentences.

• CI maximum score (CI maxscore), which
measures the maximum centrality score the
phrase achieves across the entire book. This
can be thought of as a measure of the impor-
tance of the phrase in a smaller coherent seg-
ment of the document.

3.3 Syntactic Features

Previous work has pointed out the importance of
syntactic features for supervised keyword extraction
(Hulth, 2003). The construction integration model
described before is already making use of syntactic
patterns to some extent, through the use of a shal-
low parser to identify noun phrases. However, that
approach does not cover patterns other than noun
phrases. To address this limitation, we introduce a
new feature that captures the part-of-speech of the
words composing a candidate phrase.
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There are multiple ways to represent such a fea-
ture. The simplest is to create a string feature con-
sisting of the concatenation of the part-of-speech
tags. However, this representation imposes limita-
tions on the machine learning algorithms that can
be used, since many learning systems cannot handle
string features. The second solution is to introduce
a binary feature for each part-of-speech tag pattern
found in the training and the test data sets. In our
case this is again unacceptable, given the size of the
documents we work with and the large number of
syntactic patterns that can be extracted. Instead, we
decided on a novel solution which, rather than us-
ing the part-of-speech pattern directly, determines
the probability of a phrase with a certain tag pattern
to be selected as a keyphrase. Formally:

P (pattern) =
C(pattern, positive)

C(pattern)

whereC(pattern, positive) is the number of dis-
tinct phrases having the tag patternpattern and be-
ing selected as keyword, andC(pattern) represents
the number of distinct phrases having the tag pattern
pattern. This probability is estimated based on the
training collection, and is used as a numeric feature.
We refer to this feature aspart-of-speech pattern.

3.4 Encyclopedic Features

Recent work has suggested the use of domain
knowledge to improve the accuracy of keyword ex-
traction. This is typically done by consulting a vo-
cabulary of plausible keyphrases, usually in the form
of a list of subject headings or a domain specific
thesaurus. The use of a vocabulary has the addi-
tional benefit of eliminating the extraction of incom-
plete phrases (e.g. ”States of America”). In fact,
(Medelyan and Witten, 2006) reported an 110% F-
measure improvement in keyword extraction when
using a domain-specific thesaurus.

In our case, since the books can cover several do-
mains, the construction and use of domain-specific
thesauruses is not plausible, as the advantage of such
resources is offset by the time it usually takes to
build them. Instead, we decided to use encyclope-
dic information, as a way to ensure high coverage in
terms of domains and concepts.

We use Wikipedia, which is the largest and the
fastest growing encyclopedia available today, and
whose structure has the additional benefit of being
particularly useful for the task of keyword extrac-

tion. Wikipedia includes a rich set of links that con-
nect important phrases in an article to their corre-
sponding articles. These links are added manually
by the Wikipedia contributors, and follow the gen-
eral guidelines of annotation provided by Wikipedia.
The guidelines coincide with the goals of keyword
extraction, and thus the Wikipedia articles and their
link annotations can be treated as a vast keyword an-
notated corpus.

We make use of the Wikipedia annotations in two
ways. First, if a phrase is used as the title of a
Wikipedia article, or as the anchor text in a link,
this is a good indicator that the given phrase is well
formed. Second, we can also estimate the proba-
bility of a term W to be selected as a keyword in
a new document by counting the number of docu-
ments where the term was already selected as a key-
word (count(Dkey)) divided by the total number of
documents where the term appeared (count(DW )).
These counts are collected from the entire set of
Wikipedia articles.

P (keyword|W ) ≈
count(Dkey)

count(DW )
(1)

This probability can be interpreted as “the more
often a term was selected as a keyword among its
total number of occurrences, the more likely it is that
it will be selected again.” In the following, we will
refer to this feature asWikipedia keyphraseness.

3.5 Other Features

In addition to the features described before, we add
several other features frequently used in keyword
extraction: the frequency of the phrase inside the
book (term frequency (tf)); the number of documents
that include the phrase (document frequency (df)); a
combination of the two (tf.idf); the within-document
frequency, which divides a book into ten equally-
sized segments, and counts the number of segments
that include the phrase (within document frequency);
the length of the phrase (length of phrase); and fi-
nally a binary feature indicating whether the given
phrase is a named entity, according to a simple
heuristic based on word capitalization.

4 Experiments and Evaluation

We integrate the features described in the previous
section in a machine learning framework. The sys-
tem is evaluated on the data set described in Sec-
tion 2.1, consisting of 289 books, randomly split into
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90% training (259 books) and 10% test (30 books).
We experiment with three learning algorithms, se-
lected for the diversity of their learning strategy:
multilayer perceptron, SVM, and decision trees. For
all three algorithms, we use their implementation as
available in the Weka package.

For evaluation, we use the standard information
retrieval metrics: precision, recall, and F-measure.
We use two different mechanisms for selecting the
number of entries in the index. In the first evaluation
(ratio-based), we use a fixed ratio of 0.45% from the
number of words in the text; for instance, if a book
has 100,000 words, the index will consist of 450 en-
tries. This number was estimated based on previous
observations regarding the typical size of a back-of-
the-book index (Csomai and Mihalcea, 2006). In
order to match the required number of entries, we
sort all the candidates in reversed order of the confi-
dence score assigned by the machine learning algo-
rithm, and consequently select the top entries in this
ranking. In the second evaluation (decision-based),
we allow the machine learning algorithm to decide
on the number of keywords to extract. Thus, in this
evaluation, all the candidates labeled as keywords
by the learning algorithm will be added to the index.
Note that all the evaluations are run using a train-
ing data set with 10% undersampling of the negative
examples, as described before.

Table 2 shows the results of the evaluation. As
seen in the table, the multilayer perceptron and the
decision tree provide the best results, for an over-
all average F-measure of 27%. Interestingly, the re-
sults obtained when the number of keywords is auto-
matically selected by the learning method (decision-
based) are comparable to those when the number of
keywords is selected a-priori (ratio-based), indicat-
ing the ability of the machine learning algorithm to
correctly identify the correct keywords.

Additionally, we also ran an experiment to de-
termine the amount of training data required by the
system. While the learning curve continues to grow
with additional amounts of data, the steepest part of
the curve is observed for up to 10% of the training
data, which indicates that a relatively small amount
of data (about 25 books) is enough to sustain the sys-
tem.

It is worth noting that the task of creating back-
of-the-book indexes is highly subjective. In order
to put the performance figures in perspective, one
should also look at the inter-annotator agreement be-

tween human indexers as an upper bound of per-
formance. Although we are not aware of any com-
prehensive studies for inter-annotator agreement on
back-of-the-book indexing, we can look at the con-
sistency studies that have been carried out on the
MEDLINE corpus (Funk and Reid, 1983), where an
inter-annotator agreement of 48% was found on an
indexing task using a domain-specific controlled vo-
cabulary of subject headings.

4.1 Comparison with Other Systems

We compare the performance of our system with two
other methods for keyword extraction. One is the
tf.idf method, traditionally used in information re-
trieval as a mechanism to assign words in a text with
a weight reflecting their importance. Thistf.idf base-
line system uses the same candidate extraction and
filtering techniques as our supervised systems. The
other baseline is the KEA keyword extraction system
(Frank et al., 1999), a state-of-the-art algorithm for
supervised keyword extraction. Very briefly, KEA is
a supervised system that uses a Naı̈ve Bayes learn-
ing algorithm and several features, including infor-
mation theoretic features such astf.idf and positional
features reflecting the position of the words with re-
spect to the beginning of the text. The KEA system
was trained on the same training data set as used in
our experiments.

Table 3 shows the performance obtained by these
methods on the test data set. Since none of these
methods have the ability to automatically determine
the number of keywords to be extracted, the evalua-
tion of these methods is done under the ratio-based
setting, and thus for each method the top 0.45%
ranked keywords are extracted.

Algorithm P R F
tf.idf 8.09 8.63 8.35
KEA 11.18 11.48 11.32

Table 3: Baseline systems

4.2 Performance of Individual Features

We also carried out experiments to determine the
role played by each feature, by using the informa-
tion gain weight as assigned by the learning algo-
rithm. Note that ablation studies are not appropri-
ate in our case, since the features are not orthogonal
(e.g., there is high redundancy between the construc-
tion integration and the informativeness features),
and thus we cannot entirely eliminate a feature from
the system.
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ratio-based decision-based
Algorithm P R F P R F

Multilayer perceptron 27.98 27.77 27.87 23.93 31.98 27.38
Decision tree 27.06 27.13 27.09 22.75 34.12 27.30
SVM 20.94 20.35 20.64 21.76 30.27 25.32

Table 2: Evaluation results

Feature Weight
part-of-speech pattern 0.1935
CI shortterm 0.1744
Wikipedia keyphraseness 0.1731
CI maxscore 0.1689
CI shortterm normalized 0.1379
ChiInformativeness 0.1122
document frequency (df) 0.1031
tf.idf 0.0870
ChiPhraseness 0.0660
length of phrase 0.0416
named entity heuristic 0.0279
within document frequency 0.0227
term frequency (tf) 0.0209

Table 4: Information gain feature weight

Table 4 shows the weight associated with each
feature. Perhaps not surprisingly, the features
with the highest weight are the linguistically moti-
vated features, including syntactic patterns and the
construction integration features. The Wikipedia
keyphraseness also has a high score. The smallest
weights belong to the information theoretic features,
including term and document frequency.

5 Related Work

With a few exceptions (Schutze, 1998; Csomai and
Mihalcea, 2007), very little work has been carried
out to date on methods forautomaticback-of-the-
book index construction.

The task that is closest to ours is perhaps keyword
extraction, which targets the identification of the
most important words or phrases inside a document.
The state-of-the-art in keyword extraction is cur-
rently represented by supervised learning methods,
where a system is trained to recognize keywords in a
text, based on lexical and syntactic features. This ap-
proach was first suggested in (Turney, 1999), where
parameterized heuristic rules are combined with a
genetic algorithm into a system for keyphrase ex-
traction (GenEx) that automatically identifies key-
words in a document. A different learning algo-
rithm was used in (Frank et al., 1999), where a Naive
Bayes learning scheme is applied on the document

collection, with improved results observed on the
same data set as used in (Turney, 1999). Neither Tur-
ney nor Frank report on the recall of their systems,
but only on precision: a 29.0% precision is achieved
with GenEx (Turney, 1999) for five keyphrases ex-
tracted per document, and 18.3% precision achieved
with Kea (Frank et al., 1999) for fifteen keyphrases
per document. Finally, in recent work, (Hulth, 2003)
proposes a system for keyword extraction from ab-
stracts that uses supervised learning with lexical and
syntactic features, which proved to improve signifi-
cantly over previously published results.

6 Conclusions and Future Work

In this paper, we introduced a supervised method for
back-of-the-book indexing which relies on a novel
set of features, including features based on discourse
comprehension, syntactic patterns, and information
drawn from an online encyclopedia. According to
an information gain measure of feature importance,
the new features performed significantly better than
the traditional frequency-based techniques, leading
to a system with an F-measure of 27%. This rep-
resents an improvement of 140% with respect to a
state-of-the-art supervised method for keyword ex-
traction. Our system proved to be successful both
in ranking the phrases in terms of their suitability as
index entries, as well as in determining the optimal
number of entries to be included in the index. Fu-
ture work will focus on developing methodologies
for computer-assisted back-of-the-book indexing, as
well as on the use of the automatically extracted in-
dexes in improving the browsing of digital libraries.
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Abstract

This paper describes a computational ap-
proach to resolving the true referent of a
named mention of a person in the body of an
email. A generative model of mention gener-
ation is used to guide mention resolution. Re-
sults on three relatively small collections indi-
cate that the accuracy of this approach com-
pares favorably to the best known techniques,
and results on the full CMU Enron collection
indicate that it scales well to larger collections.

1 Introduction

The increasing prevalence of informal text from
which a dialog structure can be reconstructed (e.g.,
email or instant messaging), raises new challenges if
we are to help users make sense of this cacophony.
Large collections offer greater scope for assembling
evidence to help with that task, but they pose addi-
tional challenges as well. With well over 100,000
unique email addresses in the CMU version of the
Enron collection (Klimt and Yang, 2004), common
names (e.g., John) might easily refer to any one of
several hundred people. In this paper, we associate
named mentions in unstructured text (i.e., the body
of an email and/or the subject line) to modeled iden-
tities. We see at least two direct applications for this
work: (1) helping searchers who are unfamiliar with
the contents of an email collection (e.g., historians or
lawyers) better understand the context of emails that
they find, and (2) augmenting more typical social
networks (based on senders and recipients) with ad-
ditional links based on references found in unstruc-
tured text.

Most approaches to resolving identity can be de-
composed into four sub-problems: (1) finding a ref-
erence that requires resolution, (2) identifying can-
didates, (3) assembling evidence, and (4) choosing

∗Department of Computer Science
†College of Information Studies

among the candidates based on the evidence. For
the work reported in this paper, we rely on the user
to designate references requiring resolution (which
we model as a predetermined set of mention-queries
for which the correct referent is known). Candidate
identification is a computational expedient that per-
mits the evidence assembly effort to be efficiently
focused; we use only simple techniques for that task.
Our principal contributions are the approaches we
take to evidence generation (leveraging three ways
of linking to other emails where evidence might be
found: reply chains, social interaction, and topical
similarity) and our approach to choosing among can-
didates (based on a generative model of reference
production). We evaluate the effectiveness of our
approach on four collections, three of which have
previously reported results for comparison, and one
that is considerably larger than the others.

The remainder of this paper is as follows. Sec-
tion 2 surveys prior work. Section 3 then describes
our approach to modeling identity and ranking can-
didates. Section 4 presents results, and Section 5
concludes.

2 Related Work

The problem of identity resolution in email is a spe-
cial case of the more general problem referred to as
“Entity Resolution.” Entity resolution is generically
defined as a process of determining the mapping
from references (e.g., names, phrases) observed in
data to real-world entities (e.g., persons, locations).
In our case, the problem is to map mentions in emails
to the identities of the individuals being referred to.

Various approaches have been proposed for en-
tity resolution. In structured data (e.g., databases),
approaches have included minimizing the number
of “matching” and “merging” operations (Benjel-
loun et al., 2006), using global relational informa-
tion(Malin, 2005; Bhattacharya and Getoor, 2007;
Reuther, 2006) and using a probabilistic generative
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model (Bhattacharya and Getoor, 2006). None of
these approaches, however, both make use of con-
versational, topical, and time aspects, shown impor-
tant in resolving personal names (Reuther, 2006),
and take into account global relational informa-
tion. Similarly, approaches in unstructured data
(e.g., text) have involved using clustering techniques
over biographical facts (Mann and Yarowsky, 2003),
within-document resolution (Blume, 2005), and dis-
criminative unsupervised generative models (Li et
al., 2005). These too are insufficient for our prob-
lem since they suffer from inability scale or to han-
dle early negotiation.

Specific to the problem of resolving mentions in
email collections, Abadi (Abadi, 2003) used email
orders from an online retailer to resolve product
mentions in orders and Holzer et al. (Holzer et al.,
2005) used the Web to acquire information about
individuals mentioned in headers of an email col-
lection. Our work is focused on resolving personal
name references in the full email including the mes-
sage body; a problem first explored by Diehl et al.
(Diehl et al., 2006) using header-based traffic anal-
ysis techniques. Minkov et al.(Minkov et al., 2006)
studied the same problem using a lazy graph walk
based on both headers and content. Those two re-
cent studies reported results on different test collec-
tions, however, making direct comparisons difficult.
We have therefore adopted their test collections in
order to establish a common point of reference.

3 Mention Resolution Approach

The problem we are interested in is the resolution
of a personal-name mention (i.e., a named reference
to a person) m, in a specific email em in the given
collection of emails E, to its true referent. We as-
sume that the user will designate such mention. This
can be formulated as a known-item retrieval problem
(Allen, 1989) since there is always only one right an-
swer. Our goal is to develop a system that provides a
list of potential candidates, ranked according to how
strongly the system believes that a candidate is the
true referent meant by the email author. In this pa-
per, we propose a probabilistic approach that ranks
the candidates based on the estimated probability of
having been mentioned. Formally, we seek to esti-
mate the probability p(c|m) that a potential candi-

date c is the one referred to by the given mention m,
over all candidates C.

We define a mention m as a tuple < lm, em >,
where lm is the “literal” string of characters that rep-
resentsm and em is the email wherem is observed.1

We assume that m can be resolved to a distinguish-
able participant for whom at least one email address
is present in the collection.2

The probabilistic approach we propose is moti-
vated by a generative scenario of mentioning people
in email. The scenario begins with the author of the
email em, intending to refer to a person in that email.
To do that s/he will:

1. Select a person c to whom s/he will refer

2. Select an appropriate context xk to mention c

3. Select a specific lexical reference lm to refer to
c given the context xk.

For example, suppose “John” is sending an email
to “Steve” and wants to mention a common friend
“Edward.” “John” knows that he and Steve know
2 people named Edward, one is a friend of both
known by “Ed” and the other is his soccer trainer.
If “John” would like to talk about the former, he
would use “Ed” but he would likely use “Edward”
plus some terms (e.g., “soccer”, “team”, etc) for the
latter. “John” relies on the social context, or the topi-
cal context, for “Steve” to disambiguate the mention.

The steps of this scenario impose a certain struc-
ture to our solution. First, we need to have a
representational model for each candidate identity.
Second, we need to reconstruct the context of the
queried mention. Third, it requires a computational
model of identity that supports reasoning about iden-
tities. Finally, it requires a resolution technique that
leverages both the identity models and the context
to rank the potential candidates. In this section,
we will present our resolution approach within that
structure. We first discuss how to build both repre-
sentational and computational models of identity in
section 3.1. Next, we introduce a definition of the
contextual space and how we can reconstruct it in

1The exact position in em where lm is observed should also
be included in the definition, but we ignore it assuming that all
matched literal mentions in one email refer to the same identity.

2Resolving mentions that refer to non-participants is outside
the scope of this paper.
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section 3.2. Finally, we link those pieces together
by the resolution algorithm in section 3.3.

3.1 Computational Model of Identity

Representation: In a collection of emails, indi-
viduals often use different email addresses, multi-
ple forms of their proper names, and different nick-
names. In order to track references to a person over
a large collection, we need to capture as many as
possible of these referential attributes in one rep-
resentation. We extend our simple representation
of identity proposed in (Elsayed and Oard, 2006)
where an identity is represented by a set of pair-
wise co-occurrence of referential attributes (i.e., co-
occurrence “associations”), and each extracted as-
sociation has a frequency of occurrence. The at-
tributes are extracted from the headers and saluta-
tion and signature lines. For example, an “address-
nickname” association < a, n > is inferred when-
ever a nickname n is usually observed in signature
lines of emails sent from email address a. Three
types of referential attributes were identified in the
original representation: email addresses, names, and
nicknames. We add usernames as well to account
for the absence of any other type of names. Names,
nicknames, and usernames are distinguishable based
on where each is extracted: email addresses and
names from headers, nicknames from salutation
and signature lines, and usernames from email ad-
dresses. Since (except in rare cases) an email ad-
dress is bound to one personal identity, the model
leverages email addresses as the basis by mandat-
ing that at least one email address must appear in
any observed association. As an off-line preprocess-
ing step, we extract the referential attributes from the
whole collection and build the identity models. The
first step in the resolution process is to determine the
list of identity models that are viable candidates as
the true referent. For the experiments reported in this
paper, any identity model with a first name or nick-
name that exactly matches the mention is considered
a candidate.
Labeling Observed Names: For the purpose of re-
solving name mentions, it is necessary to compute
the probability p(l|c) that a person c is referred to by
a given “literal” mention l. Intuitively, that probabil-
ity can be estimated based on the observed “name-
type” of l and how often that association occurs in

the represented model. We define T as the set of
3 different types of single-token name-types: first,
last, and nickname. We did not handle middle names
and initials, just for simplicity. Names that are ex-
tracted from salutation and signature lines are la-
beled as nicknames whereas full names extracted
from headers are first normalized to “First Last”
form and then each single token is labeled based on
its relative position as being the first or last name.
Usernames are treated similarly to full names if they
have more than one token, otherwise they are ig-
nored. Note that the same single-token name may
appear as a first name and a nickname.

Figure 1: A computational model of identity.

Reasoning: Having tokenized and labeled all
names, we propose to model the association of a
single-token name l of type t to an identity c by a
simple 3-node Bayesian network illustrated in Fig-
ure 1. In the network, the observed mention l is
distributed conditionally on both the identity c and
the name-type t. p(c) is the prior probability of ob-
serving the identity c in the collection. p(t|c) is the
probability that a name-type t is used to refer to c.
p(l|t, c) is the probability of referring to c by l of
type t. These probabilities can be inferred from the
representational model as follows:

p(c) =
|assoc(c)|∑

c′∈C |assoc(c
′)|

p(t|c) =
freq(t, c)∑

t′∈T freq(t
′ , c)

p(l|t, c) =
freq(l, t, c)∑

l′∈assoc(c) freq(l
′ , t, c)

where assoc(c) is the set of observed associations of
referential attributes in the represented model c.

The probability of observing a mention l given
that it belongs to an identity c, without assuming a
specific token type, can then be inferred as follows:

p(l|c) =
∑
t∈T

p(t|c) p(l|t, c)

In the case of a multi-token names (e.g., John
Smith), we assume that the first is either a first name
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or nickname and the last is a last name, and compute
it accordingly as follows:

p(l1l2|c) = {
∑

t∈{f,n}

p(t|c) p(l1|t, c)} · p(l2|last, c)

where f and n above denotes first name and nick-
name respectively.

Email addresses are also handled, but in a differ-
ent way. Since we assume each of them uniquely
identifies the identity, all email addresses for one
identity are mapped to just one of them, which then
has half of the probability mass (because it appears
in every extracted co-occurrence association).

Our computational model of identity can be
thought of as a language model over a set of per-
sonal references and thus it is important to account
for unobserved references. If we know that a spe-
cific first name often has a common nickname (by a
dictionary of commonly used first to nickname map-
pings (e.g., Robert to Bob)), but this nickname was
not observed in the corpus, we will need to apply
smoothing. We achieve that by assuming the nick-
name would have been observed n times where n is
some fraction (0.75 in our experiments) of the fre-
quency of the observed name. We repeat that for
each unobserved nickname and then treat them as if
they were actually observed.

3.2 Contextual Space

Figure 2: Contextual Space
It is obvious that understanding the context of an

ambiguous mention will help with resolving it.
Fortunately, the nature of email as a conversa-

tional medium and the link-relationships between
emails and people over time can reveal clues that can
be exploited to partially reconstruct that context.

We define the contextual space X(m) of a men-
tion m as a mixture of 4 types of contexts with λk as
the mixing coefficient of context xk. The four con-
texts (illustrated in Figure 2) are:

(1) Local Context: the email em where the named
person is mentioned.
(2) Conversational Context: emails in the broader
discussion that includes em, typically the thread that
contains it.
(3) Social Context: discussions that some or all of
the participants (sender and receivers) of em joined
or initiated at around the time of the mention-email.
These might bear some otherwise-undetected rela-
tionship to the mention-email.
(4) Topical Context: discussions that are topically
similar to the mention-discussion that took place at
around the time of em, regardless of whether the dis-
cussions share any common participants.

These generally represent a growing (although not
strictly nested) contextual space around the queried
mention. We assume that all mentions in an email
share the same contextual space. Therefore, we can
treat the context of a mention as the context of its
email. However, each email in the collection has
its own contextual space that could overlap with an-
other email’s space.

3.2.1 Formal Definition
We define K as the set of the 4 types of contexts.

A context xk is represented by a probability distri-
bution over all emails in the collection. An email ej
belongs to the kth context of another email ei with
probability p(ej |xk(ei)). How we actually represent
each context and estimate the distribution depends
upon the type of the context. We explain that in de-
tail in section 3.2.2.

3.2.2 Context Reconstruction
In this section, we describe how each context is

constructed.
Local Context: Since this is simply em, all of the
probability mass is assigned to it.
Conversational Context: Threads (i.e., reply
chains) are imperfect approximations of focused
discussions, since people sometimes switch topics
within a thread (and indeed sometimes within the
same email). We nonetheless expect threads to ex-
hibit a useful degree of focus and we have there-
fore adopted them as a computational representation
of a discussion in our experiments. To reconstruct
threads in the collection, we adopted the technique
introduced in (Lewis and Knowles, 1997). Thread
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reconstruction results in a unique tree containing the
mention-email. Although we can distinguish be-
tween different paths or subtrees of that tree, we
elected to have a uniform distribution over all emails
in the same thread. This also applies to threads re-
trieved in the social and topical contexts as well.
Social Context: Discussions that share common
participants may also be useful, though we expect
their utility to decay somewhat with time. To recon-
struct that context, we temporally rank emails that
share at least one participant with em in a time pe-
riod around em and then expand each by its thread
(with duplicate removal). Emails in each thread are
then each assigned a weight that equals the recip-
rocal of its thread rank. We do that separately for
emails that temporally precede or follow em. Fi-
nally, weights are normalized to produce one distri-
bution for the whole social context.
Topical Context: Identifying topically-similar con-
tent is a traditional query-by-example problem that
has been well researched in, for example, the TREC
routing task (Lewis, 1996) and the Topic Detection
and Tracking evaluations (Allan, 2002). Individual
emails may be quite terse, but we can exploit the
conversational structure to obtain topically related
text. In our experiments, we tracked back to the
root of the thread in which em was found and used
the subject line and the body text of that root email
as a query to Lucene3 to identify topically-similar
emails. Terms found in the subject line are dou-
bled in the query to emphasize what is sometimes
a concise description of the original topic. Subse-
quent processing is then similar to that used for the
social context, except that the emails are first ranked
by their topical, rather than temporal, similarity.

The approaches we adopted to reconstruct the so-
cial and topical contexts were chosen for their rel-
ative simplicity, but there are clearly more sophis-
ticated alternatives. For example, topic modeling
techniques (McCallum et al., 2005) could be lever-
aged in the reconstruction of the topical context.

3.3 Mention Resolution

Given a specific mention m and the set of identity
models C, our goal now is to compute p(c|m) for
each candidate c and rank them accordingly.

3http://lucene.apache.org

3.3.1 Context-Free Mention Resolution
If we resolve m out of its context, then we can

compute p(c|m) by applying Bayes’ rule as follows:

p(c|m) ≈ p(c|lm) =
p(lm|c) p(c)∑

c′∈C p(l
m|c′) p(c′)

All the terms above are estimated as discussed ear-
lier in section 3.1. We call this approach “backoff”
since it can be used as a fall-back strategy. It is con-
sidered the baseline approach in our experiments.

3.3.2 Contextual Mention Resolution
We now discuss the more realistic situation in

which we use the context to resolve m. By expand-
ing the mention with its context, we get

p(c|m) = p(c|lm, X(em))
We then apply Bayes’ rule to get

p(c|lm, X(em)) =
p(c, lm, X(em))
p(lm, X(em))

where p(lm, X(em)) is the probability of observ-
ing lm in the context. We can ignore this probabil-
ity since it is constant across all candidates in our
ranking. We now restrict our focus to the numera-
tor p(c, lm, X(em)), that is the probability that the
sender chose to refer to c by lm in the contextual
space. As we discussed in section 3.2, X is defined
as a mixture of contexts therefore we can further ex-
pand it as follows:

p(c, lm, X(em)) =
∑

k

λk p(c, lm, xk(em))

Following the intuitive generative scenario we intro-
duced earlier, the context-specific probability can be
decomposed as follows:

p(c, lm, xk(em)) = p(c)
∗ p(xk(em)|c)
∗ p(lm|xk(em), c)

where p(c) is the probability of selecting a can-
didate c, p(xk(em)|c) is the probability of select-
ing xk as an appropriate context to mention c, and
p(lm|xk(em), c) is the probability of choosing to
mention c by lm given that xk is the appropriate con-
text.
Choosing person to mention: p(c) can be estimated
as discussed in section 3.1.
Choosing appropriate context: By applying Bayes’
rule to compute p(xk(em)|c) we get

p(xk(em)|c) =
p(c|xk(em)) p(xk(em))

p(c)
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p(xk(em)) is the probability of choosing xk to gen-
erally mention people. In our experiments, we
assumed a uniform distribution over all contexts.
p(c|xk(em)) is the probability of mentioning c in
xk(em). Given that the context is defined as a distri-
bution over emails, this can be expanded to

p(c|xk(em)) =
∑
ei∈E

p(ei|xk(em) p(c|ei))

where p(c|ei) is the probability that c is mentioned
in the email ei. This, in turn, can be estimated us-
ing the probability of referring to c by at least one
unique reference observed in that email. By assum-
ing that all lexical matches in the same email refer to
the same person, and that all lexically-unique refer-
ences are statistically independent, we can compute
that probability as follows:

p(c|ei) = 1− p(c is not mentioned in ei)

= 1−
∏

m′∈M(ei)

(1− p(c|m′))

where p(c|m′) is the probability that c is the true
referent of m

′
. This is the same general problem

of resolving mentions, but now concerning a related
mention m

′
found in the context of m. To handle

this, there are two alternative solutions: (1) break the
cycle and compute context-free resolution probabil-
ities for those related mentions, or (2) jointly resolve
all mentions. In this paper, we will only consider the
first, leaving joint resolution for future work.
Choosing a name-mention: To estimate
p(lm|xk(em), c), we suggest that the email au-
thor would choose either to select a reference (or a
modified version of a reference) that was previously
mentioned in the context or just ignore the context.
Hence, we estimate that probability as follows:

p(lm|xk(em), c) = α p(lm ∈ xk(em)|c)
+(1− α) p(lm|c)

where α ∈ [0, 1] is a mixing parameter (set at 0.9
in our experiments), and p(lm|c) is estimated as in
section 3.1. p(lm ∈ xk(em)|c) can be estimated as
follows:

p(lm ∈ xk(em)|c) =∑
m′∈xk

p(lm|lm
′
)p(lm

′
|xk) p(c|lm

′
)

where p(lm|lm
′
) is the probability of modifying lm

′

into lm. We assume all possible mentions of c

are equally similar to m and estimate p(lm|lm
′
) by

1
|possible mentions of c| . p(lm

′
|xk) is the probability of

observing lm
′

in xk, which we estimate by its rel-
ative frequency in that context. Finally, p(c|lm′) is
again a mention resolution problem concerning the
reference ri which can be resolved as shown earlier.

The Aho-Corasick linear-time algorithm (Aho
and Corasick, 1975) is used to find mentions of
names, using a corpus-based dictionary that includes
all names, nicknames, and email addresses extracted
in the preprocessing step.

4 Experimental Evaluation

We evaluate our mention resolution approach using
four test collections, all are based on the CMU ver-
sion of the Enron collection; each was created by se-
lecting a subset of that collection, selecting a set of
query-mentions within emails from that subset, and
creating an answer key in which each query-mention
is associated with a single email address.

The first two test collections were created by
Minkov et al (Minkov et al., 2006). These test col-
lections correspond to two email accounts, “sager-
e” (the “Sager” collection) and “shapiro-r” (the
“Shapiro” collection). Their mention-queries and
answer keys were generated automatically by iden-
tifying name mentions that correspond uniquely to
individuals referenced in the cc header, and elimi-
nating that cc entry from the header.

The third test collection, which we call the
“Enron-subset” is an extended version of the test
collection created by Diehl at al (Diehl et al., 2006).
Emails from all top-level folders were included
in the collection, but only those that were both
sent by and received by at least one email address
of the form <name1>.<name2>@enron.com were
retained. A set of 78 mention-queries were manu-
ally selected and manually associated with the email
address of the true referent by the third author using
an interactive search system developed specifically
to support that task. The set of queries was lim-
ited to those that resolve to an address of the form
<name1>.<name2>@enron.com. Names found in
salutation or signature lines or that exactly match
<name1> or <name2> of any of the email partic-
ipants were not selected as query-mentions. Those
78 queries include the 54 used by Diehl et al.
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Table 1: Test collections used in the experiments.
Test Coll. Emails IDs Queries Candidates

Sager 1,628 627 51 4 (1-11)
Shapiro 974 855 49 8 (1-21)

Enron-sub 54,018 27,340 78 152 (1-489)
Enron-all 248,451 123,783 78 518 (3-1785)

For our fourth test collection (“Enron-all”), we
used the same 78 mention-queries and the answer
key from the Enron-subset collection, but we used
the full CMU version of the Enron collection (with
duplicates removed). We use this collection to as-
sess the scalability of our techniques.

Some descriptive statistics for each test collection
are shown in Table 1. The Sager and Shapiro col-
lections are typical of personal collections, while
the other two represent organizational collections.
These two types of collections differ markedly in
the number of known identities and the candidate
list sizes as shown in the table (the candidate list
size is presented as an average over that collection’s
mention-queries and as the full range of values).

4.1 Evaluation Measures
There are two commonly used single-valued eval-
uation measures for “known item”-retrieval tasks.
The “Success @ 1” measure characterizes the ac-
curacy of one-best selection, computed as the mean
across queries of the precision at the top rank for
each query. For a single-valued figure of merit that
considers every list position, we use “Mean Recip-
rocal Rank” (MRR), computed as the mean across
queries of the inverse of the rank at which the cor-
rect referent is found.

4.2 Results
There are four basic questions which we address in
our experimental evaluation: (1) How does our ap-
proach perform compared to other approaches?, (2)
How is it affected by the size of the collection and
by increasing the time period?, (3) Which context
makes the most important contribution to the resolu-
tion task? and (4) Does the mixture help?

In our experiments, we set the mixing coefficients
λk and the context priors p(xk) to a uniform distri-
bution over all reconstructed contexts.

To compare our system performance with results

Table 2: Accuracy results with different time periods.
Period MRR Success @ 1
(days) Prob. Minkov Prob. Minkov

10 0.899 0.889 0.843 0.804
Sager 100 0.911 0.889 0.863 0.804

200 0.911 0.889 0.863 0.804
10 0.913 0.879 0.857 0.779

Shapiro 100 0.910 0.879 0.837 0.779
200 0.911 0.837 0.878 0.779
10 0.878 - 0.821 -

Enron-sub 100 0.911 - 0.846 -
200 0.911 - 0.846 -
10 0.890 - 0.821 -

Enron-all 100 0.888 - 0.821 -
200 0.888 - 0.821 -

previously reported, we experimented with differ-
ent (symmetric) time periods for selecting threads
in the social and topical contexts. Three represen-
tative time periods, in days, were arbitrarily chosen:
10 (i.e., +/- 5) days, 100 (i.e., +/- 50) days, and 200
(i.e., +/- 100) days. In each case, the mention-email
defines the center of this period.

A summary of the our results (denoted by “Prob.”)
are shown in Table 2 with the best results for each
test collection highlighted in bold. The table also in-
cludes the results reported in Minkov et al (Minkov
et al., 2006) for the small collections for comparison
purposes.4 Each score for our system was the best
over all combinations of contexts for these collec-
tions and time periods. Given these scores, our re-
sults compare favorably with the previously reported
results for both Sager and Shapiro collections.

Another notable thing about our results is that
they seem to be good enough for practical appli-
cations. Specifically, our one-best selection (over
all tried conditions) is correct at least 82% of the
time over all collections, including the largest one.
Of course, the Enron-focused selection of mention-
queries in every case is an important caveat on these
results; we do not yet know how well our techniques
will hold up with less evidence, as might be the case
for mentions of people from outside Enron.

It is encouraging that testing on the largest col-

4For the “Enron-subset” collection, we do not know which
54 mention-queries Diehl et al used in (Diehl et al., 2006)
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lection (with all unrelated and thus noisy data) did
not hurt the effectiveness much. For the three differ-
ent time periods we tried, there was no systematic
effect.

Figure 3: Individual contexts, period set to 100 days.

Individual Contexts: Our choice of contexts was
motivated by intuition rather than experiments, so
we also took this opportunity to characterize the
contribution of each context to the results. We
did that by setting some of the context mixing-
coefficients to zero and leaving the others equally-
weighted. Figure 3 shows the MRR achieved with
each context. In that figure, the “backoff” curve in-
dicates how well the simple context-free resolution
would do. The difference between the two small-
est and the two largest collections is immediately
apparent–this backoff is remarkably effective for the
smaller collections, and almost useless for the larger
ones, suggesting that the two smaller collections are
essentially much easier. The social context is clearly
quite useful, more so than any other single context,
for every collection. This tends to support our ex-
pectation that social networks can be as informative
as content networks in email collections. The topical
context also seems to be useful on its own. The con-
versational context is moderately useful on its own
in the larger collections. The local context alone is
not very informative for the larger collections.
Mixture of Contexts: The principal motivation for
combining different types of contexts is that differ-
ent sources may provide complementary evidence.
To characterize that effect, we look at combinations
of contexts. Figure 4 shows three such context com-
binations, anchored by the social context alone, with
a 100-day window (the results for 10 and 200 day
periods are similar). Reassuringly, adding more con-
texts (hence more evidence) turns out to be a rea-

Figure 4: Mixture of contexts, period set to 100 days.

sonable choice in most cases. For the full combi-
nation, we notice a drop in the effectiveness from
the addition of the topical context.5 This suggests
that the construction of the topical context may need
more careful design, and/or that learned λk’s could
yield better evidence combination (since these re-
sults were obtained with equal λk’s).

5 Conclusion

We have presented an approach to mention resolu-
tion in email that flexibly makes use of expanding
contexts to accurately resolve the identity of a given
mention. Our approach focuses on four naturally
occurring contexts in email, including a message,
a thread, other emails with senders and/or recipi-
ents in common, and other emails with significant
topical content in common. Our approach outper-
forms previously reported techniques and it scales
well to larger collections. Moreover, our results
serve to highlight the importance of social context
when resolving mentions in social media, which is
an idea that deserves more attention generally. In fu-
ture work, we plan to extend our test collection with
mention queries that must be resolved in the “long
tail” of the identity distribution where less evidence
is available. We are also interested in exploring iter-
ative approaches to jointly resolving mentions.
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Abstract

Previous studies of data-driven dependency
parsing have shown that the distribution of
parsing errors are correlated with theoretical
properties of the models used for learning and
inference. In this paper, we show how these
results can be exploited to improve parsing
accuracy by integrating a graph-based and a
transition-based model. By letting one model
generate features for the other, we consistently
improve accuracy for both models, resulting
in a significant improvement of the state of
the art when evaluated on data sets from the
CoNLL-X shared task.

1 Introduction

Syntactic dependency graphs have recently gained
a wide interest in the natural language processing
community and have been used for many problems
ranging from machine translation (Ding and Palmer,
2004) to ontology construction (Snow et al., 2005).
A dependency graph for a sentence represents each
word and its syntactic dependents through labeled
directed arcs, as shown in figure 1. One advantage
of this representation is that it extends naturally to
discontinuous constructions, which arise due to long
distance dependencies or in languages where syntac-
tic structure is encoded in morphology rather than in
word order. This is undoubtedly one of the reasons
for the emergence of dependency parsers for a wide
range of languages. Many of these parsers are based
on data-driven parsing models, which learn to pro-
duce dependency graphs for sentences solely from
an annotated corpus and can be easily ported to any

Figure 1: Dependency graph for an English sentence.

language or domain in which annotated resources
exist.

Practically all data-driven models that have been
proposed for dependency parsing in recent years can
be described as either graph-based or transition-
based (McDonald and Nivre, 2007). In graph-based
parsing, we learn a model for scoring possible de-
pendency graphs for a given sentence, typically by
factoring the graphs into their component arcs, and
perform parsing by searching for the highest-scoring
graph. This type of model has been used by, among
others, Eisner (1996), McDonald et al. (2005a), and
Nakagawa (2007). In transition-based parsing, we
instead learn a model for scoring transitions from
one parser state to the next, conditioned on the parse
history, and perform parsing by greedily taking the
highest-scoring transition out of every parser state
until we have derived a complete dependency graph.
This approach is represented, for example, by the
models of Yamada and Matsumoto (2003), Nivre et
al. (2004), and Attardi (2006).

Theoretically, these approaches are very different.
The graph-based models are globally trained and use
exact inference algorithms, but define features over a
limited history of parsing decisions. The transition-
based models are essentially the opposite. They use
local training and greedy inference algorithms, but
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define features over a rich history of parsing deci-
sions. This is a fundamental trade-off that is hard
to overcome by tractable means. Both models have
been used to achieve state-of-the-art accuracy for a
wide range of languages, as shown in the CoNLL
shared tasks on dependency parsing (Buchholz and
Marsi, 2006; Nivre et al., 2007), but McDonald and
Nivre (2007) showed that a detailed error analysis
reveals important differences in the distribution of
errors associated with the two models.

In this paper, we consider a simple way of inte-
grating graph-based and transition-based models in
order to exploit their complementary strengths and
thereby improve parsing accuracy beyond what is
possible by either model in isolation. The method
integrates the two models by allowing the output
of one model to define features for the other. This
method is simple – requiring only the definition of
new features – and robust by allowing a model to
learn relative to the predictions of the other.

2 Two Models for Dependency Parsing

2.1 Preliminaries

Given a set L = {l1, . . . , l|L|} of arc labels (depen-
dency relations), a dependency graph for an input
sentence x = w0, w1, . . . , wn (where w0 = ROOT) is
a labeled directed graph G = (V,A) consisting of a
set of nodes V = {0, 1, . . . , n}1 and a set of labeled
directed arcs A ⊆ V ×V ×L, i.e., if (i, j, l) ∈ A for
i, j ∈ V and l ∈ L, then there is an arc from node
i to node j with label l in the graph. A dependency
graph G for a sentence x must be a directed tree orig-
inating out of the root node 0 and spanning all nodes
in V , as exemplified by the graph in figure 1. This
is a common constraint in many dependency parsing
theories and their implementations.

2.2 Graph-Based Models

Graph-based dependency parsers parameterize a
model over smaller substructures in order to search
the space of valid dependency graphs and produce
the most likely one. The simplest parameterization
is the arc-factored model that defines a real-valued
score function for arcs s(i, j, l) and further defines
the score of a dependency graph as the sum of the

1We use the common convention of representing words by
their index in the sentence.

score of all the arcs it contains. As a result, the de-
pendency parsing problem is written:

G = arg max
G=(V,A)

∑
(i,j,l)∈A

s(i, j, l)

This problem is equivalent to finding the highest
scoring directed spanning tree in the complete graph
over the input sentence, which can be solved in
O(n2) time (McDonald et al., 2005b). Additional
parameterizations are possible that take more than
one arc into account, but have varying effects on
complexity (McDonald and Satta, 2007). An advan-
tage of graph-based methods is that tractable infer-
ence enables the use of standard structured learning
techniques that globally set parameters to maximize
parsing performance on the training set (McDonald
et al., 2005a). The primary disadvantage of these
models is that scores – and as a result any feature
representations – are restricted to a single arc or a
small number of arcs in the graph.

The specific graph-based model studied in this
work is that presented by McDonald et al. (2006),
which factors scores over pairs of arcs (instead of
just single arcs) and uses near exhaustive search for
unlabeled parsing coupled with a separate classifier
to label each arc. We call this system MSTParser, or
simply MST for short, which is also the name of the
freely available implementation.2

2.3 Transition-Based Models
Transition-based dependency parsing systems use a
model parameterized over transitions of an abstract
machine for deriving dependency graphs, such that
every transition sequence from the designated initial
configuration to some terminal configuration derives
a valid dependency graph. Given a real-valued score
function s(c, t) (for transition t out of configuration
c), parsing can be performed by starting from the ini-
tial configuration and taking the optimal transition
t∗ = arg maxt∈T s(c, t) out of every configuration
c until a terminal configuration is reached. This can
be seen as a greedy search for the optimal depen-
dency graph, based on a sequence of locally optimal
decisions in terms of the transition system.

Many transition systems for data-driven depen-
dency parsing are inspired by shift-reduce parsing,

2http://mstparser.sourceforge.net
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where each configuration c contains a stack σc for
storing partially processed nodes and a buffer βc

containing the remaining input. Transitions in such a
system add arcs to the dependency graph and mani-
pulate the stack and buffer. One example is the tran-
sition system defined by Nivre (2003), which parses
a sentence x = w0, w1, . . . , wn in O(n) time.

To learn a scoring function on transitions, these
systems rely on discriminative learning methods,
such as memory-based learning or support vector
machines, using a strictly local learning procedure
where only single transitions are scored (not com-
plete transition sequences). The main advantage of
these models is that features are not restricted to a
limited number of graph arcs but can take into ac-
count the entire dependency graph built so far. The
major disadvantage is that the greedy parsing strat-
egy may lead to error propagation.

The specific transition-based model studied in
this work is that presented by Nivre et al. (2006),
which uses support vector machines to learn transi-
tion scores. We call this system MaltParser, or Malt
for short, which is also the name of the freely avail-
able implementation.3

2.4 Comparison and Analysis

These models differ primarily with respect to three
properties: inference, learning, and feature repre-
sentation. MaltParser uses an inference algorithm
that greedily chooses the best parsing decision based
on the current parser history whereas MSTParser
uses exhaustive search algorithms over the space of
all valid dependency graphs to find the graph that
maximizes the score. MaltParser trains a model
to make a single classification decision (choose the
next transition) whereas MSTParser trains a model
to maximize the global score of correct graphs.
MaltParser can introduce a rich feature history based
on previous parser decisions, whereas MSTParser is
forced to restrict features to a single decision or a
pair of nearby decisions in order to retain efficiency.

These differences highlight an inherent trade-off
between global inference/learning and expressive-
ness of feature representations. MSTParser favors
the former at the expense of the latter and MaltParser
the opposite. This difference was highlighted in the

3http://w3.msi.vxu.se/∼jha/maltparser/

study of McDonald and Nivre (2007), which showed
that the difference is reflected directly in the error
distributions of the parsers. Thus, MaltParser is less
accurate than MSTParser for long dependencies and
those closer to the root of the graph, but more accu-
rate for short dependencies and those farthest away
from the root. Furthermore, MaltParser is more ac-
curate for dependents that are nouns and pronouns,
whereas MSTParser is more accurate for verbs, ad-
jectives, adverbs, adpositions, and conjunctions.

Given that there is a strong negative correlation
between dependency length and tree depth, and
given that nouns and pronouns tend to be more
deeply embedded than (at least) verbs and conjunc-
tions, these patterns can all be explained by the same
underlying factors. Simply put, MaltParser has an
advantage in its richer feature representations, but
this advantage is gradually diminished by the nega-
tive effect of error propagation due to the greedy in-
ference strategy as sentences and dependencies get
longer. MSTParser has a more even distribution of
errors, which is expected given that the inference al-
gorithm and feature representation should not prefer
one type of arc over another. This naturally leads
one to ask: Is it possible to integrate the two models
in order to exploit their complementary strengths?
This is the topic of the remainder of this paper.

3 Integrated Models

There are many conceivable ways of combining the
two parsers, including more or less complex en-
semble systems and voting schemes, which only
perform the integration at parsing time. However,
given that we are dealing with data-driven models,
it should be possible to integrate at learning time, so
that the two complementary models can learn from
one another. In this paper, we propose to do this by
letting one model generate features for the other.

3.1 Feature-Based Integration

As explained in section 2, both models essentially
learn a scoring function s : X → R, where the
domain X is different for the two models. For the
graph-based model, X is the set of possible depen-
dency arcs (i, j, l); for the transition-based model,
X is the set of possible configuration-transition pairs
(c, t). But in both cases, the input is represented
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MSTMalt – defined over (i, j, l) (∗ = any label/node)
Is (i, j, ∗) in GMalt

x ?
Is (i, j, l) in GMalt

x ?
Is (i, j, ∗) not in GMalt

x ?
Is (i, j, l) not in GMalt

x ?
Identity of l′ such that (∗, j, l′) is in GMalt

x ?
Identity of l′ such that (i, j, l′) is in GMalt

x ?
MaltMST – defined over (c, t) (∗ = any label/node)
Is (σ0

c , β0
c , ∗) in GMST

x ?
Is (β0

c , σ0
c , ∗) in GMST

x ?
Head direction for σ0

c in GMST
x (left/right/ROOT)

Head direction for β0
c in GMST

x (left/right/ROOT)
Identity of l such that (∗, σ0

c , l) is in GMST
x ?

Identity of l such that (∗, β0
c , l) is in GMST

x ?

Table 1: Guide features for MSTMalt and MaltMST.

by a k-dimensional feature vector f : X → Rk.
In the feature-based integration we simply extend
the feature vector for one model, called the base
model, with a certain number of features generated
by the other model, which we call the guide model
in this context. The additional features will be re-
ferred to as guide features, and the version of the
base model trained with the extended feature vector
will be called the guided model. The idea is that the
guided model should be able to learn in which situ-
ations to trust the guide features, in order to exploit
the complementary strength of the guide model, so
that performance can be improved with respect to
the base parser. This method of combining classi-
fiers is sometimes referred to as classifier stacking.

The exact form of the guide features depend on
properties of the base model and will be discussed
in sections 3.2–3.3 below, but the overall scheme for
the feature-based integration can be described as fol-
lows. To train a guided version BC of base model B
with guide model C and training set T , the guided
model is trained, not on the original training set T ,
but on a version of T that has been parsed with the
guide model C under a cross-validation scheme (to
avoid overlap with training data for C). This means
that, for every sentence x ∈ T , BC has access at
training time to both the gold standard dependency
graph Gx and the graph GC

x predicted by C, and it is
the latter that forms the basis for the additional guide
features. When parsing a new sentence x′ with BC ,
x′ is first parsed with model C (this time trained on
the entire training set T ) to derive GC

x′ , so that the
guide features can be extracted also at parsing time.

3.2 The Guided Graph-Based Model

The graph-based model, MSTParser, learns a scor-
ing function s(i, j, l) ∈ R over labeled dependen-
cies. More precisely, dependency arcs (or pairs of
arcs) are first represented by a high dimensional fea-
ture vector f(i, j, l) ∈ Rk, where f is typically a bi-
nary feature vector over properties of the arc as well
as the surrounding input (McDonald et al., 2005a;
McDonald et al., 2006). The score of an arc is de-
fined as a linear classifier s(i, j, l) = w · f(i, j, l),
where w is a vector of feature weights to be learned
by the model.

For the guided graph-based model, which we call
MSTMalt, this feature representation is modified to
include an additional argument GMalt

x , which is the
dependency graph predicted by MaltParser on the
input sentence x. Thus, the new feature represen-
tation will map an arc and the entire predicted Malt-
Parser graph to a high dimensional feature repre-
sentation, f(i, j, l, GMalt

x ) ∈ Rk+m. These m ad-
ditional features account for the guide features over
the MaltParser output. The specific features used by
MSTMalt are given in table 1. All features are con-
joined with the part-of-speech tags of the words in-
volved in the dependency to allow the guided parser
to learn weights relative to different surface syntac-
tic environments. Though MSTParser is capable of
defining features over pairs of arcs, we restrict the
guide features over single arcs as this resulted in
higher accuracies during preliminary experiments.

3.3 The Guided Transition-Based Model

The transition-based model, MaltParser, learns a
scoring function s(c, t) ∈ R over configurations and
transitions. The set of training instances for this
learning problem is the set of pairs (c, t) such that
t is the correct transition out of c in the transition
sequence that derives the correct dependency graph
Gx for some sentence x in the training set T . Each
training instance (c, t) is represented by a feature
vector f(c, t) ∈ Rk, where features are defined in
terms of arbitrary properties of the configuration c,
including the state of the stack σc, the input buffer
βc, and the partially built dependency graph Gc. In
particular, many features involve properties of the
two target tokens, the token on top of the stack σc

(σ0
c ) and the first token in the input buffer βc (β0

c ),
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which are the two tokens that may become con-
nected by a dependency arc through the transition
out of c. The full set of features used by the base
model MaltParser is described in Nivre et al. (2006).

For the guided transition-based model, which we
call MaltMST, training instances are extended to
triples (c, t, GMST

x ), where GMST
x is the dependency

graph predicted by the graph-based MSTParser for
the sentence x to which the configuration c belongs.
We define m additional guide features, based on
properties of GMST

x , and extend the feature vector
accordingly to f(c, t, GMST

x ) ∈ Rk+m. The specific
features used by MaltMST are given in table 1. Un-
like MSTParser, features are not explicitly defined
to conjoin guide features with part-of-speech fea-
tures. These features are implicitly added through
the polynomial kernel used to train the SVM.

4 Experiments

In this section, we present an experimental evalua-
tion of the two guided models based on data from
the CoNLL-X shared task, followed by a compar-
ative error analysis including both the base models
and the guided models. The data for the experiments
are training and test sets for all thirteen languages
from the CoNLL-X shared task on multilingual de-
pendency parsing with training sets ranging in size
from from 29,000 tokens (Slovene) to 1,249,000 to-
kens (Czech). The test sets are all standardized to
about 5,000 tokens each. For more information on
the data sets, see Buchholz and Marsi (2006).

The guided models were trained according to the
scheme explained in section 3, with two-fold cross-
validation when parsing the training data with the
guide parsers. Preliminary experiments suggested
that cross-validation with more folds had a negli-
gible impact on the results. Models are evaluated
by their labeled attachment score (LAS) on the test
set, i.e., the percentage of tokens that are assigned
both the correct head and the correct label, using
the evaluation software from the CoNLL-X shared
task with default settings.4 Statistical significance
was assessed using Dan Bikel’s randomized pars-
ing evaluation comparator with the default setting of
10,000 iterations.5

4http://nextens.uvt.nl/∼conll/software.html
5http://www.cis.upenn.edu/∼dbikel/software.html

Language MST MSTMalt Malt MaltMST

Arabic 66.91 68.64 (+1.73) 66.71 67.80 (+1.09)

Bulgarian 87.57 89.05 (+1.48) 87.41 88.59 (+1.18)

Chinese 85.90 88.43 (+2.53) 86.92 87.44 (+0.52)

Czech 80.18 82.26 (+2.08) 78.42 81.18 (+2.76)

Danish 84.79 86.67 (+1.88) 84.77 85.43 (+0.66)

Dutch 79.19 81.63 (+2.44) 78.59 79.91 (+1.32)

German 87.34 88.46 (+1.12) 85.82 87.66 (+1.84)

Japanese 90.71 91.43 (+0.72) 91.65 92.20 (+0.55)

Portuguese 86.82 87.50 (+0.68) 87.60 88.64 (+1.04)

Slovene 73.44 75.94 (+2.50) 70.30 74.24 (+3.94)

Spanish 82.25 83.99 (+1.74) 81.29 82.41 (+1.12)

Swedish 82.55 84.66 (+2.11) 84.58 84.31 (–0.27)

Turkish 63.19 64.29 (+1.10) 65.58 66.28 (+0.70)

Average 80.83 82.53 (+1.70) 80.74 82.01 (+1.27)

Table 2: Labeled attachment scores for base parsers and
guided parsers (improvement in percentage points).

10 20 30 40 50 60
Sentence Length

0.7

0.75

0.8

0.85

0.9

Ac
cu

ra
cy

Malt
MST
Malt+MST
MST+Malt

Figure 2: Accuracy relative to sentence length.

4.1 Results

Table 2 shows the results, for each language and on
average, for the two base models (MST, Malt) and
for the two guided models (MSTMalt, MaltMST).
First of all, we see that both guided models show
a very consistent increase in accuracy compared to
their base model, even though the extent of the im-
provement varies across languages from about half
a percentage point (MaltMST on Chinese) up to al-
most four percentage points (MaltMST on Slovene).6

It is thus quite clear that both models have the capa-
city to learn from features generated by the other
model. However, it is also clear that the graph-based
MST model shows a somewhat larger improvement,
both on average and for all languages except Czech,

6The only exception to this pattern is the result for MaltMST

on Swedish, where we see an unexpected drop in accuracy com-
pared to the base model.
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Figure 3: Dependency arc precision/recall relative to predicted/gold for (a) dependency length and (b) distance to root.

German, Portuguese and Slovene. Finally, given
that the two base models had the previously best
performance for these data sets, the guided models
achieve a substantial improvement of the state of the
art. While there is no statistically significant differ-
ence between the two base models, they are both
outperformed by MaltMST (p < 0.0001), which in
turn has significantly lower accuracy than MSTMalt

(p < 0.0005).
An extension to the models described so far would

be to iteratively integrate the two parsers in the
spirit of pipeline iteration (Hollingshead and Roark,
2007). For example, one could start with a Malt
model, use it to train a guided MSTMalt model, then
use that as the guide to train a MaltMSTMalt

model,
etc. We ran such experiments, but found that accu-
racy did not increase significantly and in some cases
decreased slightly. This was true regardless of which
parser began the iterative process. In retrospect, this
result is not surprising. Since the initial integration
effectively incorporates knowledge from both pars-
ing systems, there is little to be gained by adding
additional parsers in the chain.

4.2 Analysis

The experimental results presented so far show that
feature-based integration is a viable approach for
improving the accuracy of both graph-based and
transition-based models for dependency parsing, but
they say very little about how the integration benefits

the two models and what aspects of the parsing pro-
cess are improved as a result. In order to get a better
understanding of these matters, we replicate parts of
the error analysis presented by McDonald and Nivre
(2007), where parsing errors are related to different
structural properties of sentences and their depen-
dency graphs. For each of the four models evalu-
ated, we compute error statistics for labeled attach-
ment over all twelve languages together.

Figure 2 shows accuracy in relation to sentence
length, binned into ten-word intervals (1–10, 11-20,
etc.). As expected, Malt and MST have very simi-
lar accuracy for short sentences but Malt degrades
more rapidly with increasing sentence length be-
cause of error propagation (McDonald and Nivre,
2007). The guided models, MaltMST and MSTMalt,
behave in a very similar fashion with respect to each
other but both outperform their base parser over the
entire range of sentence lengths. However, except
for the two extreme data points (0–10 and 51–60)
there is also a slight tendency for MaltMST to im-
prove more for longer sentences and for MSTMalt to
improve more for short sentences, which indicates
that the feature-based integration allows one parser
to exploit the strength of the other.

Figure 3(a) plots precision (top) and recall (bot-
tom) for dependency arcs of different lengths (pre-
dicted arcs for precision, gold standard arcs for re-
call). With respect to recall, the guided models ap-
pear to have a slight advantage over the base mod-
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Part of Speech MST MSTMalt Malt MaltMST

Verb 82.6 85.1 (2.5) 81.9 84.3 (2.4)

Noun 80.0 81.7 (1.7) 80.7 81.9 (1.2)

Pronoun 88.4 89.4 (1.0) 89.2 89.3 (0.1)

Adjective 89.1 89.6 (0.5) 87.9 89.0 (1.1)

Adverb 78.3 79.6 (1.3) 77.4 78.1 (0.7)

Adposition 69.9 71.5 (1.6) 68.8 70.7 (1.9)

Conjunction 73.1 74.9 (1.8) 69.8 72.5 (2.7)

Table 3: Accuracy relative to dependent part of speech
(improvement in percentage points).

els for short and medium distance arcs. With re-
spect to precision, however, there are two clear pat-
terns. First, the graph-based models have better pre-
cision than the transition-based models when pre-
dicting long arcs, which is compatible with the re-
sults of McDonald and Nivre (2007). Secondly, both
the guided models have better precision than their
base model and, for the most part, also their guide
model. In particular MSTMalt outperforms MST and
is comparable to Malt for short arcs. More inter-
estingly, MaltMST outperforms both Malt and MST
for arcs up to length 9, which provides evidence that
MaltMST has learned specifically to trust the guide
features from MST for longer dependencies. The
reason that accuracy does not improve for dependen-
cies of length greater than 9 is probably that these
dependencies are too rare for MaltMST to learn from
the guide parser in these situations.

Figure 3(b) shows precision (top) and recall (bot-
tom) for dependency arcs at different distances from
the root (predicted arcs for precision, gold standard
arcs for recall). Again, we find the clearest pat-
terns in the graphs for precision, where Malt has
very low precision near the root but improves with
increasing depth, while MST shows the opposite
trend (McDonald and Nivre, 2007). Considering
the guided models, it is clear that MaltMST im-
proves in the direction of its guide model, with a
5-point increase in precision for dependents of the
root and smaller improvements for longer distances.
Similarly, MSTMalt improves precision in the range
where its base parser is inferior to Malt and for dis-
tances up to 4 has an accuracy comparable to or
higher than its guide parser Malt. This again pro-
vides evidence that the guided parsers are learning
from their guide models.

Table 3 gives the accuracy for arcs relative to de-

pendent part-of-speech. As expected, we see that
MST does better than Malt for all categories except
nouns and pronouns (McDonald and Nivre, 2007).
But we also see that the guided models in all cases
improve over their base parser and, in most cases,
also over their guide parser. The general trend is that
MST improves more than Malt, except for adjectives
and conjunctions, where Malt has a greater disad-
vantage from the start and therefore benefits more
from the guide features.

Considering the results for parts of speech, as well
as those for dependency length and root distance, it
is interesting to note that the guided models often
improve even in situations where their base parsers
are more accurate than their guide models. This sug-
gests that the improvement is not a simple function
of the raw accuracy of the guide model but depends
on the fact that labeled dependency decisions inter-
act in inference algorithms for both graph-based and
transition-based parsing systems. Thus, if a parser
can improve its accuracy on one class of dependen-
cies, e.g., longer ones, then we can expect to see im-
provements on all types of dependencies – as we do.

The interaction between different decisions may
also be part of the explanation why MST benefits
more from the feature-based integration than Malt,
with significantly higher accuracy for MSTMalt than
for MaltMST as a result. Since inference is global
(or practically global) in the graph-based model,
an improvement in one type of dependency has a
good chance of influencing the accuracy of other de-
pendencies, whereas in the transition-based model,
where inference is greedy, some of these additional
benefits will be lost because of error propagation.
This is reflected in the error analysis in the following
recurrent pattern: Where Malt does well, MaltMST

does only slightly better. But where MST is good,
MSTMalt is often significantly better.

Another part of the explanation may have to do
with the learning algorithms used by the systems.
Although both Malt and MST use discriminative
algorithms, Malt uses a batch learning algorithm
(SVM) and MST uses an online learning algorithm
(MIRA). If the original rich feature representation
of Malt is sufficient to separate the training data,
regularization may force the weights of the guided
features to be small (since they are not needed at
training time). On the other hand, an online learn-
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ing algorithm will recognize the guided features as
strong indicators early in training and give them a
high weight as a result. Features with high weight
early in training tend to have the most impact on the
final classifier due to both weight regularization and
averaging. This is in fact observed when inspecting
the weights of MSTMalt.

5 Related Work

Combinations of graph-based and transition-based
models for data-driven dependency parsing have
previously been explored by Sagae and Lavie
(2006), who report improvements of up to 1.7 per-
centage points over the best single parser when
combining three transition-based models and one
graph-based model for unlabeled dependency pars-
ing, evaluated on data from the Penn Treebank. The
combined parsing model is essentially an instance of
the graph-based model, where arc scores are derived
from the output of the different component parsers.
Unlike the models presented here, integration takes
place only at parsing time, not at learning time, and
requires at least three different base parsers. The
same technique was used by Hall et al. (2007) to
combine six transition-based parsers in the best per-
forming system in the CoNLL 2007 shared task.

Feature-based integration in the sense of letting a
subset of the features for one model be derived from
the output of a different model has been exploited
for dependency parsing by McDonald (2006), who
trained an instance of MSTParser using features
generated by the parsers of Collins (1999) and Char-
niak (2000), which improved unlabeled accuracy by
1.7 percentage points, again on data from the Penn
Treebank. In addition, feature-based integration has
been used by Taskar et al. (2005), who trained a
discriminative word alignment model using features
derived from the IBM models, and by Florian et al.
(2004), who trained classifiers on auxiliary data to
guide named entity classifiers.

Feature-based integration also has points in com-
mon with co-training, which have been applied to
syntactic parsing by Sarkar (2001) and Steedman et
al. (2003), among others. The difference, of course,
is that standard co-training is a weakly supervised
method, where guide features replace, rather than
complement, the gold standard annotation during

training. Feature-based integration is also similar to
parse re-ranking (Collins, 2000), where one parser
produces a set of candidate parses and a second-
stage classifier chooses the most likely one. How-
ever, feature-based integration is not explicitly con-
strained to any parse decisions that the guide model
might make and only the single most likely parse is
used from the guide model, making it significantly
more efficient than re-ranking.

Finally, there are several recent developments in
data-driven dependency parsing, which can be seen
as targeting the specific weaknesses of graph-based
and transition-based models, respectively, though
without integrating the two models. Thus, Naka-
gawa (2007) and Hall (2007) both try to overcome
the limited feature scope of graph-based models by
adding global features, in the former case using
Gibbs sampling to deal with the intractable infer-
ence problem, in the latter case using a re-ranking
scheme. For transition-based models, the trend is
to alleviate error propagation by abandoning greedy,
deterministic inference in favor of beam search with
globally normalized models for scoring transition
sequences, either generative (Titov and Henderson,
2007a; Titov and Henderson, 2007b) or conditional
(Duan et al., 2007; Johansson and Nugues, 2007).

6 Conclusion

In this paper, we have demonstrated how the two
dominant approaches to data-driven dependency
parsing, graph-based models and transition-based
models, can be integrated by letting one model learn
from features generated by the other. Our experi-
mental results show that both models consistently
improve their accuracy when given access to fea-
tures generated by the other model, which leads to
a significant advancement of the state of the art in
data-driven dependency parsing. Moreover, a com-
parative error analysis reveals that the improvements
are largely predictable from theoretical properties of
the two models, in particular the tradeoff between
global learning and inference, on the one hand, and
rich feature representations, on the other. Directions
for future research include a more detailed analysis
of the effect of feature-based integration, as well as
the exploration of other strategies for integrating dif-
ferent parsing models.
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Abstract

Discriminative feature-based methods are
widely used in natural language processing,
but sentence parsing is still dominated by gen-
erative methods. While prior feature-based
dynamic programming parsers have restricted
training and evaluation to artificially short sen-
tences, we present the first general, feature-
rich discriminative parser, based on a condi-
tional random field model, which has been
successfully scaled to the full WSJ parsing
data. Our efficiency is primarily due to the
use of stochastic optimization techniques, as
well as parallelization and chart prefiltering.
On WSJ15, we attain a state-of-the-art F-score
of 90.9%, a 14% relative reduction in error
over previous models, while being two orders
of magnitude faster. On sentences of length
40, our system achieves an F-score of 89.0%,
a 36% relative reduction in error over a gener-
ative baseline.

1 Introduction

Over the past decade, feature-based discriminative
models have become the tool of choice for many
natural language processing tasks. Although they
take much longer to train than generative models,
they typically produce higher performing systems,
in large part due to the ability to incorporate ar-
bitrary, potentially overlapping features. However,
constituency parsing remains an area dominated by
generative methods, due to the computational com-
plexity of the problem. Previous work on discrim-
inative parsing falls under one of three approaches.
One approach does discriminative reranking of the

n-best list of a generative parser, still usually de-
pending highly on the generative parser score as
a feature (Collins, 2000; Charniak and Johnson,
2005). A second group of papers does parsing by a
sequence of independent, discriminative decisions,
either greedily or with use of a small beam (Ratna-
parkhi, 1997; Henderson, 2004). This paper extends
the third thread of work, where joint inference via
dynamic programming algorithms is used to train
models and to attempt to find the globally best parse.
Work in this context has mainly been limited to use
of artificially short sentences due to exorbitant train-
ing and inference times. One exception is the re-
cent work of Petrov et al. (2007), who discrimina-
tively train a grammar with latent variables and do
not restrict themselves to short sentences. However
their model, like the discriminative parser of John-
son (2001), makes no use of features, and effectively
ignores the largest advantage of discriminative train-
ing. It has been shown on other NLP tasks that mod-
eling improvements, such as the switch from gen-
erative training to discriminative training, usually
provide much smaller performance gains than the
gains possible from good feature engineering. For
example, in (Lafferty et al., 2001), when switching
from a generatively trained hidden Markov model
(HMM) to a discriminatively trained, linear chain,
conditional random field (CRF) for part-of-speech
tagging, their error drops from 5.7% to 5.6%. When
they add in only a small set of orthographic fea-
tures, their CRF error rate drops considerably more
to 4.3%, and their out-of-vocabulary error rate drops
by more than half. This is further supported by John-
son (2001), who saw no parsing gains when switch-
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ing from generative to discriminative training, and
by Petrov et al. (2007) who saw only small gains of
around 0.7% for their final model when switching
training methods.

In this work, we provide just such a framework for
training a feature-rich discriminative parser. Unlike
previous work, we do not restrict ourselves to short
sentences, but we do provide results both for training
and testing on sentences of length≤ 15 (WSJ15) and
for training and testing on sentences of length≤ 40,
allowing previous WSJ15 results to be put in context
with respect to most modern parsing literature. Our
model is a conditional random field based model.
For a rule application, we allow arbitrary features
to be defined over the rule categories, span and split
point indices, and the words of the sentence. It is
well known that constituent length influences parse
probability, but PCFGs cannot easily take this infor-
mation into account. Another benefit of our feature
based model is that it effortlessly allows smooth-
ing over previously unseen rules. While the rule
may be novel, it will likely contain features which
are not. Practicality comes from three sources. We
made use of stochastic optimization methods which
allow us to find optimal model parameters with very
few passes through the data. We found no differ-
ence in parser performance between using stochastic
gradient descent (SGD), and the more common, but
significantly slower, L-BFGS. We also used limited
parallelization, and prefiltering of the chart to avoid
scoring rules which cannot tile into complete parses
of the sentence. This speed-up does not come with a
performance cost; we attain an F-score of 90.9%, a
14% relative reduction in errors over previous work
on WSJ15.

2 The Model

2.1 A Conditional Random Field Context Free
Grammar (CRF-CFG)

Our parsing model is based on a conditional ran-
dom field model, however, unlike previous TreeCRF
work, e.g., (Cohn and Blunsom, 2005; Jousse et al.,
2006), we do not assume a particular tree structure,
and instead find the most likely structureand la-
beling. This is similar to conventional probabilis-
tic context-free grammar (PCFG) parsing, with two
exceptions: (a) we maximizeconditional likelihood

of the parse tree, given the sentence, notjoint like-
lihood of the tree and sentence; and (b) probabil-
ities are normalizedglobally instead oflocally –
the graphical models depiction of our trees is undi-
rected.

Formally, we have a CFGG, which consists of
(Manning and Schütze, 1999): (i) a set of termi-
nals {wk},k = 1, . . . ,V ; (ii) a set of nonterminals
{Nk},k = 1, . . . ,n; (iii) a designated start symbol
ROOT ; and (iv) a set of rules,{ρ = N i → ζ j}, where
ζ j is a sequence of terminals and nonterminals. A
PCFG additionally assigns probabilities to each rule
ρ such that∀i∑ j P(N i → ζ j) = 1. Our conditional
random field CFG (CRF-CFG) instead defines local
clique potentialsφ(r|s;θ), wheres is the sentence,
andr contains a one-level subtree of a treet, corre-
sponding to a ruleρ , along with relevant information
about the span of words which it encompasses, and,
if applicable, the split position (see Figure 1). These
potentials are relative to the sentence, unlike a PCFG
where rule scores do not have access to words at the
leaves of the tree, or even how many words they
dominate. We then define a conditional probabil-
ity distribution over entire trees, using the standard
CRF distribution, shown in (1). There is, however,
an important subtlety lurking in how we define the
partition function. The partition functionZs, which
makes the probability of all possible parses sum to
unity, is defined over allstructures as well as all la-
belings of those structures. We defineτ(s) to be the
set of all possible parse trees for the given sentence
licensed by the grammarG.

P(t|s;θ) =
1
Zs

∏r∈t φ(r|s;θ) (1)

where
Zs = ∑t∈τ(s) ∏r∈t ′

φ(r|s;θ)

The above model is not well-defined over all
CFGs. Unary rules of the formN i → N j can form
cycles, leading to infinite unary chains with infinite
mass. However, it is standard in the parsing liter-
ature to transform grammars into a restricted class
of CFGs so as to permit efficient parsing. Binariza-
tion of rules (Earley, 1970) is necessary to obtain
cubic parsing time, and closure of unary chains is re-
quired for finding total probability mass (rather than
just best parses) (Stolcke, 1995). To address this is-
sue, we define our model over a restricted class of
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S

NP

NN

Factory

NNS

payrolls

VP

VBD

fell

PP

IN

in

NN

September

Phrasal rules
r1 = S0,5→ NP0,2 VP2,5 | Factory payrolls fell in September
r3 = VP2,5→ VBD2,3 PP3,5 | Factory payrolls fell in September
. . .
Lexicon rules
r5 = NN0,1→ Factory | Factory payrolls fell in September
r6 = NNS1,2→ payrolls | Factory payrolls fell in September
. . .

(a) PCFG Structure (b) Rulesr

Figure 1: A parse tree and the corresponding rules over whichpotentials and features are defined.

CFGs which limits unary chains to not have any re-
peated states. This was done by collapsing all al-
lowed unary chains to single unary rules, and dis-
allowing multiple unary rule applications over the
same span.1 We give the details of our binarization
scheme in Section 5. Note that there exists a gram-
mar in this class which is weakly equivalent with any
arbitrary CFG.

2.2 Computing the Objective Function

Our clique potentials take an exponential form. We
have a feature function, represented byf (r,s), which
returns a vector with the value for each feature. We
denote the value of featurefi by fi(r,s) and our
model has a corresponding parameterθi for each
feature. The clique potential function is then:

φ(r|s;θ) = exp∑i
θi fi(r,s) (2)

The log conditional likelihood of the training data
D , with an additionalL2 regularization term, is then:

L (D ;θ) =
(

∑
(t,s)∈D

(

∑
r∈t

∑
i

θi fi(r,s)

)

−Zs

)

+∑
i

θ2
i

2σ2 (3)

And the partial derivatives of the log likelihood, with
respect to the model weights are, as usual, the dif-
ference between the empirical counts and the model
expectations:

∂L

∂θi
=

(

∑
(t,s)∈D

(

∑
r∈t

fi(r,s)

)

−Eθ [ fi|s]

)

+
θi

σ2 (4)

1In our implementation of the inside-outside algorithm, we
then need to keep two inside and outside scores for each span:
one from before and one from after the application of unary
rules.

The partition functionZs and the partial derivatives
can be efficiently computed with the help of the
inside-outside algorithm.2 Zs is equal to the in-
side score ofROOT over the span of the entire sen-
tence. To compute the partial derivatives, we walk
through each rule, and span/split, and add the out-
side log-score of the parent, the inside log-score(s)
of the child(ren), and the log-score for that rule and
span/split.Zs is subtracted from this value to get the
normalized log probability of that rule in that posi-
tion. Using the probabilities of each rule applica-
tion, over each span/split, we can compute the ex-
pected feature values (the second term in Equation
4), by multiplying this probability by the value of
the feature corresponding to the weight for which we
are computing the partial derivative. The process is
analogous to the computation of partial derivatives
in linear chain CRFs. The complexity of the algo-
rithm for a particular sentence isO(n3), wheren is
the length of the sentence.

2.3 Parallelization

Unlike (Taskar et al., 2004), our algorithm has the
advantage of being easily parallelized (see footnote
7 in their paper). Because the computation of both
the log likelihood and the partial derivatives involves
summing over each tree individually, the compu-
tation can be parallelized by having many clients
which each do the computation for one tree, and one
central server which aggregates the information to
compute the relevant information for a set of trees.
Because we use a stochastic optimization method,
as discussed in Section 3, we compute the objec-
tive for only a small portion of the training data at
a time, typically between 15 and 30 sentences. In

2In our case the values in the chart are the clique potentials
which are non-negative numbers, but not probabilities.
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this case the gains from adding additional clients
decrease rapidly, because the computation time is
dominated by the longest sentences in the batch.

2.4 Chart Prefiltering

Training is also sped up by prefiltering the chart. On
the inside pass of the algorithm one will see many
rules which cannot actually be tiled into complete
parses. In standard PCFG parsing it is not worth fig-
uring out which rules are viable at a particular chart
position and which are not. In our case however this
can make a big difference.We are not just looking
up a score for the rule, but must compute all the fea-
tures, and dot product them with the feature weights,
which is far more time consuming. We also have to
do an outside pass as well as an inside one, which
is sped up by not considering impossible rule appli-
cations. Lastly, we iterate through the data multi-
ple times, so if we can compute this information just
once, we will save time on all subsequent iterations
on that sentence. We do this by doing an inside-
outside pass that is just boolean valued to determine
which rules are possible at which positions in the
chart. We simultaneously compute the features for
the possible rules and then save the entire data struc-
ture to disk. For all but the shortest of sentences,
the disk I/O is easily worth the time compared to re-
computation. The first time we see a sentence this
method is still about one third faster than if we did
not do the prefiltering, and on subsequent iterations
the improvement is closer to tenfold.

3 Stochastic Optimization Methods

Stochastic optimization methods have proven to be
extremely efficient for the training of models involv-
ing computationally expensive objective functions
like those encountered with our task (Vishwanathan
et al., 2006) and, in fact, the on-line backpropagation
learning used in the neural network parser of Hen-
derson (2004) is a form of stochastic gradient de-
scent. Standard deterministic optimization routines
such as L-BFGS (Liu and Nocedal, 1989) make little
progress in the initial iterations, often requiring sev-
eral passes through the data in order to satisfy suffi-
cient descent conditions placed on line searches. In
our experiments SGD converged to a lower objective
function value than L-BFGS, however it required far
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Figure 2: WSJ15 objective value for L-BFGS and SGD
versus passes through the data. SGD ultimately con-
verges to a lower objective value, but does equally well
on test data.

fewer iterations (see Figure 2) and achieved compa-
rable test set performance to L-BFGS in a fraction of
the time. One early experiment on WSJ15 showed a
seven time speed up.

3.1 Stochastic Function Evaluation

Utilization of stochastic optimization routines re-
quires the implementation of a stochastic objective
function. This function,L̂ is designed to approx-
imate the true functionL based off a small subset
of the training data represented byDb. Hereb, the
batch size, means thatDb is created by drawingb
training examples, with replacement, from the train-
ing setD . With this notation we can express the
stochastic evaluation of the function aŝL (Db;θ).
This stochastic function must be designed to ensure
that:

E
[

∑n
i
L̂ (D

(i)
b ;θ)

]

= L (D ;θ)

Note that this property is satisfied, without scaling,
for objective functions that sum over the training
data, as it is in our case, but any priors must be
scaled down by a factor ofb/ |D |. The stochastic

gradient,∇L (D
(i)
b ;θ), is then simply the derivative

of the stochastic function value.

3.2 Stochastic Gradient Descent

SGD was implemented using the standard update:

θk+1 = θk −ηk∇L (D
(k)
b ;θk)
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And employed a gain schedule in the form

ηk = η0
τ

τ + k

where parameterτ was adjusted such that the gain is
halved after five passes through the data. We found
that an initial gain ofη0 = 0.1 and batch size be-
tween 15 and 30 was optimal for this application.

4 Features

As discussed in Section 5 we performed experi-
ments on both sentences of length≤ 15 and length
≤ 40. All feature development was done on the
length 15 corpus, due to the substantially faster
train and test times. This has the unfortunate effect
that our features are optimized for shorter sentences
and less training data, but we found development
on the longer sentences to be infeasible. Our fea-
tures are divided into two types:lexicon features,
which are over words and tags, andgrammar fea-
tures which are over the local subtrees and corre-
sponding span/split (both have access to the entire
sentence). We ran two kinds of experiments: a dis-
criminatively trained model, which used only the
rules and no other grammar features, and a feature-
based model which did make use of grammar fea-
tures. Both models had access to the lexicon fea-
tures. We viewed this as equivalent to the more
elaborate, smoothed unknown word models that are
common in many PCFG parsers, such as (Klein and
Manning, 2003; Petrov et al., 2006).

We preprocessed the words in the sentences to ob-
tain two extra pieces of information. Firstly, each
word is annotated with a distributional similarity tag,
from a distributional similarity model (Clark, 2000)
trained on 100 million words from the British Na-
tional Corpus and English Gigaword corpus. Sec-
ondly, we compute a class for each word based on
the unknown word model of Klein and Manning
(2003); this model takes into account capitaliza-
tion, digits, dashes, and other character-level fea-
tures. The full set of features, along with an expla-
nation of our notation, is listed in Table 1.

5 Experiments

For all experiments, we trained and tested on the
Penn treebank (PTB) (Marcus et al., 1993). We used

Binary Unary
Model States Rules Rules

WSJ15 1,428 5,818 423
WSJ15 relaxed 1,428 22,376 613
WSJ40 7,613 28,240 823

Table 2: Grammar size for each of our models.

the standard splits, training on sections 2 to 21, test-
ing on section 23 and doing development on section
22. Previous work on (non-reranking) discrimina-
tive parsing has given results on sentences of length
≤ 15, but most parsing literature gives results on ei-
ther sentences of length≤ 40, or all sentences. To
properly situate this work with respect to both sets
of literature we trained models on both length≤
15 (WSJ15) and length≤ 40 (WSJ40), and we also
tested on all sentences using the WSJ40 models. Our
results also provide a context for interpreting previ-
ous work which used WSJ15 and not WSJ40.

We used a relatively simple grammar with few ad-
ditional annotations. Starting with the grammar read
off of the training set, we added parent annotations
onto each state, including the POS tags, resulting in
rules such asS-ROOT → NP-S VP-S. We also added
head tag annotations toVPs, in the same manner as
(Klein and Manning, 2003). Lastly, for the WSJ40
runs we used a simple, right branching binarization
where each active state is annotated with its previous
sibling and first child. This is equivalent to children
of a state being produced by a second order Markov
process. For the WSJ15 runs, each active state was
annotated with only its first child, which is equiva-
lent to a first order Markov process. See Table 5 for
the number of states and rules produced.

5.1 Experiments

For both WSJ15 and WSJ40, we trained a genera-
tive model; a discriminative model, which used lexi-
con features, but no grammar features other than the
rules themselves; and a feature-based model which
had access to all features. For the length 15 data we
also did experiments in which we relaxed the gram-
mar. By this we mean that we added (previously un-
seen) rules to the grammar, as a means of smoothing.
We chose which rules to add by taking existing rules
and modifying the parent annotation on the parent
of the rule. We used stochastic gradient descent for
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Table 1: Lexicon and grammar features.w is the word andt the tag.r represents a particular rule along with span/split
information;ρ is the rule itself,rp is the parent of the rule;wb, ws, andwe are the first, first after the split (for binary
rules) and last word that a rule spans in a particular context. All states, including the POS tags, are annotated with
parent information;b(s) represents the base label for a states and p(s) represents the parent annotation on states.
ds(w) represents the distributional similarity cluster, andlc(w) the lower cased version of the word, andunk(w) the
unknown word class.

Lexicon Features Grammar Features
t Binary-specific features
b(t) ρ
〈t,w〉 〈b(p(rp)),ds(ws)〉 〈b(p(rp)),ds(ws−1,dsws)〉
〈t, lc(w)〉 〈b(p(rp)),ds(we)〉 PP feature:
〈b(t),w〉 unary? if right child is a PP then〈r,ws〉
〈b(t), lc(w)〉 simplified rule: VP features:
〈t,ds(w)〉 base labels of states if some child is a verb tag, then rule,
〈t,ds(w−1)〉 dist sim bigrams: with that child replaced by the word
〈t,ds(w+1)〉 all dist. sim. bigrams below
〈b(t),ds(w)〉 rule, and base parent state Unaries which span one word:
〈b(t),ds(w−1)〉 dist sim bigrams:
〈b(t),ds(w+1)〉 same as above, but trigrams 〈r,w〉
〈p(t),w〉 heavy feature: 〈r,ds(w)〉
〈t,unk(w)〉 whether the constituent is “big” 〈b(p(r)),w〉
〈b(t),unk(w)〉 as described in (Johnson, 2001)〈b(p(r)),ds(w)〉

these experiments; the length 15 models had a batch
size of 15 and we allowed twenty passes through
the data.3 The length 40 models had a batch size
of 30 and we allowed ten passes through the data.
We used development data to decide when the mod-
els had converged. Additionally, we provide gener-
ative numbers for training on the entire PTB to give
a sense of how much performance suffered from the
reduced training data (generative-all in Table 4).

The full results for WSJ15 are shown in Table 3
and for WSJ40 are shown in Table 4. The WSJ15
models were each trained on a single Dual-Core
AMD OpteronTM using three gigabytes of RAM and
no parallelization. The discriminatively trained gen-
erative model (discriminative in Table 3) took ap-
proximately 12 minutes per pass through the data,
while the feature-based model (feature-based in Ta-
ble 3) took 35 minutes per pass through the data.
The feature-based model with the relaxed grammar
(relaxed in Table 3) took about four times as long
as the regular feature-based model. The discrimina-

3Technically we did not make passes through the data, be-
cause we sampled with replacement to get our batches. By this
we mean having seen as many sentences as are in the data, de-
spite having seen some sentences multiple times and some not
at all.

tively trained generative WSJ40 model (discrimina-
tive in Table 4) was trained using two of the same
machines, with 16 gigabytes of RAM each for the
clients.4 It took about one day per pass through
the data. The feature-based WSJ40 model (feature-
based in Table 4) was trained using four of these
machines, also with 16 gigabytes of RAM each for
the clients. It took about three days per pass through
the data.

5.2 Discussion

The results clearly show that gains came from both
the switch from generative to discriminative train-
ing, and from the extensive use of features. In Fig-
ure 3 we show for an example from section 22 the
parse trees produced by our generative model and
our feature-based discriminative model, and the cor-
rect parse. The parse from the feature-based model
better exhibits the right branching tendencies of En-
glish. This is likely due to the heavy feature, which
encourages long constituents at the end of the sen-
tence. It is difficult for a standard PCFG to learn this
aspect of the English language, because the score it
assigns to a rule does not take its span into account.

4The server does almost no computation.
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Model P R F1 Exact Avg CB 0 CB P R F1 Exact Avg CB 0 CB
development set – length≤ 15 test set – length≤ 15

Taskar 2004 89.7 90.2 90.0 – – – 89.1 89.1 89.1 – – –
Turian 2007 – – – – – – 89.6 89.3 89.4 – – –
generative 86.9 85.8 86.4 46.2 0.34 81.2 87.6 85.8 86.7 49.2 0.33 81.9
discriminative 89.1 88.6 88.9 55.5 0.26 85.5 88.9 88.0 88.5 56.6 0.32 85.0
feature-based 90.4 89.3 89.9 59.5 0.24 88.3 91.1 90.2 90.6 61.3 0.24 86.8
relaxed 91.2 90.3 90.7 62.1 0.24 88.1 91.4 90.4 90.9 62.0 0.22 87.9

Table 3: Development and test set results, training and testing on sentences of length≤ 15 from the Penn treebank.

Model P R F1 Exact Avg CB 0 CB P R F1 Exact Avg CB 0 CB
test set – length≤ 40 test set – all sentences

Petrov 2007 – – 88.8 – – – – – 88.3 – – –
generative 83.5 82.0 82.8 25.5 1.57 53.4 82.8 81.2 82.0 23.8 1.83 50.4
generative-all 83.6 82.1 82.8 25.2 1.56 53.3 – – – – – –
discriminative 85.1 84.5 84.8 29.7 1.41 55.8 84.2 83.7 83.9 27.8 1.67 52.8
feature-based 89.2 88.8 89.0 37.3 0.92 65.1 88.2 87.8 88.0 35.1 1.15 62.3

Table 4: Test set results, training on sentences of length≤ 40 from the Penn treebank. Thegenerative-all results were
trained on all sentences regardless of length

6 Comparison With Related Work

The most similar related work is (Johnson, 2001),
which did discriminative training of a generative
PCFG. The model was quite similar to ours, except
that it did not incorporate any features and it re-
quired the parameters (which were just scores for
rules) to be locally normalized, as with a genera-
tively trained model. Due to training time, they used
the ATIS treebank corpus , which is much smaller
than even WSJ15, with only 1,088 training sen-
tences, 294 testing sentences, and an average sen-
tence length of around 11. They found no signif-
icant difference in performance between their gen-
eratively and discriminatively trained parsers. There
are two probable reasons for this result. The training
set is very small, and it is a known fact that gener-
ative models tend to work better for small datasets
and discriminative models tend to work better for
larger datasets (Ng and Jordan, 2002). Additionally,
they made no use of features, one of the primary
benefits of discriminative learning.

Taskar et al. (2004) took a large margin approach
to discriminative learning, but achieved only small
gains. We suspect that this is in part due to the gram-
mar that they chose – the grammar of (Klein and
Manning, 2003), which was hand annotated with the
intent of optimizing performance of a PCFG. This

grammar is fairly sparse – for any particular state
there are, on average, only a few rules with that state
as a parent – so the learning algorithm may have suf-
fered because there were few options to discriminate
between. Starting with this grammar we found it dif-
ficult to achieve gains as well. Additionally, their
long training time (several months for WSJ15, ac-
cording to (Turian and Melamed, 2006)) made fea-
ture engineering difficult; they were unable to really
explore the space of possible features.

More recent is the work of (Turian and Melamed,
2006; Turian et al., 2007), which improved both the
training time and accuracy of (Taskar et al., 2004).
They define a simple linear model, use boosted de-
cision trees to select feature conjunctions, and a line
search to optimize the parameters. They use an
agenda parser, and define their atomic features, from
which the decision trees are constructed, over the en-
tire state being considered. While they make exten-
sive use of features, their setup is much more com-
plex than ours and takes substantially longer to train
– up to 5 days on WSJ15 – while achieving only
small gains over (Taskar et al., 2004).

The most recent similar research is (Petrov et al.,
2007). They also do discriminative parsing of length
40 sentences, but with a substantially different setup.
Following up on their previous work (Petrov et al.,
2006) on grammar splitting, they do discriminative
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Figure 3: Example output from our generative and feature-based discriminative models, along with the correct parse.

parsing with latent variables, which requires them
to optimize a non-convex function. Instead of us-
ing a stochastic optimization technique, they use L-
BFGS, but do coarse-to-fine pruning to approximate
their gradients and log likelihood. Because they
were focusing on grammar splitting they, like (John-
son, 2001), did not employ any features, and, like
(Taskar et al., 2004), they saw only small gains from
switching from generative to discriminative training.

7 Conclusions

We have presented a new, feature-rich, dynamic pro-
gramming based discriminative parser which is sim-
pler, more effective, and faster to train and test than
previous work, giving us new state-of-the-art per-
formance when training and testing on sentences of
length≤ 15 and the first results for such a parser
trained and tested on sentences of length≤ 40. We
also show that the use of SGD for training CRFs per-
forms as well as L-BFGS in a fraction of the time.
Other recent work on discriminative parsing has ne-
glected the use of features, despite their being one of
the main advantages of discriminative training meth-
ods. Looking at how other tasks, such as named
entity recognition and part-of-speech tagging, have
evolved over time, it is clear that greater gains are to
be gotten from developing better features than from
better models. We have provided just such a frame-
work for improving parsing performance.
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cgomezr@udc.es

John Carroll and David Weir
Department of Informatics

University of Sussex, United Kingdom
{johnca,davidw}@sussex.ac.uk

Abstract

We define a new formalism, based on Sikkel’s
parsing schemata for constituency parsers,
that can be used to describe, analyze and com-
pare dependency parsing algorithms. This
abstraction allows us to establish clear rela-
tions between several existing projective de-
pendency parsers and prove their correctness.

1 Introduction
Dependency parsing consists of finding the structure
of a sentence as expressed by a set of directed links
(dependencies) between words. This is an alterna-
tive to constituency parsing, which tries to find a di-
vision of the sentence into segments (constituents)
which are then broken up into smaller constituents.
Dependency structures directly show head-modifier
and head-complement relationships which form the
basis of predicate argument structure, but are not
represented explicitly in constituency trees, while
providing a representation in which no non-lexical
nodes have to be postulated by the parser. In addi-
tion to this, some dependency parsers are able to rep-
resent non-projective structures, which is an impor-
tant feature when parsing free word order languages
in which discontinuous constituents are common.

The formalism of parsing schemata (Sikkel, 1997)
is a useful tool for the study of constituency parsers
since it provides formal, high-level descriptions
of parsing algorithms that can be used to prove
their formal properties (such as correctness), es-
tablish relations between them, derive new parsers
from existing ones and obtain efficient implementa-
tions automatically (Ǵomez-Rodŕıguez et al., 2007).
The formalism was initially defined for context-free
grammars and later applied to other constituency-
based formalisms, such as tree-adjoining grammars

∗Partially supported by Ministerio de Educación y Ciencia
and FEDER (TIN2004-07246-C03, HUM2007-66607-C04),
Xunta de Galicia (PGIDIT07SIN005206PR, PGIDIT05PXIC-
10501PN, PGIDIT05PXIC30501PN, Rede Galega de Proc. da
Linguaxe e RI) and Programa de Becas FPU.

(Alonso et al., 1999). However, since parsing
schemata are defined as deduction systems over sets
of constituency trees, they cannot be used to de-
scribe dependency parsers.

In this paper, we define an analogous formalism
that can be used to define, analyze and compare de-
pendency parsers. We use this framework to provide
uniform, high-level descriptions for a wide range of
well-known algorithms described in the literature,
and we show how they formally relate to each other
and how we can use these relations and the formal-
ism itself to prove their correctness.

1.1 Parsing schemata
Parsing schemata (Sikkel, 1997) provide a formal,
simple and uniform way to describe, analyze and
compare different constituency-based parsers.

The notion of a parsing schema comes from con-
sidering parsing as a deduction process which gener-
ates intermediate results calleditems. An initial set
of items is directly obtained from the input sentence,
and the parsing process consists of the application of
inference rules (deduction steps) which produce new
items from existing ones. Each item contains a piece
of information about the sentence’s structure, and a
successful parsing process will produce at least one
final itemcontaining a full parse tree for the sentence
or guaranteeing its existence.

Items in parsing schemata are formally defined
as sets of partial parse trees from a set denoted
Trees(G), which is the set of all the possible par-
tial parse trees that do not violate the constraints im-
posed by a grammarG. More formally, an item set
I is defined by Sikkel as a quotient set associated
with an equivalence relation onTrees(G).1

Valid parses for a string are represented by
items containing completemarked parse treesfor
that string. Given a context-free grammarG =

1While Shieber et al. (1995) also view parsers as deduction
systems, Sikkel formally defines items and related concepts,
providing the mathematical tools to reason about formal prop-
erties of parsers.
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(N, Σ, P, S), a marked parse treefor a string
w1 . . . wn is any treeτ ∈ Trees(G)/root(τ) =
S∧yield(τ) = w1 . . . wn

2. An item containing such
a tree for some arbitrary string is called afinal item.
An item containing such a tree for a particular string
w1 . . . wn is called acorrect final itemfor that string.

For each input string, a parsing schema’s deduc-
tion steps allow us to infer a set of items, calledvalid
items for that string. A parsing schema is said to
be soundif all valid final items it produces for any
arbitrary string are correct for that string. A pars-
ing schema is said to becompleteif all correct fi-
nal items are valid. Acorrectparsing schema is one
which is both sound and complete. A correct parsing
schema can be used to obtain a working implemen-
tation of a parser by using deductive engines such
as the ones described by Shieber et al. (1995) and
Gómez-Rodŕıguez et al. (2007) to obtain all valid fi-
nal items.

2 Dependency parsing schemata
Although parsing schemata were initially defined for
context-free parsers, they can be adapted to different
constituency-based grammar formalisms, by finding
a suitable definition ofTrees(G) for each particular
formalism and a way to define deduction steps from
its rules. However, parsing schemata are not directly
applicable to dependency parsing, since their formal
framework is based on constituency trees.

In spite of this problem, many of the dependency
parsers described in the literature are constructive,
in the sense that they proceed by combining smaller
structures to form larger ones until they find a com-
plete parse for the input sentence. Therefore, it
is possible to define a variant of parsing schemata,
where these structures can be defined as items and
the strategies used for combining them can be ex-
pressed as inference rules. However, in order to de-
fine such a formalism we have to tackle some issues
specific to dependency parsers:
• Traditional parsing schemata are used to de-

fine grammar-based parsers, in which the parsing
process is guided by some set of rules which are
used to license deduction steps: for example, an
Earley Predictor step is tied to a particular gram-
mar rule, and can only be executed if such a rule
exists. Some dependency parsers are also grammar-

2w
i

is shorthand for themarked terminal(wi, i). These are
used by Sikkel (1997) to link terminal symbols to string posi-
tions so that an input sentence can be represented as a set of
trees which are used as initial items (hypotheses) for the de-
duction system. Thus, a sentencew1 . . . wn produces a set of
hypotheses{{w1(w1)}, . . . , {wn(w

n
)}}.

Figure 1: Representation of a dependency structure with
a tree. The arrows below the words correspond to its as-
sociated dependency graph.

based: for example, those described by Lombardo
and Lesmo (1996), Barbero et al. (1998) and Ka-
hane et al. (1998) are tied to the formalizations of de-
pendency grammar using context-free like rules de-
scribed by Hays (1964) and Gaifman (1965). How-
ever, many of the most widely used algorithms (Eis-
ner, 1996; Yamada and Matsumoto, 2003) do not use
a formal grammar at all. In these, decisions about
which dependencies to create are taken individually,
using probabilistic models (Eisner, 1996) or classi-
fiers (Yamada and Matsumoto, 2003). To represent
these algorithms as deduction systems, we use the
notion of D-rules (Covington, 1990). D-rules take
the forma → b, which says that wordb can havea
as a dependent. Deduction steps in non-grammar-
based parsers can be tied to the D-rules associated
with the links they create. In this way, we obtain
a representation of the semantics of these parsing
strategies that is independent of the particular model
used to take the decisions associated with each D-
rule.

• The fundamental structures in dependency pars-
ing are dependency graphs. Therefore, as items
for constituency parsers are defined as sets of par-
tial constituency trees, it is tempting to define items
for dependency parsers as sets of partial dependency
graphs. However, predictive grammar-based algo-
rithms such as those of Lombardo and Lesmo (1996)
and Kahane et al. (1998) have operations which pos-
tulate rules and cannot be defined in terms of depen-
dency graphs, since they do not do any modifications
to the graph. In order to make the formalism general
enough to include these parsers, we define items in
terms of sets of partial dependencytreesas shown in
Figure 1. Note that a dependency graph can always
be extracted from such a tree.

• Some of the most popular dependency parsing
algorithms, like that of Eisner (1996), work by con-
nectingspanswhich can representdisconnectedde-
pendency graphs. Such spans cannot be represented
by a single dependency tree. Therefore, our formal-
ism allows items to be sets offorestsof partial de-
pendency trees, instead of sets of trees.
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Taking these considerations into account, we de-
fine the concepts that we need to describe item sets
for dependency parsers:

Let Σ be an alphabet of terminal symbols.
Partial dependency trees: We define the set of

partial dependency trees(D-trees) as the set of finite
trees where children of each node have a left-to-right
ordering, each node is labelled with an element of
Σ∪(Σ×N), and the following conditions hold:
• All nodes labelled with marked terminalswi ∈

(Σ×N) are leaves,
• Nodes labelled with terminalsw ∈ Σ do not have

more than one daughter labelled with a marked
terminal, and if they have such a daughter node, it
is labelledwi for somei ∈ N,

• Left siblings of nodes labelled with a marked ter-
minal wk do not have any daughter labelledwj
with j ≥ k. Right siblings of nodes labelled with
a marked terminalwk do not have any daughter
labelledwj with j ≤ k.
We denote the root node of a partial dependency

treet asroot(t). If root(t) has a daughter node la-
belled with a marked terminalwh, we will say that
wh is theheadof the treet, denoted byhead(t). If
all nodes labelled with terminals int have a daughter
labelled with a marked terminal,t is grounded.

Relationship between trees and graphs: Let
t ∈ D-treesbe a partial dependency tree;g(t), its
associated dependency graph, is a graph(V, E)
• V ={wi ∈ (Σ×N) | wi is the label of a node in

t},
• E ={(wi, wj) ∈ (Σ×N)2 | C, D are nodes int

such thatD is a daughter ofC, wj the label of a
daughter ofC, wi the label of a daughter ofD}.
Projectivity: A partial dependency treet ∈

D-trees is projective iff yield(t) cannot be written
as. . . wi . . . wj . . . wherei ≥ j.

It is easy to verify that the dependency graph
g(t) is projective with respect to the linear order of
marked terminalswi, according to the usual defi-
nition of projectivity found in the literature (Nivre,
2006), if and only if the treet is projective.

Parse tree: A partial dependency treet ∈
D-treesis a parse treefor a given stringw1 . . . wn

if its yield is a permutation ofw1 . . . wn. If its yield
is exactlyw1 . . . wn, we will say it is aprojective
parse treefor the string.

Item set: Let δ ⊆ D-trees be the set of de-
pendency trees which are acceptable according to a
given grammarG (which may be a grammar of D-
rules or of CFG-like rules, as explained above). We

define anitem setfor dependency parsing as a set
I ⊆ Π, whereΠ is a partition of2δ.

Once we have this definition of an item set for
dependency parsing, the remaining definitions are
analogous to those in Sikkel’s theory of constituency
parsing (Sikkel, 1997), so we will not include them
here in full detail. Adependency parsing systemis
a deduction system(I, H, D) whereI is a depen-
dency item set as defined above,H is a set contain-
ing initial itemsor hypotheses, andD ⊆ (2(H∪I) ×
I) is a set ofdeduction stepsdefining an inference
relation`.

Final items in this formalism will be those con-
taining some forestF containing a parse tree for
some arbitrary string. An item containing such a tree
for a particular stringw1 . . . wn will be called acor-
rect final itemfor that string in the case of nonprojec-
tive parsers. When defining projective parsers, cor-
rect final items will be those containingprojective
parse trees forw1 . . . wn. This distinction is relevant
because the concepts of soundness and correctness
of parsing schemata are based on correct final items
(cf. section 1.1), and we expect correct projective
parsers to produce only projective structures, while
nonprojective parsers should find all possible struc-
tures including nonprojective ones.

3 Some practical examples
3.1 Col96 (Collins, 96)
One of the most straightforward projective depen-
dency parsing strategies is the one described by
Collins (1996), directly based on the CYK pars-
ing algorithm. This parser works with dependency
trees which are linked to each other by creating
links between their heads. Its item set is defined as
ICol96 = {[i, j, h] | 1 ≤ i ≤ h ≤ j ≤ n}, where an
item[i, j, h] is defined as the set of forests containing
a single projective dependency treet such thatt is
grounded,yield(t) = wi . . . wj andhead(t) = wh.

For an input stringw1 . . . wn, the set of hypothe-
ses isH = {[i, i, i] | 0 ≤ i ≤ n + 1}, i.e., the set
of forests containing a single dependency tree of the
form wi(wi). This same set of hypotheses can be
used for all the parsers, so we will not make it ex-
plicit for subsequent schemata.3

The set of final items is{[1, n, h] | 1 ≤ h ≤ n}:
these items trivially represent parse trees for the in-
put sentence, wherewh is the sentence’s head. The
deduction steps are shown in Figure 2.

3Note that the wordsw0 andwn+1 used in the definition do
not appear in the input: these are dummy terminals that we will
call beginning of sentence (BOS) and end of sentence (EOS)
marker, respectively; and will be needed by some parsers.
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Col96 (Collins,96):

R-Link

[i, j, h1]
[j + 1, k, h2]

[i, k, h2]
wh1

→ wh2

L-Link

[i, j, h1]
[j + 1, k, h2]

[i, k, h1]
wh2

→ wh1

Eis96 (Eisner, 96):

Initter
[i, i, i] [i + 1, i + 1, i + 1]

[i, i + 1, F, F ]

R-Link
[i, j, F, F ]

[i, j, T, F ]
wi → wj

L-Link
[i, j, F, F ]

[i, j, F, T ]
wj → wi

CombineSpans

[i, j, b, c]
[j, k, not(c), d]

[i, k, b, d]

ES99 (Eisner and Satta, 99):

R-Link
[i, j, i] [j + 1, k, k]

[i, k, k]
wi → wk

L-Link
[i, j, i] [j + 1, k, k]

[i, k, i]
wk → wi

R-Combiner
[i, j, i] [j, k, j]

[i, k, i]

L-Combiner
[i, j, j] [j, k, k]

[i, k, k]

YM03 (Yamada and Matsumoto, 2003):

Initter
[i, i, i] [i + 1, i + 1, i + 1]

[i, i + 1]

R-Link

[i, j]
[j, k]

[i, k]
wj → wk L-Link

[i, j]
[j, k]

[i, k]
wj → wi

LL96 (Lombardo and Lesmo, 96):

Initter
[(.S), 1, 0]

∗(S)∈P Predictor
[A(α.Bβ), i, j]

[B(.γ), j + 1, j]
B(γ)∈P

Scanner
[A(α. ? β), i, h− 1] [h, h, h]

[A(α ? .β), i, h]
wh IS A

Completer
[A(α.Bβ), i, j] [B(γ.), j + 1, k]

[A(αB.β), i, k]

Figure 2: Deduction steps of the parsing schemata for some well-known dependency parsers.

As we can see, we use D-rules as side conditions
for deduction steps, since this parsing strategy is not
grammar-based. Conceptually, the schema we have
just defined describes a recogniser: given a set of D-
rules and an input stringwi . . . wn, the sentence can
be parsed (projectively) under those D-rules if and
only if this deduction system can infer a correct final
item. However, when executing this schema with a
deductive engine, we can recover the parse forest by
following back pointers in the same way as is done
with constituency parsers (Billot and Lang, 1989).

Of course, boolean D-rules are of limited interest
in practice. However, this schema provides a formal-
ization of a parsing strategy which is independent
of the way linking decisions are taken in a partic-
ular implementation. In practice, statistical models
can be used to decide whether a step linking words
a andb (i.e., havinga → b as a side condition) is
executed or not, and probabilities can be attached to
items in order to assign different weights to different
analyses of the sentence. The same principle applies
to the rest of D-rule-based parsers described in this
paper.

3.2 Eis96 (Eisner, 96)
By counting the number of free variables used in
each deduction step of Collins’ parser, we can con-
clude that it has a time complexity ofO(n5). This
complexity arises from the fact that a parentless
word (head) may appear in any position in the par-
tial results generated by the parser; the complexity
can be reduced toO(n3) by ensuring that parentless
words can only appear at the first or last position
of an item. This is the principle behind the parser
defined by Eisner (1996), which is still in wide use
today (Corston-Oliver et al., 2006; McDonald et al.,

2005a).
The item set for Eisner’s parsing schema is

IEis96 = {[i, j, T, F ] | 0 ≤ i ≤ j ≤ n} ∪
{[i, j, F, T ] | 0 ≤ i ≤ j ≤ n} ∪ {[i, j, F, F ] |
0 ≤ i ≤ j ≤ n}, where each item[i, j, T, F ] is de-
fined as the item[i, j, j] ∈ ICol96, each item
[i, j, F, T ] is defined as the item[i, j, i] ∈ ICol96,
and each item[i, j, F, F ] is defined as the set
of forests of the form{t1, t2} such thatt1 and
t2 are grounded,head(t1) = wi, head(t2) = wj ,
and ∃k ∈ N(i ≤ k < j)/yield(t1) = wi . . . wk ∧
yield(t2) = wk+1 . . . wj .

Note that the flagsb, c in an item[i, j, b, c] indi-
cate whether the words in positionsi andj, respec-
tively, have a parent in the item or not. Items with
one of the flags set toT represent dependency trees
where the word in positioni or j is the head, while
items with both flags set toF represent pairs of trees
headed at positionsi andj, and therefore correspond
to disconnected dependency graphs.

Deduction steps4 are shown in Figure 2. The
set of final items is{[0, n, F, T ]}. Note that these
items represent dependency trees rooted at the BOS
markerw0, which acts as a “dummy head” for the
sentence. In order for the algorithm to parse sen-
tences correctly, we will need to define D-rules to
allow w0 to be linked to the real sentence head.

3.3 ES99 (Eisner and Satta, 99)
Eisner and Satta (1999) define anO(n3) parser for
split head automaton grammars that can be used

4Alternatively, we could consider items of the form[i, i +
1, F, F ] to be hypotheses for this parsing schema, so we would
not need anInitter step. However, we have chosen to use a stan-
dard set of hypotheses valid for all parsers because this allows
for more straightforward proofs of relations between schemata.
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for dependency parsing. This algorithm is con-
ceptually simpler than Eis96, since it only uses
items representing single dependency trees, avoid-
ing items of the form[i, j, F, F ]. Its item set is
IES99 = {[i, j, i] | 0 ≤ i ≤ j ≤ n} ∪ {[i, j, j] |
0 ≤ i ≤ j ≤ n}, where items are defined as in
Collins’ parsing schema.

Deduction steps are shown in Figure 2, and the set
of final items is{[0, n, 0]}. (Parse trees havew0 as
their head, as in the previous algorithm).

Note that, when described for head automaton
grammars as in Eisner and Satta (1999), this algo-
rithm seems more complex to understand and imple-
ment than the previous one, as it requires four differ-
ent kinds of items in order to keep track of the state
of the automata used by the grammars. However,
this abstract representation of its underlying seman-
tics as a dependency parsing schema shows that this
parsing strategy is in fact conceptually simpler for
dependency parsing.

3.4 YM03 (Yamada and Matsumoto, 2003)
Yamada and Matsumoto (2003) define a determinis-
tic, shift-reduce dependency parser guided by sup-
port vector machines, which achieves over 90% de-
pendency accuracy on section 23 of the Penn tree-
bank. Parsing schemata are not suitable for directly
describing deterministic parsers, since they work at
a high abstraction level where a set of operations
are defined without imposing order constraints on
them. However, many deterministic parsers can be
viewed as particular optimisations of more general,
nondeterministic algorithms. In this case, if we rep-
resent the actions of the parser as deduction steps
while abstracting from the deterministic implemen-
tation details, we obtain an interesting nondetermin-
istic parser.

Actions in Yamada and Matsumoto’s parser create
links between two target nodes, which act as heads
of neighbouring dependency trees. One of the ac-
tions creates a link where the left target node be-
comes a child of the right one, and the head of a
tree located directly to the left of the target nodes
becomes the new left target node. The other ac-
tion is symmetric, performing the same operation
with a right-to-left link. An O(n3) nondetermin-
istic parser generalising this behaviour can be de-
fined by using an item setIY M03 = {[i, j] |
0 ≤ i ≤ j ≤ n + 1}, where each item[i, j] is de-
fined as the item[i, j, F, F ] in IEis96; and the de-
duction steps are shown in Figure 2.

The set of final items is{[0, n + 1]}. In order for
this set to be well-defined, the grammar must have

no D-rules of the formwi → wn+1, i.e., it must not
allow the EOS marker to govern any words. If this
is the case, it is trivial to see that every forest in an
item of the form[0, n + 1] must contain a parse tree
rooted at the BOS marker and with yieldw0 . . . wn.

As can be seen from the schema, this algorithm
requires less bookkeeping than any other of the
parsers described here.

3.5 LL96 (Lombardo and Lesmo, 96) and
other Earley-based parsers

The algorithms in the above examples are based on
taking individual decisions about dependency links,
represented by D-rules. Other parsers, such as that
of Lombardo and Lesmo (1996), use grammars with
context-free like rules which encode the preferred
order of dependents for each given governor, as de-
fined by Gaifman (1965). For example, a rule of the
form N(Det ∗ PP ) is used to allowN to haveDet
as left dependent andPP as right dependent.

The algorithm by Lombardo and Lesmo (1996)
is a version of Earley’s context-free grammar parser
(Earley, 1970) using Gaifman’s dependency gram-
mar, and can be written by using an item set
ILomLes = {[A(α.β), i, j] | A(αβ) ∈ P ∧
1 ≤ i ≤ j ≤ n}, where each item[A(α.β), i, j] rep-
resents the set of partial dependency trees rooted at
A, where the direct children ofA areαβ, and the
subtrees rooted atα have yieldwi . . . wj . The de-
duction steps for the schema are shown in Figure 2,
and the final item set is{[(S.), 1, n]}.

As we can see, the schema for Lombardo and
Lesmo’s parser resembles the Earley-style parser in
Sikkel (1997), with some changes to adapt it to de-
pendency grammar (for example, theScanneral-
ways moves the dot over the head symbol∗).

Analogously, other dependency parsing schemata
based on CFG-like rules can be obtained by mod-
ifying context-free grammar parsing schemata of
Sikkel (1997) in a similar way. The algorithm by
Barbero et al. (1998) can be obtained from the left-
corner parser, and the one by Courtin and Genthial
(1998) is a variant of the head-corner parser.

3.6 Pseudo-projectivity

Pseudo-projective parsers can generate non-
projective analyses in polynomial time by using
a projective parsing strategy and postprocessing
the results to establish nonprojective links. For
example, the algorithm by Kahane et al. (1998) uses
a projective parsing strategy like that of LL96, but
using the following initializer step instead of the
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Initter andPredictor:5
Initter

[A(α), i, i− 1]
A(α) ∈ P ∧ 1 ≤ i ≤ n

4 Relations between dependency parsers
The framework of parsing schemata can be used to
establish relationships between different parsing al-
gorithms and to obtain new algorithms from existing
ones, or derive formal properties of a parser (such as
soundness or correctness) from the properties of re-
lated algorithms.

Sikkel (1994) defines several kinds of relations
between schemata, which fall into two categories:
generalisationrelations, which are used to obtain
more fine-grained versions of parsers, andfiltering
relations, which can be seen as the reverse of gener-
alisation and are used to reduce the number of items
and/or steps needed for parsing. He gives a formal
definition of each kind of relation. Informally, a
parsing schema can be generalised from another via
the following transformations:

• Item refinement: We say thatP1
ir
−→ P2 (P2 is an

item refinement ofP1) if there is a mapping be-
tween items in both parsers such that single items
in P1 are broken into multiple items inP2 and in-
dividual deductions are preserved.

• Step refinement: We say thatP1
sr
−→ P2 if the

item set ofP1 is a subset of that ofP2 and every
single deduction step inP1 can be emulated by a
sequence of inferences inP2.
On the other hand, a schema can be obtained from

another by filtering in the following ways:

• Static/dynamic filtering:P1
sf/df
−−−→ P2 if the item

set ofP2 is a subset of that ofP1 andP2 allows a
subset of the direct inferences inP1

6.
• Item contraction: The inverse of item refinement.

P1
ic
−→ P2 if P2

ir
−→ P1.

• Step contraction: The inverse of step refinement.
P1

sc
−→ P2 if P2

sr
−→ P1.

All the parsers described in section 3 can be re-
lated via generalisation and filtering, as shown in
Figure 3. For space reasons we cannot show formal
proofs of all the relations, but we sketch the proofs
for some of the more interesting cases:

5The initialization step as reported in Kahane’s paper is dif-
ferent from this one, as it directly consumes a nonterminal from
the input. However, using this step results in an incomplete
algorithm. The problem can be fixed either by using the step
shown here instead (bottom-up Earley strategy) or by adding an
additional step turning it into a bottom-up Left-Corner parser.

6Refer to Sikkel (1994) for the distinction between static and
dynamic filtering, which we will not use here.

4.1 YM03 sr
−→ Eis96

It is easy to see from the schema definitions that
IY M03 ⊆ IEis96. In order to prove the relation
between these parsers, we need to verify that every
deduction step in YM03 can be emulated by a se-
quence of inferences in Eis96. In the case of the
Initter step this is trivial, since theInitters of both
parsers are equivalent. If we write theR-Linkstep in
the notation we have used for Eisner items, we have
R-Link

[i, j, F, F ] [j, k, F, F ]

[i, k, F, F ]
wj → wk

This can be emulated in Eisner’s parser by an
R-Linkstep followed by aCombineSpansstep:
[j, k, F, F ] ` [j, k, T, F ] (by R-Link),
[j, k, T, F ], [i, j, F, F ] ` [i, k, F, F ] (by CombineSpans).

Symmetrically, theL-Link step in YM03 can be
emulated by anL-Link followed by aCombineSpans
in Eis96.

4.2 ES99 sr
−→ Eis96

If we write the R-Link step in Eisner and Satta’s
parser in the notation for Eisner items, we have

R-Link
[i, j, F, T ] [j + 1, k, T, F ]

[i, k, T, F ]
wi → wk

This inference can be emulated in Eisner’s parser
as follows:
` [j, j + 1, F, F ] (by Initter),
[i, j, F, T ], [j, j + 1, F, F ] ` [i, j + 1, F, F ] (CombineSpans),
[i, j + 1, F, F ], [j + 1, k, T, F ] ` [i, k, F, F ] (CombineSpans),
[i, k, F, F ] ` [i, k, T, F ] (by R-Link).
The proof corresponding to theL-Link step is sym-
metric. As for theR-Combinerand L-Combiner
steps in ES99, it is easy to see that they are partic-
ular cases of theCombineSpansstep in Eis96, and
therefore can be emulated by a single application of
CombineSpans.

Note that, in practice, the relations in sections 4.1
and 4.2 mean that the ES99 and YM03 parsers are
superior to Eis96, since they generate fewer items
and need fewer steps to perform the same deduc-
tions. These two parsers also have the interesting
property that they use disjoint item sets (one uses
items representing trees while the other uses items
representing pairs of trees); and the union of these
disjoint sets is the item set used by Eis96. Also note
that the optimisation in YM03 comes from contract-
ing deductions in Eis96 so that linking operations
are immediately followed by combining operations;
while ES99 does the opposite, forcing combining
operations to be followed by linking operations.

4.3 Other relations
If we generalise the linking steps in ES99 so that the
head of each item can be in any position, we obtain a
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Figure 3: Formal relations between several well-known dependency parsers. Arrows going upwards correspond to
generalisation relations, while those going downwards correspond to filtering. The specific subtype of relation is
shown in each arrow’s label, following the notation in Section 4.

correctO(n5) parser which can be filtered to Col96
just by eliminating theCombiner steps.

From Col96, we can obtain anO(n5) head-corner
parser based on CFG-like rules by an item refine-
ment in which each Collins item[i, j, h] is split into
a set of items[A(α.β.γ), i, j, h]. Of course, the for-
mal refinement relation between these parsers only
holds if the D-rules used for Collins’ parser corre-
spond to the CFG rules used for the head-corner
parser: for every D-ruleB → A there must be a
corresponding CFG-like ruleA → . . . B . . . in the
grammar used by the head-corner parser.

Although this parser uses three indicesi, j, h, us-
ing CFG-like rules to guide linking decisions makes
theh indices unnecessary, so they can be removed.
This simplification is an item contraction which re-
sults in anO(n3) head-corner parser. From here,
we can follow the procedure in Sikkel (1994) to
relate this head-corner algorithm to parsers analo-
gous to other algorithms for context-free grammars.
In this way, we can refine the head-corner parser
to a variant of de Vreught and Honig’s algorithm
(Sikkel, 1997), and by successive filters we reach a
left-corner parser which is equivalent to the one de-
scribed by Barbero et al. (1998), and a step contrac-
tion of the Earley-based dependency parser LL96.
The proofs for these relations are the same as those
described in Sikkel (1994), except that the depen-
dency variants of each algorithm are simpler (due
to the absence of epsilon rules and the fact that the
rules are lexicalised).

5 Proving correctness
Another useful feature of the parsing schemata
framework is that it provides a formal way to de-
fine the correctness of a parser (see last paragraph
of Section 1.1) which we can use to prove that our
parsers are correct. Furthermore, relations between
schemata can be used to derive the correctness of

a schema from that of related ones. In this sec-
tion, we will show how we can prove that the YM03
and ES99 algorithms are correct, and use that fact to
prove the correctness of Eis96.

5.1 ES99 is correct
In order to prove the correctness of a parser, we must
prove its soundness and completeness (see section
1.1). Soundness is generally trivial to verify, since
we only need to check that every individual deduc-
tion step in the parser infers a correct consequent
item when applied to correct antecedents (i.e., in this
case, that steps always generate non-empty items
that conform to the definition in 3.3). The difficulty
is proving completeness, for which we need to prove
that all correct final items are valid (i.e., can be in-
ferred by the schema). To show this, we will prove
the stronger result that all correct items are valid.

We will show this by strong induction on the
length of items, where the length of an itemι =
[i, k, h] is defined aslength(ι) = k − i + 1. Cor-
rect items of length 1 are the hypotheses of the
schema (of the form[i, i, i]) which are trivially valid.
We will prove that, if all correct items of lengthm
are valid for all1 ≤ m < l, then items of lengthl
are also valid.

Let [i, k, i] be an item of lengthl in IES99 (thus,
l = k− i+1). If this item is correct, then it contains
a grounded dependency treet such thatyield(t) =
wi . . . wk andhead(t) = wi.

By construction, the root oft is labelledwi. Let
wj be the rightmost daughter ofwi in t. Sincet
is projective, we know that the yield ofwj must be
of the formwl . . . wk, wherei < l ≤ j ≤ k. If
l < j, thenwl is the leftmost transitive dependent of
wj in t, and if k > j, then we know thatwk is the
rightmost transitive dependent ofwj in t.

Let tj be the subtree oft rooted atwj . Let t1 be
the tree obtained from removingtj from t. Let t2 be
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the tree obtained by removing all the children to the
right ofwj from tj , andt3 be the tree obtained by re-
moving all the children to the left ofwj from tj . By
construction,t1 belongs to a correct item[i, l− 1, i],
t2 belongs to a correct item[l, j, j] andt3 belongs to
a correct item[j, k, j]. Since these three items have
a length strictly less thanl, by the inductive hypoth-
esis, they are valid. This allows us to prove that the
item [i, k, i] is also valid, since it can be obtained
from these valid items by the following inferences:
[i, l − 1, i], [l, j, j] ` [i, j, i] (by theL-Link step),
[i, j, i], [j, k, j] ` [i, k, i] (by theL-Combinerstep).
This proves that all correct items of lengthl which
are of the form[i, k, i] are correct under the induc-
tive hypothesis. The same can be proved for items of
the form[i, k, k] by symmetric reasoning, thus prov-
ing that the ES99 parsing schema is correct.

5.2 YM03 is correct
In order to prove correctness of this parser, we fol-
low the same procedure as above. Soundness is
again trivial to verify. To prove completeness, we
use strong induction on the length of items, where
the length of an item[i, j] is defined asj − i + 1.

The induction step is proven by considering any
correct item[i, k] of lengthl > 2 (l = 2 is the base
case here since items of length 2 are generated by
the Initter step) and proving that it can be inferred
from valid antecedents of length less thanl, so it is
valid. To show this, we note that, ifl > 2, either
wi has at least a right dependent orwk has at least a
left dependent in the item. Supposing thatwi has a
right dependent, ift1 andt2 are the trees rooted atwi

andwk in a forest in[i, k], we callwj the rightmost
daughter ofwi and consider the following trees:

v = the subtree oft1 rooted atwj , u1 = the tree ob-
tained by removingv from t1, u2 = the tree obtained
by removing all children to the right ofwj from v,
u3 = the tree obtained by removing all children to
the left ofwj from v.

We observe that the forest{u1, u2} belongs to the
correct item[i, j], while {u3, t2} belongs to the cor-
rect item[j, k]. From these two items, we can obtain
[i, k] by using theL-Link step. Symmetric reason-
ing can be applied ifwi has no right dependents but
wk has at least a left dependent, and analogously to
the case of the previous parser, we conclude that the
YM03 parsing schema is correct.

5.3 Eis96 is correct
By using the previous proofs and the relationships
between schemata that we explained earlier, it is
easy to prove that Eis96 is correct: soundness is,

as always, straightforward, and completeness can be
proven by using the properties of other algorithms.
Since the set of final items in Eis96 and ES99 are
the same, and the former is a step refinement of the
latter, the completeness of ES99 directly implies the
completeness of Eis96.

Alternatively, we can use YM03 to prove the cor-
rectness of Eis96 if we redefine the set of final items
in the latter to be of the form[0, n + 1, F, F ], which
are equally valid as final items since they always
contain parse trees. This idea can be applied to trans-
fer proofs of completeness across any refinement re-
lation.

6 Conclusions
We have defined a variant of Sikkel’s parsing
schemata formalism which allows us to represent
dependency parsing algorithms in a simple, declar-
ative way7. We have clarified relations between
parsers which were originally described very differ-
ently. For example, while Eisner presented his algo-
rithm as a dynamic programming algorithm which
combines spans into larger spans, Yamada and Mat-
sumoto’s works by sequentially executing parsing
actions that move a focus point in the input one po-
sition to the left or right, (possibly) creating a de-
pendency link. However, in the parsing schemata
for these algorithms we can see (and formally prove)
that they are related: one is a refinement of the other.

Parsing schemata are also a formal tool that can be
used to prove the correctness of parsing algorithms.
The relationships between dependency parsers can
be exploited to derive properties of a parser from
those of others, as we have seen in several examples.

Although the examples in this paper are cen-
tered in projective dependency parsing, the formal-
ism does not require projectivity and can be used to
represent nonprojective algorithms as well8. An in-
teresting line for future work is to use relationships
between schemata to find nonprojective parsers that
can be derived from existing projective counterparts.

7An alternative framework that formally describes some de-
pendency parsers is that of transition systems (McDonald and
Nivre, 2007). This model is based on parser configurations and
transitions, and has no clear relationship with the approach de-
scribed here.

8Note that spanning tree parsing algorithms based on edge-
factored models, such as the one by McDonald et al. (2005b)
are not constructive in the sense outlined in Section 2, so the
approach described here does not directly apply to them. How-
ever, other nonprojective parsers such as (Attardi, 2006) follow
a constructive approach and can be analysed deductively.
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Hajič. 2005b. Non-projective dependency parsing us-
ing spanning tree algorithms. InHLT ’05: Proc. of
the conference on Human Language Technology and
Empirical Methods in Natural Language Processing,
pages 523–530. ACL.

Ryan McDonald and Joakim Nivre. 2007. Character-
izing the Errors of Data-Driven Dependency Parsing
Models. InProc. of the 2007 Joint Conference on Em-
pirical Methods in Natural Language Processing and
Computational Natural Language Learning (EMNLP-
CoNLL), pages 122–131.

Joakim Nivre. 2006. Inductive Dependency Parsing
(Text, Speech and Language Technology). Springer-
Verlag New York, Inc., Secaucus, NJ, USA.

Stuart M. Shieber, Yves Schabes, and Fernando C.N.
Pereira. 1995. Principles and implementation of de-
ductive parsing.Journal of Logic Programming, 24:3–
36.

Klaas Sikkel. 1994. How to compare the structure of
parsing algorithms. In G. Pighizzini and P. San Pietro,
editors,Proc. of ASMICS Workshop on Parsing The-
ory. Milano, Italy, Oct 1994, pages 21–39.

Klaas Sikkel. 1997.Parsing Schemata — A Framework
for Specification and Analysis of Parsing Algorithms.
Texts in Theoretical Computer Science — An EATCS
Series. Springer-Verlag, Berlin/Heidelberg/New York.

Hiroyasu Yamada and Yuji Matsumoto. 2003. Statistical
dependency analysis with support vector machines. In
Proc. of 8th International Workshop on Parsing Tech-
nologies, pages 195–206.

976



Proceedings of ACL-08: HLT, pages 977–985,
Columbus, Ohio, USA, June 2008. c©2008 Association for Computational Linguistics

Evaluating a Crosslinguistic Grammar Resource:
A Case Study of Wambaya

Emily M. Bender
University of Washington
Department of Linguistics

Box 354340
Seattle WA 98195-4340

ebender@u.washington.edu

Abstract

This paper evaluates the LinGO Grammar Ma-
trix, a cross-linguistic resource for the de-
velopment of precision broad coverage gram-
mars, by applying it to the Australian language
Wambaya. Despite large typological differ-
ences between Wambaya and the languages
on which the development of the resource was
based, the Grammar Matrix is found to pro-
vide a significant jump-start in the creation of
the grammar for Wambaya: With less than 5.5
person-weeks of development, the Wambaya
grammar was able to assign correct seman-
tic representations to 76% of the sentences in
a naturally occurring text. While the work
on Wambaya identified some areas of refine-
ment for the Grammar Matrix, 59% of the
Matrix-provided types were invoked in the fi-
nal Wambaya grammar, and only 4% of the
Matrix-provided types required modification.

1 Introduction

Hand-built grammars are often dismissed as too ex-
pensive to build on the one hand, and too brittle
on the other. Nevertheless, they are key to various
NLP applications, including those benefiting from
deep natural language understanding (e.g., textual
inference (Bobrow et al., 2007)), generation of well-
formed output (e.g., natural language weather alert
systems (Lareau and Wanner, 2007)) or both (as in
machine translation (Oepen et al., 2007)). Of par-
ticular interest here are applications concerning en-
dangered languages: Endangered languages repre-
sent a case of minimal linguistic resources, typically
lacking even moderately-sized corpora, let alone

treebanks. In the best case, one finds well-crafted
descriptive grammars, bilingual dictionaries, and a
handful of translated texts. The methods of pre-
cision grammar engineering are well-suited to tak-
ing advantage of such resources. At the same time,
the applications of interest in the context of endan-
gered languages emphasize linguistic precision: im-
plemented grammars can be used to enrich existing
linguistic documentation, to build grammar check-
ers in the context of language standardization, and
to create software language tutors in the context of
language preservation efforts.

The LinGO Grammar Matrix (Bender et al., 2002;
Bender and Flickinger, 2005; Drellishak and Ben-
der, 2005) is a toolkit for reducing the cost of creat-
ing broad-coverage precision grammars by prepack-
aging both a cross-linguistic core grammar and a
series of libraries of analyses of cross-linguistically
variable phenomena, such as major-constituent word
order or question formation. The Grammar Ma-
trix was developed initially on the basis of broad-
coverage grammars for English (Flickinger, 2000)
and Japanese (Siegel and Bender, 2002), and has
since been extended and refined as it has been used
in the development of broad-coverage grammars for
Norwegian (Hellan and Haugereid, 2003), Modern
Greek (Kordoni and Neu, 2005), and Spanish (Ma-
rimon et al., 2007), as well as being applied to 42
other languages from a variety of language families
in a classroom context (Bender, 2007).

This paper aims to evaluate both the utility of the
Grammar Matrix in jump-starting precision gram-
mar development and the current state of its cross-
linguistic hypotheses through a case study of a
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language typologically very different from any of
the languages above: the non-Pama-Nyungan Aus-
tralian language Wambaya (Nordlinger, 1998).

The remainder of this paper is structured as fol-
lows: §2 provides background on the Grammar Ma-
trix and Wambaya, and situates the project with re-
spect to related work.§3 presents the implemented
grammar of Wambaya, describes its development,
and evaluates it against unseen, naturally occurring
text. §4 uses the Wambaya grammar and its devel-
opment as one point of reference to measure the use-
fulness and cross-linguistic validity of the Grammar
Matrix. §5 provides further discussion.

2 Background

2.1 The LinGO Grammar Matrix

The LinGO Grammar Matrix is situated theoreti-
cally within Head-Driven Phrase Structure Gram-
mar (HPSG; Pollard and Sag, 1994), a lexicalist,
constraint-based framework. Grammars in HPSG
are expressed as a collection of typed feature struc-
tures which are arranged into a hierarchy such that
information shared across multiple lexical entries or
construction types is represented only on a single su-
pertype. The Matrix is written in the TDL (type de-
scription language) formalism, which is interpreted
by the LKB parser, generator, and grammar develop-
ment environment (Copestake, 2002). It is compati-
ble with the broader range of DELPH-IN tools, e.g.,
for machine translation (Lønning and Oepen, 2006),
treebanking (Oepen et al., 2004) and parse selection
(Toutanova et al., 2005).

The Grammar Matrix consists of a cross-
linguistic core type hierarchy and a collection of
phenomenon-specific libraries. The core type hierar-
chy defines the basic feature geometry, the ways that
heads combine with arguments and adjuncts, linking
types for relating syntactic to semantic arguments,
and the constraints required to compositionally build
up semantic representations in the format of Min-
imal Recursion Semantics (Copestake et al., 2005;
Flickinger and Bender, 2003). The libraries provide
collections of analyses for cross-linguistically vari-
able phenomena. The current libraries include anal-
yses of major constituent word order (SOV, SVO,
etc), sentential negation, coordination, and yes-no
question formation. The Matrix is accessed through

a web-based configuration system1 which elicits ty-
pological information from the user-linguist through
a questionnaire and then outputs a grammar consist-
ing of the Matrix core plus selected types and con-
straints from the libraries according to the specifica-
tions in the questionnaire.

2.2 Wambaya

Wambaya is a recently extinct language of the West
Barkly family from the Northern Territory in Aus-
tralia (Nordlinger, 1998). Wambaya was selected
for this project because of its typological properties
and because it is extraordinarily well-documented
by Nordlinger in her 1998 descriptive grammar.

Perhaps the most striking feature of Wambaya is
its word order: it is a radically non-configurational
language with a second position auxiliary/clitic clus-
ter. That is, aside from the constraint that verbal
clauses require a clitic cluster (marking subject and
object agreement and tense, aspect and mood) in
second position, the word order is otherwise free, to
the point that noun phrases can be non-contiguous,
with head nouns and their modifiers separated by un-
related words. Furthermore, head nouns are gener-
ally not required: argument positions can be instan-
tiated by modifiers only, or, if the referent is clear
from the context, by no nominal constituent of any
kind. It has a rich system of case marking, and ad-
nominal modifiers agree with the heads they modify
in case, number, and four genders. An example is
given in (1) (Nordlinger, 1998, 223).2

(1) Ngaragana-nguja
grog-PROP.IV.ACC

ngiy-a
3.SG.NM .A-PST

gujinganjanga-ni
mother.II .ERG

jiyawu
give

ngabulu.
milk.IV.ACC

‘(His) mother gave (him) milk with grog in
it.’ [wmb]

In (1), ngaragana-nguja (‘grog-proprietive’, or
‘having grog’) is a modifier ofngabulu milk. They
agree in case (accusative) and gender (class IV), but
they are not contiguous within the sentence.

To relate such discontinuous noun phrases to ap-
propriate semantic representations where ‘having-

1http://www.delph-in.net/matrix/customize/matrix.cgi
2In this example, the glossesII , IV , andNM indicate gender

andACC andERG indicate case.A stands for ‘agent’,PST for
‘past’, andPROPfor ‘proprietive’.
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grog’ and ‘milk’ are predicated of the same entity re-
quires a departure from the ordinary way that heads
are combined with arguments and modifiers com-
bined with heads in HPSG in general and in the
Matrix in particular.3 In the Grammar Matrix, as
in most work in HPSG, lexical heads record the de-
pendents they require in valence lists (SUBJ, COMPS,
SPR). When a head combines with one of its ar-
guments, the result is a phrase with the same va-
lence requirements as the head daughter, minus the
one corresponding to the argument that was just sat-
isfied. In contrast, the project described here has
explored a non-cancellation analysis for Wambaya:
even after a head combines with one of its argu-
ments, that argument remains on the appropriate va-
lence list of the mother, so that it is visible for further
combination with modifiers. In addition, heads can
combine directly with modifiers of their arguments
(as opposed to just modifiers of themselves).

Argument realization and the combination of
heads and modifiers are fairly fundamental aspects
of the system implemented in the Matrix. In light
of the departure described above, it is interesting to
see to what extent the Matrix can still support rapid
development of a precision grammar for Wambaya.

2.3 Related Work

There are currently many multilingual grammar en-
gineering projects under active development, in-
cluding ParGram, (Butt et al., 2002; King et al.,
2005), the MetaGrammar project (Kinyon et al.,
2006), KPML (Bateman et al., 2005), Grammix
(Müller, 2007) and OpenCCG (Baldridge et al.,
2007). Among approaches to multilingual grammar
engineering, the Grammar Matrix’s distinguishing
characteristics include the deployment of a shared
core grammar for crosslinguistically consistent con-
straints and a series of libraries modeling vary-
ing linguistic properties. Thus while other work
has successfully exploited grammar porting between
typologically related languages (e.g., Kim et al.,
2003), to my knowledge, no other grammar port-
ing project has covered the same typological dis-

3A linearization-based analysis as suggested by Donohue
and Sag (1999) for discontinuous constituents in Warlpiri (an-
other Australian language), is not available, because it relies on
disassociating the constituent structure from the surface order of
words in a way that is not compatible with the TDL formalism.

tance attempted here. The current project is also
situated within a broader trend of using computa-
tional linguistics in the service of endangered lan-
guage documentation (e.g., Robinson et al., 2007,
see also www.emeld.org).

3 Wambaya grammar

3.1 Development

The Wambaya grammar was developed on the basis
of the grammatical description in Nordlinger 1998,
including the Wambaya-English translation lexicon
and glosses of individual example sentences. The
development test suite consisted of all 794 distinct
positive examples from Ch. 3–8 of the descriptive
grammar. This includes elicited examples as well
as (sometimes simplified) naturally occurring exam-
ples. They range in length from one to thirteen
words (mean: 3.65). The test suite was extracted
from the descriptive grammar at the beginning of the
project and used throughout with only minor refine-
ments as errors in formatting were discovered. The
regression testing facilities of[incr tsdb()] allowed
for rapid experimentation with alternative analyses
as new phenomena were brought into the grammar
(cf. Oepen et al., 2002).

With no prior knowledge of this language beyond
its most general typological properties, we were able
to develop in under 5.5 person-weeks of develop-
ment time (210 hours) a grammar able to assign ap-
propriate analyses to 91% of the examples in the de-
velopment set.4 The 210 hours include 25 hours of
an RA’s time entering lexical entries, 7 hours spent
preparing the development test suite, and 15 hours
treebanking (using the LinGO Redwoods software
(Oepen et al., 2004) to annotate the intended parse
for each item). The remainder of the time was ordi-
nary grammar development work.5

In addition, this grammar has relatively low am-
biguity, assigning on average 11.89 parses per item
in the development set. This reflects the fact that the
grammar is modeling grammaticality: the rules are

4An additional 6% received some analysis, but not one that
matched the translation given in the reference grammar.

5These numbers do not include the time put into the origi-
nal field work and descriptive grammar work. Nordlinger (p.c.)
estimates that as roughly 28 linguist-months, plus the native
speaker consultants’ time.
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meant to exclude ungrammatical strings as well as
are unwarranted analyses of grammatical strings.

3.2 Scope

The grammar encodes mutually interoperable anal-
yses of a wide variety of linguistic phenomena, in-
cluding:
• Word order: second position clitic cluster, other-
wise free word order, discontinuous noun phrases
• Argument optionality: argument positions with no
overt head
• Linking of syntactic to semantic arguments
• Case: case assignment by verbs to dependents
• Agreement: subject and object agreement in per-
son and number (and to some extent gender) marked
in the clitic cluster, agreement between nouns and
adnominal modifiers in case, number and gender
• Lexical adverbs, including manner, time, and loca-
tion, and adverbs of negation, which vary by clause
type (declarative, imperative, or interrogative)
• Derived event modifiers: nominals (nouns, adjec-
tives, noun phrases) used as event modifiers with
meaning dependent on their case marking
• Lexical adjectives, including demonstratives ad-
verbs, numerals, and possessive adjectives, as well
as ordinary intersective adjectives
• Derived nominal modifiers: modifiers of nouns de-
rived from nouns, adjectives and verbs, including the
proprietive, privative, and ‘origin’ constructions
• Subordinate clauses: clausal complements of
verbs like “tell” and “remember”, non-finite subor-
dinate clauses such as purposives (“in order to”) and
clauses expressing prior or simultaneous events
• Verbless clauses: nouns, adjectives, and adverbs,
lexical or derived, functioning as predicates
• Illocutionary force: imperatives, declaratives, and
interrogatives (includingwh questions)
• Coordination: of clauses and noun phrases
• Other: inalienable possession, secondary predi-
cates, causatives of verbs and adjectives

3.3 Sample Analysis

This section provides a brief description of the anal-
ysis of radical non-configurationality in order to
give a sense of the linguistic detail encoded in the
Wambaya grammar and give context for the evalu-
ation of the Wambaya grammar and the Grammar
Matrix in later sections.

The linguistic analyses encoded in the grammar
serve to map the surface strings to semantic repre-
sentations (in Minimal Recursion Semantics (MRS)
format (Copestake et al., 2005)). The MRS in Fig-
ure 1 is assigned to the example in (1).6 It in-
cludes the basic propositional structure: a situation
of ‘giving’ in which the first argument, or agent, is
‘mother’, the second (recipient) is some third-person
entity, and the third (patient), is ‘milk’ which is also
related to ‘grog’ through the proprietive relation. It
is marked as past tense, and as potentially a state-
ment or a question, depending on the intonation.7,8

A simple tree display of the parse giving rise to
this MRS is given in Figure 2. The non-branching
nodes at the bottom of the tree represent the lexical
rules which associate morphosyntactic information
with a word according to its suffixes. The general
left-branching structure of the tree is a result of the
analysis of the second-position clitic cluster: The
clitic clusters are treated as argument-composition
auxiliaries, which combine with a lexical verb and
‘inherit’ all of the verb’s arguments. The auxiliaries
first pick up all dependents to the right, and then
combine with exactly one constituent to the left.

The grammar is able to connect x7 (the index of
‘milk’) to both the ARG3 position of the ‘give’ rela-
tion and the ARG1 position of the proprietive rela-
tion, despite the separation betweenngaraganaguja
(‘grog-PROP.IV.ACC’) and ngabulu (‘milk. IV.ACC’)
in the surface structure, as follows: The auxiliary
ngiya is subject to the constraints in (2), meaning
that it combines with a verb as its first complement
and then the verb’s complements as its remaining
complements.9 The auxiliary can combine with its
complements in any order, thanks to a series of head-
complement rules which realize thenth element of

6The grammar in fact finds 42 parses for this example. The
one associated with the MRS in Figure 1 best matches the in-
tended interpretation as indicated by the gloss of the example.

7The relations are given English predicate names for the
convenience of the grammar developer, and these are not in-
tended as any kind of interlingua.

8This MRS is ‘fragmented’ in the sense that the labels of
several of the elementary predications (eps) are not related to
any argument position of any other ep. This is related to the
fact that the grammar doesn’t yet introduce quantifiers for any
of the nominal arguments.

9In this and other attribute value matrices displayed, feature
paths are abbreviated and detail not relevant to the current point
is suppressed.
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Figure 1: MRS for (1)
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Figure 2: Phrase structure tree for (1)

the COMPS list. It this example, it first picks up
the subjectgujinganjangani (‘mother-ERG’), then
the main verbjiyawu (‘give’), and then the object
ngabulu (‘milk- ACC’).
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The resulting V node overngiya gujinganjangani
jiyawu ngabulu is associated with the constraints
sketched in (3).
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Unlike in typical HPSG approaches, the informa-
tion about the realized arguments is still exposed
in the COMPS and SUBJ lists of this constituent.10

This makes the necessary information available
to separately-attaching modifiers (such asngara-
ganaguja (‘grog-PROP.IV.ACC’)) so that they can
check for case and number/gender compatibility and
connect the semantic index of the argument they
modify to a role in their own semantic contribution
(in this case, theARG1 of the ‘proprietive’ relation).

3.4 Evaluation

The grammar was evaluated against a sample of nat-
urally occurring data taken from one of the texts
transcribed and translated by Nordlinger (1998)
(“The two Eaglehawks”, told by Molly Nurlanyma
Grueman). Of the 92 sentences in this text, 20 over-
lapped with items in the development set, so the

10The featureINST, newly proposed for this analysis, records
the fact that they have been instantiated by lexical heads.
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correct parsed unparsed average
incorrect ambiguity

Existing 50% 8% 42% 10.62
vocab

w/added 76% 8% 14% 12.56
vocab

Table 1: Grammar performance on held-out data

evaluation was carried out only on the remaining
72 sentences. The evaluation was run twice: once
with the grammar exactly as is, including the exist-
ing lexicon, and a second time after new lexical en-
tries were added, using only existing lexical types.
In some cases, the orthographic components of the
lexical rules were also adjusted to accommodate the
new lexical entries. In both test runs, the analyses of
each test item were hand-checked against the trans-
lation provided by Nordlinger (1998). An item is
counted as correctly analyzed if the set of analyses
returned by the parser includes at least one with an
MRS that matches the dependency structure, illocu-
tionary force, tense, aspect, mood, person, number,
and gender information indicated.

The results are shown in Table 1: With only lexi-
cal additions, the grammar was able to assign a cor-
rect parse to 55 (76%) of the test sentences, with
an average ambiguity over these sentences of 12.56
parses/item.

3.5 Parse selection

The parsed portion of the development set (732
items) constitutes a sufficiently large corpus to train
a parse selection model using the Redwoods disam-
biguation technology (Toutanova et al., 2005). As
part of the grammar development process, the parses
were annotated using the Redwoods parse selection
tool (Oepen et al., 2004). The resulting treebank
was used to select appropriate parameters by 10-fold
cross-validation, applying the experimentation envi-
ronment and feature templates of (Velldal, 2007).
The optimal feature set included 2-level grandpar-
enting, 3-grams of lexical entry types, and both con-
stituent weight features. In the cross-validation tri-
als on the development set, this model achieved a
parse selection accuracy of 80.2% (random choice
baseline: 23.9%). A model with the same features
was then trained on all 544 ambiguous examples

from the development set and used to rank the parses
of the test set. It ranked the correct parse (exact
match) highest in 75.0% of the test sentences. This
is well above the random-choice baseline of 18.4%,
and affirms the cross-linguistic validity of the parse-
selection techniques.

3.6 Summary

This section has presented the Matrix-derived gram-
mar of Wambaya, illustrating its semantic represen-
tations and analyses and measuring its performance
against held-out data. I hope to have shown the
grammar to be reasonably substantial, and thus an
interesting case study with which to evaluate the
Grammar Matrix itself.

4 Evaluation of Grammar Matrix

It is not possible to directly compare the develop-
ment of a grammar for the same language, by the
same grammar engineer, with and without the assis-
tance of the Grammar Matrix. Therefore, in this sec-
tion, I evaluate the usefulness of the Grammar Ma-
trix by measuring the extent to which the Wambaya
grammar as developed makes use of types defined in
Matrix as well as the extent to which Matrix-defined
types had to be modified. The former is in some
sense a measure of the usefulness of the Matrix, and
the latter is a measure of its correctness.

While the libraries and customization system
were used in the initial grammar development, this
evaluation primarily concerns itself with the Matrix
core type hierarchy. The customization-provided
Wambaya-specific type definitions for word order,
lexical types, and coordination constructions were
used for inspiration, but most needed fairly exten-
sive modification. This is particularly unsurprising
for basic word order, where the closest available op-
tion (“free word order”) was taken, in the absence
of a pre-packaged analysis of non-configurationality
and second-position phenomena. The other changes
to the library output were largely side-effects of this
fundamental difference.

Table 2 presents some measurements of the over-
all size of the Wambaya grammar. Since HPSG
grammars consist of types organized into a hierarchy
and instances of those types, the unit of measure for
these evaluations will be types and/or instances. The
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N
Matrix types 891

ordinary 390
pos disjunctions 591

Wambaya-specific types 911
Phrase structure rules 83
Lexical rules 161
Lexical entries 1528

Table 2: Size of Wambaya grammar

Matrix core types w/ POS types
Directly used 132 34% 136 15%
Indirectly used 98 25% 584 66%
Total types used 230 59% 720 81%
Types unused 160 41% 171 19%
Types modified 16 4% 16 2%
Total 390 100% 891 100%

Table 3: Matrix core types used in Wambaya grammar

Wambaya grammar includes 891 types defined in
the Matrix core type hierarchy. These in turn include
390 ordinary types, and 591 ‘disjunctive’ types, the
powerset of 9 part of speech types. These are pro-
vided in the Matrix so that Matrix users can easily
refer to classes of, say, “nouns and verbs” or “nouns
and verbs and adjectives”. The Wambaya-specific
portion of the grammar includes 911 types. These
types are invoked in the definitions of the phrase
structure rules, lexical rules, and lexical entries.

Including the disjunctive part-of-speech types,
just under half (49%) of the types in the grammar are
provided by the Matrix. However, it is necessary to
look more closely; just because a type is provided in
the Matrix core hierarchy doesn’t mean that it is in-
voked by any rules or lexical entries of the Wambaya
grammar. The breakdown of types used is given in
Table 3. Types that are used directly are either called
as supertypes for types defined in the Wambaya-
specific portion of the grammar, or used as the value
of some feature in a type constraint in the Wambaya-
specific portion of the grammar. Types that are used
indirectly are either ancestor types to types that are
used directly, or types that are used as the value of
a feature in a constraint in the Matrix core types
on a type that is used (directly or indirectly) by the
Wambaya-specific portion of the grammar.

Relatively few (16) of the Matrix-provided types
needed to be modified. These were types that

were useful, but somehow unsuitable, and typically
deeply interwoven into the type system, such that
not using and them and defining parallel types in
their place would be inconvenient.

Setting aside the types for part of speech disjunc-
tions, 59% of the Matrix-provided types are invoked
by the Wambaya-specific portion of the grammar.
While further development of the Wambaya gram-
mar might make use of some of the remaining 41%
of the types, this work suggests that there is a sub-
stantial amount of information in the Matrix core
type hierarchy which would better be stored as part
of the typological libraries. In particular, the analy-
ses of argument realization implemented in the Ma-
trix were not used for this grammar. The types
associated with argument realization in configura-
tional languages should be moved into the word-
order library, which should also be extended to in-
clude an analysis of Wambaya-style radical non-
configurationality. At the same time, the lexical
amalgamation analysis of the features used in long-
distance dependencies (Sag, 1997) was found to be
incompatible with the approach to argument realiza-
tion in Wambaya, and a phrasal amalgamation anal-
ysis was implemented instead. This again suggests
that lexical v. phrasal amalgamation should be en-
coded in the libraries, and selected according to the
word order pattern of the language.

As for parts of speech, of the nine types provided
by the Matrix, five were used in the Wambaya gram-
mar (verb, noun, adj, adv, and det) and four were not
(num, conj, comp, and adp(osition)). Four disjunc-
tive types were directly invoked, to describe phe-
nomena applying to nouns and adjectives, verbs and
adverbs, anything but nouns, and anything but de-
terminers. While it was convenient to have the dis-
junctive types predefined, it also seems that a much
smaller set of types would suffice in this case. Since
the nine proposed part of speech types have varying
crosslinguistic validity (e.g., not all languages have
conjunctions), it might be better to provide software
support for creating the disjunctive types as the need
arises, rather than predefining them.

Even though the number of Matrix-provided types
is small compared to the grammar as a whole, the
relatively short development time indicates that the
types that were incorporated were quite useful. In
providing the fundamental organization of the gram-
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mar, to the extent that that organization is consistent
with the language modeled, these types significantly
ease the path to creating a working grammar.

The short development time required to create the
Wambaya grammar presents a qualitative evaluation
of the Grammar Matrix as a crosslinguistic resource,
as one goal of the Grammar Matrix is to reduce the
cost of developing precision grammars. The fact
that a grammar capable of assigning valid analy-
ses to an interesting portion of sentences from natu-
rally occurring text could be developed in less than
5.5 person-weeks of effort suggests that this goal
is indeed met. This is particularly encouraging in
the case of endangered and other resource-poor lan-
guages. A grammar such as the one described here
could be a significant aide in analyzing additional
texts as they are collected, and in identifying con-
structions that have not yet been analyzed (cf. Bald-
win et al, 2005).

5 Conclusion

This paper has presented a precision, hand-built
grammar for the Australian language Wambaya, and
through that grammar a case study evaluation of
the LinGO Grammar Matrix. True validation of
the Matrixqua hypothesized linguistic universals re-
quires many more such case studies, but this first
test is promising. Even though Wambaya is in some
respects very different from the well-studied lan-
guages on which the Matrix is based, the existing
machinery otherwise worked quite well, providing a
significant jump-start to the grammar development
process. While the Wambaya grammar has a long
way to go to reach the complexity and range of
linguistic phenomena handled by, for example, the
LinGO English Resource Grammar, it was shown to
provide analyses of an interesting portion of a natu-
rally occurring text. This suggests that the method-
ology of building such grammars could be profitably
incorporated into language documentation efforts.

The Grammar Matrix allows new grammars to di-
rectly leverage the expertise in grammar engineering
gained in extensive work on previous grammars of
better-studied languages. Furthermore, the design
of the Matrix is such that it is not a static object,
but intended to evolve and be refined as more lan-
guages are brought into its purview. Generalizing

the core hierarchy and libraries of the Matrix to sup-
port languages like Wambaya can extend its typo-
logical reach and further its development as an in-
vestigation in computational linguistic typology.
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Abstract

Automatic word alignment is a key step in
training statistical machine translation sys-
tems. Despite much recent work on word
alignment methods, alignment accuracy in-
creases often produce little or no improve-
ments in machine translation quality. In
this work we analyze a recently proposed
agreement-constrained EM algorithm for un-
supervised alignment models. We attempt to
tease apart the effects that this simple but ef-
fective modification has on alignment preci-
sion and recall trade-offs, and how rare and
common words are affected across several lan-
guage pairs. We propose and extensively eval-
uate a simple method for using alignment
models to produce alignments better-suited
for phrase-based MT systems, and show sig-
nificant gains (as measured by BLEU score)
in end-to-end translation systems for six lan-
guages pairs used in recent MT competitions.

1 Introduction

The typical pipeline for a machine translation (MT)
system starts with a parallel sentence-aligned cor-
pus and proceeds to align the words in every sen-
tence pair. The word alignment problem has re-
ceived much recent attention, but improvements in
standard measures of word alignment performance
often do not result in better translations. Fraser and
Marcu (2007) note that none of the tens of papers
published over the last five years has shown that
significant decreases in alignment error rate (AER)
result in significant increases in translation perfor-
mance. In this work, we show that by changing
the way the word alignment models are trained and

used, we can get not only improvements in align-
ment performance, but also in the performance of
the MT system that uses those alignments.

We present extensive experimental results evalu-
ating a new training scheme for unsupervised word
alignment models: an extension of the Expecta-
tion Maximization algorithm that allows effective
injection of additional information about the desired
alignments into the unsupervised training process.
Examples of such information include “one word
should not translate to many words” or that direc-
tional translation models should agree. The gen-
eral framework for the extended EM algorithm with
posterior constraints of this type was proposed by
(Graça et al., 2008). Our contribution is a large scale
evaluation of this methodology for word alignments,
an investigation of how the produced alignments dif-
fer and how they can be used to consistently improve
machine translation performance (as measured by
BLEU score) across many languages on training cor-
pora with up to hundred thousand sentences. In 10
out of 12 cases we improve BLEU score by at least 1

4
point and by more than 1 point in 4 out of 12 cases.

After presenting the models and the algorithm in
Sections 2 and 3, in Section 4 we examine how
the new alignments differ from standard models, and
find that the new method consistently improves word
alignment performance, measured either as align-
ment error rate or weighted F-score. Section 5 ex-
plores how the new alignments lead to consistent
and significant improvement in a state of the art
phrase base machine translation by using posterior
decoding rather than Viterbi decoding. We propose
a heuristic for tuning posterior decoding in the ab-
sence of annotated alignment data and show im-
provements over baseline systems for six different
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language pairs used in recent MT competitions.

2 Statistical word alignment

Statistical word alignment (Brown et al., 1994) is
the task identifying which words are translations of
each other in a bilingual sentence corpus. Figure
2 shows two examples of word alignment of a sen-
tence pair. Due to the ambiguity of the word align-
ment task, it is common to distinguish two kinds of
alignments (Och and Ney, 2003). Sure alignments
(S), represented in the figure as squares with bor-
ders, for single-word translations and possible align-
ments (P), represented in the figure as alignments
without boxes, for translations that are either not ex-
act or where several words in one language are trans-
lated to several words in the other language. Possi-
ble alignments can can be used either to indicated
optional alignments, such as the translation of an
idiom, or disagreement between annotators. In the
figure red/black dots indicates correct/incorrect pre-
dicted alignment points.

2.1 Baseline word alignment models
We focus on the hidden Markov model (HMM) for
alignment proposed by (Vogel et al., 1996). This is
a generalization of IBM models 1 and 2 (Brown et
al., 1994), where the transition probabilities have a
first-order Markov dependence rather than a zeroth-
order dependence. The model is an HMM, where the
hidden states take values from the source language
words and generate target language words according
to a translation table. The state transitions depend on
the distance between the source language words. For
source sentence s the probability of an alignment a
and target sentence t can be expressed as:

p(t,a | s) =
∏
j

pd(aj |aj − aj−1)pt(tj |saj ), (1)

where aj is the index of the hidden state (source lan-
guage index) generating the target language word at
index j. As usual, a “null” word is added to the
source sentence. Figure 1 illustrates the mapping be-
tween the usual HMM notation and the HMM align-
ment model.

2.2 Baseline training
All word alignment models we consider are nor-
mally trained using the Expectation Maximization

s1 s1 s2 s3

we know the way

sabemos       el       camino      null

usual HMM word alignment meaning
Si (hidden) source language word i

Oj (observed) target language word j

aij (transition) distortion model
bij (emission) translation model

Figure 1: Illustration of an HMM for word alignment.

(EM) algorithm (Dempster et al., 1977). The EM
algorithm attempts to maximize the marginal likeli-
hood of the observed data (s, t pairs) by repeatedly
finding a maximal lower bound on the likelihood and
finding the maximal point of the lower bound. The
lower bound is constructed by using posterior proba-
bilities of the hidden alignments (a) and can be opti-
mized in closed form from expected sufficient statis-
tics computed from the posteriors. For the HMM
alignment model, these posteriors can be efficiently
calculated by the Forward-Backward algorithm.

3 Adding agreement constraints

Graça et al. (2008) introduce an augmentation of the
EM algorithm that uses constraints on posteriors to
guide learning. Such constraints are useful for sev-
eral reasons. As with any unsupervised induction
method, there is no guarantee that the maximum
likelihood parameters correspond to the intended
meaning for the hidden variables, that is, more accu-
rate alignments using the resulting model. Introduc-
ing additional constraints into the model often re-
sults in intractable decoding and search errors (e.g.,
IBM models 4+). The advantage of only constrain-
ing the posteriors during training is that the model
remains simple while respecting more complex re-
quirements. For example, constraints might include
“one word should not translate to many words” or
that translation is approximately symmetric.

The modification is to add a KL-projection step
after the E-step of the EM algorithm. For each sen-
tence pair instance x = (s, t), we find the posterior
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distribution pθ(z|x) (where z are the alignments). In
regular EM, pθ(z|x) is used to complete the data and
compute expected counts. Instead, we find the distri-
bution q that is as close as possible to pθ(z|x) in KL
subject to constraints specified in terms of expected
values of features f(x, z)

arg min
q

KL(q(z) || pθ(z|x)) s.t. Eq[f(x, z)] ≤ b.

(2)
The resulting distribution q is then used in place
of pθ(z|x) to compute sufficient statistics for the
M-step. The algorithm converges to a local maxi-
mum of the log of the marginal likelihood, pθ(x) =∑

z pθ(z,x), penalized by the KL distance of the
posteriors pθ(z|x) from the feasible set defined by
the constraints (Graça et al., 2008):

Ex[log pθ(x)− min
q:Eq [f(x,z)]≤b

KL(q(z) || pθ(z|x))],

where Ex is expectation over the training data. They
suggest how this framework can be used to encour-
age two word alignment models to agree during
training. We elaborate on their description and pro-
vide details of implementation of the projection in
Equation 2.

3.1 Agreement
Most MT systems train an alignment model in each
direction and then heuristically combine their pre-
dictions. In contrast, Graça et al. encourage the
models to agree by training them concurrently. The
intuition is that the errors that the two models make
are different and forcing them to agree rules out
errors only made by one model. This is best ex-
hibited in the rare word alignments, where one-
sided “garbage-collection” phenomenon often oc-
curs (Moore, 2004). This idea was previously pro-
posed by (Matusov et al., 2004; Liang et al., 2006)
although the the objectives differ.

In particular, consider a feature that takes on value
1 whenever source word i aligns to target word j in
the forward model and -1 in the backward model. If
this feature has expected value 0 under the mixture
of the two models, then the forward model and back-
ward model agree on how likely source word i is to
align to target word j. More formally denote the for-
ward model−→p (z) and backward model←−p (z) where
−→p (z) = 0 for z /∈

−→
Z and ←−p (z) = 0 for z /∈

←−
Z

(
−→
Z and

←−
Z are possible forward and backward align-

ments). Define a mixture p(z) = 1
2
−→p (z) + 1

2
←−p (z)

for z ∈
←−
Z ∪

−→
Z . Restating the constraints that en-

force agreement in this setup: Eq[f(x, z)] = 0 with

fij(x, z) =

8><>:
1 z ∈

−→
Z and zij = 1

−1 z ∈
←−
Z and zij = 1

0 otherwise

.

3.2 Implementation
EM training of hidden Markov models for word

alignment is described elsewhere (Vogel et al.,
1996), so we focus on the projection step:

arg min
q

KL(q(z) || pθ(z|x)) s.t. Eq[f(x, z)] = 0.

(3)
The optimization problem in Equation 3 can be effi-
ciently solved in its dual formulation:

arg min
λ

log
∑
z

pθ(z | x) exp {λ>f(x, z)} (4)

where we have solved for the primal variables q as:

qλ(z) = pθ(z | x) exp{λ>f(x, z)}/Z, (5)

with Z a normalization constant that ensures q sums
to one. We have only one dual variable per con-
straint, and we optimize them by taking a few gra-
dient steps. The partial derivative of the objective
in Equation 4 with respect to feature i is simply
Eqλ

[fi(x, z)]. So we have reduced the problem to
computing expectations of our features under the
model q. It turns out that for the agreement fea-
tures, this reduces to computing expectations under
the normal HMM model. To see this, we have by the
definition of qλ and pθ,

qλ(z) =
−→p (z | x) +←−p (z | x)

2
exp{λ>f(x, z)}/Z

=
−→q (z) +←−q (z)

2
.

(To make the algorithm simpler, we have assumed
that the expectation of the feature f0(x, z) =
{1 if z ∈

−→
Z ; −1 if z ∈

←−
Z} is set to zero to

ensure that the two models −→q ,←−q are each properly
normalized.) For −→q , we have: (←−q is analogous)

−→p (z | x)eλ>f(x,z)

=
∏
j

−→p d(aj |aj − aj−1)−→p t(tj |saj )
∏
ij

eλijfij(x,zij)

=
∏

j,i=aj

−→p d(i|i− aj−1)−→p t(tj |si)eλijfij(x,zij)

=
∏

j,i=aj

−→p d(i|i− aj−1)−→p ′
t(tj |si).
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Where we have let −→p ′t(tj |si) = −→p t(tj |si)eλij , and
retained the same form for the model. The final pro-
jection step is detailed in Algorithm1.

Algorithm 1 AgreementProjection(−→p ,←−p )
1: λij ← 0 ∀i, j
2: for T iterations do
3: −→p ′t(j|i)← −→p t(tj |si)eλij ∀i, j
4: ←−p ′t(i|j)←←−p t(si|tj)e−λij ∀i, j
5: −→q ← forwardBackward(−→p ′t,−→p d)
6: ←−q ← forwardBackward(←−p ′t,←−p d)
7: λij ← λij −E−→q [ai = j] + E←−q [aj = i] ∀i, j
8: end for
9: return (−→q ,←−q )

3.3 Decoding
After training, we want to extract a single alignment
from the distribution over alignments allowable for
the model. The standard way to do this is to find
the most probable alignment, using the Viterbi al-
gorithm. Another alternative is to use posterior de-
coding. In posterior decoding, we compute for each
source word i and target word j the posterior prob-
ability under our model that i aligns to j. If that
probability is greater than some threshold, then we
include the point i− j in our final alignment. There
are two main differences between posterior decod-
ing and Viterbi decoding. First, posterior decod-
ing can take better advantage of model uncertainty:
when several likely alignment have high probabil-
ity, posteriors accumulate confidence for the edges
common to many good alignments. Viterbi, by con-
trast, must commit to one high-scoring alignment.
Second, in posterior decoding, the probability that a

0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8
0 · · · · · · · · · 0 · · · · · · · · · it
1 · · · · · · · · · 1 · · · · · · · · · was
2 · · • · · · · · · 2 · · • · · · · · · an
3 · · · · • · · · · 3 • · · · • · · · · animated
4 · · · · · • · · · 4 · · · · · • · · · ,
5 · · • · · · • · · 5 · · · · · · • · · very
6 • · · • • • · • · 6 · · · · · · · • · convivial
7 • · · · · · · · · 7 • · · · · · · · · game
8 · · · · · · · · • 8 · · · · · · · · • .

jugaban

de una
manera

animada

y muy
cordial

. jugaban

de una
manera

animada

y muy
cordial

.

Figure 2: An example of the output of HMM trained on
100k the EPPS data. Left: Baseline training. Right: Us-
ing agreement constraints.

target word aligns to none or more than one word is
much more flexible: it depends on the tuned thresh-
old.

4 Word alignment results

We evaluated the agreement HMM model on two
corpora for which hand-aligned data are widely
available: the Hansards corpus (Och and Ney, 2000)
of English/French parliamentary proceedings and
the Europarl corpus (Koehn, 2002) with EPPS an-
notation (Lambert et al., 2005) of English/Spanish.
Figure 2 shows two machine-generated alignments
of a sentence pair. The black dots represent the ma-
chine alignments and the shading represents the hu-
man annotation (as described in the previous sec-
tion), on the left using the regular HMM model and
on the right using our agreement constraints. The
figure illustrates a problem known as garbage collec-
tion (Brown et al., 1993), where rare source words
tend to align to many target words, since the prob-
ability mass of the rare word translations can be
hijacked to fit the sentence pair. Agreement con-
straints solve this problem, because forward and
backward models cannot agree on the garbage col-
lection solution.

Graça et al. (2008) show that alignment error rate
(Och and Ney, 2003) can be improved with agree-
ment constraints. Since AER is the standard metric
for alignment quality, we reproduce their results us-
ing all the sentences of length at most 40. For the
Hansards corpus we improve from 15.35 to 7.01 for
the English → French direction and from 14.45 to
6.80 for the reverse. For English→ Spanish we im-
prove from 28.20 to 19.86 and from 27.54 to 19.18
for the reverse. These values are competitive with
other state of the art systems (Liang et al., 2006).

Unfortunately, as was shown by Fraser and Marcu
(2007) AER can have weak correlation with transla-
tion performance as measured by BLEU score (Pa-
pineni et al., 2002), when the alignments are used
to train a phrase-based translation system. Conse-
quently, in addition to AER, we focus on precision
and recall.

Figure 3 shows the change in precision and re-
call with the amount of provided training data for
the Hansards corpus. We see that agreement con-
straints improve both precision and recall when we
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Figure 3: Effect of posterior constraints on precision
(left) and recall (right) learning curves for Hansards
En→Fr.
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Figure 4: Left: Precision. Right: Recall. Learning curves
for Hansards En→Fr split by rare (at most 5 occurances)
and common words.

use Viterbi decoding, with larger improvements for
small amounts of training data. We see a similar im-
provement on the EPPS corpus.

Motivated by the garbage collection problem, we
also analyze common and rare words separately.
Figure 4 shows precision and recall learning curves
for rare and common words. We see that agreement
constraints improve precision but not recall of rare
words and improve recall but not precision of com-
mon words.

As described above an alternative to Viterbi de-
coding is to accept all alignments that have probabil-
ity above some threshold. By changing the thresh-
old, we can trade off precision and recall. Figure
5 compares this tradeoff for the baseline and agree-
ment model. We see that the precision/recall curve
for agreement is entirely above the baseline curve,
so for any recall value we can achieve higher preci-
sion than the baseline for either corpus. In Figure 6
we break down the same analysis into rare and non
rare words.

Figure 7 shows an example of the same sentence,
using the same model where in one case Viterbi de-
coding was used and in the other case Posterior de-
coding tuned to minimize AER on a development set
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Figure 5: Precision and recall trade-off for posterior de-
coding with varying threshold. Left: Hansards En→Fr.
Right: EPPS En→Es.
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Figure 6: Precision and recall trade-off for posterior on
Hansards En→Fr. Left: rare words only. Right: common
words only.

was used. An interesting difference is that by using
posterior decoding one can have n-n alignments as
shown in the picture.

A natural question is how to tune the threshold in
order to improve machine translation quality. In the
next section we evaluate and compare the effects of
the different alignments in a phrase based machine
translation system.

5 Phrase-based machine translation

In this section we attempt to investigate whether our
improved alignments produce improved machine

0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8
0 • • • · · · · · · 0 • • • · · · · · · firstly
1 · · · • · · · · · 1 · · · • · · · · · ,
2 · · · · • · · · · 2 · · · · • · · · · we
3 · · · · • · · · · 3 · · · · • · · · · have
4 · · · · · • · · · 4 · · · · · • · · · a
5 · · · · · · · • · 5 · · · · · · · • · legal
6 · · · · · · • · · 6 · · · · · · • · · framework
8 · · · · · · · · • 8 · · · · · · · · • .

en primero

lugar
, tenemos

un marco
jurı́dico

. en primero

lugar
, tenemos

un marco
jurı́dico

.

Figure 7: An example of the output of HMM trained on
100k the EPPS data using agreement HMM. Left: Viterbi
decoding. Right: Posterior decoding tuned to minimize
AER. The addition is en-firstly and tenemos-have.
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translation. In particular we fix a state of the art
machine translation system1 and measure its perfor-
mance when we vary the supplied word alignments.
The baseline system uses GIZA model 4 alignments
and the open source Moses phrase-based machine
translation toolkit2, and performed close to the best
at the competition last year.

For all experiments the experimental setup is as
follows: we lowercase the corpora, and train lan-
guage models from all available data. The reason-
ing behind this is that even if bilingual texts might
be scarce in some domain, monolingual text should
be relatively abundant. We then train the com-
peting alignment models and compute competing
alignments using different decoding schemes. For
each alignment model and decoding type we train
Moses and use MERT optimization to tune its pa-
rameters on a development set. Moses is trained us-
ing the grow-diag-final-and alignment symmetriza-
tion heuristic and using the default distance base
distortion model. We report BLEU scores using a
script available with the baseline system. The com-
peting alignment models are GIZA Model 4, our im-
plementation of the baseline HMM alignment and
our agreement HMM. We would like to stress that
the fair comparison is between the performance of
the baseline HMM and the agreement HMM, since
Model 4 is more complicated and can capture more
structure. However, we will see that for moderate
sized data the agreement HMM performs better than
both its baseline and GIZA Model 4.

5.1 Corpora

In addition to the Hansards corpus and the Europarl
English-Spanish corpus, we used four other corpora
for the machine translation experiments. Table 1
summarizes some statistics of all corpora. The Ger-
man and Finnish corpora are also from Europarl,
while the Czech corpus contains news commentary.
All three were used in recent ACL workshop shared
tasks and are available online3. The Italian corpus
consists of transcribed speech in the travel domain
and was used in the 2007 workshop on spoken lan-
guage translation4. We used the development and

1www.statmt.org/wmt07/baseline.html
2www.statmt.org/moses/
3http://www.statmt.org
4http://iwslt07.itc.it/

Corpus Train Len Test Rare (%) Unk (%)
En, Fr 1018 17.4 1000 0.3, 0.4 0.1, 0.2
En, Es 126 21.0 2000 0.3, 0.5 0.2, 0.3
En, Fi 717 21.7 2000 0.4, 2.5 0.2, 1.8
En, De 883 21.5 2000 0.3, 0.5 0.2, 0.3
En, Cz 57 23.0 2007 2.3, 6.6 1.3, 3.9
En, It 20 9.4 500 3.1, 6.2 1.4, 2.9

Table 1: Statistics of the corpora used in MT evaluation.
The training size is measured in thousands of sentences
and Len refers to average (English) sentence length. Test
is the number of sentences in the test set. Rare and Unk
are the percentage of tokens in the test set that are rare
and unknown in the training data, for each language.

 26

 28

 30

 32

 34

 36

 10000  100000  1e+06

Training data size (sentences)

Agreement Post-pts
Model 4

Baseline Viterbi

Figure 8: BLEU score as the amount of training data is
increased on the Hansards corpus for the best decoding
method for each alignment model.

tests sets from the workshops when available. For
Italian corpus we used dev-set 1 as development and
dev-set 2 as test. For Hansards we randomly chose
1000 and 500 sentences from test 1 and test 2 to be
testing and development sets respectively.

Table 1 summarizes the size of the training corpus
in thousands of sentences, the average length of the
English sentences as well as the size of the testing
corpus. We also report the percentage of tokens in
the test corpus that are rare or not encountered in the
training corpus.

5.2 Decoding

Our initial experiments with Viterbi decoding and
posterior decoding showed that for our agreement
model posterior decoding could provide better align-
ment quality. When labeled data is available, we can
tune the threshold to minimize AER. When labeled
data is not available we use a different heuristic to
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tune the threshold: we choose a threshold that gives
the same number of aligned points as Viterbi decod-
ing produces. In principle, we would like to tune
the threshold by optimizing BLEU score on a devel-
opment set, but that is impractical for experiments
with many pairs of languages. We call this heuristic
posterior-points decoding. As we shall see, it per-
forms well in practice.

5.3 Training data size

The HMM alignment models have a smaller param-
eter space than GIZA Model 4, and consequently we
would expect that they would perform better when
the amount of training data is limited. We found that
this is generally the case, with the margin by which
we beat model 4 slowly decreasing until a crossing
point somewhere in the range of 105 - 106 sentences.
We will see in section 5.3.1 that the Viterbi decoding
performs best for the baseline HMM model, while
posterior decoding performs best for our agreement
HMM model. Figure 8 shows the BLEU score for
the baseline HMM, our agreement model and GIZA
Model 4 as we vary the amount of training data from
104 - 106 sentences. For all but the largest data sizes
we outperform Model 4, with a greater margin at
lower training data sizes. This trend continues as we
lower the amount of training data further. We see a
similar trend with other corpora.

5.3.1 Small to Medium Training Sets
Our next set of experiments look at our perfor-

mance in both directions across our 6 corpora, when
we have small to moderate amounts of training data:
for the language pairs with more than 100,000 sen-
tences, we use only the first 100,000 sentences. Ta-
ble 2 shows the performance of all systems on these
datasets. In the table, post-pts and post-aer stand
for posterior-points decoding and posterior decod-
ing tuned for AER. With the notable exception of
Czech and Italian, our system performs better than
or comparable to both baselines, even though it uses
a much more limited model than GIZA’s Model 4.
The small corpora for which our models do not per-
form as well as GIZA are the ones with a lot of rare
words. We suspect that the reason for this is that we
do not implement smoothing, which has been shown
to be important, especially in situations with a lot of
rare words.

X→ En En→ X
Base Agree Base Agree

GIZA M4 23.92 17.89
De Viterbi 24.08 23.59 18.15 18.13

post-pts 24.24 24.65(+) 18.18 18.45(+)

GIZA M4 18.29 11.05
Fi Viterbi 18.79 18.38 11.17 11.54

post-pts 18.88 19.45(++) 11.47 12.48(++)

GIZA M4 33.12 26.90
Fr Viterbi 32.42 32.15 25.85 25.48

post-pts 33.06 33.09(≈) 25.94 26.54(+)

post-aer 31.81 33.53(+) 26.14 26.68(+)

GIZA M4 30.24 30.09
Es Viterbi 29.65 30.03 29.76 29.85

post-pts 29.91 30.22(++) 29.71 30.16(+)

post-aer 29.65 30.34(++) 29.78 30.20(+)

GIZA M4 51.66 41.99
It Viterbi 52.20 52.09 41.40 41.28

post-pts 51.06 51.14(−−) 41.63 41.79(≈)

GIZA M4 22.78 12.75
Cz Viterbi 21.25 21.89 12.23 12.33

post-pts 21.37 22.51(++) 12.16 12.47(+)

Table 2: BLEU scores for all language pairs using up to
100k sentences. Results are after MERT optimization.
The marks (++)and (+)denote that agreement with poste-
rior decoding is better by 1 BLEU point and 0.25 BLEU
points respectively than the best baseline HMM model;
analogously for (−−), (−); while (≈)denotes smaller dif-
ferences.

5.3.2 Larger Training Sets
For four of the corpora we have more than 100

thousand sentences. The performance of the sys-
tems on all the data is shown in Table 3. German
is not included because MERT optimization did not
complete in time. We see that even on over a million
instances, our model sometimes performs better than
GIZA model 4, and always performs better than the
baseline HMM.

6 Conclusions

In this work we have evaluated agreement-
constrained EM training for statistical word align-
ment models. We carefully studied its effects on
word alignment recall and precision. Agreement
training has a different effect on rare and com-
mon words, probably because it fixes different types
of errors. It corrects the garbage collection prob-
lem for rare words, resulting in a higher preci-
sion. The recall improvement in common words
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X→ En En→ X
Base Agree Base Agree

GIZA M4 22.78 14.72
Fi Viterbi 22.92 22.89 14.21 14.09

post-pts 23.15 23.43 (+) 14.57 14.74 (≈)

GIZA M4 35.65 31.15
Fr Viterbi 35.19 35.17 30.57 29.97

post-pts 35.49 35.95 (+) 29.78 30.02 (≈)

post-aer 34.85 35.48 (+) 30.15 30.07 (≈)

GIZA M4 31.62 32.40
Es Viterbi 31.75 31.84 31.17 31.09

post-pts 31.88 32.19 (+) 31.16 31.56 (+)

post-aer 31.93 32.29 (+) 31.23 31.36 (≈)

Table 3: BLEU scores for all language pairs using all
available data. Markings as in Table 2.

can be explained by the idea that ambiguous com-
mon words are different in the two languages, so the
un-ambiguous choices in one direction can force the
choice for the ambiguous ones in the other through
agreement constraints.

To our knowledge this is the first extensive eval-
uation where improvements in alignment accuracy
lead to improvements in machine translation per-
formance. We tested this hypothesis on six differ-
ent language pairs from three different domains, and
found that the new alignment scheme not only per-
forms better than the baseline, but also improves
over a more complicated, intractable model. In or-
der to get the best results, it appears that posterior
decoding is required for the simplistic HMM align-
ment model. The success of posterior decoding us-
ing our simple threshold tuning heuristic is fortu-
nate since no labeled alignment data are needed:
Viterbi alignments provide a reasonable estimate of
aligned words needed for phrase extraction. The na-
ture of the complicated relationship between word
alignments, the corresponding extracted phrases and
the effects on the final MT system still begs for
better explanations and metrics. We have investi-
gated the distribution of phrase-sizes used in transla-
tion across systems and languages, following recent
investigations (Ayan and Dorr, 2006), but unfortu-
nately found no consistent correlation with BLEU
improvement. Since the alignments we extracted
were better according to all metrics we used, it
should not be too surprising that they yield better
translation performance, but perhaps a better trade-
off can be achieved with a deeper understanding of

the link between alignments and translations.
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Abstract 

Documents in languages such as Chinese, 
Japanese and Korean sometimes annotate 
terms with their translations in English inside 
a pair of parentheses. We present a method to 
extract such translations from a large collec-
tion of web documents by building a partially 
parallel corpus and use a word alignment al-
gorithm to identify the terms being translated. 
The method is able to generalize across the 
translations for different terms and can relia-
bly extract translations that occurred only 
once in the entire web. Our experiment on 
Chinese web pages produced more than 26 
million pairs of translations, which is over two 
orders of magnitude more than previous re-
sults. We show that the addition of the ex-
tracted translation pairs as training data 
provides significant increase in the BLEU 
score for a statistical machine translation sys-
tem.  

1 Introduction 

In natural language documents, a term (word or 
phrase) is sometimes followed by its translation in 
another language in a pair of parentheses. We call 
these parenthetical translations. The following 
examples are from Chinese web pages  (we added 
underlines to indicate what is being translated): 
(1) 美国智库布鲁金斯学会（Brookings Institution）专研 
跨大西洋恐怖主义的美欧中心研究部主任杰若米·夏皮
罗（Jeremy Shapiro）却认为，...  

(2) 消化性溃疡的症状往往与消化不良（indigestion），胃
炎（gastritis）等其他胃部疾病症状相似. 

(3) 殊不知美国是不会接受（not going to fly）这一想法的 

(4) …当是一次式时，叫线性规划(linear programming). 

                                                             
  †Contributions made during an internship at Google 

The parenthetically translated terms are typically 
new words, technical terminologies, idioms, prod-
ucts, titles of movies, books, songs, and names of 
persons, organizations locations, etc. Commonly, 
an author might use such a parenthetical when a 
given term has no standard translation (or translit-
eration), and does not appear in conventional dic-
tionaries.  That is, an author might expect a term to 
be an out-of-vocabulary item for the target reader, 
and thus helpfully provides a reference translation 
in situ. 

For example, in (1), the name Shapiro was 
transliterated as 夏皮罗. The name has many other 
transliterations in web documents, such as 夏皮洛, 
夏比洛, 夏布洛, 夏皮羅, 沙皮罗, 夏皮若, 夏庇罗, 夏皮諾, 
夏畢洛, 夏比羅, 夏比罗, 夏普羅, 夏批羅, 夏批罗, 夏彼羅, 
夏彼罗, 夏培洛, 夏卜尔, 夏匹若 ..., where the three 
Chinese characters corresponds to the three sylla-
bles in Sha-pi-ro respectively. Each syllable may 
be mapped into different characters: 'Sha' into 夏 or 
沙, 'pi' into 皮, 比, 批, and 'ro' into 罗, 洛, 若, .... 

Variation is not limited to the effects of phonetic 
similarity.  Story titles, for instance, are commonly 
translated semantically, often leading to a number 
of translations that have similar meaning, yet differ 
greatly in lexicographic form. For example, while 
the movie title Syriana is sometimes phonetically 
transliterated as 辛瑞那, 辛瑞纳, it may also be trans-
lated semantically according to the plot of the 
movie, e.g., 迷中迷 (mystery in mystery), 实录 (real 
log), 谍对谍  (spy against spy), 油激暗战  (oil-
triggered secret war), 叙利亚 (Syria), 迷经 (mystery 
journey), ...  

The parenthetical translations are extremely 
valuable both as a stand-alone on-line dictionary 
and as training data for statistical machine transla-
tion systems. They provide fresh data (new words) 
and cover a much wider range of topics than typi-
cal parallel training data for statistical machine 
translation systems. 
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The main contribution of this paper is a method 
for mining parenthetical translations by treating 
text snippets containing candidate pairs as a par-
tially parallel corpus and using a word alignment 
algorithm to establish the correspondences be-
tween in-parenthesis and pre-parenthesis words.  

This technique allows us to identify translation 
pairs even if they only appeared once on the entire 
web. As a result, we were able to obtain 26.7 mil-
lion Chinese-English translation pairs from web 
documents in Chinese. This is over two orders of 
magnitude more than the number of extracted 
translation pairs in the previously reported results 
(Cao, et al. 2007). 

The next section presents an overview of our al-
gorithm, which is then detailed in Sections 3 and 4. 
We evaluate our results in Section 5 by comparison 
with bilingually linked Wikipedia titles and by us-
ing the extracted pairs as additional training data in 
a statistical machine translation system. 

2 Mining Parenthetical Translations 

A parenthetical translation matches the pattern:  

(4)             f1f2…fm (e1e2…en) 

which is a sequence of m non-English words fol-
lowed by a sequence of n English words in paren-
theses. In the remainder of the paper, we assume 
the non-English text is Chinese, but our technique 
works for other languages as well.  

There have been two approaches to finding such 
parenthetical translations. One is to assume that the 
English term e1e2…en is given and use a search en-
gine to retrieve text snippets containing e1e2…en 
from predominately non-English web pages (Na-
gata et al, 2001, Kwok et al, 2005). Another 
method (Cao et al, 2007) is to go through a non-
English corpus and collect all instances that match 
the parenthetical pattern in (4). We followed the 
second approach since it does not require a prede-
fined list of English terms and is amendable for 
extraction at large scale. 

In both cases, one can obtain a list of candidate 
pairs, where the translation of the in-parenthesis 
terms is a suffix of the pre-parenthesis text. The 
lengths and frequency counts of the suffixes have 
been used to determine what is the translation of 
the in-parenthesis term (Kwok et al, 2005). For 
example, Table 1 lists a set of Chinese segments 
(with word-to-word translation underneath) that 

precede the English term Lower Egypt. Owing to 
the frequency with which 下埃及 appears as a can-
didate, and in varying contexts, one has a good 
reason to believe下埃及is the correct translation of 
Lower Egypt. 

…   下游   地区  为   下  埃及 

downstream  region is  down Egypt 
…   中心            位于       下     埃及 

center located-at  down Egypt 
…   以及   所谓     的       下     埃及 

and  so-called of  down Egypt 
…   叫做       下     埃及 

called down Egypt 

Table 1: Chinese text preceding Lower Egypt 

Unfortunately, this heuristic does not hold as of-
ten as one might imagine.  Consider the candidates 
for Channel Spacing in Table 2.  The suffix间隔 
(gap) has the highest frequency count. It is none-
theless an incomplete translation of Channel Spac-
ing. The correct translations in rows c to h 
occurred with Channel Spacing only once. 

a …  �  为   频道    间距 

λ  is   channel distance 
b …  其        频道          间距 

its   channel distance 
c …    除了                  降低                    波道          间距 

in-addition-to  reducing  wave-passage  distance 
d …  亦     展示      具                 波道   间隔 

also showed have wave-passage  gap 
e …      也          就      是      频道  间隔 

also  therefore is   channel   gap 
f … 且       频道      的  间隔 

and  channel   ’s    gap 
g …  一个      重要      特性      是                 信道   间隔 

an   important property is signal-passage  gap 
h …   已经       能够    达到     通道  间隔 

already  able   reach passage  gap 
Table 2: Text preceding Channel Spacing 

The crucial observation we make here is that al-
though the words like 信道 (in row g) co-occurred 
with Channel Spacing only once, there are many 
co-occurrences of 信道and Channel in other candi-
date pairs, such as: 
… 而 不 是 语音 信道 (Speech Channel) 
… 块 平坦 衰落 信道 (Block Flat Fading Channel) 
… 信道 B (Channel B) 
… 光纤 信道 探针 (Fiber Channel Probes) 
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… 反向 信道 (Reverse Channel) 
… 基带 滤波 反向 信道 (Reverse Channel) 
Unlike previous approaches that rely solely on 

the preceding text of a single English term to de-
termine its translation, we treat the entire collection 
of candidate pairs as a partially parallel corpus and 
establish the correspondences between the words 
using a word alignment algorithm.  

At first glance, word alignment appears to be a 
more difficult problem than the extraction of par-
enthetical translations. Extraction of parenthetical 
translations need only determine the first pre-
parenthesis word aligned with an in-parenthesis 
word, whereas word alignment requires the respec-
tive linking of all such (pre,in)-parenthesis word 
pairs. However, by casting the problem as word 
alignment, we are able to generalize across in-
stances involving different in-parenthesis terms, 
giving us a larger number of, and more varied, ex-
ample contexts per word. 

For the examples in Table 2, the words频道
(channel), 波道 (wave passage), 信道 (signal pas-
sage), and 通道 (passage) are aligned with Channel, 
and the words间距(distance) and 间隔  (gap) are 
aligned with Spacing. Given these alignments, the 
left boundary of the translated Chinese term is 
simply the leftmost word that is linked to one of 
the English words.  

Our algorithm consists of two steps: 
Step 1 constructs a partially parallel corpus. This 

step takes as input a large collection of Chinese 
web pages and converts the sentences with pa-
rentheses containing English text into pairs of 
candidates. 

Step 2 uses an unsupervised algorithm to align 
English and Chinese and identify the term being 
translated according to the left-most aligned 
Chinese word. If no word alignments can be es-
tablished, the pair is not considered a translation. 

The next two sections present the details of each of 
the two steps. 

3 Constructing a Partially Parallel Corpus 

3.1 Filtering out non-translations 

The first step of our algorithm is to extract paren-
theticals and then filter out those that are not trans-
lations. This filtering is required as parenthetical 
translations represent only a small fraction of the 

usages for parentheses (see Sec. 5.1).  Table 3 
shows some example of parentheses that are not 
translations. 

The input to Step 1 is a collection of arbitrary 
web documents. We used the following criteria to 
identify candidate pairs: 

• The pre-parenthesis text (Tp) is predominantly in 
Chinese and the in-parenthesis text (Ti) is pre-
dominantly in English. 

• The concatenation of the digits in Tp must be 
identical to the concatenation of the digits in Ti. 
For example, rows a, b and c in Table 3 can be 
ruled out this way. 

• If Tp contains some text in English, the same text 
must also appear in Ti. This filters out row d. 

• Remove the pairs where Ti is part of anchor text. 
This rule is often applied to instances like row e 
where the file type tends to be inside a clickable 
link to a media file. 

• The punctuation characters in Tp must also ap-
pear in Ti, unless they are quotation marks. The 
example in row f  is ruled out because ‘/’ is not 
found in the pre-parenthesis text. 

 Examples with translations in 
italic 

Function of the in-
parenthesis text 

a 其数值通常在1.4~3.0之间 
(MacArthur, 1967) 
The range of its values is within 
1.4~3.0 (MacArthur, 1967)  

to provide citation 

b 越航北京/胡志明 (VN901 
15:20-22:30) 
Vietnam Airlines Beijing/Ho Chi 
Minh (VN901 15:20-22:30)  

flight information 

c 銷售台球桌（255-8FT） 
sale of pool table (255-8FT)  

product Id.  

d // 主程序 // void main  ( void  ) 
// main program // void 
main  (void )  

function declaration 

e 电影名称: 千年湖 (DVD) 
movie title: Thousand Year Lake 
(DVD) 

DVD is the file type 

f 水样 所 消耗 的 质量 ( g/L) 
mass consumed by water sample 
(g/L) 

measurement unit 

g 柔和保养面油 (Sensitive) 
gentle protective facial cream 
(Sensitive)  

to indicate the type 
of the cream  

h 美国九大搜索引擎评测第四章 
(Ask Jeeves) 
Evaluation of Nine Main Search 
Engines in the US: Chapter 4 
(Ask Jeeves) 

Chapter 4 is about 
Ask Jeeves 

Table 3: Other uses of parentheses 
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The instances in rows g and h cannot be eliminated 
by these simple rules, and are filtered only later, as 
we fail to discover a convincing word alignment. 

3.2  Constraining term boundaries 

Similar to (Cao et al. 2007), we segmented the pre-
parenthesis Chinese text and restrict the term 
boundary to be one of the segmentation bounda-
ries. Since parenthetical translations are mostly 
translation of terms, it makes sense to further con-
strain the left boundary of the Chinese side to be a 
term boundary. Determining what should be 
counted as a term is a difficult task and there are 
not yet well-accepted solutions (Sag et al, 2003).  

We compiled an approximate term vocabulary 
by taking the top 5 million most frequent Chinese 
queries as according to a fully anonymized collec-
tion of search engine query logs. 

Given a Chinese sentence, we first identify all 
(possibly overlapping) sequences of words in the 
sentence that match one of the top-5M queries. A 
matching sequence is called a maximal match if it 
is not properly contained in another matching se-
quence. We then define the potential boundary 
positions to be the boundaries of maximal matches 
or words that are not covered by any of the top-5M 
queries.  

3.3 Length-based trimming 

If there are numerous Chinese words preceding a 
pair of parentheses containing two English words, 
it is very unlikely for all but the right-most few 
Chinese words to be part of the translation of the 
English words. Including extremely long se-
quences as potential candidates introduces signifi-
cantly more noise and makes word alignment 
harder than necessary. We therefore trimmed the 
pre-parenthesis text with a length-based constraint. 
The cut-off point is the first (counting from right to 
left) potential boundary position (see Sec. 3.2) 
such that C ≥ 2 E + K, where C is the length of the 
Chinese text, E is the length of the English text in 
the parentheses and K is a constant (we used K=6 
in our experiments). The lengths C and E are 
measured in bytes, except when the English text is 
an abbreviation (in that case, E is multiplied by 5). 

4 Word Alignment 

Word alignment is a well-studied topic in Machine 
Translation with many algorithms having been 

proposed (Brown et al, 1993; Och and Ney 2003). 
We used a modified version of one of the simplest 
word alignment algorithms called Competitive 
Linking (Melamed, 2000). The algorithm assumes 
that there is a score associated with each pair of 
words in a bi-text. It sorts the word pairs in de-
scending order of their scores, selecting pairs based 
on the resultant order. A pair of words is linked if 
none of the two words were previously linked to 
any other words. The algorithm terminates when 
there are no more links to make. 

Tiedemann (2004) compared a variety of align-
ment algorithms and found Competitive Linking to 
have one of the highest precision scores. A disad-
vantage of Competitive Linking, however, is that 
the alignments are restricted word-to-word align-
ments, which implies that multi-word expressions 
can only be partially linked at best.  

4.1 Dealing with multi-word alignment 

We made a small change to Competitive Linking 
to allow consecutive sequence of words on one 
side to be linked to the same word on the other 
side. Specifically, instead of requiring both ei and fj 
to have no previous linkages, we only require that 
at least one of them be unlinked and that (suppose 
ei is unlinked and fj is linked to ek) none of the 
words between ei and ek be linked to any word 
other than fj.  

4.2 Link scoring 

We used φ2 (Gale and Church, 1991) as the link 
score in the modified competitive linking algo-
rithm, although there are many other possible 
choices for the link scores, such as χ2 (Zhang, S. 
Vogel. 2005), log-likelihood ratio (Dunning, 1993) 
and discriminatively trained weights (Taskar et al, 
2005). The φ2 statistics for a pair of words ei and fj 
is computed as 

( )
( )( )( )( )dcdbcaba

bcad

++++

!
=

2

2"  

where 
a is the number of sentence pairs containing both ei 

and fj; 
a+b is the number of sentence pairs containing ei; 
a+c is the number of sentence pairs containing  fj; 
d is the number of sentence pairs containing nei-

ther ei nor fj. 
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The φ2 score ranges from 0 to 1. We set a 
threshold at 0.001, below which the φ2 scores are 
treated as 0. 

4.3 Bias in the partially parallel corpus 

Since only the last few Chinese words in a candi-
date pair are expected to be translated, there should 
be a preference for linking the words towards the 
end of the Chinese text. One advantage of Com-
petitive Linking is that it is quite easy to introduce 
such preferences into the algorithm, by using the 
word positions to break ties of the φ2 scores when 
sorting the word pairs. 

4.4 Capturing syllable-level regularities 

Many of the parenthetical translations involve 
proper names, which are often transliterated ac-
cording to the sound. Word alignment algorithms 
have generally ignored syllable-level regularities in 
transliterated terms.  Consider again the Shapiro 
example in the introduction section. There are nu-
merous correct transliterations for the same Eng-
lish word, some of which are not very frequent. 
For example, the word 夏布洛happens to have a 
similar φ2 score with Shapiro as the word 流利 
(fluency), which is totally unrelated to Shapiro but 
happened to have the same co-occurrence statistics 
in the (partially) parallel corpus.  

Previous approaches to parenthetical translations 
relied on specialized algorithms to deal with trans-
literations (Cao et al, 2007; Jiang et al, 2007; Wu 
and Chang, 2007). They convert Chinese words 
into their phonetic representations (Pinyin) and use 
the known transliterations in a bilingual dictionary 
to train a transliteration model. 

We adopted a simpler approach that does not re-
quire any additional resources such as pronuncia-
tion dictionaries and bilingual dictionaries. In 
addition to computing the φ2 scores between 
words, we also compute the φ2 scores of prefixes 
and suffixes of Chinese and English words. For 
both languages, the prefix of a word is defined as 
the first three bytes of the word and the suffix is 
defined as the last three bytes. Since we used UTF-
8 encoding, the first and last three bytes of a Chi-
nese word, except in very rare cases, correspond to 
the first and last Chinese character of the word. 
Table 4 lists the English prefixes and suffixes that 
have the highest φ2 scores with the Chinese prefix
夏and suffix洛. 

 
Type Chinese English 
prefix 夏 sha, amo, cha, sum, haw, lav, lun, 

xia, xal, hnl, shy, eve, she, cfh, … 
suffix 洛 rlo, llo, ouh, low, ilo, owe, lol, lor, 

zlo, klo, gue, ude, vir, row, oro, olo, 
aro, ulo, ero, iro, rro, loh, lok, … 

Table 4: Example prefixes and suffixes with top φ2 

In our modified version of the competitive link-
ing algorithm, the link score of a pair of words is 
the sum of the φ2 scores of the words themselves, 
their prefixes and their suffixes.  

In addition to syllable-level correspondences in 
transliterations, the φ2 scores of prefixes and suf-
fixes can also capture correlations in morphologi-
cally composed words. For example, the Chinese 
prefix 三 (three) has a relatively high φ2 score with 
the English prefix tri. Such scores enable word 
alignments to be made that may otherwise be 
missed. Consider the following text snippet: 

...... 三  嗪 氟草胺 (triaziflam)  
The correct translation for triaziflam is三嗪氟草胺
.  However, the Chinese term is segmented as 三 + 
嗪 + 氟草胺. The association between三 (three) 
and triaziflam is very weak because 三is a very 
frequent word, whereas triaziflam is an extremely 
rare word. With the addition of the φ2 score be-
tween 三and tri, we were able to correctly estab-
lish the connection between triaziflam and 三. 

It turns out to be quite effective to assume pre-
fixes and suffixes of words consist of three bytes, 
despite its apparent simplicity. The benefit of φ2 
scores for prefixes and suffixes is not limited to 
morphemes that happen to be three bytes long.  For 
example, the English morpheme “du-” corresponds 
to the Chinese character 二 (two). Although the φ2 

between du and二 won’t be computed, we do find 
high φ2 scores between二 and due and between二 
and dua. The three letter prefixes account for many 
of the words with the du- prefix. 

5 Experimental Results 

We extracted from Chinese web pages about 1.58 
billion unique sentences with parentheses that con-
tain ASCII text. We removed duplicate sentences 
so that duplications of web documents will not 
skew the statistics. By applying the filtering algo-
rithm in Sec. 3.1, we constructed a partially paral-
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lel corpus with 126,612,447 candidate pairs 
(46,791,841 unique), which is about 8% of the 
number of sentences. Using the word alignment 
algorithm in Sec. 4, we extracted 26,753,972 trans-
lation pairs between 13,471,221 unique English 
terms and 11,577,206 unique Chinese terms. 

Parenthetical translations mined from the Web 
have mostly been evaluated by manual examina-
tion of a small sample of results (usually a few 
hundred entries) or in a Cross Lingual Information 
Retrieval setup. There does not yet exist a common 
evaluation data set.  

5.1 Evaluation with Wikipedia 
Our first evaluation is based on translations in 
Wikipedia, which contains far more terminology 
and proper names than bilingual dictionaries. We 
extracted the titles of Chinese and English Wikipe-
dia articles that are linked to each other and treated 
them as gold standard translations. There are 
79,714 such pairs. We removed the following 
types of pairs because they are not translations or 
are not terms: 
• Pairs with identical strings. For example, both 

English and Chinese versions have an entry ti-
tled “.ch”; 

• Pairs where the English term begins with a 
digit, e.g., “245”, “300 BC”, “1991 in film”; 

• Pairs where the English term matches the regu-
lar expression ‘List of .*’, e.g., “List of birds”, 
“List of cinemas in Hong Kong”; 

• Pairs where the Chinese title does not have any 
non-ASCII code. For example, the English en-
try “Syncfusion” is linked to “.NET Frame-
work” in the Chinese Wikipedia. 

The resulting data set contains 68,131 transla-
tion pairs between 62,581 Chinese terms and 
67,613 English terms. Only a small percentage of 
terms have more than one translation.  Whenever 
there is more than one translation, we randomly 
pick one as the answer key. 

For each Chinese and English word in the 
Wikipedia data, we first find whether there is a 
translation for the word in the extracted translation 
pairs. The Coverage of the Wikipedia data is 
measured by the percentage of words for which 
one or more translations are found. We then see 
whether our most frequent translation is an Exact 
Match of the answer key in the Wikipedia data.  
 
 

 
 Coverage Exact Match 
Full 70.8% 36.4% 
-term 67.1% 34.8% 
-pre-suffix 67.6% 34.4% 
IBM 67.6% 31.2% 
LDC 10.8% 4.8% 

Table 5: Chinese to English Results 
 

 
 Coverage Exact Match 
Full 59.6% 27.9% 
-term 59.6% 27.5% 
-pre-suffix 58.9% 27.4% 
IBM 52.4% 13.4% 
LDC 3.0% 1.4% 

Table 6: English to Chinese Results 
 

Table 5 and 6 show the Chinese-to-English and 
English-to-Chinese results for the following sys-
tems: 

Full refers to our system described in Sec. 3 
and 4; 

-term is the system without the use of query 
logs to restrict potential term boundary posi-
tions (Sec. 3.2); 

-pre-suffix is the system without using the φ2 
score of the prefixes and suffixes; 

IBM refers to a system where we substitute 
our word alignment algorithm with IBM 
Model 1 and Model 2 followed by the HMM 
alignment (Och and Ney 2003), which is a 
common configuration for the word align-
ment components in machine translations 
systems; 

LDC refers to the LDC2.0 English to Chinese 
bilingual dictionary with 161,117 translation 
pairs. 

It can be seen that the use of queries to constrain 
boundary positions and the addition of φ2 scores of 
prefixes/suffixes improve the percentage of Exact 
Match. The IBM Model tends to make many more 
alignments than Completive Linking. While this is 
often beneficial for machine translation systems, it 
is not very suitable for creating bilingual dictionar-
ies, where precision is of paramount importance. 
The LDC dictionary was manually compiled from 
diverse resources within LDC and (mostly) from 
the Internet. Its coverage of Wikipedia data is ex-
tremely low, compared to our method. 
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English Wikipedia 
Translation 

Parenthetical 
Translation 

Pumping lemma 泵引理 引理1 

Topic-prominent 
language 

话题优先语言 突出性语言1 

Yoido Full Gos-
pel Church 

汝矣岛纯福音教

会 
全备福音教会1 

First Bulgarian 
Empire 

第一保加利亚帝

国 
强大的保加利

亚帝国2 
Vespid 黄蜂 针对境内胡蜂2 
Ibrahim Rugova 易卜拉欣·鲁戈瓦 鲁戈瓦3 
Jerry West 杰里·韦斯特 威斯特3 
Nicky Butt 尼基·巴特 巴特3 
Benito Mussolini 贝尼托·墨索里尼 墨索里尼3 
Ecology of Hong 
Kong 

香港生态 本文介绍的* 

Paracetamol 对乙酰氨基酚 扑热息痛* 
Thermidor 热月 必杀* 
Udo 独活 乌多 
Public opinion 舆论 公众舆论 
Michael Bay 麦可·贝 迈克尔·贝 
Dagestan 达吉斯坦共和国 达吉斯坦 
Battle of Leyte 
Gulf 

莱特湾海战 莱伊特海湾战

役 
Glock 格洛克手枪 格洛克 
Ergonomics 人因工程学 工效学 
Frank Sinatra 法兰·仙纳杜拉 法兰克辛纳屈 
Zaragoza 萨拉戈萨省 萨拉戈萨 
Komodo 科莫多岛 科摩多岛 
Eli Vance 伊莱·万斯 伊莱‧凡斯博士 
Manitoba 缅尼托巴 曼尼托巴省 
Giant Bottlenose 
Whale 

阿氏贝喙鲸 巨瓶鼻鲸 

Exclusionary rule 证据排除法则 证据排除规则 
Computer worm 蠕虫病毒 计算机蠕虫 
Social network 社会性网络 社会网络 
Glasgow School 
of Art 

格拉斯哥艺术学

校 
格拉斯哥艺术

学院 
Dee Hock 狄伊·哈克 迪伊·霍克 
Bondage 绑缚 束缚 
The China Post 英文中国邮报 中国邮报 
Rachel 拉结 瑞秋 
John Nash 约翰·纳西 约翰·纳什 
Hattusa 哈图沙 哈图萨 
Bangladesh 孟加拉国 孟加拉 

Table 7: A random sample of non-exact-matches 
                                                             
1the extracted translation is too short 
2the extracted translation is too long 
3the extracted translation contains only the last name 
*the extracted term is completely wrong. 
  

 Note that Exact Match is a rather stringent crite-
rion. Table 7 shows a random sample of extracted 
parenthetical translations that failed the Exact 
Match test. Only a small percentage of them are 
genuine errors. We nonetheless adopted this meas-
ure because it has the advantage of automated 
evaluation and our goal is mainly to compare the 
relative performances. 

To determine the upper bound of the coverage 
of our web data, for each Wikipedia English term 
we searched within the total set of available paren-
thesized text fragments (our English candidate set 
before filtering as by Step 1).  We discovered 81% 
of the Wikipedia titles, which is approximately 
10% above the coverage of our final output. This 
indicates a minor loss of recall because of mistakes 
made in filtering (Sec. 3.1) and/or word alignment.  

5.2 Evaluation with term translation requests 

To evaluate the coverage of output produced by 
their method, Cao et al (2007) extracted English 
queries from the query log of a Chinese search en-
gine. They assume that the reason why users typed 
the English queries in a Chinese search box is 
mostly to find out their Chinese translations. Ex-
amining our own Chinese query logs, however, the 
most-frequent English queries appear to be naviga-
tional queries instead of translation requests. We 
therefore used the following regular expression to 
identify queries that are unambiguously translation 
requests: 
 /^[a-zA-Z ]* 的中文$/ 

where的中文means “’s Chinese”. This regular ex-
pression matched 1579 unique queries in the logs. 
We manually judged the translation for 200 of 
them. A small random sample of the 200 is shown 
in Table 8. The empty cells indicate that the Eng-
lish term is missing from our translation pairs. We 
use * to mark incorrect translations. When com-
pared with the sample queries in (Cao et al., 2007), 
the queries in our sample seem to contain more 
phrasal words and technical terminology. It is in-
teresting to see that even though parenthetical 
translations tend to be out-of-vocabulary words, as 
we have remarked in the introduction, the sheer 
size of the web means that occasionally transla-
tions of common words such as ‘use’ are some-
times included as well. 
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We compared our results with translations ob-
tained from Google and Yahoo’s translation serv-
ices. The numbers of correct translations for the 
random sample of 200 queries are as follows: 

Systems Google Yahoo! Mined Mined+G 
Correct 115 84 116 135 

Our system’s outputs (Mined) have the same 
accuracy as the Google Translate. Our outputs 
have results for 154 out of the 200 queries. The 46 
missing results are considered incorrect. If we 
combine our results with Google Translate by 
looking up Google results for missing entries, the 
accuracy increases from 56% to 68% (Mined+G). 
If we treat the LDC Chinese-English Dictionary 
2.0 as a translator, it only covers 20.5% of the 200 
queries.  

5.3 Evaluation with SMT 

The extracted translations may serve as training 
data for statistical machine translation systems. To 
evaluate their effectiveness for this purpose, we 
trained a baseline phrase-based SMT system 
(Koehn et al, 2003; Brants et al, 2007) with the 
FBIS Chinese-English parallel text (NIST, 2003). 
We then added the extracted translation pairs as 

additional parallel training corpus. This resulted in 
a 0.57 increase of BLEU score based on the test 
data in the 2006 NIST MT Evaluation Workshop. 

6 Related Work 

Nagata et al. (2001) made the first proposal to 
mine translations from the web. Their work was 
concentrated on terminologies, and assumed the 
English terms were given as input. Wu and Chang 
(2007), Kwok et al. (2005) also employed search 
engines and assumed the English term given as 
input, but their focus was on name transliteration. 
It is difficult to build a truly large-scale translation 
lexicon this way because the English terms them-
selves may be hard to come by.  

Cao et al. (2007), like us, used a 300GB collec-
tion of web documents as input. They used super-
vised learning to build models that deal with 
phonetic transliterations and semantic translations 
separately. Our work relies on unsupervised learn-
ing and does not make a distinction between trans-
lations and transliterations. Furthermore, we are 
able to extract two orders of magnitude more trans-
lations from than (Cao et al., 2007). 

7 Conclusion 

We presented a method to apply a word alignment 
algorithm on a partially parallel corpus to extract 
translation pairs from the web. Treating the transla-
tion extraction problem as a word alignment prob-
lem allowed us to generalize across instances 
involving different in-parenthesis terms. Our algo-
rithm extends Competitive Linking to deal with 
multi-word alignments and takes advantage of 
word-internal correspondences between transliter-
ated words or morphologically composed words. 
Finally, through our discussion of parallel Wikipe-
dia topic titles as a gold standard, we presented the 
first evaluation of such an extraction system that 
went beyond manual judgments on small sized 
samples. 
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buckingham palace 白金汉宫 
chinadaily 中国日报 
coo 首席运营官 
diammonium sulfate  
emilio pucci 埃米里奥·普奇 
finishing school 精修学校 
gloria 格洛丽亚 
horny 长角收割者* 
jam 詹姆 
lean six sigma 精益六西格玛 
meiosis 减数分裂 
near miss 迹近错失 
pachycephalosaurus 肿头龙 
pops 持久性有机污染物 
recreation vehicle 休闲露营车 
shanghai ethylene 
cracker complex  
stenonychosaurus 细爪龙 
theanine 茶氨酸 
use 使用 
with you all the time 回想和你在一起的日子里 

Table 8: A small sample of manually judged query 
translations 
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Abstract

In adding syntax to statistical MT, there is
a tradeoff between taking advantage of lin-
guistic analysis, versus allowing the model
to exploit linguistically unmotivated mappings
learned from parallel training data. A num-
ber of previous efforts have tackled this trade-
off by starting with a commitment to linguisti-
cally motivated analyses and then finding ap-
propriate ways to soften that commitment. We
present an approach that explores the trade-
off from the other direction, starting with a
context-free translation model learned directly
from aligned parallel text, and then adding soft
constituent-level constraints based on parses
of the source language. We obtain substantial
improvements in performance for translation
from Chinese and Arabic to English.

1 Introduction

The statistical revolution in machine translation, be-
ginning with (Brown et al., 1993) in the early 1990s,
replaced an earlier era of detailed language analy-
sis with automatic learning of shallow source-target
mappings from large parallel corpora. Over the last
several years, however, the pendulum has begun to
swing back in the other direction, with researchers
exploring a variety of statistical models that take ad-
vantage of source- and particularly target-language
syntactic analysis (e.g. (Cowan et al., 2006; Zoll-
mann and Venugopal, 2006; Marcu et al., 2006; Gal-
ley et al., 2006) and numerous others).

Chiang (2005) distinguishes statistical MT ap-
proaches that are “syntactic” in a formal sense, go-

ing beyond the finite-state underpinnings of phrase-
based models, from approaches that are syntactic
in a linguistic sense, i.e. taking advantage of a
priori language knowledge in the form of annota-
tions derived from human linguistic analysis or tree-
banking.1 The two forms of syntactic modeling are
doubly dissociable: current research frameworks in-
clude systems that are finite state but informed by
linguistic annotation prior to training (e.g., (Koehn
and Hoang, 2007; Birch et al., 2007; Hassan et al.,
2007)), and also include systems employing context-
free models trained on parallel text without benefit
of any prior linguistic analysis (e.g. (Chiang, 2005;
Chiang, 2007; Wu, 1997)). Over time, however,
there has been increasing movement in the direction
of systems that are syntactic in both the formal and
linguistic senses.

In any such system, there is a natural tension be-
tween taking advantage of the linguistic analysis,
versus allowing the model to use linguistically un-
motivated mappings learned from parallel training
data. The tradeoff often involves starting with a sys-
tem that exploits rich linguistic representations and
relaxing some part of it. For example, DeNeefe et
al. (2007) begin with a tree-to-string model, using
treebank-based target language analysis, and find it
useful to modify it in order to accommodate useful
“phrasal” chunks that are present in parallel train-
ing data but not licensed by linguistically motivated
parses of the target language. Similarly, Cowan et al.
(2006) focus on using syntactically rich representa-
tions of source and target parse trees, but they re-
sort to phrase-based translation for modifiers within

1See (Lopez, to appear) for a comprehensive survey.
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clauses. Finding the right way to balance linguistic
analysis with unconstrained data-driven modeling is
clearly a key challenge.

In this paper we address this challenge from a less
explored direction. Rather than starting with a sys-
tem based on linguistically motivated parse trees, we
begin with a model that is syntactic only in the for-
mal sense. We then introduce soft constraints that
take source-language parses into account to a lim-
ited extent. Introducing syntactic constraints in this
restricted way allows us to take maximal advantage
of what can be learned from parallel training data,
while effectively factoring in key aspects of linguis-
tically motivated analysis. As a result, we obtain
substantial improvements in performance for both
Chinese-English and Arabic-English translation.

In Section 2, we briefly review the Hiero statis-
tical MT framework (Chiang, 2005, 2007), upon
which this work builds, and we discuss Chiang’s ini-
tial effort to incorporate soft source-language con-
stituency constraints for Chinese-English transla-
tion. In Section 3, we suggest that an insufficiently
fine-grained view of constituency constraints was re-
sponsible for Chiang’s lack of strong results, and
introduce finer grained constraints into the model.
Section 4 demonstrates the the value of these con-
straints via substantial improvements in Chinese-
English translation performance, and extends the ap-
proach to Arabic-English. Section 5 discusses the
results, and Section 6 considers related work. Fi-
nally we conclude in Section 7 with a summary and
potential directions for future work.

2 Hierarchical Phrase-based Translation

2.1 Hiero

Hiero (Chiang, 2005; Chiang, 2007) is a hi-
erarchical phrase-based statistical MT framework
that generalizes phrase-based models by permit-
ting phrases with gaps. Formally, Hiero’s trans-
lation model is a weighted synchronous context-
free grammar. Hiero employs a generalization of
the standard non-hierarchical phrase extraction ap-
proach in order to acquire the synchronous rules
of the grammar directly from word-aligned paral-
lel text. Rules have the form X → 〈ē, f̄〉, where
ē and f̄ are phrases containing terminal symbols
(words) and possibly co-indexed instances of the

nonterminal symbol X.2 Associated with each rule
is a set of translation model features, φi(f̄ , ē); for
example, one intuitively natural feature of a rule is
the phrase translation (log-)probability φ(f̄ , ē) =
log p(ē|f̄) , directly analogous to the corresponding
feature in non-hierarchical phrase-based models like
Pharaoh (Koehn et al., 2003). In addition to this
phrase translation probability feature, Hiero’s fea-
ture set includes the inverse phrase translation prob-
ability log p(f̄ |ē), lexical weights lexwt(f̄ |ē) and
lexwt(ē|f̄), which are estimates of translation qual-
ity based on word-level correspondences (Koehn et
al., 2003), and a rule penalty allowing the model to
learn a preference for longer or shorter derivations;
see (Chiang, 2007) for details.

These features are combined using a log-linear
model, with each synchronous rule contributing

∑

i

λiφi(f̄ , ē) (1)

to the total log-probability of a derived hypothesis.
Each λi is a weight associated with feature φi, and
these weights are typically optimized using mini-
mum error rate training (Och, 2003).

2.2 Soft Syntactic Constraints

When looking at Hiero rules, which are acquired au-
tomatically by the model from parallel text, it is easy
to find many cases that seem to respect linguistically
motivated boundaries. For example,

X → 〈jingtian X1, X1 this year〉,

seems to capture the use of jingtian/this year as
a temporal modifier when building linguistic con-
stituents such as noun phrases (the election this
year) or verb phrases (voted in the primary this
year). However, it is important to observe that noth-
ing in the Hiero framework actually requires nonter-
minal symbols to cover linguistically sensible con-
stituents, and in practice they frequently do not.3

2This is slightly simplified: Chiang’s original formulation
of Hiero, which we use, has two nonterminal symbols, X and
S. The latter is used only in two special “glue” rules that permit
complete trees to be constructed via concatenation of subtrees
when there is no better way to combine them.

3For example, this rule could just as well be applied with X1

covering the “phrase” submitted and to produce non-constituent
substring submitted and this year in a hypothesis like The bud-
get was submitted and this year cuts are likely.
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Chiang (2005) conjectured that there might be
value in allowing the Hiero model to favor hy-
potheses for which the synchronous derivation re-
spects linguistically motivated source-language con-
stituency boundaries, as identified using a parser.
He tested this conjecture by adding a soft constraint
in the form of a “constituency feature”: if a syn-
chronous rule X → 〈ē, f̄〉 is used in a derivation,
and the span of f̄ is a constituent in the source-
language parse, then a term λc is added to the model
score in expression (1).4 Unlike a hard constraint,
which would simply prevent the application of rules
violating syntactic boundaries, using the feature to
introduce a soft constraint allows the model to boost
the “goodness” for a rule if it is constitent with the
source language constituency analysis, and to leave
its score unchanged otherwise. The weight λc, like
all other λi, is set via minimum error rate train-
ing, and that optimization process determines em-
pirically the extent to which the constituency feature
should be trusted.

Figure 1 illustrates the way the constituency fea-
ture worked, treating English as the source language
for the sake of readability. In this example, λc would
be added to the hypothesis score for any rule used in
the hypothesis whose source side spanned the minis-
ter, a speech, yesterday, gave a speech yesterday, or
the minister gave a speech yesterday. A rule trans-
lating, say, minister gave a as a unit would receive
no such boost.

Chiang tested the constituency feature for
Chinese-English translation, and obtained no signif-
icant improvement on the test set. The idea then
seems essentially to have been abandoned; it does
not appear in later discussions (Chiang, 2007).

3 Soft Syntactic Constraints, Revisited

On the face of it, there are any number of possi-
ble reasons Chiang’s (2005) soft constraint did not
work – including, for example, practical issues like
the quality of the Chinese parses.5 However, we fo-
cus here on two conceptual issues underlying his use
of source language syntactic constituents.

4Formally, φc(f̄ , ē) is defined as a binary feature, with
value 1 if f̄ spans a source constituent and 0 otherwise. In the
latter case λcφc(f̄ , ē) = 0 and the score in expression (1) is
unaffected.

5In fact, this turns out not to be the issue; see Section 4.

Figure 1: Illustration of Chiang’s (2005) syntactic con-
stituency feature, which does not distinguish among con-
stituent types.

First, the constituency feature treats all syntac-
tic constituent types equally, making no distinction
among them. For any given language pair, however,
there might be some source constituents that tend to
map naturally to the target language as units, and
others that do not (Fox, 2002; Eisner, 2003). More-
over, a parser may tend to be more accurate for some
constituents than for others.

Second, the Chiang (2005) constituency feature
gives a rule additional credit when the rule’s source
side overlaps exactly with a source-side syntactic
constituent. Logically, however, it might make sense
not just to give a rule X → 〈ē, f̄〉 extra credit when
f̄ matches a constituent, but to incur a cost when f̄

violates a constituent boundary. Using the example
in Figure 1, we might want to penalize hypotheses
containing rules where f̄ is the minister gave a (and
other cases, such as minister gave, minister gave a,
and so forth).6

These observations suggest a finer-grained ap-
proach to the constituency feature idea, retaining the
idea of soft constraints, but applying them using var-
ious soft-constraint constituency features. Our first
observation argues for distinguishing among con-
stituent types (NP, VP, etc.). Our second observa-
tion argues for distinguishing the benefit of match-

6This accomplishes coverage of the logically complete set of
possibilities, which include not only f̄ matching a constituent
exactly or crossing its boundaries, but also f̄ being properly
contained within the constituent span, properly containing it,
or being outside it entirely. Whenever these latter possibilities
occur, f̄ will exactly match or cross the boundaries of some
other constituent.
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ing constituents from the cost of crossing constituent
boundaries. We therefore define a space of new fea-
tures as the cross product

{CP, IP, NP, VP, . . .} × {=,+}.

where = and + signify matching and crossing bound-
aries, respectively. For example, φNP= would de-
note a binary feature that matches whenever the span
of f̄ exactly covers an NP in the source-side parse
tree, resulting in λNP= being added to the hypoth-
esis score (expression (1)). Similarly, φVP+ would
denote a binary feature that matches whenever the
span of f̄ crosses a VP boundary in the parse tree,
resulting in λVP+ being subtracted from the hypoth-
esis score.7 For readability from this point forward,
we will omit φ from the notation and refer to features
such as NP= (which one could read as “NP match”),
VP+ (which one could read as “VP crossing”), etc.

In addition to these individual features, we define
three more variants:

• For each constituent type, e.g. NP, we define
a feature NP_ that ties the weights of NP= and
NP+. If NP= matches a rule, the model score is
incremented by λNP_, and if NP+ matches, the
model score is decremented by the same quan-
tity.

• For each constituent type, e.g. NP, we define a
version of the model, NP2, in which NP= and
NP+ are both included as features, with sepa-
rate weights λNP= and λNP+.

• We define a set of “standard” linguistic labels
containing {CP, IP, NP, VP, PP, ADJP, ADVP,
QP, LCP, DNP} and excluding other labels such
as PRN (parentheses), FRAG (fragment), etc.8
We define feature XP= as the disjunction of
{CP=, IP=, . . ., DNP=}; i.e. its value equals 1
for a rule if the span of f̄ exactly covers a con-
stituent having any of the standard labels. The

7Formally, λVP+ simply contributes to the sum in expres-
sion (1), as with all features in the model, but weight optimiza-
tion using minimum error rate training should, and does, auto-
matically assign this feature a negative weight.

8We map SBAR and S labels in Arabic parses to CP and IP,
respectively, consistent with the Chinese parses. We map Chi-
nese DP labels to NP. DNP and LCP appear only in Chinese. We
ran no ADJP experiment in Chinese, because this label virtually
aways spans only one token in the Chinese parses.

definitions of XP+, XP_, and XP2 are analo-
gous.

• Similarly, since Chiang’s original constituency
feature can be viewed as a disjunctive “all-
labels=” feature, we also defined “all-labels+”,
“all-labels2”, and “all-labels_” analogously.

4 Experiments

We carried out MT experiments for translation
from Chinese to English and from Arabic to En-
glish, using a descendant of Chiang’s Hiero sys-
tem. Language models were built using the SRI
Language Modeling Toolkit (Stolcke, 2002) with
modified Kneser-Ney smoothing (Chen and Good-
man, 1998). Word-level alignments were obtained
using GIZA++ (Och and Ney, 2000). The base-
line model in both languages used the feature set
described in Section 2; for the Chinese baseline we
also included a rule-based number translation fea-
ture (Chiang, 2007).

In order to compute syntactic features, we an-
alyzed source sentences using state of the art,
tree-bank trained constituency parsers ((Huang et
al., 2008) for Chinese, and the Stanford parser
v.2007-08-19 for Arabic (Klein and Manning,
2003a; Klein and Manning, 2003b)). In addition
to the baseline condition, and baseline plus Chi-
ang’s (2005) original constituency feature, experi-
mental conditions augmented the baseline with ad-
ditional features as described in Section 3.

All models were optimized and tested using the
BLEU metric (Papineni et al., 2002) with the NIST-
implemented (“shortest”) effective reference length,
on lowercased, tokenized outputs/references. Sta-
tistical significance of difference from the baseline
BLEU score was measured by using paired boot-
strap re-sampling (Koehn, 2004).9

4.1 Chinese-English

For the Chinese-English translation experiments, we
trained the translation model on the corpora in Ta-
ble 1, totalling approximately 2.1 million sentence
pairs after GIZA++ filtering for length ratio. Chi-
nese text was segmented using the Stanford seg-
menter (Tseng et al., 2005).

9Whenever we use the word “significant”, we mean “statis-
tically significant” (at p < .05 unless specified otherwise).
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LDC ID Description

LDC2002E18 Xinhua Ch/Eng Par News V1 beta
LDC2003E07 Ch/En Treebank Par Corpus
LDC2005T10 Ch/En News Mag Par Txt (Sinorama)
LDC2003E14 FBIS Multilanguage Txts
LDC2005T06 Ch News Translation Txt Pt 1
LDC2004T08 HK Par Text (only HKNews)

Table 1: Training corpora for Chinese-English translation

We trained a 5-gram language model using the
English (target) side of the training set, pruning 4-
gram and 5-gram singletons. For minimum error
rate training and development we used the NIST
MTeval MT03 set.

Table 2 presents our results. We first evaluated
translation performance using the NIST MT06 (nist-
text) set. Like Chiang (2005), we find that the orig-
inal, undifferentiated constituency feature (Chiang-
05) introduces a negligible, statistically insignificant
improvement over the baseline. However, we find
that several of the finer-grained constraints (IP=,
VP=, VP+, QP+, and NP=) achieve statistically
significant improvements over baseline (up to .74
BLEU), and the latter three also improve signifi-
cantly on the undifferentiated constituency feature.
By combining multiple finer-grained syntactic fea-
tures, we obtain significant improvements of up to
1.65 BLEU points (NP_, VP2, IP2, all-labels_, and
XP+).

We also obtained further gains using combina-
tions of features that had performed well; e.g., con-
dition IP2.VP2.NP_ augments the baseline features
with IP2 and VP2 (i.e. IP=, IP+, VP= and VP+),
and NP_ (tying weights of NP= and NP+; see Sec-
tion 3). Since component features in those combi-
nations were informed by individual-feature perfor-
mance on the test set, we tested the best perform-
ing conditions from MT06 on a new test set, NIST
MT08. NP= and VP+ yielded significant improve-
ments of up to 1.53 BLEU. Combination conditions
replicated the pattern of results from MT06, includ-
ing the same increasing order of gains, with im-
provements up to 1.11 BLEU.

4.2 Arabic-English

For Arabic-English translation, we used the train-
ing corpora in Table 3, approximately 100,000 sen-

Chinese MT06 MT08

Baseline .2624 .2064
Chiang-05 .2634 .2065
PP= .2607
DNP+ .2621
CP+ .2622
AP+ .2633
AP= .2634
DNP= .2640
IP+ .2643
PP+ .2644
LCP= .2649
LCP+ .2654
CP= .2657
NP+ .2662
QP= .2674^+ .2071
IP= .2680*+ .2061
VP= .2683* .2072
VP+ .2693**++ .2109*+
QP+ .2694**++ .2091
NP= .2698**++ .2217**++
Multiple / conflated features:
QP2 .2614
NP2 .2621
XP= .2630
XP2 .2633
all-labels+ .2633
VP_ .2637
QP_ .2641
NP.VP.IP=.QP.VP+ .2646
IP_ .2647
IP2+VP2 .2649
all-labels2 .2673*- .2070
NP_ .2690**++ .2101^+
IP2.VP2.NP_ .2699**++ .2105*+
VP2 .2722**++ .2123**++
all-labels_ .2731**++ .2125*++
IP2 .2750**++ .2132**+
XP+ .2789**++ .2175**++

Table 2: Chinese-English results. *: Significantly better
than baseline (p < .05). **: Significantly better than
baseline (p < .01). ^: Almost significantly better than
baseline (p < .075). +: Significantly better than Chiang-
05 (p < .05). ++: Significantly better than Chiang-05
(p < .01). -: Almost significantly better than Chiang-05
(p < .075).
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LDC ID Description

LDC2004T17 Ar News Trans Txt Pt 1
LDC2004T18 Ar/En Par News Pt 1
LDC2005E46 Ar/En Treebank En Translation
LDC2004E72 eTIRR Ar/En News Txt

Table 3: Training corpora for Arabic-English translation

tence pairs after GIZA++ length-ratio filtering. We
trained a trigram language model using the English
side of this training set, plus the English Gigaword
v2 AFP and Gigaword v1 Xinhua corpora. Devel-
opment and minimum error rate training were done
using the NIST MT02 set.

Table 4 presents our results. We first tested on
on the NIST MT03 and MT06 (nist-text) sets. On
MT03, the original, undifferentiated constituency
feature did not improve over baseline. Two individ-
ual finer-grained features (PP+ and AdvP=) yielded
statistically significant gains up to .42 BLEU points,
and feature combinations AP2, XP2 and all-labels2
yielded significant gains up to 1.03 BLEU points.
XP2 and all-labels2 also improved significantly on
the undifferentiated constituency feature, by .72 and
1.11 BLEU points, respectively.

For MT06, Chiang’s original feature improved the
baseline significantly — this is a new result using
his feature, since he did not experiment with Ara-
bic — as did our our IP=, PP=, and VP= condi-
tions. Adding individual features PP+ and AdvP=
yielded significant improvements up to 1.4 BLEU
points over baseline, and in fact the improvement for
individual feature AdvP= over Chiang’s undifferen-
tiated constituency feature approaches significance
(p < .075).

More important, several conditions combining
features achieved statistically significant improve-
ments over baseline of up 1.94 BLEU points: XP2,
IP2, IP, VP=.PP+.AdvP=, AP2, PP+.AdvP=, and
AdvP2. Of these, AdvP2 is also a significant im-
provement over the undifferentiated constituency
feature (Chiang-05), with p < .01. As we did
for Chinese, we tested the best-performing models
on a new test set, NIST MT08. Consistent patterns
reappeared: improvements over the baseline up to
1.69 BLEU (p < .01), with AdvP2 again in the
lead (also outperforming the undifferentiated con-
stituency feature, p < .05).

Arabic MT03 MT06 MT08

Baseline .4795 .3571 .3571
Chiang-05 .4787 .3679** .3678**

VP+ .4802 .3481
AP+ .4856 .3495
IP+ .4818 .3516
CP= .4815 .3523
NP= .4847 .3537
NP+ .4800 .3548
AP= .4797 .3569
AdvP+ .4852 .3572
CP+ .4758 .3578
IP= .4811 .3636** .3647**
PP= .4801 .3651** .3662**
VP= .4803 .3655** .3694**
PP+ .4837** .3707** .3700**
AdvP= .4823** .3711**- .3717**
Multiple / conflated features:
XP+ .4771 .3522
all-labels2 .4898**+ .3536 .3572
all-labels_ .4828 .3548
VP2 .4826 .3552
NP2 .4832 .3561
AdvP.VP.PP.IP= .4826 .3571
VP_ .4825 .3604
all-labels+ .4825 .3600
XP2 .4859**+ .3605^ .3613**
IP2 .4793 .3611* .3593
IP_ .4791 .3635* .3648**
XP= .4808 .3659** .3704**+
VP=.PP+.AdvP= .4833** .3677** .3718**
AP2 .4840** .3692** .3719**
PP+.AdvP= .4777 .3708** .3680**
AdvP2 .4803 .3765**++ .3740**+

Table 4: Arabic-English Experiments. Results are
sorted by MT06 BLEU score. *: Better than baseline
(p < .05). **: Better than baseline (p < .01). +: Bet-
ter than Chiang-05 (p < .05). ++: Better than Chiang-05
(p < .01). -: Almost significantly better than Chiang-05
(p < .075)
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5 Discussion

The results in Section 4 demonstrate, to our knowl-
edge for the first time, that significant and sometimes
substantial gains over baseline can be obtained by
incorporating soft syntactic constraints into Hiero’s
translation model. Within language, we also see
considerable consistency across multiple test sets, in
terms of which constraints tend to help most.

Furthermore, our results provide some insight into
why the original approach may have failed to yield a
positive outcome. For Chinese, we found that when
we defined finer-grained versions of the exact-match
features, there was value for some constituency
types in biasing the model to favor matching the
source language parse. Moreover, we found that
there was significant value in allowing the model
to be sensitive to violations (crossing boundaries)
of source parses. These results confirm that parser
quality was not the limitation in the original work
(or at least not the only limitation), since in our ex-
periments the parser was held constant.

Looking at combinations of new features, some
“double-feature” combinations (VP2, IP2) achieved
large gains, although note that more is not neces-
sarily better: combinations of more features did not
yield better scores, and some did not yield any gain
at all. No conflated feature reached significance, but
it is not the case that all conflated features are worse
than their same-constituent “double-feature” coun-
terparts. We found no simple correlation between
finer-grained feature scores (and/or boundary con-
dition type) and combination or conflation scores.
Since some combinations seem to cancel individ-
ual contributions, we can conclude that the higher
the number of participant features (of the kinds de-
scribed here), the more likely a cancellation effect is;
therefore, a “double-feature” combination is more
likely to yield higher gains than a combination con-
taining more features.

We also investigated whether non-canonical lin-
guistic constituency labels such as PRN, FRAG,
UCP and VSB introduce “noise”, by means of the
XP features — the XP= feature is, in fact, simply the
undifferentiated constituency feature, but sensitive
only to “standard” XPs. Although performance of
XP=, XP2 and all-labels+ were similar to that of the
undifferentiated constituency feature, XP+ achieved

the highest gain. Intuitively, this seems plausible:
the feature says, at least for Chinese, that a transla-
tion hypothesis should incur a penalty if it is trans-
lating a substring as a unit when that substring is not
a canonical source constituent.

Having obtained positive results with Chinese, we
explored the extent to which the approach might
improve translation using a very different source
language. The approach on Arabic-English trans-
lation yielded large BLEU gains over baseline, as
well as significant improvements over the undiffer-
entiated constituency feature. Comparing the two
sets of experiments, we see that there are definitely
language-specific variations in the value of syntactic
constraints; for example, AdvP, the top performer in
Arabic, cannot possibly perform well for Chinese,
since in our parses the AdvP constituents rarely in-
clude more than a single word. At the same time,
some IP and VP variants seem to do generally well
in both languages. This makes sense, since — at
least for these language pairs and perhaps more gen-
erally — clauses and verb phrases seem to corre-
spond often on the source and target side. We found
it more surprising that no NP variant yielded much
gain in Arabic; this question will be taken up in fu-
ture work.

6 Related Work

Space limitations preclude a thorough review of
work attempting to navigate the tradeoff between us-
ing language analyzers and exploiting unconstrained
data-driven modeling, although the recent literature
is full of variety and promising approaches. We limit
ourselves here to several approaches that seem most
closely related.

Among approaches using parser-based syntactic
models, several researchers have attempted to re-
duce the strictness of syntactic constraints in or-
der to better exploit shallow correspondences in
parallel training data. Our introduction has al-
ready briefly noted Cowan et al. (2006), who relax
parse-tree-based alignment to permit alignment of
non-constituent subphrases on the source side, and
translate modifiers using a separate phrase-based
model, and DeNeefe et al. (2007), who modify
syntax-based extraction and binarize trees (follow-
ing (Wang et al., 2007b)) to improve phrasal cov-
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erage. Similarly, Marcu et al. (2006) relax their
syntax-based system by rewriting target-side parse
trees on the fly in order to avoid the loss of “non-
syntactifiable” phrase pairs. Setiawan et al. (2007)
employ a “function-word centered syntax-based ap-
proach”, with synchronous CFG and extended ITG
models for reordering phrases, and relax syntac-
tic constraints by only using a small number func-
tion words (approximated by high-frequency words)
to guide the phrase-order inversion. Zollman and
Venugopal (2006) start with a target language parser
and use it to provide constraints on the extraction of
hierarchical phrase pairs. Unlike Hiero, their trans-
lation model uses a full range of named nonterminal
symbols in the synchronous grammar. As an alter-
native way to relax strict parser-based constituency
requirements, they explore the use of phrases span-
ning generalized, categorial-style constituents in the
parse tree, e.g. type NP/NN denotes a phrase like
the great that lacks only a head noun (say, wall) in
order to comprise an NP.

In addition, various researchers have explored the
use of hard linguistic constraints on the source side,
e.g. via “chunking” noun phrases and translating
them separately (Owczarzak et al., 2006), or by per-
forming hard reorderings of source parse trees in
order to more closely approximate target-language
word order (Wang et al., 2007a; Collins et al., 2005).

Finally, another soft-constraint approach that can
also be viewed as coming from the data-driven side,
adding syntax, is taken by Riezler and Maxwell
(2006). They use LFG dependency trees on both
source and target sides, and relax syntactic con-
straints by adding a “fragment grammar” for un-
parsable chunks. They decode using Pharaoh, aug-
mented with their own log-linear features (such as
p(esnippet|fsnippet) and its converse), side by side to
“traditional” lexical weights. Riezler and Maxwell
(2006) do not achieve higher BLEU scores, but
do score better according to human grammaticality
judgments for in-coverage cases.

7 Conclusion

When hierarchical phrase-based translation was in-
troduced by Chiang (2005), it represented a new and
successful way to incorporate syntax into statistical
MT, allowing the model to exploit non-local depen-

dencies and lexically sensitive reordering without
requiring linguistically motivated parsing of either
the source or target language. An approach to incor-
porating parser-based constituents in the model was
explored briefly, treating syntactic constituency as a
soft constraint, with negative results.

In this paper, we returned to the idea of linguis-
tically motivated soft constraints, and we demon-
strated that they can, in fact, lead to substantial
improvements in translation performance when in-
tegrated into the Hiero framework. We accom-
plished this using constraints that not only dis-
tinguish among constituent types, but which also
distinguish between the benefit of matching the
source parse bracketing, versus the cost of us-
ing phrases that cross relevant bracketing bound-
aries. We demonstrated improvements for Chinese-
English translation, and succeed in obtaining sub-
stantial gains for Arabic-English translation, as well.

Our results contribute to a growing body of work
on combining monolingually based, linguistically
motivated syntactic analysis with translation mod-
els that are closely tied to observable parallel train-
ing data. Consistent with other researchers, we find
that “syntactic constituency” may be too coarse a no-
tion by itself; rather, there is value in taking a finer-
grained approach, and in allowing the model to de-
cide how far to trust each element of the syntactic
analysis as part of the system’s optimization process.
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Abstract

Word lattice decoding has proven useful in
spoken language translation; we argue that it
provides a compelling model for translation of
text genres, as well. We show that prior work
in translating lattices using finite state tech-
niques can be naturally extended to more ex-
pressive synchronous context-free grammar-
based models. Additionally, we resolve a
significant complication that non-linear word
lattice inputs introduce in reordering mod-
els. Our experiments evaluating the approach
demonstrate substantial gains for Chinese-
English and Arabic-English translation.

1 Introduction

When Brown and colleagues introduced statistical
machine translation in the early 1990s, their key in-
sight – harkening back to Weaver in the late 1940s –
was that translation could be viewed as an instance
of noisy channel modeling (Brown et al., 1990).
They introduced a now standard decomposition that
distinguishes modeling sentences in the target lan-
guage (language models) from modeling the rela-
tionship between source and target language (trans-
lation models). Today, virtually all statistical trans-
lation systems seek the best hypothesis e for a given
input f in the source language, according to

ê = arg max
e
Pr(e|f) (1)

An exception is the translation of speech recogni-
tion output, where the acoustic signal generally un-
derdetermines the choice of source word sequence
f . There, Bertoldi and others have recently found
that, rather than translating a single-best transcrip-
tion f , it is advantageous to allow the MT decoder to

consider all possibilities for f by encoding the alter-
natives compactly as a confusion network or lattice
(Bertoldi et al., 2007; Bertoldi and Federico, 2005;
Koehn et al., 2007).

Why, however, should this advantage be limited
to translation from spoken input? Even for text,
there are often multiple ways to derive a sequence
of words from the input string. Segmentation of
Chinese, decompounding in German, morpholog-
ical analysis for Arabic — across a wide range
of source languages, ambiguity in the input gives
rise to multiple possibilities for the source word se-
quence. Nonetheless, state-of-the-art systems com-
monly identify a single analysis f during a prepro-
cessing step, and decode according to the decision
rule in (1).

In this paper, we go beyond speech translation
by showing that lattice decoding can also yield im-
provements for text by preserving alternative anal-
yses of the input. In addition, we generalize lattice
decoding algorithmically, extending it for the first
time to hierarchical phrase-based translation (Chi-
ang, 2005; Chiang, 2007).

Formally, the approach we take can be thought of
as a “noisier channel”, where an observed signal o
gives rise to a set of source-language strings f ′ ∈
F(o) and we seek

ê = arg max
e

max
f ′∈F(o)

Pr(e, f ′|o) (2)

= arg max
e

max
f ′∈F(o)

Pr(e)Pr(f ′|e, o) (3)

= arg max
e

max
f ′∈F(o)

Pr(e)Pr(f ′|e)Pr(o|f ′).(4)

Following Och and Ney (2002), we use the maxi-
mum entropy framework (Berger et al., 1996) to di-
rectly model the posterior Pr(e, f ′|o) with parame-
ters tuned to minimize a loss function representing
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the quality only of the resulting translations. Thus,
we make use of the following general decision rule:

ê = arg max
e

max
f ′∈F(o)

M∑
m=1

λmφm(e, f ′, o) (5)

In principle, one could decode according to (2)
simply by enumerating and decoding each f ′ ∈
F(o); however, for any interestingly large F(o) this
will be impractical. We assume that for many in-
teresting cases of F(o), there will be identical sub-
strings that express the same content, and therefore
a lattice representation is appropriate.

In Section 2, we discuss decoding with this model
in general, and then show how two classes of trans-
lation models can easily be adapted for lattice trans-
lation; we achieve a unified treatment of finite-state
and hierarchical phrase-based models by treating
lattices as a subcase of weighted finite state au-
tomata (FSAs). In Section 3, we identify and solve
issues that arise with reordering in non-linear FSAs,
i.e. FSAs where every path does not pass through
every node. Section 4 presents two applications of
the noisier channel paradigm, demonstrating sub-
stantial performance gains in Arabic-English and
Chinese-English translation. In Section 5 we discuss
relevant prior work, and we conclude in Section 6.

2 Decoding

Most statistical machine translation systems model
translational equivalence using either finite state
transducers or synchronous context free grammars
(Lopez, to appear 2008). In this section we discuss
the issues associated with adapting decoders from
both classes of formalism to process word lattices.
The first decoder we present is a SCFG-based de-
coder similar to the one described in Chiang (2007).
The second is a phrase-based decoder implementing
the model of Koehn et al. (2003).

2.1 Word lattices

A word lattice G = 〈V,E〉 is a directed acyclic
graph that formally is a weighted finite state automa-
ton (FSA). We further stipulate that exactly one node
has no outgoing edges and is designated the ‘end
node’. Figure 1 illustrates three classes of word
lattices.

0

1x

2a

y

3
b
c

0 1

a

x

ε

2b 3
d
c

0 1a 2b 3c

Figure 1: Three examples of word lattices: (a) sentence,
(b) confusion network, and (c) non-linear word lattice.

A word lattice is useful for our purposes because
it permits any finite set of strings to be represented
and allows for substrings common to multiple mem-
bers of the set to be represented with a single piece
of structure. Additionally, all paths from one node to
another form an equivalence class representing, in
our model, alternative expressions of the same un-
derlying communicative intent.

For translation, we will find it useful to encode
G in a chart based on a topological ordering of the
nodes, as described by Cheppalier et al. (1999). The
nodes in the lattices shown in Figure 1 are labeled
according to an appropriate numbering.

The chart-representation of the graph is a triple of
2-dimensional matrices 〈F,p,R〉, which can be con-
structed from the numbered graph. Fi,j is the word
label of the jth transition leaving node i. The cor-
responding transition cost is pi,j . Ri,j is the node
number of the node on the right side of the jth tran-
sition leaving node i. Note that Ri,j > i for all i, j.
Table 1 shows the word lattice from Figure 1 repre-
sented in matrix form as 〈F,p,R〉.

0 1 2

a 1 1 b 1 2 c 1 3
a 1

3
1 b 1 2 c 1

2
3

x 1
3

1 d 1
2

3
ε 1

3
1

x 1
2

1 y 1 2 b 1
2

3
a 1

2
2 c 1

2
3

Table 1: Topologically ordered chart encoding of the
three lattices in Figure 1. Each cell ij in this table is a
triple 〈Fij ,pij ,Rij〉
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2.2 Parsing word lattices

Chiang (2005) introduced hierarchical phrase-based
translation models, which are formally based
on synchronous context-free grammars (SCFGs).
Translation proceeds by parsing the input using the
source language side of the grammar, simultane-
ously building a tree on the target language side via
the target side of the synchronized rules. Since de-
coding is equivalent to parsing, we begin by present-
ing a parser for word lattices, which is a generaliza-
tion of a CKY parser for lattices given in Cheppalier
et al. (1999).

Following Goodman (1999), we present our lat-
tice parser as a deductive proof system in Figure 2.
The parser consists of two kinds of items, the first
with the form [X → α • β, i, j] representing rules
that have yet to be completed and span node i to
node j. The other items have the form [X, i, j] and
indicate that non-terminal X spans [i, j]. As with
sentence parsing, the goal is a deduction that covers
the spans of the entire input lattice [S, 0, |V | − 1].

The three inference rules are: 1) match a terminal
symbol and move across one edge in the lattice 2)
move across an ε-edge without advancing the dot in
an incomplete rule 3) advance the dot across a non-
terminal symbol given appropriate antecedents.

2.3 From parsing to MT decoding

A target language model is necessary to generate flu-
ent output. To do so, the grammar is intersected with
an n-gram LM. To mitigate the effects of the combi-
natorial explosion of non-terminals the LM intersec-
tion entails, we use cube-pruning to only consider
the most promising expansions (Chiang, 2007).

2.4 Lattice translation with FSTs

A second important class of translation models in-
cludes those based formally on FSTs. We present a
description of the decoding process for a word lattice
using a representative FST model, the phrase-based
translation model described in Koehn et al. (2003).

Phrase-based models translate a foreign sentence
f into the target language e by breaking up f into
a sequence of phrases f

I
1, where each phrase f i can

contain one or more contiguous words and is trans-
lated into a target phrase ei of one or more contigu-
ous words. Each word in f must be translated ex-

actly once. To generalize this model to word lattices,
it is necessary to choose both a path through the lat-
tice and a partitioning of the sentence this induces
into a sequence of phrases f

I
1. Although the number

of source phrases in a word lattice can be exponen-
tial in the number of nodes, enumerating the possible
translations of every span in a lattice is in practice
tractable, as described by Bertoldi et al. (2007).

2.5 Decoding with phrase-based models
We adapted the Moses phrase-based decoder to
translate word lattices (Koehn et al., 2007). The
unmodified decoder builds a translation hypothesis
from left to right by selecting a range of untrans-
lated words and adding translations of this phrase to
the end of the hypothesis being extended. When no
untranslated words remain, the translation process is
complete.

The word lattice decoder works similarly, only
now the decoder keeps track not of the words that
have been covered, but of the nodes, given a topo-
logical ordering of the nodes. For example, assum-
ing the third lattice in Figure 1 is our input, if the
edge with word a is translated, this will cover two
untranslated nodes [0,1] in the coverage vector, even
though it is only a single word. As with sentence-
based decoding, a translation hypothesis is complete
when all nodes in the input lattice are covered.

2.6 Non-monotonicity and unreachable nodes
The changes described thus far are straightfor-
ward adaptations of the underlying phrase-based
sentence decoder; however, dealing properly with
non-monotonic decoding of word lattices introduces
some minor complexity that is worth mentioning. In
the sentence decoder, any translation of any span of
untranslated words is an allowable extension of a
partial translation hypothesis, provided that the cov-
erage vectors of the extension and the partial hypoth-
esis do not intersect. In a non-linear word lattice,
a further constraint must be enforced ensuring that
there is always a path from the starting node of the
translation extension’s source to the node represent-
ing the nearest right edge of the already-translated
material, as well as a path from the ending node of
the translation extension’s source to future translated
spans. Figure 3 illustrates the problem. If [0,1] is
translated, the decoder must not consider translating
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Axioms:

[X → •γ, i, i] : w
(X

w−→ 〈γ, α〉) ∈ G, i ∈ [0, |V | − 2]

Inference rules:
[X → α • Fj,kβ, i, j] : w

[X → αFj,k • β, i,Rj,k] : w × pj,k

[X → α • β, i, j] : w

[X → α • β, i,Rj,k] : w × pj,k

Fj,k = ε

[Z → α •Xβ, i, k] : w1 [X → γ•, k, j] : w2

[Z → αX • β, i, j] : w1 × w2

Goal state:
[S → γ•, 0, |V | − 1]

Figure 2: Word lattice parser for an unrestricted context free grammar G.

0

1a

2

3x

Figure 3: The span [0, 3] has one inconsistent covering,
[0, 1] + [2, 3].

[2,3] as a possible extension of this hypothesis since
there is no path from node 1 to node 2 and therefore
the span [1,2] would never be covered. In the parser
that forms the basis of the hierarchical decoder de-
scribed in Section 2.3, no such restriction is neces-
sary since grammar rules are processed in a strictly
left-to-right fashion without any skips.

3 Distortion in a non-linear word lattice

In both hierarchical and phrase-based models, the
distance between words in the source sentence is
used to limit where in the target sequence their trans-
lations will be generated. In phrase based transla-
tion, distortion is modeled explicitly. Models that
support non-monotonic decoding generally include
a distortion cost, such as |ai − bi−1 − 1| where ai is
the starting position of the foreign phrase f i and bi−1

is the ending position of phrase f i−1 (Koehn et al.,
2003). The intuition behind this model is that since
most translation is monotonic, the cost of skipping
ahead or back in the source should be proportional
to the number of words that are skipped. Addition-
ally, a maximum distortion limit is used to restrict

0 1a

2x

3b

y

4c

Figure 4: Distance-based distortion problem. What is the
distance between node 4 to node 0?

the size of the search space.
In linear word lattices, such as confusion net-

works, the distance metric used for the distortion
penalty and for distortion limits is well defined;
however, in a non-linear word lattice, it poses the
problem illustrated in Figure 4. Assuming the left-
to-right decoding strategy described in the previous
section, if c is generated by the first target word, the
distortion penalty associated with “skipping ahead”
should be either 3 or 2, depending on what path is
chosen to translate the span [0,3]. In large lattices,
where a single arc may span many nodes, the possi-
ble distances may vary quite substantially depending
on what path is ultimately taken, and handling this
properly therefore crucial.

Although hierarchical phrase-based models do
not model distortion explicitly, Chiang (2007) sug-
gests using a span length limit to restrict the win-
dow in which reordering can take place.1 The de-
coder enforces the constraint that a synchronous rule
learned from the training data (the only mechanism
by which reordering can be introduced) can span

1This is done to reduce the size of the search space and be-
cause hierarchical phrase-based translation models are inaccu-
rate models of long-distance distortion.
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Distance metric MT05 MT06
Difference 0.2943 0.2786
Difference+LexRO 0.2974 0.2890
ShortestP 0.2993 0.2865
ShortestP+LexRO 0.3072 0.2992

Table 2: Effect of distance metric on phrase-based model
performance.

maximally Λ words in f . Like the distortion cost
used in phrase-based systems, Λ is also poorly de-
fined for non-linear lattices.

Since we want a distance metric that will restrict
as few local reorderings as possible on any path,
we use a function ξ(a, b) returning the length of the
shortest path between nodes a and b. Since this func-
tion is not dependent on the exact path chosen, it can
be computed in advance of decoding using an all-
pairs shortest path algorithm (Cormen et al., 1989).

3.1 Experimental results

We tested the effect of the distance metric on trans-
lation quality using Chinese word segmentation lat-
tices (Section 4.1, below) using both a hierarchical
and phrase-based system modified to translate word
lattices. We compared the shortest-path distance
metric with a baseline which uses the difference in
node number as the distortion distance. For an ad-
ditional datapoint, we added a lexicalized reorder-
ing model that models the probability of each phrase
pair appearing in three different orientations (swap,
monotone, other) in the training corpus (Koehn et
al., 2005).

Table 2 summarizes the results of the phrase-
based systems. On both test sets, the shortest path
metric improved the BLEU scores. As expected,
the lexicalized reordering model improved transla-
tion quality over the baseline; however, the improve-
ment was more substantial in the model that used the
shortest-path distance metric (which was already a
higher baseline). Table 3 summarizes the results of
our experiment comparing the performance of two
distance metrics to determine whether a rule has ex-
ceeded the decoder’s span limit. The pattern is the
same, showing a clear increase in BLEU for the
shortest path metric over the baseline.

Distance metric MT05 MT06
Difference 0.3063 0.2957
ShortestP 0.3176 0.3043

Table 3: Effect of distance metric on hierarchical model
performance.

4 Exploiting Source Language Alternatives

Chinese word segmentation. A necessary first
step in translating Chinese using standard models
is segmenting the character stream into a sequence
of words. Word-lattice translation offers two possi-
ble improvements over the conventional approach.
First, a lattice may represent multiple alternative
segmentations of a sentence; input represented in
this way will be more robust to errors made by the
segmenter.2 Second, different segmentation granu-
larities may be more or less optimal for translating
different spans. By encoding alternatives in the in-
put in a word lattice, the decision as to which granu-
larity to use for a given span can be resolved during
decoding rather than when constructing the system.
Figure 5 illustrates a lattice based on three different
segmentations.

Arabic morphological variation. Arabic orthog-
raphy is problematic for lexical and phrase-based
MT approaches since a large class of functional el-
ements (prepositions, pronouns, tense markers, con-
junctions, definiteness markers) are attached to their
host stems. Thus, while the training data may pro-
vide good evidence for the translation of a partic-
ular stem by itself, the same stem may not be at-
tested when attached to a particular conjunction.
The general solution taken is to take the best pos-
sible morphological analysis of the text (it is of-
ten ambiguous whether a piece of a word is part
of the stem or merely a neighboring functional el-
ement), and then make a subset of the bound func-
tional elements in the language into freestanding to-
kens. Figure 6 illustrates the unsegmented Arabic
surface form as well as the morphological segmen-
tation variant we made use of. The limitation of this
approach is that as the amount and variety of train-
ing data increases, the optimal segmentation strat-
egy changes: more aggressive segmentation results

2The segmentation process is ambiguous, even for native
speakers of Chinese.
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Figure 5: Sample Chinese segmentation lattice using three segmentations.

in fewer OOV tokens, but automatic evaluation met-
rics indicate lower translation quality, presumably
because the smaller units are being translated less
idiomatically (Habash and Sadat, 2006). Lattices al-
low the decoder to make decisions about what gran-
ularity of segmentation to use subsententially.

4.1 Chinese Word Segmentation Experiments

In our experiments we used two state-of-the-art Chi-
nese word segmenters: one developed at Harbin
Institute of Technology (Zhao et al., 2001), and
one developed at Stanford University (Tseng et al.,
2005). In addition, we used a character-based seg-
mentation. In the remaining of this paper, we use cs
for character segmentation, hs for Harbin segmenta-
tion and ss for Stanford segmentation. We built two
types of lattices: one that combines the Harbin and
Stanford segmenters (hs+ss), and one which uses
all three segmentations (hs+ss+cs).

Data and Settings. The systems used in these
experiments were trained on the NIST MT06 Eval
corpus without the UN data (approximatively 950K
sentences). The corpus was analyzed with the three
segmentation schemes. For the systems using word
lattices, the training data contained the versions of
the corpus appropriate for the segmentation schemes
used in the input. That is, for the hs+ss condition,
the training data consisted of two copies of the cor-
pus: one segmented with the Harbin segmenter and
the other with the Stanford segmenter.3 A trigram
English language model with modified Kneser-Ney
smoothing (Kneser and Ney, 1995) was trained on
the English side of our training data as well as por-
tions of the Gigaword v2 English Corpus, and was
used for all experiments. The NIST MT03 test set
was used as a development set for optimizing the in-
terpolation weights using minimum error rate train-

3The corpora were word-aligned independently and then
concatenated for rule extraction.

ing (Och, 2003). The testing was done on the NIST
2005 and 2006 evaluation sets (MT05, MT06).

Experimental results: Word-lattices improve
translation quality. We used both a phrase-based
translation model, decoded using our modified ver-
sion of Moses (Koehn et al., 2007), and a hierarchi-
cal phrase-based translation model, using our modi-
fied version of Hiero (Chiang, 2005; Chiang, 2007).
These two translation model types illustrate the ap-
plicability of the theoretical contributions presented
in Section 2 and Section 3.

We observed that the coverage of named entities
(NEs) in our baseline systems was rather poor. Since
names in Chinese can be composed of relatively
long strings of characters that cannot be translated
individually, when generating the segmentation lat-
tices that included cs arcs, we avoided segmenting
NEs of type PERSON, as identified using a Chinese
NE tagger (Florian et al., 2004).

The results are summarized in Table 4. We see
that using word lattices improves BLEU scores both
in the phrase-based model and hierarchical model as
compared to the single-best segmentation approach.
All results using our word-lattice decoding for the
hierarchical models (hs+ss and hs+ss+cs) are sig-
nificantly better than the best segmentation (ss).4

For the phrase-based model, we obtain significant
gains using our word-lattice decoder using all three
segmentations on MT05. The other results, while
better than the best segmentation (hs) by at least
0.3 BLEU points, are not statistically significant.
Even if the results are not statistically significant
for MT06, there is a high decrease in OOV items
when using word-lattices. For example, for MT06
the number of OOVs in the hs translation is 484.

4Significance testing was carried out using the bootstrap re-
sampling technique advocated by Koehn (2004). Unless other-
wise noted, all reported improvements are signficant at at least
p < 0.05.
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surface wxlAl ftrp AlSyf kAn mEZm AlDjyj AlAElAmy m&ydA llEmAd .
segmented w- xlAl ftrp Al- Syf kAn mEZm Al- Djyj Al- AElAmy m&ydA l- Al- EmAd .
(English) During the summer period , most media buzz was supportive of the general .

Figure 6: Example of Arabic morphological segmentation.

The number of OOVs decreased by 19% for hs+ss
and by 75% for hs+ss+cs. As mentioned in Section
3, using lexical reordering for word-lattices further
improves the translation quality.

4.2 Arabic Morphology Experiments
We created lattices from an unsegmented version of
the Arabic test data and generated alternative arcs
where clitics as well as the definiteness marker and
the future tense marker were segmented into tokens.
We used the Buckwalter morphological analyzer and
disambiguated the analysis using a simple unigram
model trained on the Penn Arabic Treebank.

Data and Settings. For these experiments we
made use of the entire NIST MT08 training data,
although for training of the system, we used a sub-
sampling method proposed by Kishore Papineni that
aims to include training sentences containing n-
grams in the test data (personal communication).
For all systems, we used a 5-gram English LM
trained on 250M words of English training data.
The NIST MT03 test set was used as development
set for optimizing the interpolation weights using
MER training (Och, 2003). Evaluation was car-
ried out on the NIST 2005 and 2006 evaluation sets
(MT05, MT06).

Experimental results: Word-lattices improve
translation quality. Results are presented in Table
5. Using word-lattices to combine the surface forms
with morphologically segmented forms significantly
improves BLEU scores both in the phrase-based and
hierarchical models.

5 Prior work

Lattice Translation. The ‘noisier channel’ model
of machine translation has been widely used in spo-
ken language translation as an alternative to select-
ing the single-best hypothesis from an ASR system
and translating it (Ney, 1999; Casacuberta et al.,
2004; Zhang et al., 2005; Saleem et al., 2005; Ma-
tusov et al., 2005; Bertoldi et al., 2007; Mathias,
2007). Several authors (e.g. Saleem et al. (2005)

and Bertoldi et al. (2007)) comment directly on
the impracticality of using n-best lists to translate
speech.

Although translation is fundamentally a non-
monotonic relationship between most language
pairs, reordering has tended to be a secondary con-
cern to the researchers who have worked on lattice
translation. Matusov et al. (2005) decodes monoton-
ically and then uses a finite state reordering model
on the single-best translation, along the lines of
Bangalore and Riccardi (2000). Mathias (2007)
and Saleem et al. (2004) only report results of
monotonic decoding for the systems they describe.
Bertoldi et al. (2007) solve the problem by requiring
that their input be in the format of a confusion net-
work, which enables the standard distortion penalty
to be used. Finally, the system described by Zhang
et al. (2005) uses IBM Model 4 features to translate
lattices. For the distortion model, they use the maxi-
mum probability value over all possible paths in the
lattice for each jump considered, which is similar
to the approach we have taken. Mathias and Byrne
(2006) build a phrase-based translation system as a
cascaded series of FSTs which can accept any input
FSA; however, the only reordering that is permitted
is the swapping of two adjacent phrases.

Applications of source lattices outside of the do-
main of spoken language translation have been far
more limited. Costa-jussà and Fonollosa (2007) take
steps in this direction by using lattices to encode
multiple reorderings of the source language. Dyer
(2007) uses confusion networks to encode mor-
phological alternatives in Czech-English translation,
and Xu et al. (2005) takes an approach very similar
to ours for Chinese-English translation and encodes
multiple word segmentations in a lattice, but which
is decoded with a conventionally trained translation
model and without a sophisticated reordering model.

The Arabic-English morphological segmentation
lattices are similar in spirit to backoff translation
models (Yang and Kirchhoff, 2006), which consider
alternative morphological segmentations and simpli-
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MT05 MT06
(Source Type) BLEU BLEU
cs 0.2833 0.2694
hs 0.2905 0.2835
ss 0.2894 0.2801
hs+ss 0.2938 0.2870
hs+ss+cs 0.2993 0.2865
hs+ss+cs.lexRo 0.3072 0.2992

MT05 MT06
(Source Type) BLEU BLEU
cs 0.2904 0.2821
hs 0.3008 0.2907
ss 0.3071 0.2964
hs+ss 0.3132 0.3006
hs+ss+cs 0.3176 0.3043

(a) Phrase-based model (b) Hierarchical model
Table 4: Chinese Word Segmentation Results

MT05 MT06
(Source Type) BLEU BLEU
surface 0.4682 0.3512
morph 0.5087 0.3841
morph+surface 0.5225 0.4008

MT05 MT06
(Source Type) BLEU BLEU
surface 0.5253 0.3991
morph 0.5377 0.4180
morph+surface 0.5453 0.4287

(a) Phrase-based model (b) Hierarchical model
Table 5: Arabic Morphology Results

fications of a surface token when the surface token
can not be translated.

Parsing and formal language theory. There has
been considerable work on parsing word lattices,
much of it for language modeling applications in
speech recognition (Ney, 1991; Cheppalier and Raj-
man, 1998). Additionally, Grune and Jacobs (2008)
refines an algorithm originally due to Bar-Hillel for
intersecting an arbitrary FSA (of which word lattices
are a subset) with a CFG. Klein and Manning (2001)
formalize parsing as a hypergraph search problem
and derive an O(n3) parser for lattices.

6 Conclusions

We have achieved substantial gains in translation
performance by decoding compact representations
of alternative source language analyses, rather than
single-best representations. Our results generalize
previous gains for lattice translation of spoken lan-
guage input, and we have further generalized the
approach by introducing an algorithm for lattice
decoding using a hierarchical phrase-based model.
Additionally, we have shown that although word
lattices complicate modeling of word reordering, a
simple heuristic offers good performance and en-
ables many standard distortion models to be used
directly with lattice input.
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Abstract

This paper proposes a novel method that ex-
ploits multiple resources to improve statisti-
cal machine translation (SMT) based para-
phrasing. In detail, a phrasal paraphrase ta-
ble and a feature function are derived from
each resource, which are then combined in a
log-linear SMT model for sentence-level para-
phrase generation. Experimental results show
that the SMT-based paraphrasing model can
be enhanced using multiple resources. The
phrase-level and sentence-level precision of
the generated paraphrases are above 60% and
55%, respectively. In addition, the contribu-
tion of each resource is evaluated, which indi-
cates that all the exploited resources are useful
for generating paraphrases of high quality.

1 Introduction

Paraphrases are alternative ways of conveying the
same meaning. Paraphrases are important in many
natural language processing (NLP) applications,
such as machine translation (MT), question an-
swering (QA), information extraction (IE), multi-
document summarization (MDS), and natural lan-
guage generation (NLG).

This paper addresses the problem of sentence-
level paraphrase generation, which aims at generat-
ing paraphrases for input sentences. An example of
sentence-level paraphrases can be seen below:

S1: The table was set up in the carriage shed.
S2: The table was laid under the cart-shed.
∗This research was finished while the first author worked as

an intern in Microsoft Research Asia.

Paraphrase generation can be viewed as monolin-
gual machine translation (Quirk et al., 2004), which
typically includes a translation model and a lan-
guage model. The translation model can be trained
using monolingual parallel corpora. However, ac-
quiring such corpora is not easy. Hence, data sparse-
ness is a key problem for the SMT-based paraphras-
ing. On the other hand, various methods have been
presented to extract phrasal paraphrases from dif-
ferent resources, which include thesauri, monolin-
gual corpora, bilingual corpora, and the web. How-
ever, little work has been focused on using the ex-
tracted phrasal paraphrases in sentence-level para-
phrase generation.

In this paper, we exploit multiple resources to
improve the SMT-based paraphrase generation. In
detail, six kinds of resources are utilized, includ-
ing: (1) an automatically constructed thesaurus, (2)
a monolingual parallel corpus from novels, (3) a
monolingual comparable corpus from news articles,
(4) a bilingual phrase table, (5) word definitions
from Encarta dictionary, and (6) a corpus of simi-
lar user queries. Among the resources, (1), (2), (3),
and (4) have been investigated by other researchers,
while (5) and (6) are first used in this paper. From
those resources, six phrasal paraphrase tables are ex-
tracted, which are then used in a log-linear SMT-
based paraphrasing model.

Both phrase-level and sentence-level evaluations
were carried out in the experiments. In the former
one, phrase substitutes occurring in the paraphrase
sentences were evaluated. While in the latter one,
the acceptability of the paraphrase sentences was
evaluated. Experimental results show that: (1) The
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SMT-based paraphrasing is enhanced using multiple
resources. The phrase-level and sentence-level pre-
cision of the generated paraphrases exceed 60% and
55%, respectively. (2) Although the contributions of
the resources differ a lot, all the resources are useful.
(3) The performance of the method varies greatly on
different test sets and it performs best on the test set
of news sentences, which are from the same source
as most of the training data.

The rest of the paper is organized as follows: Sec-
tion 2 reviews related work. Section 3 introduces the
log-linear model for paraphrase generation. Section
4 describes the phrasal paraphrase extraction from
different resources. Section 5 presents the parameter
estimation method. Section 6 shows the experiments
and results. Section 7 draws the conclusion.

2 Related Work

Paraphrases have been used in many NLP applica-
tions. In MT, Callison-Burch et al. (2006) utilized
paraphrases of unseen source phrases to alleviate
data sparseness. Kauchak and Barzilay (2006) used
paraphrases of the reference translations to improve
automatic MT evaluation. In QA, Lin and Pantel
(2001) and Ravichandran and Hovy (2002) para-
phrased the answer patterns to enhance the recall of
answer extraction. In IE, Shinyama et al. (2002)
automatically learned paraphrases of IE patterns to
reduce the cost of creating IE patterns by hand. In
MDS, McKeown et al. (2002) identified paraphrase
sentences across documents before generating sum-
marizations. In NLG, Iordanskaja et al. (1991) used
paraphrases to generate more varied and fluent texts.

Previous work has examined various resources for
acquiring paraphrases, including thesauri, monolin-
gual corpora, bilingual corpora, and the web. The-
sauri, such as WordNet, have been widely used
for extracting paraphrases. Some researchers ex-
tract synonyms as paraphrases (Kauchak and Barzi-
lay, 2006), while some others use looser defini-
tions, such as hypernyms and holonyms (Barzilay
and Elhadad, 1997). Besides, the automatically
constructed thesauri can also be used. Lin (1998)
constructed a thesaurus by automatically clustering
words based on context similarity.

Barzilay and McKeown (2001) used monolingual
parallel corpora for identifying paraphrases. They

exploited a corpus of multiple English translations
of the same source text written in a foreign language,
from which phrases in aligned sentences that appear
in similar contexts were extracted as paraphrases. In
addition, Finch et al. (2005) applied MT evalua-
tion methods (BLEU, NIST, WER and PER) to build
classifiers for paraphrase identification.

Monolingual parallel corpora are difficult to find,
especially in non-literature domains. Alternatively,
some researchers utilized monolingual compara-
ble corpora for paraphrase extraction. Different
news articles reporting on the same event are com-
monly used as monolingual comparable corpora,
from which both paraphrase patterns and phrasal
paraphrases can be derived (Shinyama et al., 2002;
Barzilay and Lee, 2003; Quirk et al., 2004).

Lin and Pantel (2001) learned paraphrases from
a parsed monolingual corpus based on an extended
distributional hypothesis, where if two paths in de-
pendency trees tend to occur in similar contexts it is
hypothesized that the meanings of the paths are simi-
lar. The monolingual corpus used in their work is not
necessarily parallel or comparable. Thus it is easy
to obtain. However, since this resource is used to
extract paraphrase patterns other than phrasal para-
phrases, we do not use it in this paper.

Bannard and Callison-Burch (2005) learned
phrasal paraphrases using bilingual parallel cor-
pora. The basic idea is that if two phrases are
aligned to the same translation in a foreign language,
they may be paraphrases. This method has been
demonstrated effective in extracting large volume of
phrasal paraphrases. Besides, Wu and Zhou (2003)
exploited bilingual corpora and translation informa-
tion in learning synonymous collocations.

In addition, some researchers extracted para-
phrases from the web. For example, Ravichandran
and Hovy (2002) retrieved paraphrase patterns from
the web using hand-crafted queries. Pasca and Di-
enes (2005) extracted sentence fragments occurring
in identical contexts as paraphrases from one bil-
lion web documents. Since web mining is rather
time consuming, we do not exploit the web to ex-
tract paraphrases in this paper.

So far, two kinds of methods have been pro-
posed for sentence-level paraphrase generation, i.e.,
the pattern-based and SMT-based methods. Auto-
matically learned patterns have been used in para-
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phrase generation. For example, Barzilay and Lee
(2003) applied multiple-sequence alignment (MSA)
to parallel news sentences and induced paraphras-
ing patterns for generating new sentences. Pang et
al. (2003) built finite state automata (FSA) from se-
mantically equivalent translation sets based on syn-
tactic alignment and used the FSAs in paraphrase
generation. The pattern-based methods can generate
complex paraphrases that usually involve syntactic
variation. However, the methods were demonstrated
to be of limited generality (Quirk et al., 2004).

Quirk et al. (2004) first recast paraphrase gener-
ation as monolingual SMT. They generated para-
phrases using a SMT system trained on parallel sen-
tences extracted from clustered news articles. In
addition, Madnani et al. (2007) also generated
sentence-level paraphrases based on a SMT model.
The advantage of the SMT-based method is that
it achieves better coverage than the pattern-based
method. The main difference between their methods
and ours is that they only used bilingual parallel cor-
pora as paraphrase resource, while we exploit and
combine multiple resources.

3 SMT-based Paraphrasing Model

The SMT-based paraphrasing model used by Quirk
et al. (2004) was the noisy channel model of Brown
et al. (1993), which identified the optimal paraphrase
T ∗ of a sentence S by finding:

T ∗ = arg max
T

{P (T |S)}

= arg max
T

{P (S|T )P (T )} (1)

In contrast, we adopt a log-linear model (Och
and Ney, 2002) in this work, since multiple para-
phrase tables can be easily combined in the log-
linear model. Specifically, feature functions are de-
rived from each paraphrase resource and then com-
bined with the language model feature1:

T ∗ = arg max
T

{
N∑

i=1

λTM ihTM i(T, S)+

λLMhLM (T, S)} (2)

where N is the number of paraphrase tables.
hTM i(T, S) is the feature function based on the i-
th paraphrase table PTi. hLM (T, S) is the language

1The reordering model is not considered in our model.

model feature. λTM i and λLM are the weights of
the feature functions. hTM i(T, S) is defined as:

hTM i(T, S) = log
Ki∏
k=1

Scorei(Tk, Sk) (3)

where Ki is the number of phrase substitutes from
S to T based on PTi. Tk in T and Sk in S are
phrasal paraphrases in PTi. Scorei(Tk, Sk) is the
paraphrase likelihood according to PTi

2. A 5-gram
language model is used, therefore:

hLM (T, S) = log
J∏

j=1

p(tj |tj−4, ..., tj−1) (4)

where J is the length of T , tj is the j-th word of T .

4 Exploiting Multiple Resources

This section describes the extraction of phrasal
paraphrases using various resources. Similar to
Pharaoh (Koehn, 2004), our decoder3 uses top 20
paraphrase options for each input phrase in the de-
fault setting. Therefore, we keep at most 20 para-
phrases for a phrase when extracting phrasal para-
phrases using each resource.

1 - Thesaurus: The thesaurus4 used in this work
was automatically constructed by Lin (1998). The
similarity of two words e1 and e2 was calculated
through the surrounding context words that have de-
pendency relations with the investigated words:

Sim(e1, e2)

=

P
(r,e)∈Tr(e1)∩Tr(e2)(I(e1, r, e) + I(e2, r, e))P

(r,e)∈Tr(e1) I(e1, r, e) +
P

(r,e)∈Tr(e2) I(e2, r, e)
(5)

where Tr(ei) denotes the set of words that have de-
pendency relation r with word ei. I(ei, r, e) is the
mutual information between ei, r and e.

For each word, we keep 20 most similar words as
paraphrases. In this way, we extract 502,305 pairs of
paraphrases. The paraphrasing score Score1(p1, p2)
used in Equation (3) is defined as the similarity
based on Equation (5).

2If none of the phrase substitutes from S to T is from PTi

(i.e., Ki = 0), we cannot compute hTM i(T, S) as in Equation
(3). In this case, we assign hTM i(T, S) a minimum value.

3The decoder used here is a re-implementation of Pharaoh.
4http://www.cs.ualberta.ca/ lindek/downloads.htm.
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2 - Monolingual parallel corpus: Following Barzi-
lay and McKeown (2001), we exploit a corpus
of multiple English translations of foreign nov-
els, which contains 25,804 parallel sentence pairs.
We find that most paraphrases extracted using the
method of Barzilay and McKeown (2001) are quite
short. Thus we employ a new approach for para-
phrase extraction. Specifically, we parse the sen-
tences with CollinsParser5 and extract the chunks
from the parsing results. Let S1 and S2 be a pair
of parallel sentences, p1 and p2 two chunks from S1

and S2, we compute the similarity of p1 and p2 as:
Sim(p1, p2) = αSimcontent(p1, p2)+

(1− α)Simcontext(p1, p2) (6)

where, Simcontent(p1, p2) is the content similarity,
which is the word overlapping rate of p1 and p2.
Simcontext(p1, p2) is the context similarity, which is
the word overlapping rate of the contexts of p1 and
p2

6. If the similarity of p1 and p2 exceeds a thresh-
old Th1, they are identified as paraphrases. We ex-
tract 18,698 pairs of phrasal paraphrases from this
resource. The paraphrasing score Score2(p1, p2) is
defined as the similarity in Equation (6). For the
paraphrases occurring more than once, we use their
maximum similarity as the paraphrasing score.

3 - Monolingual comparable corpus: Similar to
the methods in (Shinyama et al., 2002; Barzilay and
Lee, 2003), we construct a corpus of comparable
documents from a large corpus D of news articles.
The corpus D contains 612,549 news articles. Given
articles d1 and d2 from D, if their publication date
interval is less than 2 days and their similarity7 ex-
ceeds a threshold Th2, they are recognized as com-
parable documents. In this way, a corpus containing
5,672,864 pairs of comparable documents is con-
structed. From the comparable corpus, parallel sen-
tences are extracted. Let s1 and s2 be two sentences
from comparable documents d1 and d2, if their sim-
ilarity based on word overlapping rate is above a
threshold Th3, s1 and s2 are identified as parallel
sentences. In this way, 872,330 parallel sentence
pairs are extracted.

5http://people.csail.mit.edu/mcollins/code.html
6The context of a chunk is made up of 6 words around the

chunk, 3 to the left and 3 to the right.
7The similarity of two documents is computed using the vec-

tor space model and the word weights are based on tf·idf.

We run Giza++ (Och and Ney, 2000) on the paral-
lel sentences and then extract aligned phrases as de-
scribed in (Koehn, 2004). The generated paraphrase
table is pruned by keeping the top 20 paraphrases for
each phrase. After pruning, 100,621 pairs of para-
phrases are extracted. Given phrase p1 and its para-
phrase p2, we compute Score3(p1, p2) by relative
frequency (Koehn et al., 2003):

Score3(p1, p2) = p(p2|p1) =
count(p2, p1)P
p′ count(p′, p1)

(7)

People may wonder why we do not use the same
method on the monolingual parallel and comparable
corpora. This is mainly because the volumes of the
two corpora differ a lot. In detail, the monolingual
parallel corpus is fairly small, thus automatical word
alignment tool like Giza++ may not work well on
it. In contrast, the monolingual comparable corpus
is quite large, hence we cannot conduct the time-
consuming syntactic parsing on it as we do on the
monolingual parallel corpus.

4 - Bilingual phrase table: We first construct
a bilingual phrase table that contains 15,352,469
phrase pairs from an English-Chinese parallel cor-
pus. We extract paraphrases from the bilingual
phrase table and compute the paraphrasing score
of phrases p1 and p2 as in (Bannard and Callison-
Burch, 2005):

Score4(p1, p2) =
∑

f

p(f |p1)p(p2|f) (8)

where f denotes a Chinese translation of both p1 and
p2. p(f |p1) and p(p2|f) are the translation probabil-
ities provided by the bilingual phrase table. For each
phrase, the top 20 paraphrases are kept according
to the score in Equation (8). As a result, 3,177,600
pairs of phrasal paraphrases are extracted.

5 - Encarta dictionary definitions: Words and their
definitions can be regarded as paraphrases. Here
are some examples from Encarta dictionary: “hur-
ricane: severe storm”, “clever: intelligent”, “travel:
go on journey”. In this work, we extract words’ def-
initions from Encarta dictionary web pages8. If a
word has more than one definition, all of them are
extracted. Note that the words and definitions in the

8http://encarta.msn.com/encnet/features/dictionary/diction-
aryhome.aspx
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dictionary are lemmatized, but words in sentences
are usually inflected. Hence, we expand the word
- definition pairs by providing the inflected forms.
Here we use an inflection list and some rules for in-
flection. After expanding, 159,456 pairs of phrasal
paraphrases are extracted. Let < p1, p2 > be a word
- definition pair, the paraphrasing score is defined
according to the rank of p2 in all of p1’s definitions:

Score5(p1, p2) = γi−1 (9)

where γ is a constant (we empirically set γ = 0.9)
and i is the rank of p2 in p1’s definitions.

6 - Similar user queries: Clusters of similar user
queries have been used for query expansion and sug-
gestion (Gao et al., 2007). Since most queries are at
the phrase level, we exploit similar user queries as
phrasal paraphrases. In our experiment, we use the
corpus of clustered similar MSN queries constructed
by Gao et al. (2007). The similarity of two queries
p1 and p2 is computed as:

Sim(p1, p2) = βSimcontent(p1, p2)+
(1− β)Simclick−through(p1, p2) (10)

where Simcontent(p1, p2) is the content similarity,
which is computed as the word overlapping rate of
p1 and p2. Simclick−through(p1, p2) is the click
through similarity, which is the overlapping rate of
the user clicked documents for p1 and p2. For each
query q, we keep the top 20 similar queries, whose
similarity with q exceeds a threshold Th4. As a re-
sult, 395,284 pairs of paraphrases are extracted. The
score Score6(p1, p2) is defined as the similarity in
Equation (10).

7 - Self-paraphrase: In addition to the six resources
introduced above, a special paraphrase table is used,
which is made up of pairs of identical words. The
reason why this paraphrase table is necessary is that
a word should be allowed to keep unchanged in para-
phrasing. This is a difference between paraphras-
ing and MT, since all words should be translated in
MT. In our experiments, all the words that occur in
the six paraphrase table extracted above are gath-
ered to form the self-paraphrase table, which con-
tains 110,403 word pairs. The score Score7(p1, p2)
is set 1 for each identical word pair.

5 Parameter Estimation

The weights of the feature functions, namely λTM i

(i = 1, 2, ..., 7) and λLM , need estimation9. In MT,
the max-BLEU algorithm is widely used to estimate
parameters. However, it may not work in our case,
since it is more difficult to create a reference set of
paraphrases.

We propose a new technique to estimate parame-
ters in paraphrasing. The assumption is that, since a
SMT-based paraphrase is generated through phrase
substitution, we can measure the quality of a gener-
ated paraphrase by measuring its phrase substitutes.
Generally, the paraphrases containing more correct
phrase substitutes are judged as better paraphrases10.
We therefore present the phrase substitution error
rate (PSER) to score a generated paraphrase T :

PSER(T ) = ‖PS0(T )‖/‖PS(T )‖ (11)

where PS(T ) is the set of phrase substitutes in T
and PS0(T ) is the set of incorrect substitutes.

In practice, we keep top n paraphrases for each
sentence S. Thus we calculate the PSER for each
source sentence S as:

PSER(S) = ‖
n[

i=1

PS0(Ti)‖/‖
n[

i=1

PS(Ti)‖ (12)

where Ti is the i-th generated paraphrase of S.
Suppose there are N sentences in the develop-

ment set, the overall PSER is computed as:

PSER =

NX
j=1

PSER(Sj) (13)

where Sj is the j-th sentence in the development set.
Our development set contains 75 sentences (de-

scribed in detail in Section 6). For each sentence,
all possible phrase substitutes are extracted from the
six paraphrase tables above. The extracted phrase
substitutes are then manually labeled as “correct” or
“incorrect”. A phrase substitute is considered as cor-
rect only if the two phrases have the same meaning
in the given sentence and the sentence generated by

9Note that, we also use some other parameters when extract-
ing phrasal paraphrases from different resources, such as the
thresholds Th1, Th2, Th3, Th4, as well as α and β in Equa-
tion (6) and (10). These parameters are estimated using differ-
ent development sets from the investigated resources. We do
not describe the estimation of them due to space limitation.

10Paraphrasing a word to itself (based on the 7-th paraphrase
table above) is not regarded as a substitute.
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substituting the source phrase with the target phrase
remains grammatical. In decoding, the phrase sub-
stitutes are printed out and then the PSER is com-
puted based on the labeled data.

Using each set of parameters, we generate para-
phrases for the sentences in the development set
based on Equation (2). PSER is then computed as
in Equation (13). We use the gradient descent algo-
rithm (Press et al., 1992) to minimize PSER on the
development set and get the optimal parameters.

6 Experiments

To evaluate the performance of the method on dif-
ferent types of test data, we used three kinds of sen-
tences for testing, which were randomly extracted
from Google news, free online novels, and forums,
respectively. For each type, 50 sentences were ex-
tracted as test data and another 25 were extracted as
development data. For each test sentence, top 10 of
the generated paraphrases were kept for evaluation.

6.1 Phrase-level Evaluation
The phrase-level evaluation was carried out to in-
vestigate the contributions of the paraphrase tables.
For each test sentence, all possible phrase substitutes
were first extracted from the paraphrase tables and
manually labeled as “correct” or “incorrect”. Here,
the criterion for identifying paraphrases is the same
as that described in Section 5. Then, in the stage
of decoding, the phrase substitutes were printed out
and evaluated using the labeled data.

Two metrics were used here. The first is the
number of distinct correct substitutes (#DCS). Ob-
viously, the more distinct correct phrase substitutes
a paraphrase table can provide, the more valuable it
is. The second is the accuracy of the phrase substi-
tutes, which is computed as:

Accuracy =
#correct phrase substitutes

#all phrase substitutes
(14)

To evaluate the PTs learned from different re-
sources, we first used each PT (from 1 to 6) along
with PT-7 in decoding. The results are shown in Ta-
ble 1. It can be seen that PT-4 is the most useful, as
it provides the most correct substitutes and the ac-
curacy is the highest. We believe that it is because
PT-4 is much larger than the other PTs. Compared
with PT-4, the accuracies of the other PTs are fairly

PT combination #DCS Accuracy
1+7 178 14.61%
2+7 94 25.06%
3+7 202 18.35%
4+7 553 56.93%
5+7 231 20.48%
6+7 21 14.42%

Table 1: Contributions of the paraphrase tables.
PT-1: from the thesaurus; PT-2: from the monolingual
parallel corpus; PT-3: from the monolingual comparable
corpus; PT-4: from the bilingual parallel corpus; PT-5:
from the Encarta dictionary definitions; PT-6: from the
similar MSN user queries; PT-7: self-paraphrases.

low. This is because those PTs are smaller, thus they
can provide fewer correct phrase substitutes. As a
result, plenty of incorrect substitutes were included
in the top 10 generated paraphrases.

PT-6 provides the least correct phrase substitutes
and the accuracy is the lowest. There are several
reasons. First, many phrases in PT-6 are not real
phrases but only sets of keywords (e.g., “lottery re-
sults ny”), which may not appear in sentences. Sec-
ond, many words in this table have spelling mis-
takes (e.g., “widows vista”). Third, some phrase
pairs in PT-6 are not paraphrases but only “related
queries” (e.g., “back tattoo” vs. “butterfly tattoo”).
Fourth, many phrases of PT-6 contain proper names
or out-of-vocabulary words, which are difficult to be
matched. The accuracy based on PT-1 is also quite
low. We found that it is mainly because the phrase
pairs in PT-1 are automatically clustered, many of
which are merely “similar” words rather than syn-
onyms (e.g., “borrow” vs. “buy”).

Next, we try to find out whether it is necessary to
combine all PTs. Thus we conducted several runs,
each of which added the most useful PT from the
left ones. The results are shown in Table 2. We can
see that all the PTs are useful, as each PT provides
some new correct phrase substitutes and the accu-
racy increases when adding each PT except PT-1.

Since the PTs are extracted from different re-
sources, they have different contributions. Here we
only discuss the contributions of PT-5 and PT-6,
which are first used in paraphrasing in this paper.
PT-5 is useful for paraphrasing uncommon concepts
since it can “explain” concepts with their definitions.
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PT combination #DCS Accuracy
4+7 553 56.93%
4+5+7 581 58.97%
4+5+3+7 638 59.42%
4+5+3+2+7 649 60.15%
4+5+3+2+1+7 699 60.14%
4+5+3+2+1+6+7 711 60.16%

Table 2: Performances of different combinations of para-
phrase tables.

For instance, in the following test sentence S1, the
word “amnesia” is a relatively uncommon word, es-
pecially for the people using English as the second
language. Based on PT-5, S1 can be paraphrased
into T1, which is much easier to understand.

S1: I was suffering from amnesia.
T1: I was suffering from memory loss.

The disadvantage of PT-5 is that substituting
words with the definitions sometimes leads to gram-
matical errors. For instance, substituting “heat
shield” in the sentence S2 with “protective barrier
against heat” keeps the meaning unchanged. How-
ever, the paraphrased sentence T2 is ungrammatical.

S2: The U.S. space agency has been cautious
about heat shield damage.
T2: The U.S. space administration has been
cautious about protective barrier against heat
damage.

As previously mentioned, PT-6 is less effective
compared with the other PTs. However, it is use-
ful for paraphrasing some special phrases, such as
digital products, computer software, etc, since these
phrases often appear in user queries. For example,
S3 below can be paraphrased into T3 using PT-6.

S3: I have a canon powershot S230 that uses
CF memory cards.
T3: I have a canon digital camera S230 that
uses CF memory cards.

The phrase “canon powershot” can hardly be
paraphrased using the other PTs. It suggests that PT-
6 is useful for paraphrasing new emerging concepts
and expressions.

Test sentences Top-1 Top-5 Top-10
All 150 55.33% 45.20% 39.28%
50 from news 70.00% 62.00% 57.03%
50 from novel 56.00% 46.00% 37.42%
50 from forum 40.00% 27.60% 23.34%

Table 3: Top-n accuracy on different test sentences.

6.2 Sentence-level Evaluation

In this section, we evaluated the sentence-level qual-
ity of the generated paraphrases11. In detail, each
generated paraphrase was manually labeled as “ac-
ceptable” or “unacceptable”. Here, the criterion for
counting a sentence T as an acceptable paraphrase of
sentence S is that T is understandable and its mean-
ing is not evidently changed compared with S. For
example, for the sentence S4, T4 is an acceptable
paraphrase generated using our method.

S4: The strain on US forces of fighting in Iraq
and Afghanistan was exposed yesterday when
the Pentagon published a report showing that
the number of suicides among US troops is at
its highest level since the 1991 Gulf war.
T4: The pressure on US troops of fighting in
Iraq and Afghanistan was revealed yesterday
when the Pentagon released a report showing
that the amount of suicides among US forces
is at its top since the 1991 Gulf conflict.

We carried out sentence-level evaluation using the
top-1, top-5, and top-10 results of each test sentence.
The accuracy of the top-n results was computed as:

Accuracytop−n =
∑N

i=1 ni

N × n
(15)

where N is the number of test sentences. ni is the
number of acceptable paraphrases in the top-n para-
phrases of the i-th test sentence.

We computed the accuracy on the whole test set
(150 sentences) as well as on the three subsets, i.e.,
the 50 news sentences, 50 novel sentences, and 50
forum sentences. The results are shown in table 3.

It can be seen that the accuracy varies greatly on
different test sets. The accuracy on the news sen-
tences is the highest, while that on the forum sen-
tences is the lowest. There are several reasons. First,

11The evaluation was based on the paraphrasing results using
the combination of all seven PTs.
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the largest PT used in the experiments is extracted
using the bilingual parallel data, which are mostly
from news documents. Thus, the test set of news
sentences is more similar to the training data.

Second, the news sentences are formal while the
novel and forum sentences are less formal. Espe-
cially, some of the forum sentences contain spelling
mistakes and grammar mistakes.

Third, we find in the results that, most phrases
paraphrased in the novel and forum sentences are
commonly used phrases or words, such as “food”,
“good”, “find”, etc. These phrases are more dif-
ficult to paraphrase than the less common phrases,
since they usually have much more paraphrases in
the PTs. Therefore, it is more difficult to choose the
right paraphrase from all the candidates when con-
ducting sentence-level paraphrase generation.

Fourth, the forum sentences contain plenty of
words such as “board (means computer board)”,
“site (means web site)”, “mouse (means computer
mouse)”, etc. These words are polysemous and have
particular meanings in the domains of computer sci-
ence and internet. Our method performs poor when
paraphrasing these words since the domain of a con-
text sentence is hard to identify.

After observing the results, we find that there are
three types of errors: (1) syntactic errors: the gener-
ated sentences are ungrammatical. About 32% of the
unacceptable results are due to syntactic errors. (2)
semantic errors: the generated sentences are incom-
prehensible. Nearly 60% of the unacceptable para-
phrases have semantic errors. (3) non-paraphrase:
the generated sentences are well formed and com-
prehensible but are not paraphrases of the input sen-
tences. 8% of the unacceptable results are of this
type. We believe that many of the errors above can
be avoided by applying syntactic constraints and by
making better use of context information in decod-
ing, which is left as our future work.

7 Conclusion

This paper proposes a method that improves the
SMT-based sentence-level paraphrase generation
using phrasal paraphrases automatically extracted
from different resources. Our contribution is that
we combine multiple resources in the framework of
SMT for paraphrase generation, in which the dic-

tionary definitions and similar user queries are first
used as phrasal paraphrases. In addition, we analyze
and compare the contributions of different resources.

Experimental results indicate that although the
contributions of the exploited resources differ a lot,
they are all useful to sentence-level paraphrase gen-
eration. Especially, the dictionary definitions and
similar user queries are effective for paraphrasing
some certain types of phrases.

In the future work, we will try to use syntactic
and context constraints in paraphrase generation to
enhance the acceptability of the paraphrases. In ad-
dition, we will extract paraphrase patterns that con-
tain more structural variation and try to combine the
SMT-based and pattern-based systems for sentence-
level paraphrase generation.
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Abstract

This paper studies textual inference by inves-
tigating comma structures, which are highly
frequent elements whose major role in the ex-
traction of semantic relations has not been
hitherto recognized. We introduce the prob-
lem of comma resolution, defined as under-
standing the role of commas and extracting the
relations they imply. We show the importance
of the problem using examples from Tex-
tual Entailment tasks, and presentA Sentence
Transformation Rule Learner (ASTRL), a ma-
chine learning algorithm that uses a syntac-
tic analysis of the sentence to learn sentence
transformation rules that can then be used to
extract relations. We have manually annotated
a corpus identifying comma structures and re-
lations they entail and experimented with both
gold standard parses and parses created by a
leading statistical parser, obtaining F-scores of
80.2% and 70.4% respectively.

1 Introduction
Recognizing relations expressed in text sentences is
a major topic in NLP, fundamental in applications
such as Textual Entailment (or Inference), Question
Answering and Text Mining. In this paper we ad-
dress this issue from a novel perspective, that of un-
derstanding the role of the commas in a sentence,
which we argue is a key component in sentence
comprehension. Consider for example the following
three sentences:

1. Authorities have arrested John Smith, a retired
police officer.

2. Authorities have arrested John Smith, his friend
and his brother.

3. Authorities have arrested John Smith, a retired
police officer announced this morning.

Sentence (1) states that John Smith is a retired
police officer. The comma and surrounding sen-
tence structure represent the relation ‘IsA’. In (2),
the comma and surrounding structure signifies a list,
so the sentence states that three people were ar-
rested: (i) John Smith, (ii) his friend, and (iii) his
brother. In (3), a retired police officer announced
that John Smith has been arrested. Here, the comma
and surrounding sentence structure indicate clause
boundaries.

In all three sentences, the comma and the sur-
rounding sentence structure signify relations essen-
tial to comprehending the meaning of the sentence,
in a way that is not easily captured using lexical-
or even shallow parse-level information. As a hu-
man reader, we understand them easily, but auto-
mated systems for Information Retrieval, Question
Answering, and Textual Entailment are likely to en-
counter problems when comparing structures like
these, which are lexically similar, but whose mean-
ings are so different.

In this paper we present an algorithm forcomma
resolution, a task that we define to consist of (1) dis-
ambiguating comma type and (2) determining the
relations entailed from the sentence given the com-
mas’ interpretation. Specifically, in (1) we assign
each comma to one of five possible types, and in
(2) we generate a set of natural language sentences
that express the relations, if any, signified by each
comma structure. The algorithm uses information
extracted from parse trees. This work, in addition to
having immediate significance for natural language
processing systems that use semantic content, has
potential applications in improving a range of auto-
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mated analysis by decomposing complex sentences
into a set of simpler sentences that capture the same
meaning. Although there are many other widely-
used structures that express relations in a similar
way, commas are one of the most commonly used
symbols1. By addressing comma resolution, we of-
fer a promising first step toward resolving relations
in sentences.

To evaluate the algorithm, we have developed an-
notation guidelines, and manually annotated sen-
tences from the WSJ PennTreebank corpus. We
present a range of experiments showing the good
performance of the system, using gold-standard and
parser-generated parse trees.

In Section 2 we motivate comma resolution
through Textual Entailment examples. Section 3 de-
scribes related work. Sections 4 and 5 present our
corpus annotation and learning algorithm. Results
are given in Section 6.

2 Motivating Comma Resolution Through
Textual Entailment

Comma resolution involves not only comma dis-
ambiguation but also inference of the arguments
(and argument boundaries) of the relationship repre-
sented by the comma structure, and the relationships
holding between these arguments and the sentence
as a whole. To our knowledge, this is the first pa-
per that deals with this problem, so in this section
we motivate it in depth by showing its importance
to the semantic inference task of Textual Entailment
(TE) (Dagan et al., 2006), which is increasingly rec-
ognized as a crucial direction for improving a range
of NLP tasks such as information extraction, ques-
tion answering and summarization.

TE is the task of deciding whether the meaning
of a textT (usually a short snippet) can be inferred
from the meaning of another textS. If this is the
case, we say thatS entailsT . For example2, we say
that sentence (1) entails sentence (2):

1. S: Parviz Davudi was representing Iran at a
meeting of the Shanghai Co-operation Orga-
nization (SCO), the fledgling association that

1For example, the WSJ corpus has 49K sentences, among
which 32K with one comma or more, 17K with two or more,
and 7K with three or more.

2The examples of this section are variations of pairs taken
from the Pascal RTE3 (Dagan et al., 2006) dataset.

binds two former Soviet republics of central
Asia, Russia and China to fight terrorism.

2. T: SCO is the fledgling association that binds
several countries.

To see that (1) entails (2), one must understand
that the first comma structure in sentence (1) is an
apposition structure, and does not indicate the begin-
ning of a list. The second comma marks a boundary
between entities in a list. To make the correct infer-
ence one must determine that the second comma is a
list separator, not an apposition marker. Misclassify-
ing the second comma in (1) as an apposition leads
to the conclusion that (1) entails (3):

3. T: Russia and China are two former Soviet re-
publics of central Asia .

Note that even to an educated native speaker of
English, sentence1 may be initially confusing; dur-
ing the first reading, one might interpret the first
comma as indicating a list, and that ‘the Shanghai
Co-operation Organization’ and ‘the fledgling asso-
ciation that binds...’ are two separate entities that are
meeting, rather than two representations of the same
entity.

From these examples we draw the following con-
clusions: 1. Comma resolution is essential in com-
prehending natural language text. 2. Explicitly rep-
resenting relations derived from comma structures
can assist a wide range of NLP tasks; this can be
done by directly augmenting the lexical-level rep-
resentation, e.g., by bringing surface forms of two
text fragments with the same meaning closer to-
gether. 3. Comma structures might be highly am-
biguous, nested and overlapping, and consequently
their interpretation is a difficult task. The argument
boundaries of the corresponding extracted relations
are also not easy to detect.

The output of our system could be used to aug-
ment sentences with an explicit representation of en-
tailed relations that hold in them. In Textual Entail-
ment systems this can increase the likelihood of cor-
rect identification of entailed sentences, and in other
NLP systems it can help understanding the shallow
lexical/syntactic content of a sentence. A similar ap-
proach has been taken in (Bar-Haim et al., 2007; de
Salvo Braz et al., 2005), which augment the source
sentence with entailed relations.
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3 Related Work

Since we focus on extracting the relations repre-
sented by commas, there are two main strands of
research with similar goals: 1) systems that directly
analyze commas, whether labeling them with syn-
tactic information or correcting inappropriate use in
text; and 2) systems that extract relations from text,
typically by trying to identify paraphrases.

The significance of interpreting the role of com-
mas in sentences has already been identified by (van
Delden and Gomez, 2002; Bayraktar et al., 1998)
and others. A review of the first line of research is
given in (Say and Akman, 1997).

In (Bayraktar et al., 1998) the WSJ PennTreebank
corpus (Marcus et al., 1993) is analyzed and a very
detailed list of syntactic patterns that correspond to
different roles of commas is created. However, they
do not study the extraction of entailed relations as
a function of the comma’s interpretation. Further-
more, the syntactic patterns they identify are unlexi-
calized and would not support the level of semantic
relations that we show in this paper. Finally, theirs
is a manual process completely dependent on syn-
tactic patterns. While our comma resolution system
uses syntactic parse information as its main source
of features, the approach we have developed focuses
on theentailed relations, and does not limit imple-
mentations to using only syntactic information.

The most directly comparable prior work is that
of (van Delden and Gomez, 2002), who use fi-
nite state automata and a greedy algorithm to learn
comma syntactic roles. However, their approach dif-
fers from ours in a number of critical ways. First,
their comma annotation scheme does not identify
arguments of predicates, and therefore cannot be
used to extract complete relations. Second, for each
comma type they identify, a new Finite State Au-
tomaton must be hand-encoded; the learning com-
ponent of their work simply constrains which FSAs
that accept a given, comma containing, text span
may co-occur. Third, their corpus is preprocessed by
hand to identify specialized phrase types needed by
their FSAs; once our system has been trained, it can
be applied directly to raw text. Fourth, they exclude
from their analysis and evaluation any comma they
deem to have been incorrectly used in the source
text. We include all commas that are present in the

text in our annotation and evaluation.
There is a large body of NLP literature on punctu-

ation. Most of it, however, is concerned with aiding
syntactic analysis of sentences and with developing
comma checkers, much based on (Nunberg, 1990).

Pattern-based relation extraction methods (e.g.,
(Davidov and Rappoport, 2008; Davidov et al.,
2007; Banko et al., 2007; Pasca et al., 2006; Sekine,
2006)) could in theory be used to extract relations
represented by commas. However, the types of
patterns used in web-scale lexical approaches cur-
rently constrain discovered patterns to relatively
short spans of text, so will most likely fail on
structures whose arguments cover large spans (for
example, appositional clauses containing relative
clauses). Relation extraction approaches such as
(Roth and Yih, 2004; Roth and Yih, 2007; Hirano
et al., 2007; Culotta and Sorenson, 2004; Zelenko et
al., 2003) focus on relations between Named Enti-
ties; such approaches miss the more general apposi-
tion and list relations we recognize in this work, as
the arguments in these relations are not confined to
Named Entities.

Paraphrase Acquisition work such as that by (Lin
and Pantel, 2001; Pantel and Pennacchiotti, 2006;
Szpektor et al., 2004) is not constrained to named
entities, and by using dependency trees, avoids the
locality problems of lexical methods. However,
these approaches have so far achieved limited accu-
racy, and are therefore hard to use to augment exist-
ing NLP systems.

4 Corpus Annotation

For our corpus, we selected 1,000 sentences con-
taining at least one comma from the Penn Treebank
(Marcus et al., 1993) WSJ section 00, and manu-
ally annotated them with comma information3. This
annotated corpus served as both training and test
datasets (using cross-validation).

By studying a number of sentences from WSJ (not
among the 1,000 selected), we identified four signif-
icant types of relations expressed through commas:
SUBSTITUTE, ATTRIBUTE, LOCATION, and LIST.
Each of these types can in principle be expressed us-
ing more than a single comma. We define the notion

3The guidelines and annotations are available athttp://
L2R.cs.uiuc.edu/ ˜ cogcomp/data.php .
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of acomma structureas a set of one or more commas
that all relate to the same relation in the sentence.

SUBSTITUTE indicates anIS-A relation. An ex-
ample is ‘John Smith, a Renaissance artist, was fa-
mous’. By removing the relation expressed by the
commas, we can derive three sentences: ‘John Smith
is a Renaissance artist’, ‘John Smith was famous’,
and ‘a Renaissance artist was famous’. Note that in
theory, the third relation will not be valid: one exam-
ple is ‘The brothers, all honest men, testified at the
trial’, which does not entail ‘all honest men testified
at the trial’. However, we encountered no examples
of this kind in the corpus, and leave this refinement
to future work.

ATTRIBUTE indicates a relation where one argu-
ment describes an attribute of the other. For ex-
ample, from ‘John, who loved chocolate, ate with
gusto’, we can derive ‘John loved chocolate’ and
‘John ate with gusto’.

LOCATION indicates aLOCATED-IN relation. For
example, from ‘Chicago, Illinois saw some heavy
snow today’ we can derive ‘Chicago is located in
Illinois’ and ‘Chicago saw some heavy snow today’.

LIST indicates that some predicate or property
is applied to multiple entities. In our annotation,
the list does not generate explicit relations; instead,
the boundaries of the units comprising the list are
marked so that they can be treated as a single unit,
and are considered to be related by the single rela-
tion ‘GROUP’. For example, the derivation of ‘John,
James and Kelly all left last week’ is written as
‘[John, James, and Kelly] [all left last week]’.

Any commas not fitting one of the descriptions
above are designated asOTHER. This does not in-
dicate that the comma signifies no relations, only
that it does not signify a relation of interest in this
work (future work will address relations currently
subsumed by this category). Analysis of120 OTHER

commas show that approximately half signify clause
boundaries, which may occur when sentence con-
stituents are reordered for emphasis, but may also
encode implicit temporal, conditional, and other re-
lation types (for example, ‘Opening the drawer, he
found the gun.’). The remainder comprises mainly
coordination structures (for example, ‘Although he
won, he was sad’) and discourse markers indicating
inter-sentence relations (such as ‘However, he soon
cheered up.’). While we plan to develop an anno-

Rel. Type Avg. Agreement # of Commas # of Rel.s

SUBSTITUTE 0.808 243 729
ATTRIBUTE 0.687 193 386
LOCATION 0.929 71 140
LIST 0.803 230 230
OTHER 0.949 909 0
Combined 0.869 1646 1485

Table 1: Average inter-annotator agreement for identify-
ing relations.

tation scheme for such relations, this is beyond the
scope of the present work.

Four annotators annotated the same 10% of the
WSJ sentences in order to evaluate inter-annotator
agreement. The remaining sentences were divided
among the four annotators. The resulting corpus was
checked by two judges and the annotation corrected
where appropriate; if the two judges disagreed, a
third judge was consulted and consensus reached.
Our annotators were asked to identify comma struc-
tures, and for each structure to write its relation type,
its arguments, and all possible simplified version(s)
of the original sentence in which the relation implied
by the comma has been removed. Arguments must
be contiguous units of the sentence and will be re-
ferred to aschunkshereafter. Agreement statistics
and the number of commas and relations of each
type are shown in Table 4. The Accuracy closely ap-
proximates Kappa score in this case, since the base-
line probability of chance agreement is close to zero.

5 A Sentence Tranformation Rule Learner
(ASTRL)

In this section, we describe a new machine learning
system that learns Sentence Transformation Rules
(STRs) for comma resolution. We first define the
hypothesis space (i.e., STRs) and two operations –
substitution and introduction. We then define the
feature space, motivating the use of Syntactic Parse
annotation to learn STRs. Finally, we describe the
ASTRL algorithm.

5.1 Sentence Transformation Rules

A Sentence Transformation Rule (STR)takes a
parse tree as input and generates new sentences. We
formalize an STR as the pairl → r, wherel is a
tree fragment that can consist of non-terminals, POS
tags and lexical items.r is a set{ri}, each ele-
ment of which is a template that consists of the non-
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terminals ofl and, possibly, some new tokens. This
template is used to generate a new sentence, called a
relation.

The process of applying an STRl → r to a parse
treeT of a sentences begins with finding a match for
l in T . A match is said to be found ifl is a subtree
of T . If matched, the non-terminals of eachri are
instantiated with the terminals that they cover inT .
Instantiation is followed by generation of the output
relations in one of two ways:introductionor sub-
stitution, which is specified by the correspondingri.
If an ri is marked as an introductory one, then the
relation is the terminal sequence obtained by replac-
ing the non-terminals inri with their instantiations.
For substitution, firstly, the non-terminals of theri

are replaced by their instantiations. The instantiated
ri replaces all the terminals ins that are covered by
the l-match. The notions of introduction and substi-
tution were motivated by ideas introduced in (Bar-
Haim et al., 2007).

Figure 1 shows an example of an STR and Figure
2 shows the application of this STR to a sentence. In
the first relation,NP1 andNP2 are instantiated with
the corresponding terminals in the parse tree. In the
second and third relations, the terminals ofNP1 and
NP2 replace the terminals covered byNPp.

LHS: NPp

NP1 , NP2 ,

RHS:

1. NP1 beNP2 (introduction)

2. NP1 (substitution)

3. NP2 (substitution)

Figure 1: Example of a Sentence Transformation Rule. If
the LHS matches a part of a given parse tree, then the
RHS will generate three relations.

5.2 The Feature Space

In Section 2, we discussed the example where there
could be an ambiguity between a list and an apposi-
tion structure in the fragmenttwo former Soviet re-
publics, Russia and China. In addition, simple sur-
face examination of the sentence could also identify
the noun phrases‘Shanghai Co-operation Organi-
zation (SCO)’, ‘the fledgling association that binds

S

NPp

NP1

John Smith

, NP2

a renaissance
artist

,

V P

was
famous

RELATIONS:

1 [John Smith]/NP1 be [a renaissance artist]/NP2

2 [John Smith] /NP1 [was famous]

3 [a renaissance artist]/NP2 [was famous]

Figure 2: Example of application of the STR in Figure 1.
In the first relation, an introduction, we use the verb ‘be’,
without dealing with its inflections.NP1 andNP2 are
both substitutions, each replacingNPp to generate the
last two relations.

two former Soviet Republics’, ‘Russia’and ‘China’
as the four members of a list. To resolve such ambi-
guities, we need a nested representation of the sen-
tence. This motivates the use of syntactic parse trees
as a logical choice of feature space. (Note, however,
that semantic and pragmatic ambiguities might still
remain.)

5.3 Algorithm Overview

In our corpus annotation, the relations and their ar-
gument boundaries (chunks) are explicitly marked.
For each training example, our learning algorithm
first finds the smallest valid STR – the STR with the
smallestLHS in terms of depth. Then it refines the
LHS by specializing it using statistics taken from
the entire data set.

5.4 Generating the Smallest Valid STR
To transform an example into the smallest valid
STR, we utilize the augmented parse tree of the
sentence. For each chunk in the sentence, we find
the lowest node in the parse tree that covers the
chunk and does not cover other chunks (even par-
tially). It may, however, cover words that do not
belong to any chunk. We refer to such a node as
achunk root. We then find the lowest node that cov-
ers all the chunk roots, referring to it as thepat-
tern root. The initial LHS consists of the sub-
tree of the parse tree rooted at the pattern root and
whose leaf nodes are all either chunk roots or nodes
that do not belong to any chunk. All the nodes are
labeled with the corresponding labels in the aug-
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mented parse tree. For example, if we consider the
parse tree and relations shown in Figure 2, then do-
ing the above procedure gives us the initialLHS

asS (NPp(NP1, NP2, ) V P ). The three relations
gives us theRHS with three elements ‘NP1 be
NP2’, ‘ NP1 V P ’ and ‘NP1 V P ’, all three being
introduction.

This initialLHS need not be the smallest one that
explains the example. So, we proceed by finding the
lowest node in the initialLHS such that the sub-
tree of theLHS at that node can form a new STR
that covers the example using both introductionand
substitution. In our example, the initialLHS has a
subtree,NPp(NP1, NP2, ) that can cover all the re-
lations with theRHS consisting of ‘NP1 beNP2’,
NP1 andNP2. The firstRHS is an introduction,
while the second and the third are both substitutions.
Since no subtree of thisLHS can generate all three
relations even with substitution, this is the required
STR. The final step ensures that we have the small-
est valid STR at this stage.

5.5 Statistical Refinement
The STR generated using the procedure outlined
above explains the relations generated by a single
example. In addition to covering the relations gen-
erated by the example, we wish to ensure that it does
not cover erroneous relations by matching any of the
other comma types in the annotated data.

Algorithm 1 ASTRL : A Sentence Transformation
Rule Learning.
1: for all t: Comma typedo
2: Initialize STRList[t] = ∅
3: p = Set of annotated examples of typet

4: n = Annotated examples of all other types
5: for all x ∈ p do
6: r = Smallest Valid STR that coversx
7: Get fringe ofr.LHS using the parse tree
8: S = Score(r,p,n)
9: Sprev = −∞

10: while S 6= Sprev do
11: if adding some fringe node tor.LHS causes a signifi-

cant change in scorethen
12: Setr = New rule that includes that fringe node
13: Sprev = S

14: S = Score(r,p,n)
15: Recompute new fringe nodes
16: end if
17: end while
18: Add r to STRList[t]
19: Remove all examples fromp that are covered byr
20: end for
21: end for

For this purpose, we specialize theLHS so that it
covers as few examples from the other comma types
as possible, while covering as many examples from
the current comma type as possible. Given the most
general STR, we generate a set of additional, more
detailed, candidate rules. Each of these is obtained
from the original rule by adding a single node to
the tree pattern in the rule’sLHS, and updating the
rule’s RHS accordingly. We then score each of the
candidates (including the original rule). If there is
a clear winner, we continue with it using the same
procedure (i.e., specialize it). If there isn’t a clear
winner, we stop and use the current winner. After
finishing with a rule (line 18), we remove from the
set of positive examples of its comma type all exam-
ples that are covered by it (line 19).

To generate the additional candidate rules that we
add, we define thefringe of a rule as the siblings
and children of the nodes in itsLHS in the original
parse tree. Each fringe node defines an additional
candidate rule, whoseLHS is obtained by adding
the fringe node to the rule’sLHS tree. We refer to
the set of these candidate rules, plus the original one,
as the rule’sfringe rules. We define the score of an
STR as

Score(Rule,p,n) =
Rp

|p|
−

Rn

|n|

wherep andn are the set of positive and negative
examples for this comma type, andRp andRn are
the number of positive and negative examples that
are covered by the STR. For each example, all exam-
ples annotated with the same comma type are pos-
itive while all examples of all other comma types
are negative. The score is used to select the win-
ner among the fringe rules. The complete algorithm
we have used is listed in Algorithm 1. For conve-
nience, the algorithm’s main loop is given in terms
of comma types, although this is not strictly nec-
essary. The stopping criterion in line 11 checks
whether any fringe rule has a significantly better
score than the rule it was derived from, and exits the
specialization loop if there is none.

Since we start with the smallest STR, we only
need to add nodes to it to refine it and never have
to delete any nodes from the tree. Also note that the
algorithm is essentially a greedy algorithm that per-
forms a single pass over the examples; other, more
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complex, search strategies could also be used.

6 Evaluation
6.1 Experimental Setup

To evaluate ASTRL, we used the WSJ derived cor-
pus. We experimented with three scenarios; in two
of them we trained using the gold standard trees
and then tested on gold standard parse trees (Gold-
Gold), and text annotated using a state-of-the-art sta-
tistical parser (Charniak and Johnson, 2005) (Gold-
Charniak), respectively. In the third, we trained and
tested on the Charniak Parser (Charniak-Charniak).

In gold standard parse trees the syntactic cate-
gories are annotated with functional tags. Since cur-
rent statistical parsers do not annotate sentences with
such tags, we augment the syntactic trees with the
output of a Named Entity tagger. For the Named
Entity information, we used a publicly available NE
Recognizer capable of recognizing a range of cat-
egories including Person, Location and Organiza-
tion. On the CoNLL-03 shared task, its f-score is
about 90%4. We evaluate our system from different
points of view, as described below. For all the eval-
uation methods, we performed five-fold cross vali-
dation and report the average precision, recall and
f-scores.

6.2 Relation Extraction Performance

Firstly, we present the evaluation of the performance
of ASTRL from the point of view of relation ex-
traction. After learning the STRs for the different
comma types using the gold standard parses, we
generated relations by applying the STRs on the test
set once. Table 2 shows the precision, recall and
f-score of the relations, without accounting for the
comma type of the STR that was used to generate
them. This metric, called theRelation metricin fur-
ther discussion, is the most relevant one from the
point of view of the TE task. Since a list does not
generate any relations in our annotation scheme, we
use the commas to identify the list elements. Treat-
ing each list in a sentence as a single relation, we
score the list with the fraction of its correctly identi-
fied elements.

In addition to the Gold-Gold and Gold-Charniak

4A web demo of the NER is athttp://L2R.cs.uiuc.
edu/ ˜ cogcomp/demos.php .

settings described above, for this metric, we also
present the results of the Charniak-Charniak setting,
where both the train and test sets were annotated
with the output of the Charniak parser. The improve-
ment in recall in this setting over the Gold-Charniak
case indicates that the parser makes systematic er-
rors with respect to the phenomena considered.

Setting P R F
Gold-Gold 86.1 75.4 80.2

Gold-Charniak 77.3 60.1 68.1
Charniak-Charniak 77.2 64.8 70.4

Table 2: ASTRL performance (precision, recall and f-
score) for relation extraction. The comma types were
used only to learn the rules. During evaluation, only the
relations were scored.

6.3 Comma Resolution Performance

We present a detailed analysis of the performance of
the algorithm for comma resolution. Since this paper
is the first one that deals with the task, we could not
compare our results to previous work. Also, there
is no clear baseline to use. We tried a variant of
the most frequent baseline common in other disam-
biguation tasks, in which we labeled all commas as
OTHER (the most frequent type) except when there
are list indicators likeand, or and but in adjacent
chunks (which are obtained using a shallow parser),
in which case the commas are labeledLIST. This
gives an average precision 0.85 and an average recall
of 0.36 for identifying the comma type. However,
this baseline does not help in identifying relations.

We use the following approach to evaluate the
comma type resolutionand relation extraction per-
formance – a relation extracted by the system is con-
sidered correct only if both the relation and the type
of the comma structure that generated it are correctly
identified. We call this metric theRelation-Type
metric. Another way of measuring the performance
of comma resolution is to measure the correctness of
the relations per comma type. In both cases, lists are
scored as in the Relation metric. The performance of
our system with respect to these two metrics are pre-
sented in Table 3. In this table, we also compare the
performance of the STRs learned by ASTRL with
the smallest valid STRs without further specializa-
tion (i.e., using just the procedure outlined in Sec-
tion 5.4).
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Type Gold-Gold Setting Gold-Charniak Setting
Relation-Type metric

Smallest Valid STRs ASTRL Smallest Valid STRs ASTRL
P R F P R F P R F P R F

Total 66.2 76.1 70.7 81.8 73.9 77.6 61.0 58.4 59.5 72.2 59.5 65.1

Relations Metric, Per Comma Type
ATTRIBUTE 40.4 68.2 50.4 70.6 59.4 64.1 35.5 39.7 36.2 56.6 37.7 44.9
SUBSTITUTE 80.0 84.3 81.9 87.9 84.8 86.1 75.8 72.9 74.3 78.0 76.1 76.9
LIST 70.9 58.1 63.5 76.2 57.8 65.5 58.7 53.4 55.6 65.2 53.3 58.5
LOCATION 93.8 86.4 89.1 93.8 86.4 89.1 70.3 37.2 47.2 70.3 37.2 47.2

Table 3: Performance of STRs learned by ASTRL and the smallest valid STRs in identifying comma typesand
generating relations.

There is an important difference between the Re-
lation metric (Table 2) and the Relation-type met-
ric (top part of Table 3) that depends on the seman-
tic interpretation of the comma types. For example,
consider the sentence ‘John Smith, 59, went home.’
If the system labels the commas in this as bothAT-
TRIBUTE and SUBSTITUTE, then, both will gener-
ate the relation ‘John Smith is 59.’ According to
the Relation metric, there is no difference between
them. However, there is a semantic difference be-
tween the two sentences – theATTRIBUTE relation
says that being 59 is an attribute of John Smith while
theSUBSTITUTErelation says that John Smith is the
number 59. This difference is accounted for by the
Relation-Type metric.

From this standpoint, we can see that the special-
ization step performed in the full ASTRL algorithm
greatly helps in disambiguating between theAT-
TRIBUTE andSUBSTITUTE types and consequently,
the Relation-Type metric shows an error reduction
of 23.5% and 13.8% in the Gold-Gold and Gold-
Charniak settings respectively. In the Gold-Gold
scenario the performance of ASTRL is much better
than in the Gold-Charniak scenario. This reflects the
non-perfect performance of the parser in annotating
these sentences (parser F-score of 90%).

Another key evaluation question is the per-
formance of the method in identification of the
OTHER category. A comma is judged to be as
OTHER if no STR in the system applies to it.
The performance of ASTRL in this aspect is pre-
sented in Table 4. The categorization of this cate-
gory is important if we wish to further classify the
OTHER commas into finer categories.

Setting P R F
Gold-Gold 78.9 92.8 85.2

Gold-Charniak 72.5 92.2 81.2

Table 4: ASTRL performance (precision, recall and f-
score) forOTHER identification.

7 Conclusions

We defined the task of comma resolution, and devel-
oped a novel machine learning algorithm that learns
Sentence Transformation Rules to perform this task.
We experimented with both gold standard and parser
annotated sentences, and established a performance
level that seems good for a task of this complexity,
and which will provide a useful measure of future
systems developed for this task. When given au-
tomatically parsed sentences, performance degrades
but is still much higher than random, in both sce-
narios. We designed a comma annotation scheme,
where each comma unit is assigned one of four types
and an inference rule mapping the patterns of the
unit with the entailed relations. We created anno-
tated datasets which will be made available over the
web to facilitate further research.

Future work will investigate four main directions:
(i) studying the effects of inclusion of our approach
on the performance of Textual Entailment systems;
(ii) using features other than those derivable from
syntactic parse and named entity annotation of the
input sentence; (iii) recognizing a wider range of im-
plicit relations, represented by commas and in other
ways; (iv) adaptation to other domains.
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Abstract

Detecting conflicting statements is a foun-
dational text understanding task with appli-
cations in information analysis. We pro-
pose an appropriate definition of contradiction
for NLP tasks and develop available corpora,
from which we construct a typology of con-
tradictions. We demonstrate that a system for
contradiction needs to make more fine-grained
distinctions than the common systems for en-
tailment. In particular, we argue for the cen-
trality of event coreference and therefore in-
corporate such a component based on topical-
ity. We present the first detailed breakdown
of performance on this task. Detecting some
types of contradiction requires deeper inferen-
tial paths than our system is capable of, but
we achieve good performance on types arising
from negation and antonymy.

1 Introduction

In this paper, we seek to understand the ways con-
tradictions occur across texts and describe a system
for automatically detecting such constructions. As a
foundational task in text understanding (Condoravdi
et al., 2003), contradiction detection has many possi-
ble applications. Consider applying a contradiction
detection system to political candidate debates: by
drawing attention to topics in which candidates have
conflicting positions, the system could enable voters
to make more informed choices between candidates
and sift through the amount of available informa-
tion. Contradiction detection could also be applied
to intelligence reports, demonstrating which infor-
mation may need further verification. In bioinfor-

matics where protein-protein interaction is widely
studied, automatically finding conflicting facts about
such interactions would be beneficial.

Here, we shed light on the complex picture of con-
tradiction in text. We provide a definition of contra-
diction suitable for NLP tasks, as well as a collec-
tion of contradiction corpora. Analyzing these data,
we find contradiction is a rare phenomenon that may
be created in different ways; we propose a typol-
ogy of contradiction classes and tabulate their fre-
quencies. Contradictions arise from relatively obvi-
ous features such as antonymy, negation, or numeric
mismatches. They also arise from complex differ-
ences in the structure of assertions, discrepancies
based on world-knowledge, and lexical contrasts.

(1) Police specializing in explosives defused the rock-
ets. Some 100 people were working inside the plant.

(2) 100 people were injured.

This pair is contradictory: defused rockets cannot go
off, and thus cannot injure anyone. Detecting con-
tradictions appears to be a harder task than detecting
entailments. Here, it is relatively easy to identify the
lack of entailment: the first sentence involves no in-
juries, so the second is unlikely to be entailed. Most
entailment systems function as weak proof theory
(Hickl et al., 2006; MacCartney et al., 2006; Zan-
zotto et al., 2007), but contradictions require deeper
inferences and model building. While mismatch-
ing information between sentences is often a good
cue of non-entailment (Vanderwende et al., 2006),
it is not sufficient for contradiction detection which
requires more precise comprehension of the conse-
quences of sentences. Assessing event coreference
is also essential: for texts to contradict, they must
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refer to the same event. The importance of event
coreference was recognized in the MUC information
extraction tasks in which it was key to identify sce-
narios related to the same event (Humphreys et al.,
1997). Recent work in text understanding has not
focused on this issue, but it must be tackled in a suc-
cessful contradiction system. Our system includes
event coreference, and we present the first detailed
examination of contradiction detection performance,
on the basis of our typology.

2 Related work

Little work has been done on contradiction detec-
tion. The PASCAL Recognizing Textual Entailment
(RTE) Challenges (Dagan et al., 2006; Bar-Haim
et al., 2006; Giampiccolo et al., 2007) focused on
textual inference in any domain. Condoravdi et al.
(2003) first recognized the importance of handling
entailment and contradiction for text understanding,
but they rely on a strict logical definition of these
phenomena and do not report empirical results. To
our knowledge, Harabagiu et al. (2006) provide the
first empirical results for contradiction detection, but
they focus on specific kinds of contradiction: those
featuring negation and those formed by paraphrases.
They constructed two corpora for evaluating their
system. One was created by overtly negating each
entailment in the RTE2 data, producing a bal-
anced dataset (LCC negation). To avoid overtrain-
ing, negative markers were also added to each non-
entailment, ensuring that they did not create con-
tradictions. The other was produced by paraphras-
ing the hypothesis sentences from LCC negation, re-
moving the negation (LCC paraphrase): A hunger
strike was not attempted → A hunger strike was
called off. They achieved very good performance:
accuracies of 75.63% on LCC negation and 62.55%
on LCC paraphrase. Yet, contradictions are not lim-
ited to these constructions; to be practically useful,
any system must provide broader coverage.

3 Contradictions

3.1 What is a contradiction?
One standard is to adopt a strict logical definition of
contradiction: sentences A and B are contradictory
if there is no possible world in which A and B are
both true. However, for contradiction detection to be

useful, a looser definition that more closely matches
human intuitions is necessary; contradiction occurs
when two sentences are extremely unlikely to be true
simultaneously. Pairs such as Sally sold a boat to
John and John sold a boat to Sally are tagged as con-
tradictory even though it could be that each sold a
boat to the other. This definition captures intuitions
of incompatiblity, and perfectly fits applications that
seek to highlight discrepancies in descriptions of the
same event. Examples of contradiction are given in
table 1. For texts to be contradictory, they must in-
volve the same event. Two phenomena must be con-
sidered in this determination: implied coreference
and embedded texts. Given limited context, whether
two entities are coreferent may be probable rather
than certain. To match human intuitions, compatible
noun phrases between sentences are assumed to be
coreferent in the absence of clear countervailing ev-
idence. In the following example, it is not necessary
that the woman in the first and second sentences is
the same, but one would likely assume it is if the two
sentences appeared together:

(1) Passions surrounding Germany’s final match turned
violent when a woman stabbed her partner because
she didn’t want to watch the game.

(2) A woman passionately wanted to watch the game.

We also mark as contradictions pairs reporting con-
tradictory statements. The following sentences refer
to the same event (de Menezes in a subway station),
and display incompatible views of this event:

(1) Eyewitnesses said de Menezes had jumped over the
turnstile at Stockwell subway station.

(2) The documents leaked to ITV News suggest that
Menezes walked casually into the subway station.

This example contains an “embedded contradic-
tion.” Contrary to Zaenen et al. (2005), we argue
that recognizing embedded contradictions is impor-
tant for the application of a contradiction detection
system: if John thinks that he is incompetent, and his
boss believes that John is not being given a chance,
one would like to detect that the targeted information
in the two sentences is contradictory, even though
the two sentences can be true simultaneously.

3.2 Typology of contradictions
Contradictions may arise from a number of different
constructions, some overt and others that are com-
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ID Type Text Hypothesis
1 Antonym Capital punishment is a catalyst for more crime. Capital punishment is a deterrent to

crime.
2 Negation A closely divided Supreme Court said that juries and

not judges must impose a death sentence.
The Supreme Court decided that only
judges can impose the death sentence.

3 Numeric The tragedy of the explosion in Qana that killed more
than 50 civilians has presented Israel with a dilemma.

An investigation into the strike in Qana
found 28 confirmed dead thus far.

4 Factive Prime Minister John Howard says he will not be
swayed by a warning that Australia faces more terror-
ism attacks unless it withdraws its troops from Iraq.

Australia withdraws from Iraq.

5 Factive The bombers had not managed to enter the embassy. The bombers entered the embassy.
6 Structure Jacques Santer succeeded Jacques Delors as president

of the European Commission in 1995.
Delors succeeded Santer in the presi-
dency of the European Commission.

7 Structure The Channel Tunnel stretches from England to
France. It is the second-longest rail tunnel in the
world, the longest being a tunnel in Japan.

The Channel Tunnel connects France
and Japan.

8 Lexical The Canadian parliament’s Ethics Commission said
former immigration minister, Judy Sgro, did nothing
wrong and her staff had put her into a conflict of in-
terest.

The Canadian parliament’s Ethics
Commission accuses Judy Sgro.

9 Lexical In the election, Bush called for U.S. troops to be with-
drawn from the peacekeeping mission in the Balkans.

He cites such missions as an example of
how America must “stay the course.”

10 WK Microsoft Israel, one of the first Microsoft branches
outside the USA, was founded in 1989.

Microsoft was established in 1989.

Table 1: Examples of contradiction types.

plex even for humans to detect. Analyzing contra-
diction corpora (see section 3.3), we find two pri-
mary categories of contradiction: (1) those occur-
ring via antonymy, negation, and date/number mis-
match, which are relatively simple to detect, and
(2) contradictions arising from the use of factive or
modal words, structural and subtle lexical contrasts,
as well as world knowledge (WK).

We consider contradictions in category (1) ‘easy’
because they can often be automatically detected
without full sentence comprehension. For exam-
ple, if words in the two passages are antonyms and
the sentences are reasonably similar, especially in
polarity, a contradiction occurs. Additionally, little
external information is needed to gain broad cover-
age of antonymy, negation, and numeric mismatch
contradictions; each involves only a closed set of
words or data that can be obtained using existing
resources and techniques (e.g., WordNet (Fellbaum,
1998), VerbOcean (Chklovski and Pantel, 2004)).

However, contradictions in category (2) are more
difficult to detect automatically because they require
precise models of sentence meaning. For instance,

to find the contradiction in example 8 (table 1),
it is necessary to learn that X said Y did nothing
wrong and X accuses Y are incompatible. Presently,
there exist methods for learning oppositional terms
(Marcu and Echihabi, 2002) and paraphrase learn-
ing has been thoroughly studied, but successfully
extending these techniques to learn incompatible
phrases poses difficulties because of the data dis-
tribution. Example 9 provides an even more dif-
ficult instance of contradiction created by a lexical
discrepancy. Structural issues also create contradic-
tions (examples 6 and 7). Lexical complexities and
variations in the function of arguments across verbs
can make recognizing these contradictions compli-
cated. Even when similar verbs are used and ar-
gument differences exist, structural differences may
indicate non-entailment or contradiction, and distin-
guishing the two automatically is problematic. Con-
sider contradiction 7 in table 1 and the following
non-contradiction:

(1) The CFAP purchases food stamps from the govern-
ment and distributes them to eligible recipients.

(2) A government purchases food.
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Data # contradictions # total pairs
RTE1 dev1 48 287
RTE1 dev2 55 280
RTE1 test 149 800
RTE2 dev 111 800
RTE3 dev 80 800
RTE3 test 72 800

Table 2: Number of contradictions in the RTE datasets.

In both cases, the first sentence discusses one en-
tity (CFAP, The Channel Tunnel) with a relationship
(purchase, stretch) to other entities. The second sen-
tence posits a similar relationship that includes one
of the entities involved in the original relationship
as well as an entity that was not involved. However,
different outcomes result because a tunnel connects
only two unique locations whereas more than one
entity may purchase food. These frequent interac-
tions between world-knowledge and structure make
it hard to ensure that any particular instance of struc-
tural mismatch is a contradiction.

3.3 Contradiction corpora

Following the guidelines above, we annotated the
RTE datasets for contradiction. These datasets con-
tain pairs consisting of a short text and a one-
sentence hypothesis. Table 2 gives the number of
contradictions in each dataset. The RTE datasets are
balanced between entailments and non-entailments,
and even in these datasets targeting inference, there
are few contradictions. Using our guidelines,
RTE3 test was annotated by NIST as part of the
RTE3 Pilot task in which systems made a 3-way de-
cision as to whether pairs of sentences were entailed,
contradictory, or neither (Voorhees, 2008).1

Our annotations and those of NIST were per-
formed on the original RTE datasets, contrary to
Harabagiu et al. (2006). Because their corpora are
constructed using negation and paraphrase, they are
unlikely to cover all types of contradictions in sec-
tion 3.2. We might hypothesize that rewriting ex-
plicit negations commonly occurs via the substitu-
tion of antonyms. Imagine, e.g.:

H: Bill has finished his math.

1Information about this task as well as data can be found at
http://nlp.stanford.edu/RTE3-pilot/.

Type RTE sets ‘Real’ corpus
1 Antonym 15.0 9.2

Negation 8.8 17.6
Numeric 8.8 29.0

2 Factive/Modal 5.0 6.9
Structure 16.3 3.1
Lexical 18.8 21.4
WK 27.5 13.0

Table 3: Percentages of contradiction types in the
RTE3 dev dataset and the real contradiction corpus.

Neg-H: Bill hasn’t finished his math.

Para-Neg-H: Bill is still working on his math.

The rewriting in both the negated and the para-
phrased corpora is likely to leave one in the space of
‘easy’ contradictions and addresses fewer than 30%
of contradictions (table 3). We contacted the LCC
authors to obtain their datasets, but they were unable
to make them available to us. Thus, we simulated the
LCC negation corpus, adding negative markers to
the RTE2 test data (Neg test), and to a development
set (Neg dev) constructed by randomly sampling 50
pairs of entailments and 50 pairs of non-entailments
from the RTE2 development set.

Since the RTE datasets were constructed for tex-
tual inference, these corpora do not reflect ‘real-life’
contradictions. We therefore collected contradic-
tions ‘in the wild.’ The resulting corpus contains
131 contradictory pairs: 19 from newswire, mainly
looking at related articles in Google News, 51 from
Wikipedia, 10 from the Lexis Nexis database, and
51 from the data prepared by LDC for the distillation
task of the DARPA GALE program. Despite the ran-
domness of the collection, we argue that this corpus
best reflects naturally occurring contradictions.2

Table 3 gives the distribution of contradiction
types for RTE3 dev and the real contradiction cor-
pus. Globally, we see that contradictions in category
(2) occur frequently and dominate the RTE develop-
ment set. In the real contradiction corpus, there is a
much higher rate of the negation, numeric and lex-
ical contradictions. This supports the intuition that
in the real world, contradictions primarily occur for
two reasons: information is updated as knowledge

2Our corpora—the simulation of the LLC negation corpus,
the RTE datasets and the real contradictions—are available at
http://nlp.stanford.edu/projects/contradiction.
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of an event is acquired over time (e.g., a rising death
toll) or various parties have divergent views of an
event (e.g., example 9 in table 1).

4 System overview

Our system is based on the stage architecture of the
Stanford RTE system (MacCartney et al., 2006), but
adds a stage for event coreference decision.

4.1 Linguistic analysis

The first stage computes linguistic representations
containing information about the semantic content
of the passages. The text and hypothesis are con-
verted to typed dependency graphs produced by
the Stanford parser (Klein and Manning, 2003; de
Marneffe et al., 2006). To improve the dependency
graph as a pseudo-semantic representation, colloca-
tions in WordNet and named entities are collapsed,
causing entities and multiword relations to become
single nodes.

4.2 Alignment between graphs

The second stage provides an alignment between
text and hypothesis graphs, consisting of a mapping
from each node in the hypothesis to a unique node
in the text or to null. The scoring measure uses
node similarity (irrespective of polarity) and struc-
tural information based on the dependency graphs.
Similarity measures and structural information are
combined via weights learned using the passive-
aggressive online learning algorithm MIRA (Cram-
mer and Singer, 2001). Alignment weights were
learned using manually annotated RTE development
sets (see Chambers et al., 2007).

4.3 Filtering non-coreferent events

Contradiction features are extracted based on mis-
matches between the text and hypothesis. Therefore,
we must first remove pairs of sentences which do not
describe the same event, and thus cannot be contra-
dictory to one another. In the following example, it
is necessary to recognize that Pluto’s moon is not the
same as the moon Titan; otherwise conflicting diam-
eters result in labeling the pair a contradiction.

T: Pluto’s moon, which is only about 25 miles in di-
ameter, was photographed 13 years ago.

H: The moon Titan has a diameter of 5100 kms.

This issue does not arise for textual entailment: el-
ements in the hypothesis not supported by the text
lead to non-entailment, regardless of whether the
same event is described. For contradiction, however,
it is critical to filter unrelated sentences to avoid
finding false evidence of contradiction when there
is contrasting information about different events.

Given the structure of RTE data, in which the
hypotheses are shorter and simpler than the texts,
one straightforward strategy for detecting coreferent
events is to check whether the root of the hypothesis
graph is aligned in the text graph. However, some
RTE hypotheses are testing systems’ abilities to de-
tect relations between entities (e.g., John of IBM . . .
→ John works for IBM). Thus, we do not filter verb
roots that are indicative of such relations. As shown
in table 4, this strategy improves results on RTE
data. For real world data, however, the assumption
of directionality made in this strategy is unfounded,
and we cannot assume that one sentence will be
short and the other more complex. Assuming two
sentences of comparable complexity, we hypothe-
size that modeling topicality could be used to assess
whether the sentences describe the same event.

There is a continuum of topicality from the start to
the end of a sentence (Firbas, 1971). We thus orig-
inally defined the topicality of an NP by nw where
n is the nth NP in the sentence. Additionally, we
accounted for multiple clauses by weighting each
clause equally; in example 4 in table 1, Australia
receives the same weight as Prime Minister because
each begins a clause. However, this weighting was
not supported empirically, and we thus use a sim-
pler, unweighted model. The topicality score of a
sentence is calculated as a normalized score across
all aligned NPs.3 The text and hypothesis are topi-
cally related if either sentence score is above a tuned
threshold. Modeling topicality provides an addi-
tional improvement in precision (table 4).

While filtering provides improvements in perfor-
mance, some examples of non-coreferent events are
still not filtered, such as:

T: Also Friday, five Iraqi soldiers were killed and nine

3Since dates can often be viewed as scene setting rather than
what the sentence is about, we ignore these in the model. How-
ever, ignoring or including dates in the model creates no signif-
icant differences in performance on RTE data.
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Strategy Precision Recall
No filter 55.10 32.93
Root 61.36 32.93
Root + topic 61.90 31.71

Table 4: Precision and recall for contradiction detection
on RTE3 dev using different filtering strategies.

wounded in a bombing, targeting their convoy near
Beiji, 150 miles north of Baghdad.

H: Three Iraqi soldiers also died Saturday when their
convoy was attacked by gunmen near Adhaim.

It seems that the real world frequency of events
needs to be taken into account. In this case, attacks
in Iraq are unfortunately frequent enough to assert
that it is unlikely that the two sentences present mis-
matching information (i.e., different location) about
the same event. But compare the following example:

T: President Kennedy was assassinated in Texas.

H: Kennedy’s murder occurred in Washington.

The two sentences refer to one unique event, and the
location mismatch renders them contradictory.

4.4 Extraction of contradiction features
In the final stage, we extract contradiction features
on which we apply logistic regression to classify the
pair as contradictory or not. The feature weights are
hand-set, guided by linguistic intuition.

5 Features for contradiction detection

In this section, we define each of the feature sets
used to capture salient patterns of contradiction.

Polarity features. Polarity difference between the
text and hypothesis is often a good indicator of con-
tradiction, provided there is a good alignment (see
example 2 in table 1). The polarity features cap-
ture the presence (or absence) of linguistic mark-
ers of negative polarity contexts. These markers are
scoped such that words are considered negated if
they have a negation dependency in the graph or are
an explicit linguistic marker of negation (e.g., sim-
ple negation (not), downward-monotone quantifiers
(no, few), or restricting prepositions). If one word is
negated and the other is not, we may have a polarity
difference. This difference is confirmed by checking

that the words are not antonyms and that they lack
unaligned prepositions or other context that suggests
they do not refer to the same thing. In some cases,
negations are propagated onto the governor, which
allows one to see that no bullet penetrated and a bul-
let did not penetrate have the same polarity.

Number, date and time features. Numeric mis-
matches can indicate contradiction (example 3
in table 1). The numeric features recognize
(mis-)matches between numbers, dates, and times.
We normalize date and time expressions, and rep-
resent numbers as ranges. This includes expression
matching (e.g., over 100 and 200 is not a mismatch).
Aligned numbers are marked as mismatches when
they are incompatible and surrounding words match
well, indicating the numbers refer to the same entity.

Antonymy features. Aligned antonyms are a very
good cue for contradiction. Our list of antonyms
and contrasting words comes from WordNet, from
which we extract words with direct antonymy links
and expand the list by adding words from the same
synset as the antonyms. We also use oppositional
verbs from VerbOcean. We check whether an
aligned pair of words appears in the list, as well as
checking for common antonym prefixes (e.g., anti,
un). The polarity of the context is used to determine
if the antonyms create a contradiction.

Structural features. These features aim to deter-
mine whether the syntactic structures of the text and
hypothesis create contradictory statements. For ex-
ample, we compare the subjects and objects for each
aligned verb. If the subject in the text overlaps with
the object in the hypothesis, we find evidence for a
contradiction. Consider example 6 in table 1. In the
text, the subject of succeed is Jacques Santer while
in the hypothesis, Santer is the object of succeed,
suggesting that the two sentences are incompatible.

Factivity features. The context in which a verb
phrase is embedded may give rise to contradiction,
as in example 5 (table 1). Negation influences some
factivity patterns: Bill forgot to take his wallet con-
tradicts Bill took his wallet while Bill did not forget
to take his wallet does not contradict Bill took his
wallet. For each text/hypothesis pair, we check the
(grand)parent of the text word aligned to the hypoth-
esis verb, and generate a feature based on its factiv-
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ity class. Factivity classes are formed by clustering
our expansion of the PARC lists of factive, implica-
tive and non-factive verbs (Nairn et al., 2006) ac-
cording to how they create contradiction.

Modality features. Simple patterns of modal rea-
soning are captured by mapping the text and hy-
pothesis to one of six modalities ((not )possible,
(not )actual, (not )necessary), according to the
presence of predefined modality markers such as
can or maybe. A feature is produced if the
text/hypothesis modality pair gives rise to a con-
tradiction. For instance, the following pair will
be mapped to the contradiction judgment (possible,
not possible):

T: The trial court may allow the prevailing party rea-
sonable attorney fees as part of costs.

H: The prevailing party may not recover attorney fees.

Relational features. A large proportion of the
RTE data is derived from information extraction
tasks where the hypothesis captures a relation be-
tween elements in the text. Using Semgrex, a pat-
tern matching language for dependency graphs, we
find such relations and ensure that the arguments be-
tween the text and the hypothesis match. In the fol-
lowing example, we detect that Fernandez works for
FEMA, and that because of the negation, a contra-
diction arises.

T: Fernandez, of FEMA, was on scene when Martin
arrived at a FEMA base camp.

H: Fernandez doesn’t work for FEMA.

Relational features provide accurate information but
are difficult to extend for broad coverage.

6 Results

Our contradiction detection system was developed
on all datasets listed in the first part of table 5. As
test sets, we used RTE1 test, the independently an-
notated RTE3 test, and Neg test. We focused on at-
taining high precision. In a real world setting, it is
likely that the contradiction rate is extremely low;
rather than overwhelming true positives with false
positives, rendering the system impractical, we mark
contradictions conservatively. We found reasonable
inter-annotator agreement between NIST and our
post-hoc annotation of RTE3 test (κ = 0.81), show-
ing that, even with limited context, humans tend to

Precision Recall Accuracy
RTE1 dev1 70.37 40.43 –
RTE1 dev2 72.41 38.18 –
RTE2 dev 64.00 28.83 –
RTE3 dev 61.90 31.71 –
Neg dev 74.07 78.43 75.49
Neg test 62.97 62.50 62.74
LCC negation – – 75.63
RTE1 test 42.22 26.21 –
RTE3 test 22.95 19.44 –
Avg. RTE3 test 10.72 11.69 –

Table 5: Precision and recall figures for contradiction de-
tection. Accuracy is given for balanced datasets only.
‘LCC negation’ refers to performance of Harabagiu et al.
(2006); ‘Avg. RTE3 test’ refers to mean performance of
the 12 submissions to the RTE3 Pilot.

agree on contradictions.4 The results on the test sets
show that performance drops on new data, highlight-
ing the difficulty in generalizing from a small corpus
of positive contradiction examples, as well as under-
lining the complexity of building a broad coverage
system. This drop in accuracy on the test sets is
greater than that of many RTE systems, suggesting
that generalizing for contradiction is more difficult
than for entailment. Particularly when addressing
contradictions that require lexical and world knowl-
edge, we are only able to add coverage in a piece-
meal fashion, resulting in improved performance on
the development sets but only small gains for the
test sets. Thus, as shown in table 6, we achieve
13.3% recall on lexical contradictions in RTE3 dev
but are unable to identify any such contradictions in
RTE3 test. Additionally, we found that the preci-
sion of category (2) features was less than that of
category (1) features. Structural features, for exam-
ple, caused us to tag 36 non-contradictions as con-
tradictions in RTE3 test, over 75% of the precision
errors. Despite these issues, we achieve much higher
precision and recall than the average submission to
the RTE3 Pilot task on detecting contradictions, as
shown in the last two lines of table 5.

4This stands in contrast with the low inter-annotator agree-
ment reported by Sanchez-Graillet and Poesio (2007) for con-
tradictions in protein-protein interactions. The only hypothesis
we have to explain this contrast is the difficulty of scientific ma-
terial.
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Type RTE3 dev RTE3 test
1 Antonym 25.0 (3/12) 42.9 (3/7)

Negation 71.4 (5/7) 60.0 (3/5)
Numeric 71.4 (5/7) 28.6 (2/7)

2 Factive/Modal 25.0 (1/4) 10.0 (1/10)
Structure 46.2 (6/13) 21.1 (4/19)
Lexical 13.3 (2/15) 0.0 (0/12)
WK 18.2 (4/22) 8.3 (1/12)

Table 6: Recall by contradiction type.

7 Error analysis and discussion

One significant issue in contradiction detection is
lack of feature generalization. This problem is es-
pecially apparent for items in category (2) requiring
lexical and world knowledge, which proved to be
the most difficult contradictions to detect on a broad
scale. While we are able to find certain specific re-
lationships in the development sets, these features
attained only limited coverage. Many contradictions
in this category require multiple inferences and re-
main beyond our capabilities:

T: The Auburn High School Athletic Hall of Fame re-
cently introduced its Class of 2005 which includes
10 members.

H: The Auburn High School Athletic Hall of Fame has
ten members.

Of the types of contradictions in category (2), we are
best at addressing those formed via structural differ-
ences and factive/modal constructions as shown in
table 6. For instance, we detect examples 5 and 6 in
table 1. However, creating features with sufficient
precision is an issue for these types of contradic-
tions. Intuitively, two sentences that have aligned
verbs with the same subject and different objects (or
vice versa) are contradictory. This indeed indicates
a contradiction 55% of the time on our development
sets, but this is not high enough precision given the
rarity of contradictions.

Another type of contradiction where precision fal-
ters is numeric mismatch. We obtain high recall for
this type (table 6), as it is relatively simple to deter-
mine if two numbers are compatible, but high preci-
sion is difficult to achieve due to differences in what
numbers may mean. Consider:

T: Nike Inc. said that its profit grew 32 percent, as the
company posted broad gains in sales and orders.

H: Nike said orders for footwear totaled $4.9 billion,
including a 12 percent increase in U.S. orders.

Our system detects a mismatch between 32 percent
and 12 percent, ignoring the fact that one refers to
profit and the other to orders. Accounting for con-
text requires extensive text comprehension; it is not
enough to simply look at whether the two numbers
are headed by similar words (grew and increase).
This emphasizes the fact that mismatching informa-
tion is not sufficient to indicate contradiction.

As demonstrated by our 63% accuracy on
Neg test, we are reasonably good at detecting nega-
tion and correctly ascertaining whether it is a symp-
tom of contradiction. Similarly, we handle single
word antonymy with high precision (78.9%). Never-
theless, Harabagiu et al.’s performance demonstrates
that further improvement on these types is possible;
indeed, they use more sophisticated techniques to
extract oppositional terms and detect polarity differ-
ences. Thus, detecting category (1) contradictions is
feasible with current systems.

While these contradictions are only a third of
those in the RTE datasets, detecting such contra-
dictions accurately would solve half of the prob-
lems found in the real corpus. This suggests that
we may be able to gain sufficient traction on contra-
diction detection for real world applications. Even
so, category (2) contradictions must be targeted to
detect many of the most interesting examples and to
solve the entire problem of contradiction detection.
Some types of these contradictions, such as lexi-
cal and world knowledge, are currently beyond our
grasp, but we have demonstrated that progress may
be made on the structure and factive/modal types.

Despite being rare, contradiction is foundational
in text comprehension. Our detailed investigation
demonstrates which aspects of it can be resolved and
where further research must be directed.
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Abstract

We present a novel approach to weakly super-
vised semantic class learning from the web,
using a single powerful hyponym pattern com-
bined with graph structures, which capture
two properties associated with pattern-based
extractions:popularity and productivity. In-
tuitively, a candidate ispopular if it was dis-
covered many times by other instances in the
hyponym pattern. A candidate isproductive
if it frequently leads to the discovery of other
instances. Together, these two measures cap-
ture not only frequency of occurrence, but also
cross-checking that the candidate occurs both
near the class name and near other class mem-
bers. We developed two algorithms that begin
with just a class name and one seed instance
and then automatically generate a ranked list
of new class instances. We conducted exper-
iments on four semantic classes and consis-
tently achieved high accuracies.

1 Introduction

Knowing the semantic classes of words (e.g., “trout”
is a kind of FISH) can be extremely valuable for
many natural language processing tasks. Although
some semantic dictionaries do exist (e.g., Word-
Net (Miller, 1990)), they are rarely complete, espe-
cially for large open classes (e.g., classes of people
and objects) and rapidly changing categories (e.g.,
computer technology). (Roark and Charniak, 1998)
reported that 3 of every 5 terms generated by their
semantic lexicon learner were not present in Word-
Net. Automatic semantic lexicon acquisition could

be used to enhance existing resources such as Word-
Net, or to produce semantic lexicons for specialized
categories or domains.

A variety of methods have been developed for
automatic semantic class identification, under the
rubrics of lexical acquisition, hyponym acquisition,
semantic lexicon induction, semantic class learn-
ing, and web-based information extraction. Many
of these approaches employ surface-level patterns to
identify words and their associated semantic classes.
However, such patterns tend to overgenerate (i.e.,
deliver incorrect results) and hence require addi-
tional filtering mechanisms.

To overcome this problem, we employed one sin-
gle powerfuldoubly-anchoredhyponym pattern to
query the web and extract semantic class instances:
CLASS NAME such asCLASS MEMBER and *.

We hypothesized that a doubly-anchored pattern,
which includes both the class name and a class
member, would achieve high accuracy because of
its specificity. To address concerns about coverage,
we embedded the search in a bootstrapping process.
This method produced many correct instances, but
despite the highly restrictive nature of the pattern,
still produced many incorrect instances. This re-
sult led us to explore new ways to improve the ac-
curacy of hyponym patterns without requiring addi-
tional training resources.

The main contribution of this work is a novel
method for combining hyponym patterns with graph
structures that capture two properties associated
with pattern extraction:popularityandproductivity.
Intuitively, a candidate word (or phrase) ispopular
if it was discovered many times by other words (or
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phrases) in a hyponym pattern. A candidate word is
productiveif it frequently leads to the discovery of
other words. Together, these two measures capture
not only frequency of occurrence, but also cross-
checking that the word occurs both near the class
name and near other class members.

We present two algorithms that usehyponym pat-
tern linkage graphs (HPLGs)to represent popularity
and productivity information. The first method uses
a dynamically constructed HPLG to assess the pop-
ularity of each candidate and steer the bootstrapping
process. This approach produces an efficient boot-
strapping process that performs reasonably well, but
it cannot take advantage of productivity information
because of the dynamic nature of the process.

The second method is a two-step procedure that
begins with an exhaustive pattern search that ac-
quires popularity and productivity information about
candidate instances. The candidates are then ranked
based on properties of the HPLG. We conducted ex-
periments with four semantic classes, achieving high
accuracies and outperforming the results reported by
others who have worked on the same classes.

2 Related Work

A substantial amount of research has been done in
the area of semantic class learning, under a variety
of different names and with a variety of different
goals. Given the great deal of similar work in infor-
mation extraction and ontology learning, we focus
here only on techniques for weakly supervised or
unsupervised semantic class (i.e., supertype-based)
learning, since that is most related to the work in
this paper.

Fully unsupervised semantic clustering (e.g.,
(Lin, 1998; Lin and Pantel, 2002; Davidov and Rap-
poport, 2006)) has the disadvantage that it may or
may not produce the types and granularities of se-
mantic classes desired by a user. Another related
line of work is automated ontology construction,
which aims to create lexical hierarchies based on se-
mantic classes (e.g., (Caraballo, 1999; Cimiano and
Volker, 2005; Mann, 2002)), and learning semantic
relations such as meronymy (Berland and Charniak,
1999; Girju et al., 2003).

Our research focuses on semantic lexicon induc-
tion, which aims to generate lists of words that be-

long to a given semantic class (e.g., lists ofFISH

or VEHICLE words). Weakly supervised learning
methods for semantic lexicon generation have uti-
lized co-occurrence statistics (Riloff and Shepherd,
1997; Roark and Charniak, 1998), syntactic in-
formation (Tanev and Magnini, 2006; Pantel and
Ravichandran, 2004; Phillips and Riloff, 2002),
lexico-syntactic contextual patterns (e.g.,“resides
in <location>” or “moved to<location>” ) (Riloff
and Jones, 1999; Thelen and Riloff, 2002), and
local and global contexts (Fleischman and Hovy,
2002). These methods have been evaluated only on
fixed corpora1, although (Pantel et al., 2004) demon-
strated how to scale up their algorithms for the web.

Several techniques for semantic class induction
have also been developed specifically for learning
from the web. (Paşca, 2004) uses Hearst’s pat-
terns (Hearst, 1992) to learn semantic class instances
and class groups by acquiring contexts around the
pattern. Pasca also developed a second technique
(Paşca, 2007b) that creates context vectors for a
group of seed instances by searching web query
logs, and uses them to learn similar instances.

The work most closely related to ours is Hearst’s
early work on hyponym learning (Hearst, 1992)
and more recent work that has followed up on her
idea. Hearst’s system exploited patterns that explic-
itly identify a hyponym relation between a seman-
tic class and a word (e.g.,“such authors as Shake-
speare”). We will refer to these ashyponym pat-
terns. Pasca’s previously mentioned system (Paşca,
2004) applies hyponym patterns to the web and ac-
quires contexts around them. The KnowItAll system
(Etzioni et al., 2005) also uses hyponym patterns to
extract class instances from the web and then evalu-
ates them further by computing mutual information
scores based on web queries.

The work by (Widdows and Dorow, 2002) on lex-
ical acquisition is similar to ours because they also
use graph structures to learn semantic classes. How-
ever, their graph is based entirely on syntactic rela-
tions between words, while our graph captures the
ability of instances to find each other in a hyponym
pattern based on web querying, without any part-of-
speech tagging or parsing.

1Meta-bootstrapping (Riloff and Jones, 1999) was evaluated
on web pages, but used a precompiled corpus of downloaded
web pages.
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3 Semantic Class Learning with Hyponym
Pattern Linkage Graphs

3.1 A Doubly-Anchored Hyponym Pattern

Our work was motivated by early research on hy-
ponym learning (Hearst, 1992), which applied pat-
terns to a corpus to associate words with semantic
classes. Hearst’s system exploited patterns that ex-
plicitly link a class name with a class member, such
as “X and other Ys” and “Ys such as X”. Relying
on surface-level patterns, however, is risky because
incorrect items are frequently extracted due to poly-
semy, idiomatic expressions, parsing errors, etc.

Our work began with the simple idea of using an
extremelyspecific pattern to extract semantic class
members with high accuracy. Our expectation was
that a very specific pattern would virtually eliminate
the most common types of false hits that are caused
by phenomena such as polysemy and idiomatic ex-
pressions. A concern, however, was that an ex-
tremely specific pattern would suffer from sparse
data and not extract many new instances. By using
the web as a corpus, we hoped that the pattern could
extract at least a few instances for virtually any class,
and then we could gain additional traction by boot-
strapping these instances.

All of the work presented in this paper uses just
one doubly-anchoredpattern to identify candidate
instances for a semantic class:

<classname> such as<classmember> and *

This pattern has two variables: the name of the se-
mantic class to be learned (classname) and a mem-
ber of the semantic class (classmember). The aster-
isk (*) indicates the location of the extracted words.
We describe this pattern as beingdoubly-anchored
because it is instantiated with both the name of the
semantic class as well as a class member.

For example, the pattern“ CARS such asFORD

and *” will extract automobiles, and the pattern
“ PRESIDENTSsuch asFORD and *” will extract
presidents. The doubly-anchored nature of the pat-
tern serves two purposes. First, it increases the like-
lihood of finding a true list construction for the class.
Our system does not use part-of-speech tagging or
parsing, so the pattern itself is the only guide for
finding an appropriate linguistic context.

Second, the doubly-anchored pattern virtually

Members = {Seed};
P0= “Class such asSeed and *”;
P = {P0};
iter = 0;
While ((iter < Max Iters) and (P 6= {}))

iter++;
For eachPi ∈ P

Snippets = web query(Pi);
Candidates = extractwords(Snippets,Pi);
Pnew = {};
For eachCandidatek ∈ Candidates

If (Candidatek /∈ Members);
Members = Members ∪ {Candidatek};
Pk= “Class such asCandidatek and *”;
Pnew = Pnew ∪ { Pk };

P = Pnew;

Figure 1: Reckless Bootstrapping

eliminates ambiguity because theclassnameand
classmembermutually disambiguate each other.
For example, the wordFORD could refer to an auto-
mobile or a person, but in the pattern“ CARSsuch as
FORD and *” it will almost certainly refer to an au-
tomobile. Similarly, the class “PRESIDENT” could
refer to country presidents or corporate presidents,
and “BUSH” could refer to a plant or a person. But
in the pattern“ PRESIDENTSsuch asBUSH” , both
words will surely refer to country presidents.

Another advantage of the doubly-anchored pat-
tern is that an ambiguous or underspecified class
name will be constrained by the presence of the class
member. For example, to generate a list of com-
pany presidents, someone might naively define the
class name asPRESIDENTS. A singly-anchored pat-
tern (e.g.,“ PRESIDENTSsuch as *”) might gener-
ate lists of other types of presidents (e.g., country
presidents, university presidents, etc.). Because the
doubly-anchored pattern also requires a class mem-
ber (e.g.,“ PRESIDENTSsuch asBILL GATES and
*” ), it is likely to generate only the desired types of
instances.

3.2 Reckless Bootstrapping

To evaluate the performance of the doubly-anchored
pattern, we began by using the pattern to search the
web and embedded this process in a simple boot-
strapping loop, which is presented in Figure 1. As
input, the user must provide the name of the desired
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semantic class (Class) and a seed example (Seed),
which are used to instantiate the pattern. On the
first iteration, the pattern is given to Google as a
web query, and new class members are extracted
from the retrieved text snippets. We wanted the
system to be as language-independent as possible,
so we refrained from using any taggers or parsing
tools. As a result, instances are extracted using only
word boundaries and orthographic information. For
proper name classes, we extract all capitalized words
that immediately follow the pattern. For common
noun classes, we extract just one word, if it is not
capitalized. Examples are shown below, with the ex-
tracted items underlined:

countries such as China and Sri Lankaare ...
fishes such as trout and basscan ...

One limitation is that our system cannot learn
multi-word instances of common noun categories,
or proper names that include uncapitalized words
(e.g., “United States of America”). These limita-
tions could be easily overcome by incorporating a
noun phrase (NP) chunker and extracting NPs.

Each new class member is then used as a seed in-
stance in the bootstrapping loop. We implemented
this process as breadth-first search, where each “ply”
of the search process is the result of bootstrapping
the class members learned during the previous it-
eration as seed instances for the next one. During
each iteration, we issue a new web query and add
the newly extracted class members to the queue for
the next cycle. We run this bootstrapping process for
a fixed number of iterations (search ply), or until no
new class members are produced. We will refer to
this process asreckless bootstrappingbecause there
are no checks of any kind. Every term extracted by
the pattern is assumed to be a class member.

3.2.1 Results

Table 1 shows the results for 4 iterations of reck-
less bootstrapping for four semantic categories:U.S.
states, countries, singers, and fish. The first two
categories are relatively small, closed sets (our gold
standard contains 50 U.S. states and 194 countries).
Thesingersandfishcategories are much larger, open
sets (see Section 4 for details).

Table 1 reveals that the doubly-anchored pattern
achieves high accuracy during the first iteration, but

Iter. countries states singers fish
1 .80 .79 .91 .76
2 .57 .21 .87 .64
3 .21 .18 .86 .54
4 .16 – .83 .54

Table 1:Reckless Bootstrapping Accuracies

quality deteriorates rapidly as bootstrapping pro-
gresses. Figure 2 shows the recall and precision
curves for countries and states. High precision is
achieved only with low levels of recall for countries.
Our initial hypothesis was that such a specific pat-
tern would be able to maintain high precision be-
cause non-class members would be unlikely to co-
occur with the pattern. But we were surprised to find
that many incorrect entries were generated for rea-
sons such as broken expressions like “Merce -dez”,
misidentified list constructions (e.g.,“In countries
such as China U.S. Policyis failing...”), and incom-
plete proper names due to insufficient length of the
retrieved text snippet.

Incorporating a noun phrase chunker would elim-
inate some of these cases, but far from all of them.
We concluded that even such a restrictive pattern is
not sufficient for semantic class learning on its own.
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Figure 2: Recall/precision for reckless bootstrapping

In the next section, we present a new approach
that creates a Hyponym Pattern Linkage Graph to
steer bootstrapping and improve accuracy.

3.3 Using Dynamic Graphs to Steer
Bootstrapping

Intuitively, we expect true class members to occur
frequently in pattern contexts with other class mem-
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bers. To operationalize this intuition, we create ahy-
ponym pattern linkage graph, which represents the
frequencies with which candidate instances generate
each other in the pattern contexts.

We define ahyponym pattern linkage graph
(HPLG) as aG = (V, E), where each vertexv ∈ V
is a candidate instance and each edge(u, v) ∈ E
means that instancev was generated by instanceu.
The weightw of an edge is the frequency with which
u generatedv. For example, consider the following
sentence, where the pattern is italicized and the ex-
tracted instance is underlined:

Countries such as China andLaoshave been...

In the HPLG, an edgee = (China, Laos) would
be created because the pattern anchored by China
extracted Laos as a new candidate instance. If this
pattern extracted Laos from 15 different snippets,
then the edge’s weight would be 15. The in-degree
of a node represents itspopularity, i.e., the number
of instance occurrences that generated it.

The graph is constructed dynamically as boot-
strapping progresses. Initially, the seed is the only
trusted class memberand the only vertex in the
graph. The bootstrapping process begins by instan-
tiating the doubly-anchored pattern with the seed
class member, issuing a web query to generate new
candidate instances, and adding these new instances
to the graph. A score is then assigned to every node
in the graph, using one of several different metrics
defined below. The highest-scoring unexplored node
is then added to the set oftrusted class members, and
used as the seed for the next bootstrapping iteration.

We experimented with three scoring functions for
selecting nodes. TheIn-Degree (inD) score for ver-
texv is the sum of the weights of all incoming edges
(u, v), whereu is a trusted class member. Intuitively,
this captures the popularity ofv among instances
that have already been identified as good instances.
TheBest Edge (BE) score for vertexv is the maxi-
mum edge weight among the incoming edges(u, v),
whereu is a trusted class member.

The Key Player Problem (KPP) measure is used in
social network analysis (Borgatti and Everett, 2006)
to identify nodes whose removal would result in a
residual network of minimum cohesion. A node re-
ceives a high value if it is highly connected and rel-
atively close to most other nodes in the graph. The

KPP score for vertexv is computed as:

KPP (v) =

∑

u∈V

1

d(u, v)
|V |−1

whered(u, v) is the shortest path between two ver-
tices, whereu is a trusted node. For tie-breaking, the
distances are multiplied by the weight of the edge.

Note that all of these measures rely only on in-
coming edges because a node does not acquire out-
going edges until it has already been selected as a
trusted class member and used to acquire new in-
stances. In the next section, we describe a two-step
process for creating graphs that can take advantage
of both incoming and outgoing edges.

3.4 Re-Ranking with Precompiled Graphs

One way to try to confirm (or disconfirm) whether
a candidate instance is a true class member is to see
whether it can produce new candidate instances. If
we instantiate our pattern with the candidate (i.e.,
“ CLASS NAME such asCANDIDATE and *” ) and
successfully extract many new instances, then this
is evidence that the candidate frequently occurs with
the CLASS NAME in list constructions. We will re-
fer to the ability of a candidate to generate new in-
stances as itsproductivity.

The previous bootstrapping algorithm uses a dy-
namically constructed graph that is constantly evolv-
ing as new nodes are selected and explored. Each
node is scored based only on the set of instances
that have been generated and identified as “trusted”
at that point in the bootstrapping process. To use
productivity information, we must adopt a different
procedure because we need to know not only who
generated each candidate, but also the complete set
of instances that the candidate itself can generate.

We adopted a two-step process that can use both
popularity and productivity information in a hy-
ponym pattern linkage graph to assess the quality of
candidate instances. First, we performreckless boot-
strapping for a classnameand seeduntil no new
instances are generated. Second, we assign a score
to each node in the graph using a scoring function
that takes into account both the in-degree (popular-
ity) and out-degree (productivity) of each node. We
experimented with four different scoring functions,
some of which were motivated by work on word
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sense disambiguation to identify the most “impor-
tant” node in a graph containing its possible senses
(Navigli and Lapata, 2007).

TheOut-degree (outD) score for vertexv is the
weighted sum ofv’s outgoing edges, normalized by
the number of other nodes in the graph.

outD(v) =

∑

∀(v,p)∈E

w(v, p)

|V |−1

This measure captures only productivity, while the
next three measures consider both productivity and
popularity. TheTotal-degree (totD) score for ver-
tex v is the weighted sum of both incoming and
outgoing edges, normalized by the number of other
nodes in the graph. TheBetweenness (BT) score
(Freeman, 1979) considers a vertex to be important
if it occurs on many shortest paths between other
vertices.

BT (v) =
∑

s,t∈V :s 6=v 6=t

σst(v)

σst

whereσst is the number of shortest paths froms to t,
andσst(v) is the number of shortest paths froms to
t that pass through vertexv. PageRank (Page et al.,
1998) establishes the relative importance of a ver-
tex v through an iterative Markov chain model. The
PageRank (PR) score of a vertexv is determined
on the basis of the nodes it is connected to.

PR(v) = (1−α)
|V | + α

∑

u,v∈E

PR(u)

outdegree(u)

α is a damping factor that we set to 0.85. We dis-
carded all instances that produced zero productivity
links, meaning that they did not generate any other
candidates when used in web queries.

4 Experimental evaluation

4.1 Data

We evaluated our algorithms on four semantic cat-
egories: U.S. states, countries, singers, and fish.
The statesand countriescategories are relatively
small, closed sets: our gold standards consist of 50
U.S. states and 194 countries (based on a list found
on Wikipedia). Thesingersandfish categories are
much larger, open classes. As our gold standard for
fish, we used a list of common fish names found on
Wikipedia.2 All the singer names generated by our

2We also counted as correct plural versions of items found
on the list. The total size of our fish list is 1102.

States
Popularity Prd Pop&Prd

N BE KPP inD outD totD BT PR
25 1.0 1.0 1.0 1.0 1.0 .88 .88
50 .96 .98 .98 1.0 1.0 .86 .82
64 .77 .78 .77 .78 .78 .77 .67

Countries
Popularity Prd Pop&Prd

N BE KPP inD outD totD BT PR
50 .98 .97 .98 1.0 1.0 .98 .97
100 .96 .97 .94 1.0 .99 .97 .95
150 .90 .92 .91 1.0 .95 .94 .92
200 .83 .81 .83 .90 .87 .82 .80
300 .60 .59 .61 .61 .62 .56 .60
323 .57 .55 .57 .57 .58 .52 .57

Singers
Popularity Prd Pop&Prd

N BE KPP inD outD totD BT PR
10 .92 .96 .92 1.0 1.0 1.0 1.0
25 .89 .90 .91 1.0 1.0 1.0 .99
50 .92 .85 .92 .97 .98 .95 .97
75 .89 .83 .91 .96 .95 .93 .95
100 .86 .81 .89 .96 .93 .94 .94
150 .86 .79 .88 .95 .92 .93 .87
180 .86 .80 .87 .91 .91 .91 .88

Fish
Popularity Prd Pop&Prd

N BE KPP inD outD totD BT PR
10 .90 .90 .90 1.0 1.0 .90 .70
25 .80 .88 .76 1.0 .96 .96 .72
50 .82 .80 .78 1.0 .94 .88 .66
75 .72 .69 .72 .93 .87 .79 .64
100 .63 .68 .66 .84 .80 .74 .62
116 .60 .65 .66 .80 .78 .71 .59

Table 2:Accuracies for each semantic class

algorithms were manually reviewed for correctness.
We evaluated performance in terms of accuracy (the
percentage of instances that were correct).3

4.2 Performance

Table 2 shows the accuracy results of the two al-
gorithms that use hyponym pattern linkage graphs.
We display results for the top-ranked N candidates,
for all instances that have a productivity value>
zero.4 The Popularity columns show results for the

3We never generated duplicates so the instances are distinct.
4Obviously, this cutoff is not available to the popularity-

based bootstrapping algorithm, but here we are just comparing
the top N results for both algorithms.
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bootstrapping algorithm described in Section 3.3,
using three different scoring functions. The re-
sults for the ranking algorithm described in Sec-
tion 3.4 are shown in the Productivity (Prd) and
Popularity&Productivity (Pop&Prd) columns. For
thestates, countries, andsingerscategories, we ran-
domly selected 5 different initial seeds and then av-
eraged the results. For thefishcategory we ran each
algorithm using just the seed“salmon” .

The popularity-based metrics produced good ac-
curacies on thestates, countries, andsingerscate-
gories under all 3 scoring functions. Forfish, KPP
performed better than the others.

The Out-degree (outD)scoring function, which
uses only Productivity information, obtained the
best results across all 4 categories. OutD achieved
100% accuracy for the first 50 states and fish, 100%
accuracy for the top 150 countries, and 97% accu-
racy for the top 50 singers. The three scoring met-
rics that use both popularity and productivity also
performed well, but productivity information by it-
self seems to perform better in some cases.

It can be difficult to compare the results of differ-
ent semantic class learners because there is no stan-
dard set of benchmark categories, so researchers re-
port results for different classes. For the state and
country categories, however, we can compare our
results with that of other web-based semantic class
learners such as Pasca (Paşca, 2007a) and the Know-
ItAll system (Etzioni et al., 2005). For the U.S.
states category, our system achieved 100% recall
and 100% precision for the first 50 items generated,
and KnowItAll performed similarly achieving 98%
recall with 100% precision. Pasca did not evaluate
his system on states.

For thecountriescategory, our system achieved
100% precision for the first 150 generated instances
(77% recall). (Paşca, 2007a) reports results of 100%
precision for the first 25 instances generated, and
82% precision for the first 150 instances gener-
ated. The KnowItAll system (Etzioni et al., 2005)
achieved 97% precision with 58% recall, and 79%
precision with 87% recall.5 To the best of our
knowledge, other researchers have not reported re-
sults for the singer and fish categories.

5(Etzioni et al., 2005) do not report exactly how many coun-
tries were in their gold standard.
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Figure 3: Learning curve for Placido Domingo

Figure 3 shows the learning curve for both al-
gorithms using their best scoring functions on the
singercategory withPlacido Domingoas the initial
seed. In total, 400 candidate words were generated.
The Out-degreescoring function ranked the candi-
dates well. Figure 3 also includes a vertical line
indicating where the candidate list was cut (at 180
instances) based on the zero productivity cutoff.

One observation is that the rankings do a good
job of identifying borderline cases, which typically
are ranked just below most correct instances but just
above the obviously bad entries. For example, for
states, the 50 U.S. states are ranked first, followed
by 14 more entries (in order):

Russia, Ukraine, Uzbekistan, Azerbaijan,
Moldova, Tajikistan, Armenia, Chicago,
Boston, Atlanta, Detroit, Philadelphia, Tampa,
Moldavia

The first 7 entries are all former states of the So-
viet Union. In retrospect, we realized that we
should have searched for “U.S. states” instead of just
“states”. This example illustrates the power of the
doubly-anchored hyponym pattern to correctly iden-
tify our intended semantic class by disambiguating
our class name based on the seed class member.

The algorithms also seem to be robust with re-
spect to initial seed choice. For thestates, coun-
tries, and singerscategories, we ran experiments
with 5 different initial seeds, which were randomly
selected. The 5 country seeds represented a diverse
set of nations, some of which are rarely mentioned in
the news:Brazil, France, Guinea-Bissau, Uganda,
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andZimbabwe. All of these seeds obtained≥ 92%
recall with≥ 90% precision.

4.3 Error Analysis

We examined the incorrect instances produced by
our algorithms and found that most of them fell into
five categories.

Type 1 errors were caused by incorrect proper
name extraction. For example, in the sentence
“states such as Georgia and English speaking coun-
tries like Canada...”, “English” was extracted as
a state. These errors resulted from complex noun
phrases and conjunctions, as well as unusual syn-
tactic constructions. An NP chunker might prevent
some of these cases, but we suspect that many of
them would have been misparsed regardless.

Type 2 errors were caused by instances that for-
merly belonged to the semantic class (e.g.,Serbia-
MontenegroandCzechoslovakiaare no longer coun-
tries). In this error type, we also include border-
line cases that could arguably belong to the semantic
class (e.g., Wales as a country).

Type 3 errors were spelling variants (e.g.,Kyrgys-
tan vs. Kyrgyzhstan) and name variants (e.g.,Bey-
oncevs. Beyonce Knowles). Officially, every entity
has one official spelling and one complete name, but
in practice there are often variations that may occur
nearly as frequently as the official name. For exam-
ple, it is most common to refer to the singerBeyonce
by just her first name.

Type 4 errors were caused by sentences that were
just flat out wrong in their factual assertions. For ex-
ample, some sentences referred to“North America”
as a country.

Type 5 errors were caused by broken expressions
found in the retrieved snippets (e.g.Michi -gan).
These errors may be fixable by cleaning up the web
pages or applying heuristics to prevent or recognize
partial words.

It is worth noting that incorrect instances of Types
2 and 3 may not be problematic to encounter in a
dictionary or ontology. Name variants and former
class members may in fact be useful to have.

5 Conclusions

Combining hyponym patterns with pattern linkage
graphs is an effective way to produce a highly ac-

curate semantic class learner that requires truly min-
imal supervision: just the class name and one class
member as a seed. Our results consistently produced
high accuracy and for thestatesandcountriescate-
gories produced very high recall.

The singersandfish categories, which are much
larger open classes, also achieved high accuracy and
generated many instances, but the resulting lists are
far from complete. Even on the web, the doubly-
anchored hyponym pattern eventually ran out of
steam and could not produce more instances. How-
ever, all of our experiments were conducted using
just a singlehyponym pattern. Other researchers
have successfully used sets of hyponym patterns
(e.g., (Hearst, 1992; Etzioni et al., 2005; Paşca,
2004)), and multiple patterns could be used with
our algorithms as well. Incorporating additional hy-
ponym patterns will almost certainly improve cover-
age, and could potentially improve the quality of the
graphs as well.

Our popularity-based algorithm was very effec-
tive and is practical to use. Our best-performing al-
gorithm, however, was the 2-step process that be-
gins with an exhaustive search (reckless bootstrap-
ping) and then ranks the candidates using theOut-
degreescoring function, which represents produc-
tivity. The first step is expensive, however, because
it exhaustively applies the pattern to the web until
no more extractions are found. In our evaluation, we
ran this process on a single PC and it usually finished
overnight, and we were able to learn a substantial
number of new class instances. If more hyponym
patterns are used, then this could get considerably
more expensive, but the process could be easily par-
allelized to perform queries across a cluster of ma-
chines. With access to a cluster of ordinary PCs,
this technique could be used to automatically create
extremely large, high-quality semantic lexicons, for
virtually any categories, without external training re-
sources.

Acknowledgments

This research was supported in part by the Department

of Homeland Security under ONR Grants N00014-07-1-014

and N0014-07-1-0152, the European Union Sixth Framework

project QALLME FP6 IST-033860, and the Spanish Ministry

of Science and Technology TEXT-MESS TIN2006-15265-C06-

01.

1055



References

M. Berland and E. Charniak. 1999. Finding Parts in Very
Large Corpora. InProc. of the 37th Annual Meeting of
the Association for Computational Linguistics.

S. Borgatti and M. Everett. 2006. A graph-theoretic per-
spective on centrality.Social Networks, 28(4).

S. Caraballo. 1999. Automatic Acquisition of a
Hypernym-Labeled Noun Hierarchy from Text. In
Proc. of the 37th Annual Meeting of the Association
for Computational Linguistics, pages 120–126.

P. Cimiano and J. Volker. 2005. Towards large-scale,
open-domain and ontology-based named entity classi-
fication. InProc. of Recent Advances in Natural Lan-
guage Processing, pages 166–172.

D. Davidov and A. Rappoport. 2006. Efficient unsu-
pervised discovery of word categories using symmet-
ric patterns and high frequency words. InProc. of the
21st International Conference on Computational Lin-
guistics and the 44th annual meeting of the ACL.

O. Etzioni, M. Cafarella, D. Downey, A. Popescu,
T. Shaked, S. Soderland, D. Weld, and A. Yates.
2005. Unsupervised named-entity extraction from the
web: an experimental study.Artificial Intelligence,
165(1):91–134, June.

M.B. Fleischman and E.H. Hovy. 2002. Fine grained
classification of named entities. InProc. of the 19th
International Conference on Computational Linguis-
tics, pages 1–7.

C. Freeman. 1979. Centrality in social networks: Con-
ceptual clarification.Social Networks, 1:215–239.

R. Girju, A. Badulescu, and D. Moldovan. 2003. Learn-
ing semantic constraints for the automatic discovery of
part-whole relations. InProc. of Conference of HLT /
North American Chapter of the Association for Com-
putational Linguistics.

M. Hearst. 1992. Automatic acquisition of hyponyms
from large text corpora. InProc. of the 14th confer-
ence on Computational linguistics, pages 539–545.

D. Lin and P. Pantel. 2002. Concept discovery from text.
In Proc. of the 19th International Conference on Com-
putational linguistics, pages 1–7.

D. Lin. 1998. Automatic retrieval and clustering of sim-
ilar words. InProc. of the 17th international confer-
ence on Computational linguistics, pages 768–774.

G. Mann. 2002. Fine-grained proper noun ontologies for
question answering. InProc. of the 19th International
Conference on Computational Linguistics, pages 1–7.

G. Miller. 1990. Wordnet: An On-line Lexical Database.
International Journal of Lexicography, 3(4).

R. Navigli and M. Lapata. 2007. Graph connectiv-
ity measures for unsupervised word sense disambigua-
tion. In Proc. of the 20th International Joint Confer-
ence on Artificial Intelligence, pages 1683–1688.

M. Paşca. 2004. Acquisition of categorized named en-
tities for web search. InProc. of the Thirteenth ACM
International Conference on Information and Knowl-
edge Management, pages 137–145.
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Paşca, Marius, 19, 994
Penn, Gerald, 470
Pfister, Beat, 106
Pighin, Daniele, 798
Polifroni, Joseph, 479

Quirk, Chris, 97

Rabbat, Michael, 656
Rafferty, Anna N., 1039
Rappoport, Ari, 227, 692, 861, 1030
Ravichandran, Deepak, 674
Regneri, Michaela, 218
Reichart, Roi, 861, 1030
Resnik, Philip, 1003, 1012
Richman, Alexander E., 1
Rieser, Verena, 638
Riloff, Ellen, 1048
Robertson, Stephen, 148
Roth, Dan, 1030
Roy, Deb, 121
Ruopp, Achim, 514

Sagae, Kenji, 46

Saha, Sujan Kumar, 488
Sammons, Mark, 1030
Sarkar, Sudeshna, 488
Satta, Giorgio, 604
Scheible, Christian, 496
Schmid, Helmut, 496
Schone, Patrick, 1
Schulte im Walde, Sabine, 496
Schuurmans, Dale, 532
Seneff, Stephanie, 174
Sætre, Rune, 46
Shen, Libin, 577
Shieber, Stuart M., 604
Snyder, Benjamin, 737
Srikumar, Vivek, 1030
Su, Jian, 843
Surdeanu, Mihai, 719
Suzuki, Hisami, 514
Suzuki, Jun, 665
Szarvas, György, 281
Szpakowicz, Stan, 416
Szpektor, Idan, 683

Talbot, David, 505
Tan, Chew Lim, 559, 843
Taskar, Ben, 986
Thater, Stefan, 218
Titov, Ivan, 308
Tomanek, Katrin, 861
Torisawa, Kentaro, 407
Toutanova, Kristina, 514
Tsarfaty, Reut, 371
Tsujii, Jun’ichi, 46

Uszkoreit, Jakob, 755

Vadas, David, 335
Van Durme, Benjamin, 19, 994
Veale, Tony, 523
Vickrey, David, 344
Voorhees, Ellen M., 63
Vozila, Paul, 114

Walker, Marilyn, 165, 479
Wang, Haifeng, 780
Wang, Qin Iris, 532
Weerkamp, Wouter, 923



Weir, David, 968
Weischedel, Ralph, 577
White, Michael, 183
Whittaker, Edward, 443

Xiong, Miao, 914
Xu, Jia, 81
Xu, Jinxi, 577

Yang, Fan, 541
Yang, Xiaofeng, 843
Yarowsky, David, 425
Yu, Yong, 156, 914

Zapirain, Beñat, 550
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