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Preface: General Chair

I am honored to be serving as General Conference Chair for the annual conference in our field. This
year’s conference, ACL-08: HLT, is jointly sponsored by the Association for Computational Linguistics
and the North American Chapter of the Association for Computational Linguistics and it thus brings
together the traditions of both organizations. As is evident from the title, one of those traditions is
the focus on research from all areas of Human Language Technology, including information retrieval,
natural language processing and speech. The conference features invited speakers in speech and
information retrieval and there are sessions devoted to all three of these areas. I hope this conference
will again encourage interaction among researchers from the different areas.

Since I was last involved in organizing the ACL Conferences back in the 90’s, the conferences have
grown dramatically. I was surprised to learn the number of people required to make the conference
happen. Some 30 odd people are serving in Chair or Co-Chair capacity of various aspects of the
conference. While I was pleased to have the opportunity of shaping aspects of the conference, I have
to say that the real bulk of the work is done by the many Chairs involved. So I want to express my
gratitude to all of them for their commitment and dedication to making sure that all ran smoothly. I am
impressed by the energy and time that everyone gave to this volunteer activity.

I would like to thank the Program Chairs, Johanna Moore, Simone Teufel, James Allan and Sadaoki
Furui, who have put in many hours to provide us with the main program for the conference and the Local
Arrangements Chair, Chris Brew, who has provided us with the venue for the conference and oversaw
the many time-demanding details. DJ Hovermale also put in many hours as webmaster, collecting
information from everyone. I would like to thank the Chairs of the Student Research Workshop, Ebru
Arisoy, Wolfgang Maier and Keisuke Inoue, who worked quite independently, along with the Faculty
Advisor, Jan Wiebe. The Workshop Chair, Ming Zhou, managed the workshop program with ease, a
program that has grown over the years so that it seems like a conference in and of itself. The Tutorial
Chairs, Ani Nenkova, Marilyn Walker and Eugene Agichtein, have put together a fine tutorial program
and the Demo Chair, Jimmy Lin, has organized a nice series of demos. The Sponsorship Chairs are
responsible for bringing in funding to cover various programs and I would like to thank Inderjeet
Mani, Josef van Genabith and Michael White for their efforts in this regard. The Publicity Chairs, Hal
Daumé 111, Eric Fosler-Lussier and Diane Kelly, reached out to communities outside the central natural
language areas to encourage people to submit papers and attend the conference. Finally, I would like to
give a big thanks to the Publication Chairs, Joakim Nivre and Noah A. Smith, who were very organized
and handily managed the job of pulling all materials together for the main conference and workshop
proceedings, no small feat.

In addition to the Chairs, individuals within the ACL organization itself deserve recognition. First and
foremost, my thanks goes to Dragomir Radev, who provided guidance about what to do next at every
step and who had the answer to every question I had within seconds. Owen Rambow also provided much
needed advice from the perspective of the North American Chapter. Priscilla Rasmussen is critical to
the running of the conference, with her organizational history of how things work. Finally, I would like
to thank the Coordinating Committee for being available for discussion and for providing advice.

Kathleen McKeown
ACL-08: HLT General Chair
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Preface: Program Chairs

The program for ACL-08: HLT features a wide variety of avenues for authors to present their latest work
in computational linguistics, information retrieval, and speech technology. The program includes: full
papers, short papers, posters, demonstrations, and a student research workshop, as well as pre- and post-
conference tutorials and workshops. In our program design, we attempted to combine the successful
approach of ACLO7, which had four parallel oral sessions of 25-min full paper presentations, with the
HLT model of presenting late-breaking results in parallel sessions of 15-min short paper presentations.
We also experimented with an idea adopted from Interspeech, in which authors can choose their desired
mode of presentation, oral or poster, based on their assessment of how best to present their work. There
is no distinction between posters and oral presentations in terms of quality or in terms of how they
appear in the Proceedings. Although it will take more than one year to see this change fully taken up
by the membership, we were happy to see some authors choose the poster option from the very outset.
Area chairs also used their discretion in indicating which submissions would benefit from which mode
of presentation. If the number of submissions continues to grow as it has done in the past few years,
poster sessions will be one way to managing this growth without creating a large number of parallel
sessions.

This year, the program committee received yet another record-breaking number of submissions, with
470 full and 275 short paper submissions. Full papers were due in mid-January, and the program
committee accepted 119 (25%) of these, 95 as oral presentations and 24 as posters. Short papers were
due in mid-March, and the committee accepted 64 (23%) of these, 32 for oral presentation and 32 for
poster presentation.

First and foremost, we thank all the authors for submitting papers describing their recent work; the
sheer number of submissions reflects how active our field is. We are greatly indebted to the 34 area
chairs who recruited 720 reviewers, and who managed the reviewing process of both full and short
papers in their areas. Reviewers wrote three reviews for each full paper submission, and two reviews
for each short paper submission, for a staggering total of just under 2000 reviews! Miraculously, there
were only a handful of late reviews. Well done everyone!

As the number of submissions and, consequently the number of area chairs, has risen over the last few
years, the ACL program committee has moved away from having a face-to-face meeting of all area
chairs. For ACL08: HLT, two of the program co-chairs met for two days at Edinburgh University,
using email and teleconferencing to get input from the two program co-chairs not based in Europe,
and all of the area chairs. For short paper decision making, three of the four program co-chairs held a
teleconference, with input from the fourth co-chair by email as time zone differences permitted.

Another first this year was our decision to award several outstanding paper prizes, rather than trying to
identify a single best paper. We did this because we felt that it is typical for conferences as large as this
to have several particularly exciting, innovative, and well-crafted papers, and it is extremely difficult
to compare quality across areas. We asked area chairs to nominate papers for the various awards and
then formed an Outstanding Paper Committee, who wish to remain anonymous, and to whom we owe
a great debt of gratitude for their hard work at short notice.
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As usual, the main program will run for three days: there will be four parallel sessions of paper
presentations. One of these is devoted to the Student Research Workshop, which we would like to thank
Ebru Abrisoy, Wolfgang Maier and Keisuke Inoue for organizing. There will also be a poster session on
Monday evening, with food and drink to keep everyone going. The demo session, organized by Jimmy
Lin, will be held concurrently with the poster session. This year there will be five plenary sessions: two
for our very distinguished invited speakers, Susan Dumais and Marc Swerts, one for presentation of the
four outstanding papers, one for the presentation by this year’s Lifetime Achievement Award winner,
and finally one for the ACL business meeting.

Also as usual the conference is flanked by tutorial sessions and workshops. We would like to thank
Ani Nenkova, Marilyn Walker and Eugene Agichtein for organizing the tutorials, and Ming Zhou,
ChengXiang Zhai and Helen Meng for compiling an excellent program of workshops.

We also thank Kathy McKeown, General Conference Chair, the Local Arrangements Committee headed
by Chris Brew, the ACL executive committee, for their help and advice, and last year’s co-chairs, Antal
van den Bosch and Annie Zaenen, for sharing their experience.

Finally, there were three things that made this all possible. First, we were helped immensely by Jason
Eisner, who has compiled an excellent web site on “How to Serve as Program Chair of a Conference”
(http://www.cs.jhu.edu/ jason/advice/how-to-chair-a-conference.html). This saved us more than once!
Second, we employed a recent PhD, James Clarke, to help us get started with START, and to simply
deal with the large volume of work that must be processed within the first few days after submissions
are received. James kept us sane. Third, there is the invaluable START system for managing paper
submission, reviewing, and decision making. We owe Rich Gerber and the START team a million
thanks for responding to questions quickly, and even modifying START overnight to provide what we
asked for.

Our most sincere thanks go to Joakim Nivre and Noah A. Smith who took all of our labors and put
together the wonderful Proceedings you are now reading.

We hope you enjoy the conference,

Johanna D. Moore, Simone Teufel, James Allan, and Sadaoki Furui
ACL-08: HLT Program Chairs
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Opening Session

Invited Talk: Marc Swerts, Facial Expressions in Human-Human and Human-
Machine Interactions
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Session 1A: Information Extraction 1

Mining Wiki Resources for Multilingual Named Entity Recognition
Alexander E. Richman and Patrick Schone

Distributional Identification of Non-Referential Pronouns
Shane Bergsma, Dekang Lin and Randy Goebel

Weakly-Supervised Acquisition of Open-Domain Classes and Class Attributes from
Web Documents and Query Logs

Marius Pagca and Benjamin Van Durme

The Tradeoffs Between Open and Traditional Relation Extraction
Michele Banko and Oren Etzioni

Session 1B: Language Resources and Evaluation

PDT 2.0 Requirements on a Query Language
Jiff Mirovsky

Task-oriented Evaluation of Syntactic Parsers and Their Representations
Yusuke Miyao, Rune Satre, Kenji Sagae, Takuya Matsuzaki and Jun’ichi Tsujii

MAXSIM: A Maximum Similarity Metric for Machine Translation Evaluation
Yee Seng Chan and Hwee Tou Ng

Contradictions and Justifications: Extensions to the Textual Entailment Task
Ellen M. Voorhees
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Session 1C: Machine Translation 1

Cohesive Phrase-Based Decoding for Statistical Machine Translation
Colin Cherry

Phrase Table Training for Precision and Recall: What Makes a Good Phrase and a Good
Phrase Pair?

Yonggang Deng, Jia Xu and Yuqing Gao

Measure Word Generation for English-Chinese SMT Systems
Dongdong Zhang, Mu Li, Nan Duan, Chi-Ho Li and Ming Zhou

Bayesian Learning of Non-Compositional Phrases with Synchronous Parsing
Hao Zhang, Chris Quirk, Robert C. Moore and Daniel Gildea

Session 1D: Speech Processing
Applying a Grammar-Based Language Model to a Simplified Broadcast-News Transcrip-
tion Task

Tobias Kaufmann and Beat Pfister

Automatic Editing in a Back-End Speech-to-Text System
Maximilian Bisani, Paul Vozila, Olivier Divay and Jeff Adams

Grounded Language Modeling for Automatic Speech Recognition of Sports Video
Michael Fleischman and Deb Roy

Lexicalized Phonotactic Word Segmentation
Margaret M. Fleck
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A Re-examination of Query Expansion Using Lexical Resources
Hui Fang

Selecting Query Term Alternations for Web Search by Exploiting Query Contexts
Guihong Cao, Stephen Robertson and Jian-Yun Nie

Searching Questions by Identifying Question Topic and Question Focus
Huizhong Duan, Yunbo Cao, Chin-Yew Lin and Yong Yu
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Trainable Generation of Big-Five Personality Styles through Data-Driven Parameter Es-
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Session 2C: Machine Translation 2
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Hao Zhang and Daniel Gildea
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Session 2D: Semantics 1

Regular Tree Grammars as a Formalism for Scope Underspecification
Alexander Koller, Michaela Regneri and Stefan Thater

Classification of Semantic Relationships between Nominals Using Pattern Clusters
Dmitry Davidov and Ari Rappoport

Vector-based Models of Semantic Composition
Jeff Mitchell and Mirella Lapata

Break
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Exploiting Feature Hierarchy for Transfer Learning in Named Entity Recognition
Andrew Arnold, Ramesh Nallapati and William W. Cohen

Refining Event Extraction through Cross-Document Inference
Heng Ji and Ralph Grishman

Learning Document-Level Semantic Properties from Free-Text Annotations
S.R.K. Branavan, Harr Chen, Jacob Eisenstein and Regina Barzilay

Automatic Image Annotation Using Auxiliary Text Information
Yansong Feng and Mirella Lapata
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Session 3B: Sentiment Analysis

Hedge Classification in Biomedical Texts with a Weakly Supervised Selection of Keywords
Gyorgy Szarvas

When Specialists and Generalists Work Together: Overcoming Domain Dependence in
Sentiment Tagging

Alina Andreevskaia and Sabine Bergler

A Generic Sentence Trimmer with CRF's
Tadashi Nomoto

A Joint Model of Text and Aspect Ratings for Sentiment Summarization
Ivan Titov and Ryan McDonald

Session 3C: Syntax and Parsing 1

Improving Parsing and PP Attachment Performance with Sense Information
Eneko Agirre, Timothy Baldwin and David Martinez

A Logical Basis for the D Combinator and Normal Form in CCG
Frederick Hoyt and Jason Baldridge

Parsing Noun Phrase Structure with CCG
David Vadas and James R. Curran
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Session 3D: Student Research Workshop
A Supervised Learning Approach to Automatic Synonym Identification Based on Distribu-
tional Features

Masato Hagiwara

An Integraged Architecture for Generating Parenthetical Constructions
Eva Banik

Inferring Activity Time in News through Event Modeling
Vladimir Eidelman

Combining Source and Target Language Information for Name Tagging of Machine Trans-
lation Output
Shasha Liao

A Re-examination on Features in Regression Based Approach to Automatic MT Evaluation
Shugqi Sun, Yin Chen and Jufeng Li

Break
Poster and Demo Session
Long Paper Posters

Summarizing Emails with Conversational Cohesion and Subjectivity
Giuseppe Carenini, Raymond T. Ng and Xiaodong Zhou

Ad Hoc Treebank Structures
Markus Dickinson

A Single Generative Model for Joint Morphological Segmentation and Syntactic Parsing
Yoav Goldberg and Reut Tsarfaty

Which Words Are Hard to Recognize? Prosodic, Lexical, and Disfluency Factors that
Increase ASR Error Rates

Sharon Goldwater, Dan Jurafsky and Christopher D. Manning

Name Translation in Statistical Machine Translation - Learning When to Transliterate
Ulf Hermjakob, Kevin Knight and Hal Daumé III
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Using Adaptor Grammars to Identify Synergies in the Unsupervised Acquisition of Lin-
guistic Structure
Mark Johnson

Inducing Gazetteers for Named Entity Recognition by Large-Scale Clustering of Depen-
dency Relations
Jun’ichi Kazama and Kentaro Torisawa

Evaluating Roget’s Thesauri
Alistair Kennedy and Stan Szpakowicz

Unsupervised Translation Induction for Chinese Abbreviations using Monolingual Cor-
pora
Zhifei Li and David Yarowsky

Which Are the Best Features for Automatic Verb Classification
Jianguo Li and Chris Brew

Collecting a Why-Question Corpus for Development and Evaluation of an Automatic QA-
System
Joanna Mrozinski, Edward Whittaker and Sadaoki Furui

Solving Relational Similarity Problems Using the Web as a Corpus
Preslav Nakov and Marti A. Hearst

Combining Speech Retrieval Results with Generalized Additive Models
J. Scott Olsson and Douglas W. Oard

A Critical Reassessment of Evaluation Baselines for Speech Summarization
Gerald Penn and Xiaodan Zhu

Intensional Summaries as Cooperative Responses in Dialogue: Automation and Evalua-
tion
Joseph Polifroni and Marilyn Walker

Word Clustering and Word Selection Based Feature Reduction for MaxEnt Based Hindi
NER
Sujan Kumar Saha, Pabitra Mitra and Sudeshna Sarkar

Combining EM Training and the MDL Principle for an Automatic Verb Classification

Incorporating Selectional Preferences
Sabine Schulte im Walde, Christian Hying, Christian Scheible and Helmut Schmid
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Randomized Language Models via Perfect Hash Functions
David Talbot and Thorsten Brants

Applying Morphology Generation Models to Machine Translation
Kristina Toutanova, Hisami Suzuki and Achim Ruopp

Multilingual Harvesting of Cross-Cultural Stereotypes
Tony Veale, Yanfen Hao and Guofu Li

Semi-Supervised Convex Training for Dependency Parsing
Qin Iris Wang, Dale Schuurmans and Dekang Lin

Chinese-English Backward Transliteration Assisted with Mining Monolingual Web Pages
Fan Yang, Jun Zhao, Bo Zou, Kang Liu and Feifan Liu

Robustness and Generalization of Role Sets: PropBank vs. VerbNet
Beat Zapirain, Eneko Agirre and Lluis Marquez
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Min Zhang, Hongfei Jiang, Aiti Aw, Haizhou Li, Chew Lim Tan and Sheng Li

Short Paper Posters

Language Dynamics and Capitalization using Maximum Entropy
Fernando Batista, Nuno Mamede and Isabel Trancoso

Surprising Parser Actions and Reading Difficulty
Marisa Ferrara Boston, John T. Hale, Reinhold Kliegl and Shravan Vasishth

Improving the Performance of the Random Walk Model for Answering Complex Questions
Yllias Chali and Shafiq Joty

Dimensions of Subjectivity in Natural Language
Wei Chen

Extractive Summaries for Educational Science Content
Sebastian de la Chica, Faisal Ahmad, James H. Martin and Tamara Sumner
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Dialect Classification for Online Podcasts Fusing Acoustic and Language Based Struc-
tural and Semantic Information
Rahul Chitturi and John Hansen

The Complexity of Phrase Alignment Problems
John DeNero and Dan Klein

Novel Semantic Features for Verb Sense Disambiguation
Dmitriy Dligach and Martha Palmer

Icelandic Data Driven Part of Speech Tagging
Mark Dredze and Joel Wallenberg

Beyond Log-Linear Models: Boosted Minimum Error Rate Training for N-best Re-ranking
Kevin Duh and Katrin Kirchhoff

Coreference-inspired Coherence Modeling
Micha Elsner and Eugene Charniak

Enforcing Transitivity in Coreference Resolution
Jenny Rose Finkel and Christopher D. Manning

Simulating the Behaviour of Older versus Younger Users when Interacting with Spoken
Dialogue Systems
Kallirroi Georgila, Maria Wolters and Johanna Moore

Active Sample Selection for Named Entity Transliteration
Dan Goldwasser and Dan Roth

Four Techniques for Online Handling of Out-of-Vocabulary Words in Arabic-English Sta-
tistical Machine Translation
Nizar Habash

Combined One Sense Disambiguation of Abbreviations
Yaakov HaCohen-Kerner, Ariel Kass and Ariel Peretz

Assessing the Costs of Sampling Methods in Active Learning for Annotation
Robbie Haertel, Eric Ringger, Kevin Seppi, Carroll James and McClanahan Peter

Blog Categorization Exploiting Domain Dictionary and Dynamically Estimated Domains

of Unknown Words
Chikara Hashimoto and Sadao Kurohashi
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Mixture Model POMDPs for Efficient Handling of Uncertainty in Dialogue Management
James Henderson and Oliver Lemon

Recent Improvements in the CMU Large Scale Chinese-English SMT System
Almut Silja Hildebrand, Kay Rottmann, Mohamed Noamany, Quin Gao, Sanjika
Hewavitharana, Nguyen Bach and Stephan Vogel

Machine Translation System Combination using ITG-based Alignments
Damianos Karakos, Jason Eisner, Sanjeev Khudanpur and Markus Dreyer

Dictionary Definitions based Homograph Identification using a Generative Hierarchical
Model
Anagha Kulkarni and Jamie Callan

A Novel Feature-based Approach to Chinese Entity Relation Extraction
Wenjie Li, Peng Zhang, Furu Wei, Yuexian Hou and Qin Lu

Using Structural Information for Identifying Similar Chinese Characters
Chao-Lin Liu and Jen-Hsiang Lin

You’ve Got Answers: Towards Personalized Models for Predicting Success in Community
Question Answering
Yandong Liu and Eugene Agichtein

Self-Training for Biomedical Parsing
David McClosky and Eugene Charniak

A Unified Syntactic Model for Parsing Fluent and Disfluent Speech
Tim Miller and William Schuler

The Good, the Bad, and the Unknown: Morphosyllabic Sentiment Tagging of Unseen
Words
Karo Moilanen and Stephen Pulman

Kernels on Linguistic Structures for Answer Extraction
Alessandro Moschitti and Silvia Quarteroni

Arabic Morphological Tagging, Diacritization, and Lemmatization Using Lexeme Models
and Feature Ranking
Ryan Roth, Owen Rambow, Nizar Habash, Mona Diab and Cynthia Rudin

Using Automatically Transcribed Dialogs to Learn User Models in a Spoken Dialog Sys-
tem
Umar Syed and Jason Williams
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Robust Extraction of Named Entity Including Unfamiliar Word
Masatoshi Tsuchiya, Shinya Hida and Seiichi Nakagawa

In-Browser Summarisation: Generating Elaborative Summaries Biased Towards the
Reading Context
Stephen Wan and Cécile Paris

Lyric-based Song Sentiment Classification with Sentiment Vector Space Model
Yunqing Xia, Linlin Wang, Kam-Fai Wong and Mingxing Xu

Mining Wikipedia Revision Histories for Improving Sentence Compression
Elif Yamangil and Rani Nelken

Smoothing a Tera-word Language Model
Deniz Yuret

Student Research Workshop Posters

The Role of Positive Feedback in Intelligent Tutoring Systems
Davide Fossati

Arabic Language Modeling with Finite State Transducers
Ilana Heintz

Impact of Initiative on Collaborative Problem Solving
Cynthia Kersey

An Unsupervised Vector Approach to Biomedical Term Disambiguation: Integrating
UMLS and Medline
Bridget MclInnes

A Subcategorization Acquisition System for French Verbs
Cédric Messiant

Adaptive Language Modeling for Word Prediction
Keith Trnka

A Hierarchical Approach to Encoding Medical Concepts for Clinical Notes
Yitao Zhang

XXX1



Monday, June 16, 2008 (continued)
Demonstrations

Demonstration of a POMDP Voice Dialer
Jason Williams

Generating Research Websites Using Summarisation Techniques
Advaith Siddharthan and Ann Copestake

BART: A Modular Toolkit for Coreference Resolution
Yannick Versley, Simone Paolo Ponzetto, Massimo Poesio, Vladimir Eidelman, Alan Jern,
Jason Smith, Xiaofeng Yang and Alessandro Moschitti

Demonstration of the UAM CorpusTool for Text and Image Annotation
Mick O’Donnell

Interactive ASR Error Correction for Touchscreen Devices
David Huggins-Daines and Alexander I. Rudnicky

Yawat: Yet Another Word Alignment Tool
Ulrich Germann

SIDE: The Summarization Integrated Development Environment
Moonyoung Kang, Sourish Chaudhuri, Mahesh Joshi and Carolyn P. Rosé

ModelTalker Voice Recorder—An Interface System for Recording a Corpus of Speech for
Synthesis
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Mining Wiki Resources for Multilingual Named Entity Recognition
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Abstract

In this paper, we describe a system by which
the multilingual characteristics of Wikipedia
can be utilized to annotate a large corpus of
text with Named Entity Recognition (NER)
tags requiring minimal human intervention
and no linguistic expertise. This process,
though of value in languages for which
resources exist, is particularly useful for less
commonly taught languages. We show how
the Wikipedia format can be used to identify
possible named entities and discuss in detail
the process by which we use the Category
structure inherent to Wikipedia to determine
the named entity type of a proposed entity.
We further describe the methods by which
English language data can be used to
bootstrap the NER process in other languages.
We demonstrate the system by using the
generated corpus as training sets for a variant
of BBN's Identifinder in French, Ukrainian,
Spanish, Polish, Russian, and Portuguese,
achieving overall F-scores as high as 84.7%
on independent, human-annotated corpora,
comparable to a system trained on up to
40,000 words of human-annotated newswire.

1 Introduction

Named Entity Recognition (NER) has long been a
major task of natural language processing. Most of
the research in the field has been restricted to a few
languages and almost all methods require substan-
tial linguistic expertise, whether creating a rule-
based technique specific to a language or manually
annotating a body of text to be used as a training
set for a statistical engine or machine learning.

In this paper, we focus on using the multilingual
Wikipedia (wikipedia.org) to automatically create
an annotated corpus of text in any given language,
with no linguistic expertise required on the part of
the user at run-time (and only English knowledge

1
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required during development). The expectation is
that for any language in which Wikipedia is
sufficiently well-developed, a usable set of training
data can be obtained with minimal human
intervention. As Wikipedia 1is constantly
expanding, it follows that the derived models are
continually improved and that increasingly many
languages can be usefully modeled by this method.

In order to make sure that the process is as
language-independent as possible, we declined to
make use of any non-English linguistic resources
outside of the Wikimedia domain (specifically,
Wikipedia and the English language Wiktionary
(en.wiktionary.org)). In particular, we did not use
any semantic resources such as WordNet or part of
speech taggers. We used our automatically anno-
tated corpus along with an internally modified
variant of BBN's IdentiFinder (Bikel et al., 1999),
specifically modified to emphasize fast text
processing, called “PhoenixIDF,” to create several
language models that could be tested outside of the
Wikipedia framework. We built on top of an
existing system, and left existing lists and tables
intact. Depending on language, we evaluated our
derived models against human or machine
annotated data sets to test the system.

2 Wikipedia
2.1 Structure

Wikipedia is a multilingual, collaborative encyclo-
pedia on the Web which is freely available for re-
search purposes. As of October 2007, there were
over 2 million articles in English, with versions
available in 250 languages. This includes 30 lan-
guages with at least 50,000 articles and another 40
with at least 10,000 articles. Each language is
available for download (download.wikimedia.org)
in a text format suitable for inclusion in a database.
For the remainder of this paper, we refer to this
format.

Proceedings of ACL-08: HLT, pages 1-9,
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Within Wikipedia, we take advantage of five
major features:

e Article links, links from one article to another
of the same language;

e Category links, links from an article to special
“Category” pages;

e [Interwiki links, links from an article to a
presumably equivalent, article in another
language;

e Redirect pages, short pages which often
provide equivalent names for an entity; and

e Disambiguation pages, a page with little
content that links to multiple similarly named
articles.

The first three types are collectively referred to as

wikilinks.

A typical sentence in the database format looks
like the following:

“Nescopeck Creek is a [[tributary]] of the [[North
Branch Susquehanna River]] in [[Luzerne County,
PennsylvanialLuzerne County]].”

The double bracket is used to signify wikilinks. In
this snippet, there are three articles links to English
language Wikipedia pages, titled “Tributary,”
“North Branch Susquehanna River,” and “Luzerne
County, Pennsylvania.” Notice that in the last link,
the phrase preceding the vertical bar is the name of
the article, while the following phrase is what is
actually displayed to a visitor of the webpage.

Near the end of the same article, we find the
following representations of Category links:
[[Category:Luzerne  County,  Pennsylvania]],
[[Category:Rivers of Pennsylvania]], {{Pennsyl-
vania-geo-stub}}. The first two are direct links to
Category pages. The third is a link to a Template,
which (among other things) links the article to
“Category:Pennsylvania geography stubs”. We
will typically say that a given entity belongs to
those categories to which it is linked in these ways.

The last major type of wikilink is the link be-
tween different languages. For example, in the
Turkish language article “Kanuni Sultan Siiley-
man” one finds a set of links including [[en:Sulei-
man the Magnificent]] and [[ru:Cyneiiman I]].
These represent links to the English language
article “Suleiman the Magnificent” and the Russian
language article “Cyneiiman 1. In almost all
cases, the articles linked in this manner represent
articles on the same subject.

A redirect page is a short entry whose sole pur-
pose is to direct a query to the proper page. There
are a few reasons that redirect pages exist, but the
primary purpose is exemplified by the fact that
“USA” is an entry which redirects the user to the
page entitled “United States.” That is, in the vast
majority of cases, redirect pages provide another
name for an entity.

A disambiguation page is a special article
which contains little content but typically lists a
number of entries which might be what the user
was seeking. For instance, the page ‘“Franklin”
contains 70 links, including the singer “Aretha
Franklin,” the town “Franklin, Virginia,” the
“Franklin River” in Tasmania, and the cartoon
character “Franklin (Peanuts).” Most disambigua-
tion pages are in Category:Disambiguation or one
of its subcategories.

2.2 Related Studies

Wikipedia has been the subject of a considerable
amount of research in recent years including
Gabrilovich and Markovitch (2007), Strube and
Ponzetto (2006), Milne et al. (2006), Zesch et al.
(2007), and Weale (2007). The most relevant to
our work are Kazama and Torisawa (2007), Toral
and Muifioz (2006), and Cucerzan (2007). More
details follow, but it is worth noting that all known
prior results are fundamentally monolingual, often
developing algorithms that can be adapted to other
languages pending availability of the appropriate
semantic resource. In this paper, we emphasize the
use of links between articles of different languages,
specifically between English (the largest and best
linked Wikipedia) and other languages.

Toral and Muiioz (2006) used Wikipedia to cre-
ate lists of named entities. They used the first
sentence of Wikipedia articles as likely definitions
of the article titles, and used them to attempt to
classify the titles as people, locations, organiza-
tions, or none. Unlike the method presented in this
paper, their algorithm relied on WordNet (or an
equivalent resource in another language). The au-
thors noted that their results would need to pass a
manual supervision step before being useful for the
NER task, and thus did not evaluate their results in
the context of a full NER system.

Similarly, Kazama and Torisawa (2007) used
Wikipedia, particularly the first sentence of each
article, to create lists of entities. Rather than
building entity dictionaries associating words and



phrases to the classical NER tags (PERSON, LO-
CATION, etc.) they used a noun phrase following
forms of the verb “to be” to derive a label. For ex-
ample, they used the sentence “Franz Fischler ... is
an Austrian politician” to associate the label “poli-
tician” to the surface form “Franz Fischler.” They
proceeded to show that the dictionaries generated
by their method are useful when integrated into an
NER system. We note that their technique relies
upon a part of speech tagger, and thus was not ap-
propriate for inclusion as part of our non-English
system.

Cucerzan (2007), by contrast to the above,
used Wikipedia primarily for Named Entity Dis-
ambiguation, following the path of Bunescu and
Pasca (2006). As in this paper, and unlike the
above mentioned works, Cucerzan made use of the
explicit Category information found within Wiki-
pedia. In particular, Category and related list-
derived data were key pieces of information used
to differentiate between various meanings of an
ambiguous surface form. Unlike in this paper,
Cucerzan did not make use of the Category infor-
mation to identify a given entity as a member of
any particular class. We also note that the NER
component was not the focus of the research, and
was specific to the English language.

3 Training Data Generation

3.1 Initial Set-up and Overview

Our approach to multilingual NER is to pull back
the decision-making process to English whenever
possible, so that we could apply some level of lin-
guistic expertise. In particular, by focusing on
only one language, we could take maximum ad-
vantage of the Category structure, something very
difficult to do in the general multilingual case.

For computational feasibility, we downloaded
various language Wikipedias and the English lan-
guage Wiktionary in their text (.xml) format and
stored each language as a table within a single
MySQL database. We only stored the title, id
number, and body (the portion between the
<TEXT> and </TEXT> tags) of each article.

We elected to use the ACE Named Entity types
PERSON, GPE (Geo-Political Entities), OR-
GANIZATION, VEHICLE, WEAPON, LOCA-
TION, FACILITY, DATE, TIME, MONEY, and
PERCENT. Of course, if some of these types were

not marked in an existing corpus or not needed for
a given purpose, the system can easily be adapted.

Our goal was to automatically annotate the text
portion of a large number of non-English articles
with tags like <ENAMEX TYPE=“GPE”>Place
Name</ENAMEX> as used in MUC (Message
Understanding Conference). In order to do so, our
system first identifies words and phrases within the
text that might represent entities, primarily through
the use of wikilinks. The system then uses catego-
ry links and/or interwiki links to associate that
phrase with an English language phrase or set of
Categories. Finally, it determines the appropriate
type of the English language data and assumes that
the original phrase is of the same type.

In practice, the English language categorization
should be treated as one-time work, since it is
identical regardless of the language model being
built. It is also the only stage of development at
which we apply substantial linguistic knowledge,
even of English.

In the sections that follow, we begin by show-
ing how the English language categorization is
done. We go on to describe how individual non-
English phrases are associated with English lan-
guage information. Next, we explain how possible
entities are initially selected. Finally, we discuss
some optional steps as well as how and why they
could be used.

3.2 English Language Categorization

For each article title of interest (specifically ex-
cluding Template pages, Wikipedia admistrative
pages, and articles whose title begins with “List
of”), we extracted the categories to which that en-
try was assigned. Certainly, some of these cate-
gory assignments are much more useful than others
For instance, we would expect that any entry in
“Category:Living People” or “Category:British
Lawyers” will refer to a person while any entry in
“Category:Cities in Norway” will refer to a GPE.
On the other hand, some are entirely unhelpful,
such as “Category:1912 Establishments” which
includes articles on Fenway Park (a facility), the
Republic of China (a GPE), and the Better
Business Bureau (an organization). Other catego-
ries can reliably be used to determine that the
article does not refer to a named entity, such as
“Category:Endangered species.” We manually
derived a relatively small set of key phrases, the
most important of which are shown in Table 1.



Table 1: Some Useful Key Category Phrases

99 <¢

“People by”, “People in”, “People from”,
“Living people”, “births”, “deaths”, “by
occupation”, “Surname”, “Given names”,
“Biography stub”, “human names”

PERSON

ORG “Companies”, “Teams”, “Organizations”,
“Businesses”, “Media by”, “Political
parties”, “Clubs”, “Advocacy groups”,
“Unions”, “Corporations”, “Newspapers”,
“Agencies”, “Colleges”, “Universities” ,
“Legislatures”, “Company stub”, “Team
stub”, “University stub”, “Club stub”

GPE “Cities”, “Countries”, “Territories”,
“Counties”, “Villages”, “Municipalities”,
“States” (not part of “United States”),

“Republics”, “Regions”, “Settlements”

DATE

“Days”, “Months”, “Years”, “Centuries”

NONE “Lists”, “List of”’, “Wars”, “Incidents”

For each article, we searched the category
hierarchy until a threshold of reliability was passed
or we had reached a preset limit on how far we
would search.

For example, when the system tries to classify
“Jacqueline Bhabha,” it extracts the categories
“British Lawyers,” “Jewish American Writers,”
and “Indian Jews.” Though easily identifiable to a
human, none of these matched any of our key
phrases, so the system proceeded to extract the
second order categories “Lawyers by nationality,”
“British legal professionals,” “American writers by
ethnicity,” “Jewish writers,” “Indian people by
religion,” and “Indian people by ethnic or national
origin” among others. ‘“People by” is on our key
phrase list, and the two occurrences passed our
threshold, and she was then correctly identified.

If an article is not classified by this method, we
check whether it is a disambiguation page (which
often are members solely of “Category:Disam-
biguation”). If it is, the links within are checked to
see whether there is a dominant type. For instance,
the page “Amanda Foreman” is a disambiguation
page, with each link on the page leading to an
easily classifiable article.

Finally, we use Wiktionary, an online colla-
borative dictionary, to eliminate some common
nouns. For example, “Tributary” is an entry in
Wikipedia which would be classified as a Location
if viewed solely by Category structure. However,
it is found as a common noun in Wiktionary, over-
ruling the category based result.

3.3 Multilingual Categorization

When attempting to categorize a non-English term
that has an entry in its language’s Wikipedia, we
use two techniques to make a decision based on
English language information. First, whenever
possible, we find the title of an associated English
language article by searching for a wikilink
beginning with “en:”. If such a title is found, then
we categorize the English article as shown in
Section 3.2, and decide that the non-English title is
of the same type as its English counterpart. We
note that links to/from English are the most
common interlingual wikilinks.

Of course, not all articles worldwide have Eng-
lish equivalents (or are linked to such even if they
do exist). In this case, we attempt to make a deci-
sion based on Category information, associating
the categories with their English equivalents, when
possible. Fortunately, many of the most useful
categories have equivalents in many languages.

For example, the Breton town of Erquy has a
substantial article in the French language Wikipe-
dia, but no article in English. The system proceeds
by determining that Erquy belongs to four French
language categories: “Catégorie:Commune des
Cotes-d'Armor,” “Catégorie:Ville portuaire de
France,” “Catégorie:Port de plaisance,” and
“Catégorie:Station balnéaire.” The system pro-
ceeds to associate these, respectively, with “Cate-
gory:Communes of Cotes-d'Armor,” UNKNOWN,
“Category:Marinas,” and “Category:Seaside re-
sorts” by looking in the French language pages of
each for wikilinks of the form [[en:...]].

The first is a subcategory of “Category:Cities,
towns and villages in France” and is thus easily
identified by the system as a category consisting of
entities of type GPE. The other two are ambiguous
categories (facility and organization elements in
addition to GPE). Erquy is then determined to be
a GPE by majority vote of useful categories.

We note that the second French category actu-
ally has a perfectly good English equivalent (Cate-
gory:Port cities and towns in France), but no one
has linked them as of this writing. We also note
that the ambiguous categories are much more
GPE-oriented in French. The system still makes
the correct decision despite these factors.

We do not go beyond the first level categories
or do any disambiguation in the non-English case.
Both are avenues for future improvement.



3.4 The Full System

To generate a set of training data in a given lan-
guage, we select a large number of articles from its
Wikipedia (50,000 or more is recommended, when
possible). We prepare the text by removing exter-
nal links, links to images, category and interlingual
links, as well as some formatting. The main pro-
cessing of each article takes place in several stages,
whose primary purposes are as follows:

e The first pass uses the explicit article links
within the text.

e We then search an associated English language
article, if available, for additional information.

e A second pass checks for multi-word phrases
that exist as titles of Wikipedia articles.

e We look for certain types of person and
organization instances.

e We perform additional processing for
alphabetic or space-separated languages,
including a third pass looking for single word
Wikipedia titles.

e We use regular expressions to locate additional
entities such as numeric dates.

In the first pass, we attempt to replace all wiki-
links with appropriate entity tags. We assume at
this stage that any phrase identified as an entity at
some point in the article will be an entity of the
same type throughout the article, since it is com-
mon for contributors to make the explicit link only
on the first occasion that it occurs. We also as-
sume that a phrase in a bold font within the first
100 characters is an equivalent form of the title of
the article as in this start of the article on Erquy:
“Erquy (Erge-ar-Mor en breton, Erqi en gallo)”.
The parenthetical notation gives alternate names in
the Breton and Gallo languages. (In Wiki database
format, bold font is indicated by three apostrophes
in succession.)

If the article has an English equivalent, we
search that article for wikilinked phrases as well,
on the assumption that both articles will refer to
many of the same entities. As the English lan-
guage Wikipedia is the largest, it frequently con-
tains explicit references to and articles on
secondary people and places mentioned, but not
linked, within a given non-English article. After
this point, the text to be annotated contains no
Wikipedia specific information or formatting.

In the second pass, we look for strings of 2 to 4
words which were not wikilinked but which have

Wikipedia entries of their own or are partial
matches to known people and organizations (i.e.
“Mary Washington” in an article that contains
“University of Mary Washington”). We require
that each such string contains something other than
a lower case letter (when a language does not use
capitalization, nothing in that writing system is
considered to be lower case for this purpose).
When a word is in more than one such phrase, the
longest match is used.

We then do some special case processing.
When an organization is followed by something in
parentheses such as <ENAMEX TYPE=“ORGAN-
IZATION”>Maktab  al-Khadamat</ENAMEX>
(MAK), we hypothesize that the text in the
parentheses is an alternate name of the organiza-
tion. We also looked for unmarked strings of the
form X.X. followed by a capitalized word, where
X represents any capital letter, and marked each
occurrence as a PERSON.

For space-separated or alphabetic languages,
we did some additional processing at this stage to
attempt to identify more names of people. Using a
list of names derived from Wiktionary (Appen-
dix:Names) and optionally a list derived from
Wikipedia (see Section 3.5.1), we mark possible
parts of names. When two or more are adjacent,
we mark the sequence as a PERSON. Also, we fill
in partial lists of names by assuming single non-
lower case words between marked names are actu-
ally parts of names themselves. That is, we would
replace <ENAMEX TYPE=“PERSON”>Fred
Smith</ ENAMEX>, Somename <ENAMEX
TYPE=“PERSON”>Jones </ENAMEX> with
<ENAMEX TYPE=“PERSON”> Fred Smith</E-
NAMEX>, <ENAMEX TYPE= ¢“PERSON”">
Somename Jones</ENAMEX>. At this point, we
performed a third pass through the article. We
marked all non-lower case single words which had
their own Wikipedia entry, were part of a known
person's name, or were part of a known
organization's name.

Afterwards, we used a series of simple, lan-
guage-neutral regular expressions to find addi-
tional TIME, PERCENT, and DATE entities such
as “05:30” and “12-07-05”. We also executed
code that included quantities of money within a
NUMEX tag, as in converting 500 <NUMEX
TYPE=“MONEY”>USD</NUMEX> into <NU-
MEX TYPE=“"MONEY”>500 USD</NUMEX>.



3.5 Optional Processing
3.5.1

All of the above could be run with almost no un-
derstanding of the language being modeled
(knowing whether the language was space-sepa-
rated and whether it was alphabetic or character-
based were the only things used). However, for
most languages, we spent a small amount of time
(less than one hour) browsing Wikipedia pages to
improve performance in some areas.

We suggest compiling a small list of stop
words. For our purposes, the determiners and the
most common prepositions are sufficient, though a
longer list could be used for the purpose of com-
putational efficiency.

We also recommend compiling a list of number
words as well as compiling a list of currencies,
since they are not capitalized in many languages,
and may not be explicitly linked either. Many lan-
guages have a page on ISO 4217 which contains
all of the currency information, but the format
varies sufficiently from language to language to
make automatic extraction difficult. Together,
these allow phrases like this (taken from the
French Wikipedia) to be correctly marked in its
entirety as an entity of type MONEY: “25 millions
de dollars.”

If a language routinely uses honorifics such as
Mr. and Mrs., that information can also be found
quickly. Their use can lead to significant im-
provements in PERSON recognition.

During preprocessing, we typically collected a
list of people names automatically, using the entity
identification methods appropriate to titles of
Wikipedia articles. We then used these names
along with the Wiktionary derived list of names
during the main processing. This does introduce
some noise as the person identification is not per-
fect, but it ordinarily increases recall by more than
it reduces precision.

Recommended Additions

3.5.2 Language Dependent Additions

Our wusual, language-neutral processing only
considers wikilinks within a single article when
determining the type of unlinked words and
phrases. For example, if an article included the
sentence “The [[Delaware RiverlDelaware]] forms
the boundary between [[Pennsylvania]] and [[New
Jersey]]”, our system makes the assumption that
every occurrence of the unlinked word “Delaware”
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appearing in the same article is also referring to the
river and thus mark it as a LOCATION.

For some languages, we preferred an alternate
approach, best illustrated by an example: The
word “Washington” without context could refer to
(among others) a person, a GPE, or an organiza-
tion. We could work through all of the explicit
wikilinks in all articles (as a preprocessing step)
whose surface form is Washington and count the
number pointing to each. We could then decide
that every time the word Washington appears
without an explicit link, it should be marked as its
most common type. This is useful for the Slavic
languages, where the nominative form is typically
used as the title of Wikipedia articles, while other
cases appear frequently (and are rarely wikilinked).

At the same time, we can do a second type of
preprocessing which allows more surface forms to
be categorized. For instance, imagine that we were
in a Wikipedia with no article or redirect associ-
ated to “District of Columbia” but that someone
had made a wikilink of the form [[Washing-
tonl|District of Columbia]]. We would then make
the assumption that for all articles, District of Co-
lumbia is of the same type as Washington.

For less developed wikipedias, this can be
helpful. For languages that have reasonably well
developed Wikipedias and where entities rarely, if
ever, change form for grammatical reasons (such
as French), this type of preprocessing is virtually
irrelevant. Worse, this processing is definitely not
recommended for languages that do not use capi-
talization because it is not unheard of for people to
include sections like: “The [[Union Stationltrain
station]] is located at ...” which would cause the
phrase “train station” to be marked as a FACILITY
each time it occurred. Of course, even in lan-
guages with capitalization, “train station” would be
marked incorrectly in the article in which the
above was located, but the mistake would be iso-
lated, and should have minimal impact overall.

4 Evaluation and Results

After each data set was generated, we used the text
as a training set for input to PhoenixIDF. We had
three human annotated test sets, Spanish, French
and Ukrainian, consisting of newswire. When
human annotated sets were not available, we held
out more than 100,000 words of text generated by
our wiki-mining process to use as a test set. For the
above languages, we included wiki test sets for



comparison purposes. We will give our results as
F-scores in the Overall, DATE, GPE,
ORGANIZATION, and PERSON categories using
the scoring metric in (Bikel et. al, 1999). The
other ACE categories are much less common, and
contribute little to the overall score.

4.1

The Spanish Wikipedia is a substantial, well-de-
veloped Wikipedia, consisting of more than
290,000 articles as of October 2007. We used two
test sets for comparison purposes. The first con-
sists of 25,000 words of human annotated news-
wire derived from the ACE 2007 test set, manually
modified to conform to our extended MUC-style
standards. The second consists of 335,000 words
of data generated by the Wiki process held-out
during training.

Spanish Language Evaluation

Table 2: Spanish Results

F (prec. / recall)

Newswire

WikKi test set

ALL

827 (.851/.805)

.846 (.843 /.848)

DATE 912 (.861/.970) .925 (918 /.932)
GPE 877 (914 / .843) 877 (.886 / .868)
ORG 629 (.681/.585) 701 (.703 / .698)
PERSON 906 (.921/.892) .821 (.810/.833)

To attempt to answer this question, we trained
PhoenixIDF on additional ACE 2007 Spanish lan-
guage data converted to MUC-style tags, and
scored its performance using the same set of
newswire. Evidently, comparable performance to
our Wikipedia derived system requires between
20,000 and 40,000 words of human-annotated
newswire. It is worth noting that Wikipedia itself
is not newswire, so we do not have a perfect com-
parison.

Table 3: Traditional Training

~ Words of Training Overall F-score
3500 746
10,000 7160
20,000 807
40,000 847

4.2 French Language Evaluation

The French Wikipedia is one of the largest
Wikipedias, containing more than 570,000 articles
as of October 2007. For this evaluation, we have
25,000 words of human annotated newswire
(Agence France Presse, 30 April and 1 May 1997)
covering diverse topics. We used 920,000 words
of Wiki-derived data for the second test.

There are a few particularly interesting results
to note. First, because of the optional processing,
recall was boosted in the PERSON category at the
expense of precision. The fact that this category
scores higher against newswire than against the
wiki data suggests that the not-uncommon, but
isolated, occurrences of non-entities being marked
as PERSONSs in training have little effect on the
overall system. Contrarily, we note that deletions
are the dominant source of error in the ORGANI-
ZATION category, as seen by the lower recall.
The better performance on the wiki set seems to
suggest that either Wikipedia is relatively poor in
Organizations or that PhoenixIDF underperforms
when identifying Organizations relative to other
categories or a combination.

An important question remains: “How do these
results compare to other methodologies?” In par-
ticular, while we can get these results for free, how
much work would traditional methods require to
achieve comparable results?

Table 4: French Results

F (prec. / recall)

Newswire

Wiki test set

ALL

847 (.877/ .819)

.844 (.847 / .840)

DATE 921 (.897/.947) 910 (.888 /.934)
GPE 907 (.933/.882) .868 (.889 /.849)
ORG 700 (.794 7 .625) 718 (.747 / .691)
PERSON 880 (.874/.885) .823 (.818/.827)

The overall results seem comparable to the Span-
ish, with the slightly better overall performance
likely correlated to the somewhat more developed
Wikipedia. We did not have sufficient quantities of
annotated data to run a test of the traditional meth-
ods, but Spanish and French are sufficiently similar
languages that we expect this model is comparable
to one created with about 40,000 words of human-
annotated data.



4.3 Ukrainian Language Evaluation

The Ukrainian Wikipedia is a medium-sized
Wikipedia with 74,000 articles as of October 2007.
Also, the typical article is shorter and less well-
linked to other articles than in the French or Span-
ish versions. Moreover, entities tend to appear in
many surface forms depending on case, leading us
to expect somewhat worse results. In the Ukrain-
ian case, the newswire consisted of approximately
25,000 words from various online news sites cov-
ering primarily political topics. We also held out
around 395,000 words for testing. We were also
able to run a comparison test as in Spanish.

Table 5: Ukrainian Results

F (prec. / recall)
ALL

Newswire

747 (.863 /.649)

WikKi test set

807 (.809 / .806)

DATE 780 (.759 1 .803) .848 (.842 / .854)
GPE 837 (.833/.841) .887 (.901/ .874)
ORG 585 (.800/.462) .657 (.678 /.637)
PERSON 764 (899 / .664) 690 (.675 / .706)

Table 6: Traditional Training

~ Words of Training Overall F-score
5000 .662
10,000 .692
15,000 740
20,000 761

The Ukrainian newswire contained a much higher
proportion of organizations than the French or
Spanish versions, contributing to the overall lower
score. The Ukrainian language Wikipedia itself
contains very few articles on organizations relative
to other types, so the distribution of entities of the
two test sets are quite different. We also see that
the Wiki-derived model performs comparably to a
model trained on 15-20,000 words of human-
annotated text.

4.4 Other Languages

For Portuguese, Russian, and Polish, we did not
have human annotated corpora available for test-

ing. In each case, at least 100,000 words were held
out from training to be used as a test set. It seems
safe to suppose that if suitable human-annotated
sets were available for testing, the PERSON score
would likely be higher, and the ORGANIZATION
score would likely be lower, while the DATE and
GPE scores would probably be comparable.

Table 7: Other Language Results

F-score Polish | Portuguese = Russian
ALL 859 804 802
DATE .891 .861 .822
GPE 916 .826 .867
ORG 785 706 712
PERSON .836 .802 51

5 Conclusions

In conclusion, we have demonstrated that Wikipe-
dia can be used to create a Named Entity Recogni-
tion system with performance comparable to one
developed from 15-40,000 words of human-anno-
tated newswire, while not requiring any linguistic
expertise on the part of the user. This level of per-
formance, usable on its own for many purposes,
can likely be obtained currently in 20-40 lan-
guages, with the expectation that more languages
will become available, and that better models can
be developed, as Wikipedia grows.

Moreover, it seems clear that a Wikipedia-de-
rived system could be used as a supplement to
other systems for many more languages. In par-
ticular, we have, for all practical purposes, embed-
ded in our system an automatically generated
entity dictionary.

In the future, we would like to find a way to
automatically generate the list of key words and
phrases for useful English language categories.
This could implement the work of Kazama and
Torisawa, in particular. We also believe perform-
ance could be improved by using higher order non-
English categories and better disambiguation. We
could also experiment with introducing automati-
cally generated lists of entities into PhoenixIDF
directly. Lists of organizations might be parti-
cularly useful, and “List of” pages are common in
many languages.
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Abstract

We present an automatic approach to deter-
mining whether a pronoun in text refers to
a preceding noun phrase or is instead non-
referential. We extract the surrounding tex-
tual context of the pronoun and gather, from
a large corpus, the distribution of words that
occur within that context. We learn to reliably
classify these distributions as representing ei-
ther referential or non-referential pronoun in-
stances. Despite its simplicity, experimental
results on classifying the English pronoun it
show the system achieves the highest perfor-
mance yet attained on this important task.

1 Introduction

The goal of coreference resolution is to determine
which noun phrases in a document refer to the same
real-world entity. As part of this task, coreference
resolution systems must decide which pronouns re-
fer to preceding noun phrases (called antecedents)
and which do not. In particular, a long-standing
challenge has been to correctly classify instances of
the English pronoun it. Consider the sentences:

(1) You can make it in advance.

(2) You can make it in Hollywood.

In sentence (1), it is an anaphoric pronoun refer-
ring to some previous noun phrase, like “the sauce”
or “an appointment.” In sentence (2), it is part of the
idiomatic expression “make it” meaning “succeed.”
A coreference resolution system should find an an-
tecedent for the first it but not the second. Pronouns
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that do not refer to preceding noun phrases are called
non-anaphoric or non-referential pronouns.

The word it is one of the most frequent words in
the English language, accounting for about 1% of
tokens in text and over a quarter of all third-person
pronouns.! Usually between a quarter and a half of
it instances are non-referential (e.g. Section 4, Ta-
ble 3). As with other pronouns, the preceding dis-
course can affect it’s interpretation. For example,
sentence (2) can be interpreted as referential if the
preceding sentence is “You want to make a movie?”
We show, however, that we can reliably classify a
pronoun as being referential or non-referential based
solely on the local context surrounding the pronoun.

We do this by turning the context into patterns and
enumerating all the words that can take the place of
it in these patterns. For sentence (1), we can ex-
tract the context pattern “make * in advance” and
for sentence (2) “make * in Hollywood,” where “*”
is a wildcard that can be filled by any token. Non-
referential distributions tend to have the word it fill-
ing the wildcard position. Referential distributions
occur with many other noun phrase fillers. For ex-
ample, in our n-gram collection (Section 3.4), “make
it in advance” and “make them in advance” occur
roughly the same number of times (442 vs. 449), in-
dicating a referential pattern. In contrast, “make it in
Hollywood” occurs 3421 times while “make them in
Hollywood” does not occur at all.

These simple counts strongly indicate whether an-
other noun can replace the pronoun. Thus we can
computationally distinguish between a) pronouns
that refer to nouns, and b) all other instances: includ-
ing those that have no antecedent, like sentence (2),

'e.g. http://ucrel.lancs.ac.uk/bncfreq/flists.html

Proceedings of ACL-08: HLT, pages 10-18,
Columbus, Ohio, USA, June 2008. (©)2008 Association for Computational Linguistics



and those that refer to sentences, clauses, or implied
topics of discourse. Beyond the practical value of
this distinction, Section 3 provides some theoretical
justification for our binary classification.

Section 3 also shows how to automatically extract
and collect counts for context patterns, and how to
combine the information using a machine learned
classifier. Section 4 describes our data for learning
and evaluation, It-Bank: a set of over three thousand
labelled instances of the pronoun it from a variety
of text sources. Section 4 also explains our com-
parison approaches and experimental methodology.
Section 5 presents our results, including an interest-
ing comparison of our system to human classifica-
tion given equivalent segments of context.

2 Reated Work

The difficulty of non-referential pronouns has been
acknowledged since the beginning of computational
resolution of anaphora. Hobbs (1978) notes his algo-
rithm does not handle pronominal references to sen-
tences nor cases where it occurs in time or weather
expressions. Hirst (1981, page 17) emphasizes the
importance of detecting non-referential pronouns,
“lest precious hours be lost in bootless searches
for textual referents.” Miiller (2006) summarizes
the evolution of computational approaches to non-
referential it detection. In particular, note the pio-
neering work of Paice and Husk (1987), the inclu-
sion of non-referential it detection in a full anaphora
resolution system by Lappin and Leass (1994), and
the machine learning approach of Evans (2001).
There has recently been renewed interest in
non-referential pronouns, driven by three primary
sources. First of all, research in coreference resolu-
tion has shown the benefits of modules for general
noun anaphoricity determination (Ng and Cardie,
2002; Denis and Baldridge, 2007). Unfortunately,
these studies handle pronouns inadequately; judg-
ing from the decision trees and performance fig-
ures, Ng and Cardie (2002)’s system treats all pro-
nouns as anaphoric by default. Secondly, while
most pronoun resolution evaluations simply exclude
non-referential pronouns, recent unsupervised ap-
proaches (Cherry and Bergsma, 2005; Haghighi and
Klein, 2007) must deal with all pronouns in unre-
stricted text, and therefore need robust modules to
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automatically handle non-referential instances. Fi-
nally, reference resolution has moved beyond writ-
ten text into in spoken dialog. Here, non-referential
pronouns are pervasive. Eckert and Strube (2000)
report that in the Switchboard corpus, only 45%
of demonstratives and third-person pronouns have a
noun phrase antecedent. Handling the common non-
referential instances is thus especially vital.

One issue with systems for non-referential detec-
tion is the amount of language-specific knowledge
that must be encoded. Consider a system that jointly
performs anaphora resolution and word alignment
in parallel corpora for machine translation. For this
task, we need to identify non-referential anaphora in
multiple languages. It is not always clear to what
extent the features and modules developed for En-
glish systems apply to other languages. For exam-
ple, the detector of Lappin and Leass (1994) labels a
pronoun as non-referential if it matches one of sev-
eral syntactic patterns, including: “It is Cogv-ed that
Sentence,” where CogyV is a “cognitive verb” such
as recommend, think, believe, know, anticipate, etc.
Porting this approach to a new language would re-
quire not only access to a syntactic parser and a list
of cognitive verbs in that language, but the devel-
opment of new patterns to catch non-referential pro-
noun uses that do not exist in English.

Moreover, writing a set of rules to capture this
phenomenon is likely to miss many less-common
uses. Alternatively, recent machine-learning ap-
proaches leverage a more general representation of
a pronoun instance. For example, Miiller (2006)
has a feature for “distance to next complementizer
(that, if, whether)” and features for the tokens and
part-of-speech tags of the context words. Unfor-
tunately, there is still a lot of implicit and explicit
English-specific knowledge needed to develop these
features, including, for example, lists of “seem”
verbs such as appear, look, mean, happen. Sim-
ilarly, the machine-learned system of Boyd et al.
(2005) uses a set of “idiom patterns” like “on the
face of it” that trigger binary features if detected in
the pronoun context. Although machine learned sys-
tems can flexibly balance the various indicators and
contra-indicators of non-referentiality, a particular
feature is only useful if it is relevant to an example
in limited labelled training data.

Our approach avoids hand-crafting a set of spe-



cific indicator features; we simply use the distribu-
tion of the pronoun’s context. Our method is thus
related to previous work based on Harris (1985)’s
distributional hypothesis.? It has been used to deter-
mine both word and syntactic path similarity (Hin-
dle, 1990; Lin, 1998a; Lin and Pantel, 2001). Our
work is part of a trend of extracting other important
information from statistical distributions. Dagan and
Itai (1990) use the distribution of a pronoun’s con-
text to determine which candidate antecedents can fit
the context. Bergsma and Lin (2006) determine the
likelihood of coreference along the syntactic path
connecting a pronoun to a possible antecedent, by
looking at the distribution of the path in text. These
approaches, like ours, are ways to inject sophisti-
cated “world knowledge” into anaphora resolution.

3 Methodology

3.1 Definition

Our approach distinguishes contexts where pro-
nouns cannot be replaced by a preceding noun
phrase (non-noun-referential) from those where
nouns can occur (noun-referential). Although coref-
erence evaluations, such as the MUC (1997) tasks,
also make this distinction, it is not necessarily
used by all researchers. Evans (2001), for exam-
ple, distinguishes between ‘“‘clause anaphoric” and
“pleonastic” as in the following two instances:

(3) The paper reported that it had snowed. It was
obvious. (clause anaphoric)

(4) It was obvious that it had snowed. (pleonastic)

The word It in sentence (3) is considered referen-
tial, while the word It in sentence (4) is considered
non-referential.> From our perspective, this inter-
pretation is somewhat arbitrary. One could also say
that the It in both cases refers to the clause “that it
had snowed.” Indeed, annotation experiments using
very fine-grained categories show low annotation re-
liability (Miiller, 2006). On the other hand, there
is no debate over the importance nor the definition
of distinguishing pronouns that refer to nouns from
those that do not. We adopt this distinction for our

>Words occurring in similar contexts have similar meanings
3The it in “it had snowed” is, of course, non-referential.
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work, and show it has good inter-annotator reliabil-
ity (Section 4.1). We henceforth refer to non-noun-
referential simply as non-referential, and thus con-
sider the word It in both sentences (3) and (4) as
non-referential.

Non-referential pronouns are widespread in nat-
ural language. The es in the German “Wie geht es
Ihnen” and the ¢/ in the French “S’il vous plait” are
both non-referential. In pro-drop languages that may
omit subject pronouns, there remains the question
of whether an omitted pronoun is referential (Zhao
and Ng, 2007). Although we focus on the English
pronoun it, our approach should differentiate any
words that have both a structural and a referential
role in language, e.g. words like this, there and
that (Miiller, 2007). We believe a distributional ap-
proach could also help in related tasks like identify-
ing the generic use of you (Gupta et al., 2007).

3.2 Context Distribution

Our method extracts the context surrounding a pro-
noun and determines which other words can take the
place of the pronoun in the context. The extracted
segments of context are called context patterns. The
words that take the place of the pronoun are called
pattern fillers. We gather pattern fillers from a large
collection of n-gram frequencies. The maximum
size of a context pattern depends on the size of n-
grams available in the data. In our n-gram collection
(Section 3.4), the lengths of the n-grams range from
unigrams to 5-grams, so our maximum pattern size
is five. For a particular pronoun in text, there are five
possible 5-grams that span the pronoun. For exam-
ple, in the following instance of it:
... said here Thursday that it is unnecessary to continue ...
We can extract the following 5-gram patterns:
said here Thursday that *
here Thursday that * is
Thursday that * is unnecessary
that * is unnecessary to
* is unnecessary to continue
Similarly, we extract the four 4-gram patterns.
Shorter n-grams were not found to improve perfor-
mance on development data and hence are not ex-
tracted. We only use context within the current sen-
tence (including the beginning-of-sentence and end-
of-sentence tokens) so if a pronoun occurs near a
sentence boundary, some patterns may be missing.



Pattern Filler Type ’ String ‘

#1: 3rd-person pron. sing. | it/its

#2: 3rd-person pron. plur. | they/them/their

#3: any other pronoun he/him/his/,
I/me/my, etc.

#4: infrequent word token | (UNK)

#5: any other token *

Table 1: Pattern filler types

We take a few steps to improve generality. We
change the patterns to lower-case, convert sequences
of digits to the # symbol, and run the Porter stem-
mer* (Porter, 1980). To generalize rare names, we
convert capitalized words longer than five charac-
ters to a special NE tag. We also added a few simple
rules to stem the irregular verbs be, have, do, and
said, and convert the common contractions 'nt, ’s,
'm, 're, ’ve, ’d, and ’ll to their most likely stem.

We do the same processing to our n-gram corpus.
We then find all n-grams matching our patterns, al-
lowing any token to match the wildcard in place of
it. Also, other pronouns in the pattern are allowed
to match a corresponding pronoun in an n-gram, re-
gardless of differences in inflection and class.

We now discuss how to use the distribution of pat-
tern fillers. For identifying non-referential it in En-
glish, we are interested in how often it occurs as a
pattern filler versus other nouns. However, deter-
mining part-of-speech in a large n-gram corpus is
not simple, nor would it easily extend to other lan-
guages. Instead, we gather counts for five differ-
ent classes of words that fill the wildcard position,
easily determined by string match (Table 1). The
third-person plural they (#2) reliably occurs in pat-
terns where referential it also resides. The occur-
rence of any other pronoun (#3) guarantees that at
the very least the pattern filler is a noun. A match
with the infrequent word token (UNK) (#4) (ex-
plained in Section 3.4) will likely be a noun because
nouns account for a large proportion of rare words in
a corpus. Gathering any other token (#5) also mostly
finds nouns; inserting another part-of-speech usually

4Adapted from the Bow-toolkit (McCallum, 1996). Our
method also works without the stemmer; we simply truncate
the words in the pattern at a given maximum length (see Sec-
tion 5.1). With simple truncation, all the pattern processing can
be easily applied to other languages.
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Pattern Filler Counts

#l [ #2 | #3 | #5
sai here NE that * 84 0 291 | 3985
here NE that * be 0 0 0 93
NE that * be unnecessari 0 0 0 0
that * be unnecessari to 16726 | 56 0 228
* be unnecessari to continu 258 0 0 0

Table 2: 5-gram context patterns and pattern-filler counts
for the Section 3.2 example.

results in an unlikely, ungrammatical pattern.

Table 2 gives the stemmed context patterns for our
running example. It also gives the n-gram counts
of pattern fillers matching the first four filler types
(there were no matches of the (UNK) type, #4).

3.3 Feature Vector Representation

There are many possible ways to use the above
counts. Intuitively, our method should identify as
non-referential those instances that have a high pro-
portion of fillers of type #1 (i.e., the word it), while
labelling as referential those with high counts for
other types of fillers. We would also like to lever-
age the possibility that some of the patterns may be
more predictive than others, depending on where the
wildcard lies in the pattern. For example, in Table 2,
the cases where the it-position is near the beginning
of the pattern best reflect the non-referential nature
of this instance. We can achieve these aims by or-
dering the counts in a feature vector, and using a la-
belled set of training examples to learn a classifier
that optimally weights the counts.

For classification, we define non-referential as
positive and referential as negative. Our feature rep-
resentation very much resembles Table 2. For each
of the five 5-gram patterns, ordered by the position
of the wildcard, we have features for the logarithm
of counts for filler types #1, #2, ... #5. Similarly,
for each of the four 4-gram patterns, we provide the
log-counts corresponding to types #1, #2, ... #5 as
well. Before taking the logarithm, we smooth the
counts by adding a fixed number to all observed val-
ues. We also provide, for each pattern, a feature that
indicates if the pattern is not available because the
it-position would cause the pattern to span beyond
the current sentence. There are twenty-five 5-gram,
twenty 4-gram, and nine indicator features in total.



Our classifier should learn positive weights on the
type #1 counts and negative weights on the other
types, with higher absolute weights on the more pre-
dictive filler types and pattern positions. Note that
leaving the pattern counts unnormalized automati-
cally allows patterns with higher counts to contribute
more to the prediction of their associated instances.

3.4 N-Gram Data

We now describe the collection of n-grams and their
counts used in our implementation. We use, to our
knowledge, the largest publicly available collection:
the Google Web 1T 5-gram Corpus Version 1.1.°
This collection was generated from approximately 1
trillion tokens of online text. In this data, tokens ap-
pearing less than 200 times have been mapped to the
(UNK) symbol. Also, only n-grams appearing more
than 40 times are included. For languages where
such an extensive n-gram resource is not available,
the n-gram counts could also be taken from the page-
counts returned by an Internet search engine.

4 Evaluation
4.1 Labelled It Data

We need labelled data for training and evaluation of
our system. This data indicates, for every occurrence
of the pronoun it, whether it refers to a preceding
noun phrase or not. Standard coreference resolution
data sets annotate all noun phrases that have an an-
tecedent noun phrase in the text. Therefore, we can
extract labelled instances of it from these sets. We
do this for the dry-run and formal sets from MUC-7
(1997), and merge them into a single data set.

Of course, full coreference-annotated data is a
precious resource, with the pronoun it making up
only a small portion of the marked-up noun phrases.
We thus created annotated data specifically for the
pronoun it. We annotated 1020 instances in a col-
lection of Science News articles (from 1995-2000),
downloaded from the Science News website. We
also annotated 709 instances in the WSJ portion of
the DARPA TIPSTER Project (Harman, 1992), and
279 instances in the English portion of the Europarl
Corpus (Koehn, 2005).

A single annotator (Ap) labelled all three data
sets, while two additional annotators not connected

5 Available from the LDC as LDC2006T13
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Data Set | Number of It | % Non-Referential
Europarl 279 50.9
Sci-News 1020 32.6
wSJ 709 25.1
MUC 129 31.8
Train 1069 33.2
Test 1067 31.7
Test-200 200 30.0

Table 3: Data sets used in experiments.

with the project (A2 and As) were asked to sepa-
rately re-annotate a portion of each, so that inter-
annotator agreement could be calculated. A; and
As agreed on 96% of annotation decisions, while
Aq-As, and As-As, agreed on 91% and 93% of de-
cisions, respectively. The Kappa statistic (Jurafsky
and Martin, 2000, page 315), with P(E) computed
from the confusion matrices, was a high 0.90 for A;-
Ao, and 0.79 and 0.81 for the other pairs, around the
0.80 considered to be good reliability. These are,
perhaps surprisingly, the only known it-annotation-
agreement statistics available for written text. They
contrast favourably with the low agreement seen on
categorizing it in spoken dialog (Miiller, 2006).

We make all the annotations available in It-Bank,
an online repository for annotated it-instances.®
It-Bank also allows other researchers to distribute
their it annotations. Often, the full text of articles
containing annotations cannot be shared because of
copyright. However, sharing just the sentences con-
taining the word it, randomly-ordered, is permissible
under fair-use guidelines. The original annotators
retain their copyright on the annotations.

We use our annotated data in two ways. First
of all, we perform cross-validation experiments on
each of the data sets individually, to help gauge the
difficulty of resolution on particular domains and
volumes of training data. Secondly, we randomly
distribute all instances into two main sets, a training
set and a test set. We also construct a smaller test
set, Test-200, containing only the first 200 instances
in the Test set. We use Test-200 for human experi-
ments and error analysis (Section 5.2). Table 3 sum-
marizes all the sets used in the experiments.

Swww.cs.ualberta.ca/“bergsma/ItBank/. It-Bank also con-

tains an additional 1,077 examples used as development data.



4.2 Comparison Approaches

We represent feature vectors exactly as described
in Section 3.3. We smooth by adding 40 to all
counts, equal to the minimum count in the n-gram
data. For classification, we use a maximum entropy
model (Berger et al., 1996), from the logistic re-
gression package in Weka (Witten and Frank, 2005),
with all default parameter settings. Results with
our distributional approach are labelled as DISTRIB.
Note that our maximum entropy classifier actually
produces a probability of non-referentiality, which
is thresholded at 50% to make a classification.

As abaseline, we implemented the non-referential
it detector of Lappin and Leass (1994), labelled as
LL in the results. This is a syntactic detector, a
point missed by Evans (2001) in his criticism: the
patterns are robust to intervening words and modi-
fiers (e.g. “it was never thought by the committee
that..”) provided the sentence is parsed correctly.’
We automatically parse sentences with Minipar, a
broad-coverage dependency parser (Lin, 1998b).

We also use a separate, extended version of
the LL detector, implemented for large-scale non-
referential detection by Cherry and Bergsma (2005).
This system, also for Minipar, additionally detects
instances of it labelled with Minipar’s pleonastic cat-
egory Subj. It uses Minipar’s named-entity recog-
nition to identify time expressions, such as “it was
midnight,” and provides a number of other patterns
to match common non-referential it uses, such as
in expressions like “darn it,” “don’t overdo it,” etc.
This extended detector is labelled as MINIPL (for
Minipar pleonasticity) in our results.

Finally, we tested a system that combines the
above three approaches. We simply add the LL and
MINIPL decisions as binary features in the DISTRIB
system. This system is called COMBO in our results.

4.3 Evaluation Criteria

We follow Miiller (2006)’s evaluation criteria. Pre-
cision (P) is the proportion of instances that we la-
bel as non-referential that are indeed non-referential.
Recall (R) is the proportion of true non-referentials
that we detect, and is thus a measure of the coverage

"Our approach, on the other hand, would seem to be suscep-

tible to such intervening material, if it pushes indicative context
tokens out of the 5-token window.
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System ‘ P ‘ R ‘ F ‘Acc‘

LL 93.4 | 21.0 | 34.3 | 74.5
MINIPL | 66.4 | 49.7 | 56.9 | 76.1
DISTRIB | 81.4 | 71.0 | 75.8 | 85.7
CoMBO | 81.3 | 734 |77.1] 86.2

Table 4: Train/Test-split performance (%).

of the system. F-Score (F) is the geometric average
of precision and recall; it is the most common non-
referential detection metric. Accuracy (Acc) is the
percentage of instances labelled correctly.

5 Reaults

5.1 System Comparison

Table 4 gives precision, recall, F-score, and accu-
racy on the Train/Test split. Note that while the LL
system has high detection precision, it has very low
recall, sharply reducing F-score. The MINIPL ap-
proach sacrifices some precision for much higher
recall, but again has fairly low F-score. To our
knowledge, our COMBO system, with an F-Score
of 77.1%, achieves the highest performance of any
non-referential system yet implemented. Even more
importantly, DISTRIB, which requires only minimal
linguistic processing and no encoding of specific in-
dicator patterns, achieves 75.8% F-Score. The dif-
ference between COMBO and DISTRIB is not statis-
tically significant, while both are significantly bet-
ter than the rule-based approaches.® This provides
strong motivation for a “light-weight” approach to
non-referential it detection — one that does not re-
quire parsing or hand-crafted rules and — is easily
ported to new languages and text domains.

Since applying an English stemmer to the con-
text words (Section 3.2) reduces the portability of
the distributional technique, we investigated the use
of more portable pattern abstraction. Figure 1 com-
pares the use of the stemmer to simply truncating the
words in the patterns at a certain maximum length.
Using no truncation (Unaltered) drops the F-Score
by 4.3%, while truncating the patterns to a length of
four only drops the F-Score by 1.4%, a difference
which is not statistically significant. Simple trunca-
tion may be a good option for other languages where
stemmers are not readily available. The optimum

8 All significance testing uses McNemar’s test, p<0.05
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referential it detection (COMBO system, Train/Test split).

‘ System ‘ Europl. ‘ Sci-News ‘ WSJ ‘ MUC ‘
LL 44.0 39.3 21.5 | 13.3
MINIPL 70.3 61.8 22.0 | 50.7
DISTRIB 79.7 77.2 69.5 | 68.2
COMBO 76.2 78.7 68.1 | 65.9
CoMBO4 83.6 76.5 67.1 | 74.7

Table 5: 10-fold cross validation F-Score (%).

truncation size will likely depend on the length of
the base forms of words in that language. For real-
world application of our approach, truncation also
reduces the table sizes (and thus storage and look-
up costs) of any pre-compiled it-pattern database.

Table 5 compares the 10-fold cross-validation F-
score of our systems on the four data sets. The
performance of COMBO on Europarl and MUC is
affected by the small number of instances in these
sets (Section 4, Table 3). We can reduce data frag-
mentation by removing features. For example, if we
only use the length-4 patterns in COMBO (labelled as
CoMBO4), performance increases dramatically on
Europarl and MUC, while dipping slightly for the
larger Sci-News and WSJ sets. Furthermore, select-
ing just the three most useful filler type counts as
features (#1,#2,#5), boosts F-Score on Europarl to
86.5%, 10% above the full COMBO system.

5.2 Analysis and Discussion

In light of these strong results, it is worth consid-
ering where further gains in performance might yet
be found. One key question is to what extent a lim-
ited context restricts identification performance. We
first tested the importance of the pattern length by
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System ‘ P ‘ R ’ F ‘ Acc ‘
DisTrIB | 80.0 | 73.3 | 76.5 | 86.5
ComBO | 80.7 | 76.7 | 78.6 | 87.5
Human-1 | 92.7 | 63.3 | 75.2 | 87.5
Human-2 | 84.0 | 70.0 | 76.4 | 87.0
Human-3 | 72.2 | 86.7 | 78.8 | 86.0

Table 6: Evaluation on Test-200 (%).

using only the length-4 counts in the DISTRIB sys-
tem (Train/Test split). Surprisingly, the drop in F-
Score was only one percent, to 74.8%. Using only
the length-5 counts drops F-Score to 71.4%. Neither
are statistically significant; however there seems to
be diminishing returns from longer context patterns.

Another way to view the limited context is to ask,
given the amount of context we have, are we mak-
ing optimum use of it? We answer this by seeing
how well humans can do with the same information.
As explained in Section 3.2, our system uses 5-gram
context patterns that together span from four-to-the-
left to four-to-the-right of the pronoun. We thus pro-
vide these same nine-token windows to our human
subjects, and ask them to decide whether the pro-
nouns refer to previous noun phrases or not, based
on these contexts. Subjects first performed a dry-
run experiment on separate development data. They
were shown their errors and sources of confusion
were clarified. They then made the judgments unas-
sisted on the final Test-200 data. Three humans per-
formed the experiment. Their results show a range
of preferences for precision versus recall, with both
F-Score and Accuracy on average below the perfor-
mance of COMBO (Table 6). Foremost, these results
show that our distributional approach is already get-
ting good leverage from the limited context informa-
tion, around that achieved by our best human.

It is instructive to inspect the twenty-five Test-200
instances that the COMBO system classified incor-
rectly, given human performance on this same set.
Seventeen of the twenty-five COMBO errors were
also made by one or more human subjects, suggest-
ing system errors are also mostly due to limited con-
text. For example, one of these errors was for the
context: “it takes an astounding amount...” Here, the
non-referential nature of the instance is not apparent
without the infinitive clause that ends the sentence:
“... of time to compare very long DNA sequences



with each other.”

Six of the eight errors unique to the COMBO sys-
tem were cases where the system falsely said the
pronoun was non-referential. Four of these could
have referred to entire sentences or clauses rather
than nouns. These confusing cases, for both hu-
mans and our system, result from our definition
of a referential pronoun: pronouns with verbal or
clause antecedents are considered non-referential
(Section 3.1). If an antecedent verb or clause is
replaced by a nominalization (Smith researched...
to Smith’s research), a referring pronoun, in the
same context, becomes referential. When we inspect
the probabilities produced by the maximum entropy
classifier (Section 4.2), we see only a weak bias for
the non-referential class on these examples, reflect-
ing our classifier’s uncertainty. It would likely be
possible to improve accuracy on these cases by en-
coding the presence or absence of preceding nomi-
nalizations as a feature of our classifier.

Another false non-referential decision is for the
phrase “... machine he had installed it on.” The it is
actually referential, but the extracted patterns (e.g.
“he had install * on”) are nevertheless usually filled
with it.” Again, it might be possible to fix such ex-
amples by leveraging the preceding discourse. No-
tably, the first noun-phrase before the context is the
word “software.” There is strong compatibility be-
tween the pronoun-parent “install” and the candidate
antecedent “software.” In a full coreference resolu-
tion system, when the anaphora resolution module
has a strong preference to link it to an antecedent
(which it should when the pronoun is indeed refer-
ential), we can override a weak non-referential prob-
ability. Non-referential it detection should not be
a pre-processing step, but rather part of a globally-
optimal configuration, as was done for general noun
phrase anaphoricity by Denis and Baldridge (2007).

The suitability of this kind of approach to correct-
ing some of our system’s errors is especially obvious
when we inspect the probabilities of the maximum
entropy model’s output decisions on the Test-200
set. Where the maximum entropy classifier makes
mistakes, it does so with less confidence than when
it classifies correct examples. The average predicted

This example also suggests using filler counts for the word
“the” as a feature when it is the last word in the pattern.
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probability of the incorrect classifications is 76.0%
while the average probability of the correct classi-
fications is 90.3%. Many incorrect decisions are
ready to switch sides; our next step will be to use
features of the preceding discourse and the candi-
date antecedents to help give them a push.

6 Conclusion

We have presented an approach to detecting non-
referential pronouns in text based on the distribu-
tion of the pronoun’s context. The approach is sim-
ple to implement, attains state-of-the-art results, and
should be easily ported to other languages. Our tech-
nique demonstrates how large volumes of data can
be used to gather world knowledge for natural lan-
guage processing. A consequence of this research
was the creation of It-Bank, a collection of thou-
sands of labelled examples of the pronoun it, which
will benefit other coreference resolution researchers.

Error analysis reveals that our system is getting
good leverage out of the pronoun context, achiev-
ing results comparable to human performance given
equivalent information. To boost performance fur-
ther, we will need to incorporate information from
preceding discourse. Future research will also test
the distributional classification of other ambiguous
pronouns, like this, you, there, and that. Another
avenue of study will look at the interaction between
coreference resolution and machine translation. For
example, if a single form in English (e.g. that)
is separated into different meanings in another lan-
guage (e.g., Spanish demonstrative ese, nominal ref-
erence ése, abstract or statement reference e€so, and
complementizer que), then aligned examples pro-
vide automatically-disambiguated English data. We
could extract context patterns and collect statistics
from these examples like in our current approach.
In general, jointly optimizing translation and coref-
erence is an exciting and largely unexplored re-
search area, now partly enabled by our portable non-
referential detection methodology.
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Abstract

A new approach to large-scale information
extraction exploits both Web documents and
query logs to acquire thousands of open-
domain classes of instances, along with rel-
evant sets of open-domain class attributes at
precision levels previously obtained only on
small-scale, manually-assembled classes.

1 Introduction

Current methods for large-scale information ex-
traction take advantage of unstructured text avail-
able from either Web documents (Banko et al.,
2007; Snow et al., 2006) or, more recently, logs of
Web search queries (Pasca, 2007) to acquire use-
ful knowledge with minimal supervision. Given a
manually-specified target attribute (e.g., birth years
for people) and starting from as few as 10 seed facts
such as (e.g., John Lennon, 1941), as many as a
million facts of the same type can be derived from
unstructured text within Web documents (Pasca et
al., 2006). Similarly, given a manually-specified tar-
get class (e.g., Drug) with its instances (e.g., Vi-
codin and Xanax) and starting from as few as 5 seed
attributes (e.g., side effects and maximum dose for
Drug), other relevant attributes can be extracted for
the same class from query logs (Pasca, 2007). These
and other previous methods require the manual spec-
ification of the input classes of instances before any
knowledge (e.g., facts or attributes) can be acquired
for those classes.

*Contributions made during an internship at Google.
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The extraction method introduced in this paper
mines a collection of Web search queries and a col-
lection of Web documents to acquire open-domain
classes in the form of instance sets (e.g., {whales,
seals, dolphins, sea lions,...}) associated with class
labels (e.g., marine animals), as well as large sets
of open-domain attributes for each class (e.qg., circu-
latory system, life cycle, evolution, food chain and
scientific name for the class marine animals). In
this light, the contributions of this paper are four-
fold. First, instead of separately addressing the
tasks of collecting unlabeled sets of instances (Lin,
1998), assigning appropriate class labels to a given
set of instances (Pantel and Ravichandran, 2004),
and identifying relevant attributes for a given set of
classes (Pasca, 2007), our integrated method from
Section 2 enables the simultaneous extraction of
class instances, associated labels and attributes. Sec-
ond, by exploiting the contents of query logs during
the extraction of labeled classes of instances from
Web documents, we acquire thousands (4,583, to
be exact) of open-domain classes covering a wide
range of topics and domains. The accuracy reported
in Section 3.2 exceeds 80% for both instance sets
and class labels, although the extraction of classes
requires a remarkably small amount of supervision,
in the form of only a few commonly-used Is-A ex-
traction patterns. Third, we conduct the first study in
extracting attributes for thousands of open-domain,
automatically-acquired classes, at precision levels
over 70% at rank 10, and 67% at rank 20 as de-
scribed in Section 3.3. The amount of supervision is
limited to five seed attributes provided for only one
reference class. In comparison, the largest previous
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Knowledge extracted from documents and queries

Open-domain labeled classes of instances
amino acids={phenylalanine, I-cysteine, tryptophan, glutamic acid, lysine, thr,
ornithine, valine, serine, isoleucine, aspartic acid, aspartate, taurine, histidine,...}
marine animals={whales, seals, dolphins, turtles, sea lions, fishes, penguins, squids,
pacific walrus, aquatic birds, comb jellies, starfish, florida manatees, walruses,...}
movies={jay and silent bob strike back, romeo must die, we were soldiers, matrix,
kill bill, thelma and louise, mad max, field of dreams, ice age, star wars,...}
zoonotic diseases={rabies, west nile virus, leptospirosis, brucellosis, lyme disease,
cat scratch fever, foot and mouth disease, venezuelan equine encephalitis,...}

=

-

Web documents

@
Open-domain class attributes l
amino acids: [titration curve, molecular formula, isoelectric point, density,
extinction coefficient, pi, food sources, molecular weight, pka values,...]

Query logs
L

S,

marine animals: [circulatory system, life cycle, evolution, food chain, eyesight,
scientific name, skeleton, digestion, gestation period, reproduction, taxonomy,...]

movies: [opening song, cast, characters, actors, film review, movie script,
symbolism, special effects, soundboards, history, screenplay, director,...]

zoonotic diseases: [scientific name, causative agent, mode of transmission,
life cycle, pathology, meaning, prognosis, incubation period, symptoms,...]

Figure 1: Overview of weakly-supervised extraction of
class instances, class labels and class attributes from Web
documents and query logs

study in attribute extraction reports results on a set
of 40 manually-assembled classes, and requires five
seed attributes to be provided as input for each class.
Fourth, we introduce the first approach to infor-
mation extraction from a combination of both Web
documents and search query logs, to extract open-
domain knowledge that is expected to be suitable
for later use. In contrast, the textual data sources
used in previous studies in large-scale information
extraction are either Web documents (Mooney and
Bunescu, 2005; Banko et al., 2007) or, recently,
query logs (Pasca, 2007), but not both.

2 Extraction from Documents and Queries

2.1 Open-Domain Labeled Classes of I nstances

Figure 1 provides an overview of how Web docu-
ments and queries are used together to acquire open-
domain, labeled classes of instances (phase (1) in the
figure); and to acquire attributes that capture quan-
tifiable properties of those classes, by mining query
logs based on the class instances acquired from the
documents, while guiding the extraction based on a
few attributes provided as seed examples (phase (2)).

As described in Figure 2, the algorithm for de-
riving labeled sets of class instances starts with the
acquisition of candidate pairs {M g} of a class la-
bel and an instance, by applying a few extraction
patterns to unstructured text within Web documents
{D}, while guiding the extraction by the contents
of query logs {Q} (Step 1 in Figure 2). This is fol-
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Input: set of Is-A extraction patterns {£}
. large repository of search queries { O}
large repository of Web docs {D}
. weighting parameters 7 €[0,1] and K€T1..00
Output: set of pairs of aclasslabel and an instance {<C,Z>}
Variables: {S} = clusters of distributionally similar phrases
{V} = vectors of contextual matches of queriesin text
{MEg} = set of pairs of aclass label and an instance
{Cs} = set of class |abels
{X}, {V} = sets of queries
Steps:
01. { Mg} = Match patterns {£} indocs {D} around { O}
02. {V} = Match phrases { Q} indocs {D}
03. {S} = Generate clusters of queries based on vectors {V}
04. For each cluster of phrases S in {S}
05. {Cs}=0
06. For each query Q of S
07.  Insertlabelsof Q from {Mg} into {Cs}
08. For eachlabel Cs of {Cs}
09. {X} =Find queries of S with thelabel Cs in { Mg}
10.  {Y} =Find clusters of {S} containing some query

10. with thelabel Cg in{ Mg}

1. If{x} > Ix|{S}H

12. If{V} <k

13. For each query X of {X'}

14. Insert pair <Cg,X'> into output pairs {<C,Z>}

15. Return pairs {<C, 7>}

Figure 2: Acquisition of labeled sets of class instances

lowed by the generation of unlabeled clusters {S} of
distributionally similar queries, by clustering vectors
of contextual features collected around the occur-
rences of queries { Q} within documents {D} (Steps
2 and 3). Finally, the intermediate data { Mg} and
{S} is merged and filtered into smaller, more accu-
rate labeled sets of instances (Steps 4 through 15).

Step 1 in Figure 2 applies lexico-syntactic pat-
terns {£} that aim at extracting Is-A pairs of an in-
stance (e.g., Google) and an associated class label
(e.g., Internet search engines) from text. The two
patterns, which are inspired by (Hearst, 1992) and
have been the de-facto extraction technique in previ-
ous work on extracting conceptual hierarchies from
text (cf. (Ponzetto and Strube, 2007; Snow et al.,
2006)), can be summarized as:

([..] C [such as|including] Z [and|,|.]),
where 7 is a potential instance (e.g., Venezuelan
equine encephalitis) and C is a potential class label
for the instance (e.g., zoonotic diseases), for exam-
ple in the sentence: “The expansion of the farms
increased the spread of zoonotic diseases such as
Venezuelan equine encephalitis [..]”.

During matching, all string comparisons are case-
insensitive. In order for a pattern to match a sen-
tence, two conditions must be met. First, the class



label C from the sentence must be a non-recursive
noun phrase whose last component is a plural-form
noun (e.g., zoonotic diseases in the above sentence).
Second, the instance Z from the sentence must also
occur as a complete query somewhere in the query
logs { @}, that is, a query containing the instance and
nothing else. This heuristic acknowledges the dif-
ficulty of pinpointing complex entities within doc-
uments (Downey et al., 2007), and embodies the
hypothesis that, if an instance is prominent, Web
search users will eventually ask about it.

In Steps 4 through 14 from Figure 2, each clus-
ter is inspected by scanning all labels attached to
one or more queries from the cluster. For each la-
bel Cg, if a) {Mg} indicates that a large number
of all queries from the cluster are attached to the la-
bel (as controlled by the parameter 7 in Step 12);
and b) those queries are a significant portion of all
queries from all clusters attached to the same label
in {Mg} (as controlled by the parameter K in Step
13), then the label Cs and each query with that la-
bel are stored in the output pairs {<C,Z>} (Steps
13 and 14). The parameters 7 and K can be used
to emphasize precision (higher 7 and lower K) or
recall (lower 7 and higher K). The resulting pairs
of an instance and a class label are arranged into
sets of class instances (e.g., {rabies, west nile virus,
leptospirosis,...}), each associated with a class label
(e.g., zoonotic diseases), and returned in Step 15.

2.2 Open-Domain Class Attributes

The labeled classes of instances collected automat-
ically from Web documents are passed as input
to phase (2) from Figure 1, which acquires class
attributes by mining a collection of Web search
queries. The attributes capture properties that are
relevant to the class. The extraction of attributes ex-
ploits the set of class instances rather than the asso-
ciated class label, and consists of four stages:

1) identification of a noisy pool of candidate at-
tributes, as remainders of queries that also contain
one of the class instances. In the case of the class
movies, whose instances include jay and silent bob
strike back and kill bill, the query “cast jay and
silent bob strike back™ produces the candidate at-
tribute cast;

2) construction of internal search-signature vector
representations for each candidate attribute, based
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on queries (e.g., “cast selection for kill bill””) that
contain a candidate attribute (cast) and a class in-
stance (kill bill). These vectors consist of counts
tied to the frequency with which an attribute occurs
with a given “templatized” query. The latter replaces
specific attributes and instances from the query with
common placeholders, e.g., “X for Y*’;

3) construction of a reference internal search-
signature vector representation for a small set of
seed attributes provided as input. A reference vec-
tor is the normalized sum of the individual vectors
corresponding to the seed attributes;

4) ranking of candidate attributes with respect to
each class (e.g., movies), by computing similarity
scores between their individual vector representa-
tions and the reference vector of the seed attributes.

The result of the four stages is a ranked list of
attributes (e.g., [opening song, cast, characters,...])
for each class (e.g., movies).

In a departure from previous work, the instances
of each input class are automatically generated as
described earlier, rather than manually assembled.
Furthermore, the amount of supervision is limited
to seed attributes being provided for only one of
the classes, whereas (Pasca, 2007) requires seed at-
tributes for each class. To this effect, the extrac-
tion includes modifications such that only one ref-
erence vector is constructed internally from the seed
attributes during the third stage, rather one such vec-
tor for each class in (Pasca, 2007); and similarity
scores are computed cross-class by comparing vec-
tor representations of individual candidate attributes
against the only reference vector available during the
fourth stage, rather than with respect to the reference
vector of each class in (Pasca, 2007).

3 Evaluation

3.1 Textual Data Sources

The acquisition of open-domain knowledge, in the
form of class instances, labels and attributes, re-
lies on unstructured text available within Web doc-
uments maintained by, and search queries submitted
to, the Google search engine.

The collection of queries is a random sample of
fully-anonymized queries in English submitted by
Web users in 2006. The sample contains approx-
imately 50 million unique queries. Each query is



Found in | Count Pct. | Examples Class Label={Set of Instances} Parentin | C?

WordNet? WordNet

Yes | 1931 | 42.2% | baseball players, american composers={aaron copland, | composers | Y
(original) endangered species eric ewazen, george gershwin,...}

Yes | 2614 | 57.0% | caribbean countries, modern appliances={built-in oven, appliances | S
(removal) fundamental rights ceramic hob, tumble dryer,...}

No 38 0.8% | agrochemicals, celebs, area hospitals={carolinas medical hospitals | S

handhelds, mangas center, nyack hospital,...}

Table 1: Class labels found in WordNet in original form,
or found in WordNet after removal of leading words, or
not found in WordNet at all

accompanied by its frequency of occurrence in the
logs. The document collection consists of approx-
imately 100 million Web documents in English, as
available in a Web repository snapshot from 2006.
The textual portion of the documents is cleaned of
HTML, tokenized, split into sentences and part-of-
speech tagged using the TnT tagger (Brants, 2000).

3.2 Evaluation of Labeled Classes of | nstances

Extraction Parameters. The set of instances that
can be potentially acquired by the extraction algo-
rithm described in Section 2.1 is heuristically lim-
ited to the top five million queries with the highest
frequency within the input query logs. In the ex-
tracted data, a class label (e.g., search engines) is
associated with one or more instances (e.g., google).
Similarly, an instance (e.g., google) is associated
with one or more class labels (e.g., search engines
and internet search engines). The values chosen
for the weighting parameters 7 and K from Sec-
tion 2.1 are 0.01 and 30 respectively. After dis-
carding classes with fewer than 25 instances, the ex-
tracted set of classes consists of 4,583 class labels,
each of them associated with 25 to 7,967 instances,
with an average of 189 instances per class.

Accuracy of ClassL abels: Built over many years of
manual construction efforts, lexical gold standards
such as WordNet (Fellbaum, 1998) provide wide-
coverage upper ontologies of the English language.
Built-in morphological normalization routines make
it straightforward to verify whether a class label
(e.g., faculty members) exists as a concept in Word-
Net (e.g., faculty member). When an extracted label
(e.g., central nervous system disorders) is not found
in WordNet, it is looked up again after iteratively re-
moving its leading words (e.g., nervous system dis-
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multiple languages={chuukese,
ladino, mandarin, us english,...}

languages | N

Table 2: Correctness judgments for extracted classes
whose class labels are found in WordNet only after re-
moval of their leading words (C=Correctness, Y=correct,
S=subjectively correct, N=incorrect)

orders, system disorders and disorders).

As shown in Table 1, less than half of the 4,583
extracted class labels (e.g., baseball players) are
found in their original forms in WordNet. The ma-
jority of the class labels (2,614 out of 4,583) can be
found in WordNet only after removal of one or more
leading words (e.g., caribbean countries), which
suggests that many of the class labels correspond to
finer-grained, automatically-extracted concepts that
are not available in the manually-built WordNet. To
test whether that is the case, a random sample of
200 class labels, out of the 2,614 labels found to
be potentially-useful specific concepts, are manually
annotated as correct, subjectively correct or incor-
rect, as shown in Table 2. A class label is: correct,
if it captures a relevant concept although it could not
be found in WordNet; subjectively correct, if it is
relevant not in general but only in a particular con-
text, either from a subjective viewpoint (e.g., mod-
ern appliances), or relative to a particular tempo-
ral anchor (e.g., current players), or in connection
to a particular geographical area (e.g., area hospi-
tals); or incorrect, if it does not capture any use-
ful concept (e.g., multiple languages). The manual
analysis of the sample of 200 class labels indicates
that 154 (77%) are relevant concepts and 27 (13.5%)
are subjectively relevant concepts, for a total of 181
(90.5%) relevant concepts, whereas 19 (9.5%) of the
labels are incorrect. It is worth emphasizing the im-
portance of automatically-collected classes judged
as relevant and not present in WordNet: caribbean
countries, computer manufacturers, entertainment
companies, market research firms are arguably very
useful and should probably be considered as part of



Class Label Size of Instance Sets Class Label Size of Instance Sets
M (Manual) | E (Extracted) M| E[ME M (Manual) | E (Extracted) M| E[ME
Actor actors | 1500 696 | 23.73 Movie movies 626 | 2201 | 30.83
AircraftModel - 217 - - NationalPark parks 59 296 0
Award awards | 200 | 283 13 NbaTeam nba teams 30 66 | 86.66
BasicFood foods 155 | 3484 | 61.93 Newspaper newspapers 599 879 | 16.02
CarModel car models 368 48 5.16 Painter painters | 1011 823 | 22.45
CartoonChar cartoon 50 144 36 ProgLanguage programming 101 153 | 26.73
characters languages
CellPhoneModel cell phones | 204 49 0 Religion religions | 128 72 | 11.71
ChemicalElem chemicals 118 487 1.69 River river systems 167 118 | 15.56
City cities 589 | 3642 | 50.08 SearchEngine | search engines 25 133 64
Company companies 738 | 7036 | 26.01 SkyBody constellations 97 37 1.03
Country countries 197 677 | 91.37 Skyscraper - 172 - -
Currency currencies 55 128 | 25.45 SoccerClub football clubs 116 101 | 2241
DigitalCamera | digital cameras | 534 58 0.18 SportEvent sports events 143 73 | 12.58
Disease diseases 209 | 3566 | 65.55 Stadium stadiums 190 92 6.31
Drug drugs 345 | 1209 | 44.05 TerroristGroup | terrorist groups 74 134 | 33.78
Empire empires 78 54 6.41 Treaty treaties 202 200 7.42
Flower flowers 59 642 | 25.42 University universities 501 | 1127 | 21.55
Holiday holidays 82 300 | 48.78 VideoGame video games 450 282 | 17.33
Hurricane - 74 - - Wine wines 60 | 270 | 56.66
Mountain mountains | 245 49 7.75 || WorldWarBattle battles | 127 135 9.44
Total mapped: 37 out of 40 classes - - | 26.89

Table 3: Comparison between manually-assembled instance sets of gold-standard classes (1/) and instance sets of
automatically-extracted classes (). Each gold-standard class (M) was manually mapped into an extracted class (E),
unless no relevant mapping was found. Ratios (A'IJQE) are shown as percentages

any refinements to hand-built hierarchies, including
any future extensions of WordNet.

Accuracy of Class Instances. The computation of
the precision of the extracted instances (e.qg., fifth el-
ement and kill bill for the class label movies) relies
on manual inspection of all instances associated to
a sample of the extracted class labels. Rather than
inspecting a random sample of classes, the evalua-
tion validates the results against a reference set of 40
gold-standard classes that were manually assembled
as