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FOREWORD

Welcome to the 6th International Joint Conference on Natural Language Processing (IJCNLP) in Nagoya,
Japan. IJCNLP was initiated in 2004 by The Asian Federation of Natural Language Processing (AFNLP)
with the major goal to provide a platform for researchers and professionals from around the world to
share their experiences related to natural language processing and computational linguistics. In the past
years, [JCNLPs were held in 5 different places: Hainan Island (2004), Jeju Island (2005), Hyderabad
(2008), Singapore (2009), and Chiang Mai (2011). This year the 6th JICNLP is held in Nagoya Congress
Center on October 14-18, 2013. The conference covers a broad spectrum of technical areas related to
natural language and computation. Besides main conference, the program includes 2 keynote speeches,
3 tutorials, 12 demonstrations, and 7 workshops.

We would like to thank many people who contribute their efforts to IICNLP 2013. Program chairs Ruslan
Mitkov and Jong C. Park select a strong set of papers and organize a wonderful program. PC coordinators
Jin-Woo Chung and Isabel Duran support authors and PC committee a stable submission and review
platform. Workshop chairs Naoaki Okazaki and Scott Wen-tau Yih organize 7 nice pre-conference and
post-conference workshops. Tutorial chairs Vincent Ng and Satoshi Sekine choose 3 very good tutorials.
Demo chairs Hang Li and Kentaro Torisawa recommend 12 demonstrations. Sponsorship chair Hiromi
Nakaiwa designs sponsor packages and finds financial supports. We thank all the sponsors. Publicity
chairs Gareth Jones, Gary Geunbae Lee, Diego Moll4-Aliod, Chengqing Zong and Stajner Sanja help
circulate the conference information and promote the conference. We would like to express our special
thanks to publication chairs Jing Jiang and Lun-Wei Ku. They bore two babies during the organization
of the conference. After the hard work, they deliver an excellent proceeding to the participants. Finally,
we are very thankful to those people who dedicate their time and energy to IJCNLP 2013, but are not
mentioned in the above. Without them, we would not have had a successful conference.

Hsin-Hsi Chen, General Chair, National Taiwan University, Taiwan
Hitoshi Isahara, Organization Chair, Toyohashi University of Technology, Japan

October 15, 2013

vi



PREFACE

As the flagship conference of the Asian Federation of Natural Language Processing (AFNLP), ICNLP
continues to establish itself as a highly influential international event. IJCNLP 2013 covers a broad
spectrum of technical areas related to Natural Language Processing. The conference includes regular
papers, short papers, poster papers, and system demonstrations, as well as pre- and post-conference
tutorials and workshops.

This year, we received 363 paper submissions, which is not as many as the record submissions in the
previous conference (e.g., 478 in 2011) but still quite admirable, considering the tough competition for
good papers this year, with EMNLP 2013 and RANLP 2013, and the fact that many organizations have
restricted their spending in the current economic climate. This represents increasing interest in research
on NLP and the growing reputation of IJCNLP as an international event. The 363 submissions include
235 regular, 86 short, and 42 poster paper submissions from more than 37 countries. In particular,
approximately 63% of the papers are from 14 countries and areas in Asia Pacific, 18% from 14 countries
in Europe, 14% from the United States and Canada; in addition, 4% of the papers are from the Middle
East and Africa, and 1% come from South America.

We would like to thank all the authors for submitting papers to IICNLP 2013. The significant increase
in the number of submissions, the topics covered and the wide range of demographic areas represent a
rapid and steady growth of our field and hold promise for a bright future. We would also like to thank
the 23 area chairs and 439 program committee members for writing over 1078 reviews and meta-reviews
and for paving the way for the final paper selection. Of all 363 submissions, a total of 88 papers were
accepted as regular papers, representing a healthy 24.4% acceptance rate. Additional 56 papers were
accepted as short papers, which, together with regular papers, represent a 39.8% acceptance rate. In
addition, 74 papers were accepted as poster papers. Due to various reasons, some authors of accepted
papers chose to withdraw their submissions afterwards. As a result, we have 85 regular papers (23.4%
acceptance rate), 53 short papers (38.0% acceptance rate), and 62 poster papers. All the regular and short
papers are presented orally, and all the poster papers are presented in the plenary poster session. We are
extremely grateful to the area chairs and program committee members for all their hard work, without
which the preparation of this program would not have been possible. The help of PC coordinators is also
much appreciated.

We are delighted to have two keynote speakers addressing different aspects of NLP in IJCNLP 2013.
Hwee Tou Ng will present a talk about improving students’ writing with automated grammatical error
correction, including the review of recent research and advances in grammatical error correction. Roberto
Navigli will present a talk about BabelNet 2.0, a very large multilingual semantic network that covers
50 languages and provides both lexicographic and encyclopedic knowledge for all the open-class parts
of speech. These plenary talks will surely be not only informative but also enlightening to the audience,
leading to many innovative research ideas. We would like to thank General Chair Hsin-Hsi Chen, the
Local Arrangements Committee headed by Hitoshi Isahara, and the AFNLP Conference Coordination
Committee chaired by Yuji Matsumoto, for their help and advice. Thanks to Jing Jiang and Lun-Wei
Ku, the Publication Committee Chairs, for putting the proceedings together, and all the other committee
chairs for their great work.

We hope that you enjoy the conference!

Ruslan Mitkov, University of Wolverhampton, England, United Kingdom
Jong C. Park, Korea Advanced Institute of Science and Technology, Republic of Korea
IJCNLP 2013 Program Committee Chairs

October 15, 2013
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Microblogs

Zhiguang Liu, Xishuang Dong, Yi Guan and Jinfeng Yang

Enhancing Lexicon-Based Review Classification by Merging and Revising Sentiment Dic-
tionaries

Heeryon Cho, Jong-Seok Lee and Songkuk Kim

Exploring the Effects of Word Roots for Arabic Sentiment Analysis
Shereen Oraby, Yasser El-Sonbaty and Mohamad Abou El-Nasr
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Model
Silke Scheible, Sabine Schulte im Walde and Sylvia Springorum

Multilingual Word Sense Disambiguation Using Wikipedia
Bharath Dandala, Rada Mihalcea and Razvan Bunescu

Statistical and ML Language Modeling I (Room 133 + 134)

Semantic v.s. Positions: Utilizing Balanced Proximity in Language Model Smoothing for
Information Retrieval

Rui Yan, Han Jiang, Mirella Lapata, Shou-De Lin, Xueqiang Lv and Xiaoming Li

An Unsupervised Parameter Estimation Algorithm for a Generative Dependency N-gram
Language Model

Chenchen Ding and Mikio Yamamoto

Learning a Product of Experts with Elitist Lasso
Mengqiu Wang and Christopher D. Manning

Coffee Break

Regular Papers

XXXii



October 16, 2013 (Wednesday) (continued)

10:45-11:10

11:10-11:35

11:35-12:00

10:45-11:10

11:10-11:35

11:35-12:00

10:45-11:10

11:10-11:35

11:35-12:00

Information Extraction III / Question Answering (Reception Hall East)
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Adrien Bougouin, Florian Boudin and Béatrice Daille

Understanding the Semantic Intent of Natural Language Query
Juan Xu, Qi Zhang and Xuanjing Huang

Opnion Mining II (Reception Hall West)

Sentiment Classification for Movie Reviews in Chinese Using Parsing-based Methods
Wen-Juan Hou and Chuang-Ping Chang

Sentiment Aggregation using ConceptNet Ontology
Subhabrata Mukherjee and Sachindra Joshi

Detecting Cyberbullying Entries on Informal School Websites Based on Category Rele-
vance Maximization

Taisei Nitta, Fumito Masui, Michal Ptaszynski, Yasutomo Kimura, Rafal Rzepka and
Kenji Araki

Semantic Processing I (Room 131 + 132)

A Lexicon-based Investigation of Research Issues in Japanese Factuality Analysis
Kazuya Narita, Junta Mizuno and Kentaro Inui

A Hierarchical Semantics-Aware Distributional Similarity Scheme
Shugi Sun, Ke Sun, Shiqi Zhao, Haifeng Wang, Muyun Yang and Sheng Li

Labeled Alignment for Recognizing Textual Entailment
Xiaolin Wang, Hai Zhao and Bao-Liang Lu
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Yan Song and Fei Xia

Detecting Polysemy in Hard and Soft Cluster Analyses of German Preposition Vector
Spaces
Sylvia Springorum, Sabine Schulte im Walde and Jason Utt

Lunch
Short Papers

Recent NLP Applications / Text Summarization / Opinion Mining (Reception Hall
East)

Generalized Abbreviation Prediction with Negative Full Forms and Its Application on Im-
proving Chinese Web Search
Xu Sun, Wenjie Li, Fanqi Meng and Houfeng Wang

Prosody-Based Unsupervised Speech Summarization with Two-Layer Mutually Reinforced
Random Walk
Sujay Kumar Jauhar, Yun-Nung Chen and Florian Metze

Mining the Gaps: Towards Polynomial Summarization
Marina Litvak and Natalia Vanetik

Detecting Domain Dedicated Polar Words
Raksha Sharma and Pushpak Bhattacharyya

Can I Hear You? Sentiment Analysis on Medical Forums
Tanveer Ali, David Schramm, Marina Sokolova and Diana Inkpen

Construction of Emotional Lexicon Using Potts Model
Braja Gopal Patra, Hiroya Takamura, Dipankar Das, Manabu Okumura and Sivaji Bandy-
opadhyay

Suicidal Tendencies: The Automatic Classification of Suicidal and Non-Suicidal Lyricists

Using NLP
Matthew Mulholland and Joanne Quinn
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Indonesian
Meladel Mistica, Jey Han Lau and Timothy Baldwin

An Efficient Active Learning Framework for New Relation Types
Lisheng Fu and Ralph Grishman

Parsing Dependency Paths to Identify Event-Argument Relations
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Automatic Prediction of Evidence-based Recommendations via Sentence-level Polarity
Classification
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Clustering Microtext Streams for Event Identification
Jie Yin
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Dandan Wang, Qingcai Chen, Xiaolong Wang and Bingyang Yu
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ogy (Room 131 + 132)

Learning to Generate Diversified Query Interpretations using Biconvex Optimization
Ramakrishna Bairi, Ambha A and Ganesh Ramakrishnan

Learning Based Approaches for Vietnamese Question Classification Using Keywords Ex-
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Dang Tran, Cuong Chu, Son Pham and Minh Nguyen

Detecting Bot-Answerable Questions in Ubuntu Chat
David Uthus and David Aha

Alignment-based Annotation of Proofreading Texts toward Professional Writing Assis-
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Ngan Nguyen and Yusuke Miyao
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Little by Little: Semi Supervised Stemming through Stem Set Minimization
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Hongzhi Xu and Chu-Ren Huang

Financial Sentiment Analysis for Risk Prediction
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Chinese Event Coreference Resolution: Understanding the State of the Art
Chen Chen and Vincent Ng

Poster Presentations and System Demonstrations

A Two-Step Named Entity Recognizer for Open-Domain Search Queries
Andreas Eiselt and Alejandro Figueroa
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A Comparison of Centrality Measures for Graph-Based Keyphrase Extraction
Florian Boudin

Translating Chinese Unknown Words by Automatically Acquired Templates
Ming-Hong Bai, Yu-Ming Hsieh, Keh-Jiann Chen and Jason S. Chang

Multilingual Lexicon Bootstrapping - Improving a Lexicon Induction System Using a Par-
allel Corpus
Patrick Ziering, Lonneke van der Plas and Hinrich Schiitze

Mining Japanese Compound Words and Their Pronunciations from Web Pages and Tweets
Xianchao Wu

A Factoid Question Answering System Using Answer Pattern Matching
Nagehan Pala Er and Ilyas Cicekli

Chinese Short Text Classification Based on Domain Knowledge
Xiao Feng, Yang Shen, Chengyong Liu, Wei Liang and Shuwu Zhang

Applying Graph-based Keyword Extraction to Document Retrieval
Youngsam Kim, Munhyong Kim, Andrew Cattle, Julia Otmakhova, Suzi Park and Hyopil
Shin

Semi-supervised Classification of Twitter Messages for Organization Name Disambigua-
tion
Shu Zhang, Jianwei Wu, Dequan Zheng, Yao Meng and Hao Yu

Word in a Dictionary is used by Numerous Users
Eiji Aramaki, Sachiko Maskawa, Mai Miyabe, Mizuki Morita and Sachi Yasuda

Extracting Evaluative Conditions from Online Reviews: Toward Enhancing Opinion Min-
ing
Yuki Nakayama and Atsushi Fujii

Cognate Production using Character-based Machine Translation
Lisa Beinborn, Torsten Zesch and Iryna Gurevych

An Empirical Study of Combing Multiple Models in Bengali Question Classification
Somnath Banerjee and Sivaji Bandyopadhyay
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A Two-Stage Classifier for Sentiment Analysis
Dai Quoc Nguyen, Dat Quoc Nguyen and Son Bao Pham

Exploiting User Search Sessions for the Semantic Categorization of Question-like Infor-
mational Search Queries
Alejandro Figueroa and Guenter Neumann

Influence of Part-of-Speech and Phrasal Category Universal Tag-set in Tree-to-Tree Trans-
lation Models
Francisco Oliveira, Derek F. Wong, Lidia S. Chao, Liang Tian and Liangye He

Interest Analysis using PageRank and Social Interaction Content
Chung-chi Huang and Lun-Wei Ku

Time Series Topic Modeling and Bursty Topic Detection of Correlated News and Twitter
Daichi Koike, Yusuke Takahashi, Takehito Utsuro, Masaharu Yoshioka and Noriko Kando

A Distant Supervision Approach for Identifying Perspectives in Unstructured User-
Generated Text
Attapol Thamrongrattanarit, Colin Pollock, Benjamin Goldenberg and Jason Fennell

An Approach of Hybrid Hierarchical Structure for Word Similarity Computing by HowNet
Jiangming Liu, Jinan Xu and Yujie Zhang

Extracting Causes of Emotions from Text
Alena Neviarouskaya and Masaki Aono

Automated Grammar Correction Using Hierarchical Phrase-Based Statistical Machine
Translation

Bibek Behera and Pushpak Bhattacharyya

Finding Dependency Parsing Limits over a Large Spanish Corpus
Muntsa Padré, Miguel Ballesteros, Héctor Martinez and Bernd Bohnet

High Quality Dependency Selection from Automatic Parses
Gongye Jin, Daisuke Kawahara and Sadao Kurohashi

Building Specialized Bilingual Lexicons Using Word Sense Disambiguation
Dhouha Bouamor, Nasredine Semmar and Pierre Zweigenbaum
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Predicate Argument Structure Analysis using Partially Annotated Corpora
Koichiro Yoshino, Shinsuke Mori and Tatsuya Kawahara

Statistical Dialogue Management using Intention Dependency Graph
Koichiro Yoshino, Shinji Watanabe, Jonathan Le Roux and John R. Hershey

Repairing Incorrect Translation with Examples
Junguo Zhu, Muyun Yang, Sheng Li and Tiejun Zhao

Phrase-based Parallel Fragments Extraction from Comparable Corpora
Xiaoyin Fu, Wei Wei, Shixiang Lu, Zhenbiao Chen and Bo Xu

A Hybrid Approach for Anaphora Resolution in Hindi
Praveen Dakwale, Vandan Mujadia and Dipti M Sharma

Structure Cognizant Pseudo Relevance Feedback
Arjun Atreya V, Yogesh Kakde, Pushpak Bhattacharyya and Ganesh Ramakrishnan

Cross-Domain Answer Ranking using Importance Sampling
Anders Johannsen and Anders Sggaard

Morphological Analysis of Tunisian Dialect
Inés Zribi, Mariem Ellouze Khemakhem and Lamia Hadrich Belguith

Disambiguating Explicit Discourse Connectives without Oracles
Anders Johannsen and Anders Sggaard

Updating Rare Term Vector Replacement
Tobias Berka and Marian VajterSic

Statistical Morphological Analyzer for Hindi
Deepak Kumar Malladi and Prashanth Mannem

Induction of Root and Pattern Lexicon for Unsupervised Morphological Analysis of Arabic
Bilal Khaliq and John Carrol
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Using Shallow Semantic Parsing and Relation Extraction for Finding Contradiction in
Text
Minh Quang Nhat Pham, Minh Le Nguyen and Akira Shimazu

Using Transliteration of Proper Names from Arabic to Latin Script to Improve English-
Arabic Word Alignment
Nasredine Semmar and Houda Saadane

A Semi-Supervised Method for Arabic Word Sense Disambiguation Using a Weighted Di-
rected Graph
Laroussi Merhbene, Anis Zouaghi and Mounir Zrigui

Incremental Segmentation and Decoding Strategies for Simultaneous Translation
Mahsa Yarmohammadi, Vivek Kumar Rangarajan Sridhar, Srinivas Bangalore and
Baskaran Sankaran

Two Case Studies on Translating Pronouns in a Deep Syntax Framework
Michal Novék, Zdenek Zabokrtsky and Anna Nedoluzhko

Bootstrapping Phrase-based Statistical Machine Translation via WSD Integration
Hien Vu Huy, Phuong-Thai Nguyen, Tung-Lam Nguyen and M.L Nguyen

Orthographic and Morphological Processing for Persian-to-English Statistical Machine
Translation
Mohammad Sadegh Rasooli, Ahmed El Kholy and Nizar Habash

Interoperability between Service Composition and Processing Pipeline: Case Study on the
Language Grid and UIMA
Trang Mai Xuan, Yohei Murakami, Donghui Lin and Toru Ishida

Improving Calculation of Contextual Similarity for Constructing a Bilingual Dictionary
via a Third Language
Takashi Tsunakawa, Yosuke Yamamoto and Hiroyuki Kaji

Two-Stage Pre-ordering for Japanese-to-English Statistical Machine Translation
Sho Hoshino, Yusuke Miyao, Katsuhito Sudoh and Masaaki Nagata

Grammatical Error Correction Using Feature Selection and Confidence Tuning
Yang Xiang, Yaoyun Zhang, Xiaolong Wang, Chongqgiang Wei, Wen Zheng, Xiaoqgiang
Zhou, Yuxiu Hu and Yang Qin

An Online Algorithm for Learning over Constrained Latent Representations using Multiple

Views
Ann Clifton, Max Whitney and Anoop Sarkar
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Synonym Acquisition Using Bilingual Comparable Corpora
Daniel Andrade, Masaaki Tsuchida, Takashi Onishi and Kai Ishikawa

Exploring Verb Frames for Sentence Simplification in Hindi
Ankush Soni, Sambhav Jain and Dipti Misra Sharma

Dirichlet Processes for Joint Learning of Morphology and PoS Tags
Burcu Can and Suresh Manandhar

Parser Accuracy in Quality Estimation of Machine Translation: A Tree Kernel Approach
Rasoul Samad Zadeh Kaljahi, Jennifer Foster, Raphael Rubino, Johann Roturier and Fred
Hollowood

Attribute Relation Extraction from Template-inconsistent Semi-structured Text by Lever-
aging Site-level Knowledge
Yang Liu, Fang Liu, Siwei Lai, Kang Liu, Guangyou Zhou and Jun Zhao

Optimum Parameter Selection for K.L.D. Based Authorship Attribution in Gujarati
Parth Mehta and Prasenjit Majumder

Modeling User Leniency and Product Popularity for Sentiment Classification
Wenliang Gao, Naoki Yoshinaga, Nobuhiro Kaji and Masaru Kitsuregawa

A Generalized LCS Algorithm and Its Application to Corpus Alignment
Jin-Dong Kim

Semantic Naive Bayes Classifier for Document Classification
How Jing, Yu Tsao, Kuan-Yu Chen and Hsin-Min Wang

Cluster-based Web Summarization
Yves Petinot, Kathleen McKeown and Kapil Thadani

Automated Activity Recognition in Clinical Documents
Camilo Thorne, Marco Montali, Diego Calvanese, Elena Cardillo and Claudio Eccher

Large-Scale Text Collection for Unwritten Languages
Florian R. Hanke and Steven Bird

xli



October 16, 2013 (Wednesday) (continued)

18:00-21:00

A Self-learning Template Approach for Recognizing Named Entities from Web Text
Qian Liu, Bingyang Liu, Dayong Wu, Yue Liu and Xueqi Cheng
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Meta-level Statistical Machine Translation
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Selective Combination of Pivot and Direct Statistical Machine Translation Models
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Multiword Expressions in the Context of Statistical Machine Translation
Mahmoud Ghoneim and Mona Diab

xlii



October 17, 2013 (Thursday) (continued)

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:50

11:50-12:10

12:10-12:30

10:30-10:50

10:50-11:10

11:10-11:30

11:30-11:50

11:50-12:10

Recent NLP Applications / Dialogue and Dialogue Systems (Room 141 + 142)
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Apoorv Agarwal, Anup Kotalwar and Owen Rambow
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Semi-Supervised Answer Extraction from Discussion Forums

Rose Catherine, Rashmi Gangadharaiah, Karthik Visweswariah, Dinesh Raghu
IBM Research
Bangalore, India
{rosecatherinek, rashgang, v-karthik, diraghul} @in.ibm.com

Abstract

Mining online discussions to extract an-
swers is an important research problem.
Methods proposed in the past used super-
vised classifiers trained on labeled data.
But, collecting training data for each target
forum is labor intensive and time consum-
ing, thus limiting their deployment. A re-
cent approach had proposed to extract an-
swers in an unsupervised manner, by tak-
ing cues from their repetitions. This as-
sumption however, does not hold true in
many cases. In this paper, we propose
two semi-supervised methods for extract-
ing answers from discussions, which uti-
lize the large amount of unlabeled data
available, alongside a very small training
set to obtain improved accuracies. We
show that it is possible to boost the perfor-
mance by introducing a related, but paral-
lel task of identifying acknowledgments to
the answers. The accuracy achieved by our
approaches surpass the baselines by a wide
margin, as shown by our experiments.

1 Introduction

Online discussion forums, also known as com-
munity question answering (CQA) sites, are inter-
net sites that provide a medium for users to dis-
cuss and share information on a wide range of top-
ics. Due to their vast popularity, gradually, they
have aggregated a massive collection of discussion
data. Mining such forums have numerous appli-
cations such as improving question—answer (QA)
retrieval (Cong et al., 2008), learning important
insights like features of products that are draw-
ing negative reviews (Lakkaraju et al., 2011) or
discovering longstanding unresolved severe tech-
nical issues (Gangadharaiah and Catherine, 2012)
etc. For this reason, substantial research effort
has been directed at mining discussions, in recent

1

times. In this paper, we focus on the specific prob-
lem of extracting answers from these discussions.
In forums, typically a user starts a discussion
by posting a question to which multiple mem-
bers of the forum suggest answers. The discus-
sion evolves into a complex multi-party conversa-
tion as the question gets refined, with additional
details specified, clarifications sought, multiple
answers provided, frequent digressions, and oc-
casional follow-up discussions and acknowledg-
ments, altogether spanning several pages. An-
swers easily get buried deep within this and locat-
ing them automatically is far from straightforward.

In this paper, we propose two semi-supervised
approaches that require only a very small amount
of training data (only 3 manually tagged discus-
sion threads ) and achieve high accuracy levels by
using the available unlabeled data. With this, we
eliminate the need to collect vast amounts of train-
ing data, thus aiding faster deployment for new do-
mains. Specifically, our contributions are:

* A semi-supervised answer extraction method for
discussions: This paper makes the first attempt
at extracting answers from discussions in a semi-
supervised manner. We show how existing fea-
tures can be engineered into a co-training frame-
work to accomplish this.

* A parallel co-training method to leverage ac-
knowledgments for improved answer extraction
accuracy: We motivate and demonstrate that it
is possible to improve the performance tremen-
dously by introducing a related task of identify-
ing acknowledgments in the discussions, which
we run as a parallel task alongside the main an-
swer extraction task (Section 5).

* We demonstrate that with a very small training
data and by using the available unlabeled data, it
is possible to extract answers from forums with
an accuracy that is substantially better than ex-
tracting them in an unsupervised manner or in a
fully supervised setting.

International Joint Conference on Natural Language Processing, pages 1-9,
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The rest of the paper is organized as follows:
Section 2 discusses related work. Section 3 sets
the terminology and introduces the co-training
framework, which is used throughout this paper.
Section 4 details how the co-training framework
can be applied to the answer extraction task. Sec-
tion 5 introduces the acknowledgment extraction
task in a parallel co-training framework. Experi-
ments and results are discussed in Section 6 fol-
lowed by conclusions in Section 7.

2 Related work

Research in the area of extracting question and
answers from online forums, has grown consider-
ably. Almost all approaches proposed so far for
this task are supervised learning methods. Ding
et al. (2008), Kim et al. (2010), Raghavan et al.
(2010) and Kim et al. (2012) employed Condi-
tional Random Fields, Hong and Davison (2009),
Huang et al. (2007) and Catherine et al. (2012)
used Support Vector Machines (SVM), Shrestha
and McKeown (2004) learnt rules using Ripper,
and Yang et al. (2009) used Struct SVMs for ex-
tracting answers. The obvious downside to these
methods is that for any new domain or forum, sub-
stantial amounts of manually labeled training ex-
amples have to be collected. This is usually time
consuming and costly. Gandhe et al. (2012) pro-
posed an approach for adapting an answer extrac-
tor trained on one domain to another, by separating
out the lexical characteristics of an answer from its
domain relevance. However, learning the lexical
characteristics still required a training set.

A recent work by Cong et al. (2008) proposed
an unsupervised method using PageRank-style
random walks on a graph representation of the dis-
cussion, with the hypothesis that inter-candidate
similarities can improve accuracy of the answer
extraction task. The intuition is that posts that bear
more resemblance to other posts in the thread have
higher chances of being answers. However, in a lot
of discussion forums, especially those related to
troubleshooting and problem resolution, we found
that this assumption usually does not hold. An an-
swer that was suggested earlier in the discussion
is not usually suggested again — only new ones or
a modification of the same would appear. A gen-
eral observation here was that posts that had simi-
lar content as other posts were found to be others
complaining about the same issue. This was also
noted by Gandhe et al. (2012) and Catherine et al.
(2012). Nevertheless, (Cong et al., 2008) is the

only work so far, that sought to extract answers
without supervision.

One of the methods proposed in this paper
that uses a parallel acknowledgment classification
task, belongs to the family of Multi-Task Learn-
ing (MTL) (Caruana, 1997) since what is learned
for each task is used to improve the other task.
However, to the best of our knowledge, this is
the first work that proposes a MTL-type answer
classifier for forums in a semi-supervised setting.
Cross-Training (Sarawagi et al., 2003) is a related
methodology which improves classification per-
formance on one taxonomy by accessing labels
from another taxonomy for the same document.
Our method differs because, the answer and ac-
knowledgment labels are on different posts.

Some other closely related works are listed be-
low; however, their focus is different from the
task proposed in this paper. Jijkoun and de Rijke
(2005) proposed a method to automatically extract
question—answer pairs from FAQ pages using for-
matting cues. Since it is known that the entry fol-
lowing the question is definitely an answer, they
did not have to classify the entries. Sarencheh et
al. (2010) proposed a semi-automatic wrapper in-
duction method for extracting different structural
components of a discussion, like the time of post-
ing, author name, content of the post etc. Answer
retrieval is another closely related task where the
emphasis is on retrieving the most relevant post
(Xue et al., 2008). The scope of our paper, how-
ever, is limited to tagging posts in forum discus-
sions as answers or not.

3 Preliminaries
3.1 Terminology and Scope

A discussion in an online forum is created when
a user posts a question. Other members of the fo-
rum reply to this post or to other replies, thereby
evolving the discussion. A sample discussion with
7 posts including 2 answers and 2 acknowledg-
ments, is shown in Figure 1. In this paper, we
use the terms discussion and thread (as in,
a thread of discussion) interchangeably.

An answer is typically spread over multiple sen-
tences within the same post, especially in the case
of non-factoid answers. It would have been ideal,
if the system extracted answers at the granularity
of a sentence. However, the inter-annotator agree-
ment! for answer sentences in our dataset (Section
6) was a mere 0.19. Hence, we extract answers at

"http://en.wikipedia.org/wiki/Cohen’s_kappa



Post: 0 |

My iPhone 5 will not charge has anyone else got this problem?

A“th(ffi A j When I plug the lightning cable in, its as if the phone registers this
]I_"g;,:tls.‘ 150 | but it will not charge.

Question
Post: 1 | Iam having the same problem when charging the phone from the USB
Author: B | port charger. I just plugged it into a wall outlet and it is now charging fine.
]l;g;,:l]s"i 50 | Maybe it's not recognizing the new lightning cable? Try using an AC outlet

Answer Suggestion f
Post: 2 r' e
Author: A : Thanks for the reply, the AC outlet has already been tried but it won't charge
Level: 1 | atall.
Points: S0 L. ..
Post: 3 - 'E;aictTy 'tﬂeisgﬁ{eipir(i;'leH*liheire'.TFﬁe?:l USB on cioTnBlrlrteiria;d' wall ;si'nTgYhie”
Author: C plug provided. It detects the cable, but zero charge! Bad times for a new
Poms:0 | Podvet
POStA e came issue. and S nof recoanizing it at all. There's alwavs
Author: D m having the same issue, and it's not recognizing it at all. There's always
Level: 1 a problem!
Points:5 .. ..
Post:5 | Sounds like “Lightning Gate™... I have the same issue. The phone won't
AUth9f5 E ‘ charge via the wall plug or connect to the computer. Sounds like bad cable
115‘22/35'15270 | or connection. Why don't you get another cable?

Answer Suggestion
Post:6 | Ihave managed to use another cable and the phone now charges withno
Author: A ‘ problems. Thanks to everyone who has contributed to this discussion, it
}"g;:tls“ ]50 | really is appreciated!

Figure 1: A Sample Discussion

a post level — a post is classified as an answer if
any sentence within it suggests a solution.

Digressions are very common in such commu-
nity question answering systems. We do not at-
tempt to find these questions or separate out the
sub-discussions. Question detection as well as dis-
entangling multi-party discussions, is a well re-
searched area (Cong et al., 2008; Elsner and Char-
niak, 2010), and is outside the scope of this paper.
For the purposes of this paper, the first post is the
question and we attempt to find answers to only
this question. Answers to other questions within
the discussion are negative examples.
3.2 Co-Training Methodology

Co-Training introduced by Blum and Mitchell
(1998), is a general framework for semi-
supervised classification, where the features for
classifying each data point can be partitioned into
two distinct sets or views. The views are such that
either of them is sufficient to classify any data-
point, had there been enough training examples.

The algorithm proceeds in two half-steps: in it-
eration i, the current set of labeled examples L'
(initially, a very small set) is used to train a classi-
fier C'; that uses only one view v; of each train-
ing instance and another classifier C'y that uses
only view vy. (' and Cs are then used to clas-
sify the unlabeled points, and the most confident
m predictions are moved from the unlabeled pool
U to the set of labeled examples, which are used

Iteration i

Most confident predictions on U — L

Figure 2: Co-Training Framework

for training in the i + 1" iteration. Essentially,
|
each classifier teaches the other by providing ex-

' amples which the other would have misclassified.
| Figure 2 shows this workflow, where ®; and ®9
are the feature vectors of the input corresponding
?to the two views v; and vs. The paper showed
' that when the two views are independent given
the label of the data point (conditional indepen-
dence), any initial weak predictor can be boosted
to a high accuracy using unlabeled examples by
co-training. This was empirically evaluated for a
webpage classification task where v; was the set of
words in the webpage and v9, the anchor texts of
all links pointing to that page. Co-training frame-
work is widely used in many text mining tasks
like parsing (Sarkar, 2001), machine translation
(Callison-Burch, 2002) and for creating parallel
corpora (Callison-Burch and Osborne, 2003).

4 Answer Extraction by Co-Training:
ANS CT Model

To apply the co-training framework to the task
of answer extraction, we need two independent
views of the data. Prior work in supervised an-
swer extraction from forum discussions have re-
ported good accuracies when using features con-
structed from the structure of the thread (Ding et
al., 2008; Hong and Davison, 2009; Kim et al.,
2010; Catherine et al., 2012). This provides us
with one of the views, which we refer to as the
STRUCT view.

Cong et al. (2008) had previously used pattern
mining for the related task of question sentence ex-
traction. Similarly, Jindal and Liu (2006) had used
pattern mining for identifying comparative sen-
tences in a supervised learning setting. We mine
patterns on the sentences of the posts and employ
it as the second view, which we refer to as the PAT-
TERN view. The exact set of features are explained
in the subsections below.



Note that we have used only a modest set of
features in both STRUCT and PATTERN views, to
highlight the effect of co-training in improving the
answer extraction accuracy.

4.1 STRUCT view

Compared to a general text document, discus-
sion threads have a structure, which can be used
to construct features for classification. The fea-
tures that we use, referred to as STRUCT features
henceforth, are listed in Table 1. All the features
are eventually converted to binary attributes for
the experiments, where numerical attributes are
grouped into a suitable number of buckets. Each
binary value corresponds to a dimension in the
STRUCT view, ®° which is 1 if that attribute-

struct?
value was present in the post; else, is set to 0.

STRUCT Feature  Description

Author A forum specific value measuring the

Rating expertise of the author. Could be nu-
merical (e.g. 50 points) or categorical
(e.g. Expert).

Relative The position of the post with respect

Post to the thread. It is grouped into

Position Beginning, Middle and End.

A measure of how informative the
post is. Could be numerical
(e.g. 50 votes) or categorical (e.g.
Helpful).

Post Rating

Table 1: STRUCT features for a post

4.2 PATTERN view

Consider the below snippets from different dis-
cussion threads. Some words have been intention-
ally masked to illustrate that it is possible to iden-
tify to a considerable extent, that these are answer
suggestions from the structure of the sentence and
without regard to the context or the question.

... You can see if X will solve it ...

... Try resetting your X with the Y turned off and then turn
it back on after the X is fully booted back up ...

... Goto A —> B —> C and toggle the D mode ...

... X is no longer supported by Y ...

The PATTERN view uses a pattern mining mod-
ule, which mines the answer posts in L to dis-
cover the most frequent sequential patterns, F P°
for iteration ¢. Each such discovered pattern p €
F P! corresponds to a dimension in the PATTERN
view, @;attem, which is 1 if p matches (is sub-
sequence of) any sentence of the post.

We implemented the PrefixSpan (Pei et al,
2001) algorithm for mining sequential patterns,
but with the following modifications to contain the
blow up in the number of patterns:

e Variable Minimum Support: the number of
items in which a pattern appears is called its
support, and minimum support, min_sup is
an input parameter that determines whether a
pattern is frequent enough. We set min_sup
to maz(min_sup,, frac x numlItems’), where
frac is a preset fraction, set to 0.03 in our ex-
periments, numItems® is the number of items
being mined in iteration 7, and min_sup,, is a de-
fault minimum, set to 3 in our experiments.

 Pattern Length: only patterns of length at least
min_len, set to 3 in our experiments, are accept-
able.

* Item Gap: the items of a frequent pattern are
sequential, but not consecutive, thus allowing
PrefixSpan to pick items that are arbitrary num-
ber of items apart (gap). We constrain the gap
between items of a pattern to a maximum of
max._gap, set to again 3 in our experiments.

Posts are mined at a sentence level, for which we

use OpenNLP? sentence detector.

4.2.1 Text Pre-Processing

We found that using the exact words limited
the number of frequent patterns that could be
found. To minimize this problem, we used Part-
Of-Speech (POS) tags of the words to:

* Replace all nouns with their POS tags.

* Replace all verbs with its root/stemmed (us-
ing Porter stemmer (Porter, 1980)) form and
its POS tag. For example, restarting be-
comes restart VBG. We let PrefixSpan pick
the verb-stem and/or the POS tag according to
their support.

All words are lowercased. A discussion on the
set of patterns that were detected is in Section 6.3.

5 Leveraging Acknowledgment Signals:
ANS-ACK PCT Model

In this section, we motivate and introduce a re-
lated task of extracting acknowledgments in forum
discussions and inducing signals from them to im-
prove the accuracy of the answer extraction task.

Merriam-Webster® defines an acknowledgment
as a recognition or favorable notice of an act or
achievement. Acknowledgment is an inevitable
component of any conversation, especially, when
it evolves around seeking assistance. And so they
find their place in forum discussions too. Consider
the below snippets taken from replies by question

Zhttp://opennlp.apache.org
*http://www.merriam-webster.com



authors. They are grouped according to their po-
larity — Positive, Negative and Neutral.

Positive: author reports that the suggestion solved

the issue.
... Great! That solved it! Thanks a bunch ...
... Thanks for your help. Finally got it working ...
... Switching on X did the trick. Now I can Y without any
problem ...
... Thanks a lot guys. X solved my woes. I must have Y-ed
it by mistake at some point ...

Negative: the suggestion did not solve the issue.
... That didn’t help. Any other suggestions? ...
... Itried that. It is still showing X ...
... Getting the same X. Thanks anyway ...
... Thanks for your advice. Unfortunately, it didn’t help!

Neutral: it is not clear if the issue was solved, but

the statement is an acknowledgment nevertheless

... Thanks for the reply ...

... Iwill try that ...

... Thanks for the helpful advice. Hope resetting X prop-
erly will fix my problem ...

... I'm reinstalling X. Will keep you posted. ...

Similar to the case of answer sentences in Sec-
tion 4, the above examples can be easily identi-
fied as acknowledgments and it is fairly clear that
the posts to which the above sentences are replies,
are answer suggestions. Note that this can be de-
termined without knowing the contents of the lat-
ter, if we can assume that the reply-to relation of
the posts is known. This however is not always
the case. In a small study conducted, we found
that only 75% of forums displayed or had the re-
quired information in the html of the webpage for
constructing the reply-to relation of the posts, out
of 12 technical forums that we inspected. In the
absence of this information, (Wang et al., 2011;
Seo et al., 2009; Wang and Rosé, 2010) propose
techniques to automatically recover the structure.
For the purposes of this paper, we assume that the
reply-to structure of the discussion thread is given.

ANS-ACK PCT (ANSwer ACKnowledgment
Parallel Co-Training) aims to leverage signals
from acknowledgment posts, to better identify an-
swer posts. We cast this as another instance of
semi-supervised learning task (another co-training
instance) which runs in parallel to the main an-
swer extraction instance of co-training. Hence the
name, PARALLEL co-training.

It is worth listing down some of the design de-
cisions for this choice of approach:

(1) There is no public dataset available to train an
acknowledgment classifier. So, it is important to
note here that the task of detecting acknowledg-
ments cannot be fully supervised where a large

ackyyi

amount of training data is collected for the spe-
cific domain; this will defeat the entire purpose of
semi-supervised answer extraction.

(i) For the initial small training set required for
the semi-supervised approach, we do not label ad-
ditional threads. Instead, we create a training set
from the initial training set of the answer extrac-
tion task by marking replies from the question au-
thor to posts that are answers, as positive exam-
ples. Other replies from the question author be-
come negative examples. To avoid getting influ-
enced by digressions, we do not consider replies
from other authors.

(iii) The reader might suggest using acknowledg-
ment as one of the views within the co-training
instance of answer detection, instead of two par-
allel co-training instances. i.e. to mark all posts
that have an acknowledgment as an answer in that
view. Here, we would like to point out that ac-
knowledgment is a strong indicator only when it
is available. In other words, even if we learn to
classify acknowledgment posts perfectly, it cannot
classify all answer posts perfectly since not all an-
swers are acknowledged. In our test set (Section
6), there were 559 answers, but only 173 of them
had any reply from the question author (30.9%), of
which only 72% were actually acknowledgments,
as found through manual inspection (the rest had
to do with refining the question, requesting clarifi-
cation on the answer, etc.). So, the hope is to learn
how to use the signal when it is available, and not
rely on it exclusively by using it as one of the two
views of answer co-training.

The acknowledgment extraction uses the same
two views — STRUCT and PATTERN - for its co-
training instance, similar to the ANS CT model of
Section 4, to generate the views, **W¥i, . and

pattern> Tespectively. Except that here, positive
examples are the posts that are acknowledgments,
as obtained by Point (ii) above.

5.1 Parallel Co-Training for Answer
Extraction

Parallel Co-Training is a method for semi-
supervised learning where there are two (or more)
co-training instances corresponding to different,
but related learning tasks running side by side,
where in iteration ¢, each task can induce features
based on the current state of the system. i.e. using
the outcome of iteration 7 — 1 of other tasks. Fig-
ure 3 depicts Parallel Co-Training for the specific
case of answer extraction, where:
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Figure 3: Parallel Co-Training Methodology

* Two tasks run in parallel:

1. Answer Co-training: the main task which
learns to classify each post as ans or ans.

2. Acknowledgment Co-training: the auxil-
iary task which learns to classify each post
as ack or ack.

* In iteration i, Answer Co-training uses the Ac-
knowledgment classifiers, “*H~! of the i —
1th iteration, to induce more features (detailed
in Section 5.2), **®’ which is then concate-
nated to its original feature vector, “**®' to

get the new feature vector (“"S P’ “Ck@?) (we

use (ff, é) to represent concatenation of two
vectors, where the length of the new vector is

‘ff ’ + ‘E ‘). The concatenated feature vector is

then used to train the answer classifiers “"*S? of
the " iteration.

* The STRUCT view of Answer Co-training uses
predictions from the acknowledgment classifier
that was trained on the STRUCT view of Ac-
knowledgment Co-training, and similarly for the
PATTERN view, so that the concatenated features
vectors still remain independent.

5.2 Inducing Features from
Acknowledgments

Given a thread and acknowledgment tags on
some of the posts, the most obvious feature that
can be induced on an answer post is a hasAck
feature which is True if any child of this post is
marked as an acknowledgment; else False. All
features that we generated are listed in Table 2.

AcK Feature  Description

Has Ack True if this post has a reply that
is tagged as an acknowledgment; else
False.

Ack The number of posts, in the chronolog-

Distance ical order, between this post and its ac-
knowledgment.

Last Ack The number of posts, in the chronologi-

Distance cal order, between this post and the last

acknowledgment post in the thread.

Table 2: Features induced from Acknowledgments

6 Experiments

We crawled about 140K threads from Apple
Discussions®. From these, after discarding those
with no replies, 303 threads were randomly cho-
sen, and manually tagged. The inter-annotator
agreement’ between 3 annotators for this task was
0.71. For the experiments, the training set had 3 of
the tagged threads and the remaining 300 formed
the test set, the statistics of which are in Table 3.

Statistics Training Set  Test Set
No. of Threads 3 300
Avg. Length of Threads 6.3 5.8
Avg. Answers per Thread 1.9 1.8
Fraction of Answers with 47.4% 30.9%

Question Author’s reply®

Table 3: Statistics of the Training and Test Sets

We used Support Vector Machines (Vapnik,
1995) (implementation from the LibSVM‘7 li-
brary) for all the individual classifiers, “"**S* and

“https://discussions.apple.com
Shttp://en.wikipedia.org/wiki/Cohen’s_kappa
"http://www.csie.ntu.edu.tw/~cjlin/libsvm/



ack fri ysed in the different views of the co-training

instances of ANS CT and ANS-ACK PCT models.
6.1 Study of Improvement in Answer
Extraction Accuracy

STRUCT PATTERN COMBINED
SVM 1.1% 2.5% 28.6%
ANS CT 55.6% 55.6% 55.6%
ANS-ACK PCT 63.7% 63.6% 67.8%

Table 4: F Scores for the Answer Extraction task

To demonstrate the benefits of co-training, we
first trained a supervised classifier (SVM) on the
training set for answer extraction, separately on
the two views — STRUCT and PATTERN. With
such a little amount of training data, the classi-
fiers gave unimpressive F scores (van Rijsbergen,
1979), shown in the first row of Table 4. The
COMBINED classifier is a combination of the in-
dividual STRUCT and PATTERN classifiers, com-
puted as: (P(ans|Scompined) X P(ans|Sstruct) X
P(ans|Spattern)); and similarly for ams. The
post is tagged as ans if P(ans|Scompined) =
P(m|scombined)' Else, it is ans.

Next, we performed 40 iterations of co-training
and in each step, 5 threads with the most confi-
dent predictions were added by each view from
the unlabeled pool to the training set. If more
than one thread had the same confidence, any
one thread was chosen randomly. The accuracies
achieved by ANS CT after the final iteration (av-
eraged over 3 runs) is listed in Table 4. Clearly,
both STRUCT and PATTERN classifiers drastically
improved their F scores and the COMBINED clas-
sifier showed a substantial 94% improvement over
the SVM baseline. The growth of F score of the
two sub-classifiers as the co-training proceeds, is
plotted in Figure 4. It can be seen that both the
classifiers reached their best within 10 iterations
and did not improve any further.

T T
Struct —+—
Pattern

0.8

0.6

F Score

0.4

0.2
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Co-Training Iterations

Figure 4: ANS CT: F-scores of the STRUCT and
PATTERN sub-classifiers after each iteration
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Figure 5: ANS-ACK PCT: F scores of the
STRUCT and PATTERN sub-classifiers of the An-
swer Classifier after each iteration
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Figure 6: ANS-ACK PCT: F scores of theSTRUCT
and PATTERN sub-classifiers of the Acknowledg-
ment Classifier after each iteration

F Score

For ANS-Ack PCT, we performed 40 co-
training iterations similar to ANS CT; the num-
ber of threads chosen after each iteration was sim-
ilarly set to 5, for both answer and acknowledg-
ment instances. The answer classification accu-
racies achieved by ANS-ACK PCT after the fi-
nal iteration (averaged over 3 runs) is also listed
in Table 4. Similar to ANS CT, both STRUCT
and PATTERN classifiers improved their F scores
significantly. The COMBINED classifier showed
a substantial 137% improvement over the SVM
baseline and 22% improvement over ANS CT.
The F score growth of the answer and the ac-
knowledgment classifiers as the co-training pro-
ceeds, is plotted in Figure 5 and Figure 6 respec-
tively. Unlike Figure 4, the answer classifiers in
Figure 5 continue to improve even after 10 itera-
tions, since the acknowledgment instance is sup-
plying it with more signals. In Figure 6, the PAT-
TERN sub-classifier of the acknowledgment clas-
sifier constantly improved throughout the 40 iter-
ations even though its STRUCT counterpart stabi-
lized in about 10 iterations. The F scores of the ac-
knowledgment classifiers at the end of the final it-
eration was 82.8%, 52.9% and 81.9% respectively
for STRUCT, PATTERN and COMBINED.



6.2 Comparison between approaches

Precision Recall F score
SVM - STRUCT 75.0% 0.5% 1.1%
SVM - PATTERN 25.9% 1.3% 2.5%
ANS CT 40.6% 88.0% 55.6%
ANS-ACK PCT 56.8% 84.1% 67.8%
CONG 29.7% 55.6% 38.7%

Table 5: Comparison of accuracy measures of dif-
ferent methods for the answer classification task

Graph Propagation based Answer Extraction by
Cong et al. (Cong et al., 2008) is an unsuper-
vised method for extracting answers from discus-
sion forums. It is based on the premise that a
correct answer will be repeated often within the
discussion and thus, the similarity of the post to
other posts can be used as a measure of their
“answer-ness”. We used our own implementation
of this algorithm, referred to as CONG in the ex-
periments . The similarity between posts is com-
puted using Kullback-Leibler divergence (Kull-
back, 1997), which was reported by the authors to
have given the best performance. The Precision,
Recall and F scores of CONG are compared with
those of the proposed methods in Table 5.

Table 5 shows that both proposed methods per-
form substantially better than CONG: ANS CT ex-
ceeds it by 43.6% and ANS-ACK PCT surpasses
it by 75.1% (F score). Consequently, we can con-
clude that with very small training data, it is pos-
sible to achieve high accuracies compared to ex-
tracting them in an unsupervised manner.

6.3 Discussion: Answer and
Acknowledgment Patterns

This section studies the patterns that were
mined from answers and acknowledgments, which
reveal the types of sentence structures that fre-
quently appear in them. Some of the interesting
answer patterns are listed in Table 6. They are
grouped into Imperative, Factual, Conditional and
Questions, based on manual inspection. Similarly,
the acknowledgment sentences also showed inter-
esting patterns, manually grouped into Action and
Others, listed in Table 7. From inspecting the an-
swer and acknowledgment patterns, we conjecture
that it should be possible to build classifiers based
on rules defined over the structure of the sentence,
without requiring access to a training set.

7 Conclusion and Future Work

In this paper, we proposed two semi-supervised

methods for extracting answers from discussion

Pattern Type Examples

Imperative Sentence .go - to - NNS - NN - on
.you - can - VB — NN
.VBG - your — NN - NN

. VB - to - NNS - NN

. check - NN - NN

Fact .is - VBZ - not - NN

1
2
3
4
5. VBG - your - NN
6
7
8

Conditional ~ State-
ment

.if - you - VBP - NN

Questions 9. have - VB - you - tri - VBN -
VBG - NN
10. have - you - VBN - VBG - NN

Table 6: Mined Answer Patterns

Pattern Type Examples
Action 1.i - VBP - to - VB
2.1 - VBP - NN - it
3.1 - not - VB - NN
4.1 - have - VBP - NN,
5.1 - am - VBP - VBG - NN

Others

—o

.but - i - VBP
i - am - VBP - sure

Table 7: Mined Acknowledgment Patterns

threads. We showed how the structural features
and sentence construction patterns could be en-
gineered into a co-training setting such that by
using a very small training set, and the large
amount of unlabeled data available, answers could
be extracted with high accuracy, substantially sur-
passing that attained by an unsupervised method.
To demonstrate the benefits of our method, we
also showed that completely supervised methods
would fail to train a decent model with the very
little training data that we used.

In one of our methods, we motivated and intro-
duced a related task of identifying acknowledg-
ments to the answers, which was cast in a paral-
lel co-training setting. We proposed new features
which the answer labeling instance could induce
from the acknowledgment instance. Our experi-
ments showed that having access to this view of
the discussion thread substantially improved the
answer extraction accuracy.

Our work opens up new directions of research.
In the parallel co-training setting, other than in-
ducing features, the co-training instances are es-
sentially independent. In future, we plan to ex-
tend it such that the two instances would collab-
oratively label new threads; this should lead to
higher gains since the instances would now strive
to achieve higher coherence between their labels.
Also, extending the method to extract answers at a
lower granularity like a snippet or a sentence, in-
stead of at a post level would be advantageous for
domains that have more factoid type answers.
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Abstract

Automatic keyphrase extraction aims to
pick out a set of terms as a representa-
tion of a document without manual assign-
ment efforts. Supervised and unsupervised
graph-based ranking methods have been s-
tudied for this task. However, previous
methods usually computed importance s-
cores of words under the assumption of
single relation between words. In this
work, we propose WordTopic-MultiRank
as a new method for keyphrase extraction,
based on the idea that words relate with
each other via multiple relations. First
we treat various latent topics in documents
as heterogeneous relations between words
and construct a multi-relational word net-
work. Then, a novel ranking algorithm,
named Biased-MultiRank, is applied to s-
core the importance of words and topics si-
multaneously, as words and topics are con-
sidered to have mutual influence on each
other. Experimental results on two differ-
ent data sets show the outstanding perfor-
mance and robustness of our proposed ap-
proach in automatic keyphrase extraction
task.

1 Introduction

Keyphrases refer to the meaningful words and
phrases that can precisely and compactly represen-
t documents. Appropriate keyphrases help users a
lot in better grasping and remembering key ideas
of articles, as well as fast browsing and reading.
Moreover, qualities of some information retrieval
and natural language processing tasks have been
improved with the help of document keyphrases,
such as document indexing, categorizing, cluster-
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ing and summarizing (Gutwin et al., 1999; Krul-
wich and Burkey, 1996; Hammouda et al., 2005).

Usually, keyphrases are manually assigned by
authors, which is time consuming. With the fast
development of Internet, it becomes impractical
to label them by human effort as articles on the
Web increase exponentially. Therefore, automat-
ic keyphrase extraction plays an important role in
keyphrases assignment task.

In most existing work, words are assumed under
a single relation and then scored or judged with-
in it. Considering the famous TextRank (Mihal-
cea and Tarau, 2004), a term graph under a sin-
gle relatedness was built first, then a graph-based
ranking algorithm, such as PageRank (Page et al.,
1999), was used to determine the importance s-
core for each term. Another compelling example
is (Liu et al., 2010), where words were scored un-
der each topic separately.

In this study, inspired by some multi-relational
data mining techniques, such as (Ng et al., 2011),
we assume each topic as a single relation type and
construct an intra-topic word network for each re-
lation type. In other words, it is to map word relat-
edness within multiple topics to heterogeneous re-
lations, meaning that words have interactions with
others based on different topics.

A multi-relational words example of our pro-
posed WordTopic-MultiRank model is shown in
Figure 1(a). There are four words and three re-
lations in this example, implying that there are
three potential topics contained in the documen-
t. Further, we represent such multi-relational data
in a tensor shape in Figure 1(b), where each two-
dimensional plane represents an adjacency ma-
trix for one type of topics. Then the heteroge-
neous network can be depicted as a tensor of size
4 x 4 x 3, where (i, j, k) entry is nonzero if the ith
word is related to the jth word under kth topic.

After that, we raise a novel measurement of
word relatedness considering different topics, and

International Joint Conference on Natural Language Processing, pages 1018,
Nagoya, Japan, 14-18 October 2013.
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Figure 1: (a) An example of multi-relational words
in graph representation and (b) the corresponding
tensor representation.

then apply Biased-MultiRank algorithm to deal
with multi-relational words for co-ranking pur-
pose, based on the idea that words and topics have
mutual influence on each other. More specifically,
a word, connected with highly scored words via
highly scored topics, should receive a high score
itself, and similarly, a topic, connecting highly s-
cored words, should get a high score as well.

Experiments have been performed on two dif-
ferent data sets. One is a collection of scientif-
ic publication abstracts, while the other consists
of news articles with human-annotated keyphras-
es. Experimental results demonstrate that our
WordTopic-MultiRank method outperforms repre-
sentative baseline approaches in specified evalua-
tion metrics. And we have investigated how dif-
ferent parameter values influence the performance
of our method.

The rest of this paper is organized as follows.
Section 2 introduces related work. In Section 3,
details of constructing and applying WordTopic-
MultiRank model are presented. Section 4 shows
experiments and results on two different data sets.
Finally, in Section 5, conclusion and future work
are discussed .

2 Related Work

Existing methods for keyphrase extraction task
can be divided into supervised and unsupervised
approaches. The supervised methods mainly treat
keyphrase extraction as a classification task, so
a model needs to be trained before classifying
whether a candidate phrase is a keyphrase or not.
Turney (1999) firstly utilized a genetic algorithm
with parameterized heuristic rules for keyphrase
extraction, then Hulth (2003) added more linguis-
tic knowledge as features to achieve better perfor-
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mance. Jiang et al. (2009) employed linear Rank-
ing SVM, a learning to rank method, to extrac-
t keyphrase lately. However, supervised methods
require a training set which would demand time-
consuming human-assigned work, making it im-
practical in the vast Internet space. In this work,
we principally concentrate on unsupervised meth-
ods.

Among those unsupervised approaches, clus-
tering and graph-based ranking methods showed
good performance in this task. Representative s-
tudies of clustering approaches are (Liu et al.,
2009) and (Grineva et al., 2009). Liu et al. (2009)
made use of clustering methods to find exemplar
terms and then selected terms from each cluster as
keyphrases. Grineva et al. (2009) applied graph
community detection techniques to partition the
term graph into thematically cohesive groups and
selected groups that contained key terms, discard-
ing groups with unimportant terms. But as is wide-
ly known, one of the major difficulties in cluster-
ing is to predefine the cluster number which influ-
ences performance heavily.

As for basic graph-based approaches, such as
(Mihalcea and Tarau, 2004) and (Litvak and Last,
2008), a graph based on word linkage or word
similarity was first constructed, then a ranking al-
gorithm was used to determine the importance s-
core of each term. Wan et al. (2007) present-
ed an idea of extracting summary and keyword-
s simultaneously under the assumption that sum-
mary and keywords of the same document can
be mutually boosted. Moreover, Wan and Xiao
(2008a) used a small number of nearest neighbor
documents for providing more knowledge to im-
prove performance and similarly, Wan and Xiao
(2008b) made use of multiple documents with a
cluster context. Recently, topical information was
under consideration to be combined with graph-
based approaches. One of the outstanding s-
tudies was Topic-sensitive PageRank (Haveliwala,
2002), which computed scores of web pages by in-
corporating topics of the context. As another rep-
resentative, Topical PageRank (Liu et al., 2010)
applied a Biased PageRank to assign an impor-
tance score to each term under every latent topic
separately.

To the best of our knowledge, previous graph-
based researches are based on the assumption that
all words exist under a unified relation, while in
this work, we view latent topics within documents



as word relations and words as multi-relational da-
ta, in order to make full use of word-word relat-
edness, word-topic interaction and inter-topic im-
pacts.

3  WordTopic-MultiRank Method

In this section, we will introduce our proposed
WordTopic-MultiRank method in details, includ-
ing topic decomposition, word relatedness mea-
surement, heterogeneous network construction
and Biased-MultiRank algorithm.

3.1 Topic Detection via Latent Dirichlet
Allocation

There are some existing methods to infer latent
topics of words and documents. Latent Dirichlet
Allocation (LDA) (Blei et al., 2003) is adopted in
our work as it is more feasible for inference and it
can reduce the risk of over-fitting.

Firstly, we denote the learning corpus for LDA
as C, and |C| represents the total number of doc-
uments in C. The iy, document in the corpus is
denoted as d;, in which i = 1,2,--- | |C|. Then,
words are denoted as w;; where 7 indicates that
word w;; appears in document d; and j refers to
jthpositionind; (j = 1,2,--- ,|d;],|d;| is the to-
tal word number in d;). Further, topics inferred
from |C| is z, k = 1,2,---,|T|, while T" stand-
s for the topic set detected from C' and |T'| is the
total number of topics.

According to LDA, observed words in each
document are supposed to be generated by a
document-specific mixture of corpus-wide latent
topics. More specifically, each word w;; in doc-
ument d; is generated by first sampling a topic z
from d;’s document-topic multinomial distribution
04,, and then sampling a word from zj’s topic-
word multinomial distribution ¢, . And each 6,
is generated by a conjugate Dirichlet prior with pa-
rameter «, while each ¢, is generated by a con-
jugate Dirichlet prior with parameter 3. The full
generative model for w;; is given by:

||
plwjldi, o, B) =Y p(wij|ze, B)p(zkldi, )
k=1

(D

Using LDA, we finally obtain the document-

topic distribution, namely p(z|d;) for all the top-

ics z on each document d;, as well as the topic-

word distribution, namely p(w;;|2;) for all the
words w;; on each topic zy.
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In this work, we use GibbsLDA++!, a C/C++
implementation of LDA using Gibbs Sampling, to
detect latent topics.

3.2 Measurement of Word Relatedness
under Multi-relations

Next, we apply Bayes’ theorem to get word-topic
distribution p(zj|w;;) for every word in a given
document d;:
~ plwijlak, B)p(zklds, )
T T

S pwij|z, B)p(arldi, @)

Therefore, we can obtain word relatedness as
follows:

p(zk|wij) (2)

3)

P(Wirn | Win, 2) = p(Wim]|2k)p (2K |Win)

where m,n = 1,2,--- ,|d;|, and p(Wip, |Win, 2k)
represents the relatedness of word w;,, and word
W;y, under kth topic.

From the view of probability, p(zj|wiy,) is the
probability of word w;,, being assigned to topic
2, and p(wim|2x) is the probability of generat-
ing word wjy, from the same topic z;. Therefore,
P(Wim |Win, z) shows the probability of generat-
ing word w;,, if we have observed word w;,, under
topic 2. Obviously, this point of view correspond-
s with LDA and it connects words via topics.

3.3 Constructing a Heterogeneous Network
on Words

Like Figure 1(a) shown in Introduction, now we
construct a multi-relational network for words. In
the same way mentioned by typical graph-based
methods, for every document d; in corpus C, we
treat every single word as a vertex and make use
of word co-occurrences to construct a word graph
as it indicates the cohesion relationship between
words in the context of document d;. In this pro-
cess, a sliding window with maximum W words
is used upon the word sequences of documents.
Those words appearing in the same window will
have a link to each other under all the relations in
the network.

Further, we obtain the word relatedness under
every topic from Formula (3), and use them as
weights of edges for constructing the heteroge-
neous network. For instance, p(wip,|win, 2k) is
regarded as the weight of the edge from w;, to
Wiy, under kth relation if there is a co-occurrence
relation between the two words in document d;.

'GibbsLDA++: http://gibbslda.sourceforge.net



As (Hulth, 2003) pointed out, most manually
assigned keyphrases were noun groups whose pat-
tern was zero or more adjectives followed by one
or more nouns. We only take adjectives and nouns
into consideration while constructing networks in
experiments.

3.4 Ranking Algorithm

In our proposed method, we employ Biased-
MultiRank algorithm for co-ranking the impor-
tance of words and topics. It is obtained by
adding prior knowledge of words and topics to
Basic-MultiRank, a basic co-ranking scheme de-
signed for objects and relations in multi-relational
data. Therefore, we will demonstrate Basic-
MultiRank first, then derive Biased-MultiRank al-
gorithm from it.

3.4.1 Basic-MultiRank Algorithm

In this subsection, we take document d; into dis-
cussion for convenience. First, we call A =
(@wyp win,ze) @ real (2,1)th order (|d;| x |T7)-
dimensional rectangular tensor, where @, w;, 2
denotes p(w;pm|win, z;;) obtained in last subsec-
tion, in which m,n = 1,2,--- |d;| and k
1,2,---,|T|. For example, Figure 1(b) is a
(2, 1)th order (4x3)-dimensional tensor represen-
tation of a document, in which there are 4 words
and 3 topics.

Then two transition probability tensors O
(Owimwin,z) and R = (T, win.z.) are con-
structed with respect to words and topics by nor-
malizing all the entries of A:

AW ,Win 2k

Owim winzk = J[dj]| 4)
ZWLZI a’wimawinyzk
awimvwinyzk
TWim Win, 2k = &)

|]311 Awipm Win, 2k

Here we deal with dangling node problem in the
same way as PageRank (Page et al., 1999). Name-
ly, if aw,,, w;, = 18 equal to O for all words w;,,
which means that word w;,, had no link out to any
other words via topic zj, We Set 0w, w;,,z, 10 be
1/|d;|. Likewise, if au,,, w;, 2, i equal to O for all
21, which means that word w;,, had no link out to
words w,, via all topics, we set Iy, w;,.,z, 10 be
1/|T|. In this way, we ensure that

|di|
0 < 0wy win,z < 1, § :Owim,wm&k =

m=1

13

7|

0 S Twim,win,zk S 17 § :Twimywinvzk
k=1

=1

Following the rule of Markov chain, we derive
the probabilities like:

|di| [T
P[Xt:wim]zzzowim,win,zk XP[thlzwinyyt:Zk]
n=1k=1
(6)
|d;| |d;]
P[Y—tzzk]zzzrwim,win,zk XP[Xt:wim7Xt—1:win]
m=I1ln=1

@)
where subscript ¢ denotes the iteration number.
Notice that Formula (6) and (7) accord with our
basic idea that, a word connected with high proba-
bility words via high probability relations, should
have a high probability so that it will be visited
more likely, and a topic connecting words with
high probabilities, should also get a high one.
After employing a product form of individu-
al probability distributions, we decouple the two
joint probability distributions in Formula (6) and
(7) as follows:

P[Xi—1=Win,Yr=2|=P[X¢—1=win| P[Yi=2z]  (8)

P[Xt:wim7Xt71:win}:P[Xt:wim]P[thlzwin]
©))

Considering stationary distributions of words
and topics, while ¢ goes infinity, the WordTopic-
MultiRank values are given by:

i:[fw“,fw&"--,fwi‘di‘],r (10)
Y=a Toreerilz ] (1)
with
Tw,,, = lim P[X;=wjn,] (12)
t—o00
Uz = Jim P[Y;=2] (13)
Under the assumptions from Formula (8) to

(13), we can derive these from Formula (6) and

OF

|ds| |7
fwzm:: :z :Owimywinvzkjwinyzk (14)
n=1k=1
|ds| |d;]
yzk: : : : :Twimywin,zkfwimfwin (15)
m=1n=1



which mean that the score of w;,, depends on it-
s weighted-links with other words via all topics
and the score of z;, depends on scores of the words
which it connects with.

Now we are able to solve two tensor equations
shown below to obtain the WordTopic-MultiRank
values of words and relations according to tensor
operations Formula (14) and (15):

Oxy=x (16)

RX’=y (17)

Ng et al. (2011) show the existence and unique-
ness of stationary probability distributions X and y,
then propose MultiRank, an iterative algorithm, to
solve Formula (16) and (17) utilizing Formula (14)
and (15). We refer it as Basic-MultiRank algorith-

m, shown as Algorithm 1, for the reason that it
will be modified later in the following subsection.

Algorithm 1 Basic-MultiRank algorithm
Require: Tensor .4 , initial probability distri-

butions X; and ¥, (lei:'1 [X0]w,,=1 and
|kT:‘1 [Yolz,=1) , tolerance €
Ensure: Two stationary probability distributions
Xandy
compute tensor O and R;
sett=1;
Compute X;=0X;—1Y¥;_1;
Compute ¥,=RX;
if |[X¢—X;—1||+][¥;—¥._1]| <€, then stop, oth-
erwise set t=t+1 and goto Step 3;
return X; andy,.

A S

3.4.2 Biased-MultiRank Algorithm

Inspired by the idea of Biased PageRank (Liu et
al., 2010), we treat document-word distribution
p(wsj|d;), which can be computed from Formula
(1), and document-topic distribution p(z|d;), ac-
quired from topic decomposition, as prior knowl-
edge for words and topics in each document d;.
Therefore, we modify Formula (16) and (17) by
adding prior knowledge to it as follows:

(1-X) OXF+ X, =X (18)

(1=7)RE+1¥,=¥ (19)
where, x,=[p(wi|d;),p(wiz|d;),,p(wia,|d:)]" and
¥,=[p(z1di),p(z2|di),p(2)m) )] -

Then we propose Biased-MultiRank, shown as
Algorithm 2, as a new algorithm to solve the
prior-tensors and Formula (18) and (19). Finally
it is used in our WordTopic-MultiRank model.

14

Algorithm 2 Biased-MultiRank algorithm
Require: Tensor A, initial probability distri-

butions Xy and Yy, (Z‘Tiil [X0]w,,=1 and
Z‘sz‘l [Yolz,=1), prior distribution of words
X; and topics y,,, parameters A and v (0<A,y<
1), tolerance €

Ensure: Two stationary probability distributions

Xandy

compute tensors O and R;

sett=1;

Compute X;=(1-A\)OX;_1y,_; +XXp;

Compute y,=(1—7)RX? +¥ps

if |[X;—X;—1||+||¥;—¥;—1||<e, then stop, oth-

erwise set t=t+1 and goto Step 3;

return X; andy,.

AN

4 Experiment

To evaluate the performance of WordTopic-
MultiRank in automatic keyphrase extraction task,
we utilize it on two different data sets and describe
the experiments specifically in this section.

4.1 Experiments on Scientific Abstracts

4.1.1 Data Set

We first employ WordTopic-MultiRank model to
conduct experiments on a data set of scientific
publication abstracts from the INSPEC database
with corresponding manually assigned keyphras-
es”. The data set is also used by Hulth (2003), Mi-
halcea and Tarau (2004), Liu et al. (2009), and Liu
et al. (2010), meaning that it is classically used in
the task of keyphrase extraction, and is convenient
for comparison.

Actually, this data set contains 2,000 abstracts
of research articles and 19,254 manually annotated
keyphrases, and is split into 1,000 for training, 500
for validation and 500 for testing.

In this study, we use the 1,000 training doc-
uments as corpus C for topic detection and like
other unsupervised ranking methods, 500 test doc-
uments are used for comparing the performance
with baselines. Following previous work, only the
manually assigned uncontrolled keyphrases that
occur in the corresponding abstracts are viewed as
standard answers.

1t can be obtained from
s://github.com/snkim/AutomaticKeyphraseExtraction

http-



4.1.2 Baselines and Evaluation Metrics

We choose methods proposed by Hulth (2003),
Mihalcea and Tarau (2004), Liu et al. (2009),
and Liu et al. (2010) as baselines for the rea-
son that they are either classical or outstanding in
keyphrase extraction task.

Evaluation metrics are precision, recall, FI-
measure shown as follows:

TP

TP
P=
TP+FP’

. 2PR
“TP+FN’

Fl=
P+R

(20)

where T'P is the total number of correctly extract-

ed keyphrases, F'P is the number of incorrectly
extracted keyphrases, and F'N is the number of
those keyphrases which are not extracted.

4.1.3 Data Pre-processing and Configuration

Documents are pre-processed by removing stop
words and annotated with POS tags using Stanford
Log-Linear Tagger”.

Based on the research result of (Hulth, 2003),
only adjectives and nouns are used in constructing
multi-relational words network for ranking, and
keyphrases corresponding with following pattern
are considered as candidates:

(JJ)x«(NN|NNS|NNP)+

in which, JJ indicates adjectives while NN, NNS
and NNP represent various forms of nouns.

At last, top-M keyphrases, which have highest
sum scores of words contained in them, are ex-
tracted and compared with standard answers after
stemming by Porter stemmer”.

In experiments, we set a=1, §=0.01 for For-
mula (1) to (3) empirically, and A=0.5, v=0.9 for
Formula (18), (19) indicated by (Li et al., 2012).
Influences of these parameters will not be dis-
cussed further in this work as they have been s-

tudied intensively in previous researches.

4.1.4 Experimental Results

In this subsection, we investigate how different pa-
rameter values influence performance of our pro-
posed model first, then compare the best results
obtained by baseline methods and our model.

First of all, we inspect influences of topic num-
ber |T'| on our model performance. Table 1 shows
experimental results when |7'| ranges from 20 to
100 while setting window size W =2 and max ex-
tracted number M =10.

3http://nlp.stanford.edu/software/tagger.shtml
*http://tartarus.org/martin/PorterStemmer/
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Topic Number Precision Recall Fl1
20 0.463 0.498 0.479
40 0.464 0.500 0.480
60 0.465 0.502 0.482
80 0.462 0.499 0.480
100 0.462 0.499 0.480

Table 1: Influence of Topic Number |T'|

From Table 1, we observe that the performance
does not change much when the number of topics
varies, showing our model’s robustness under the
situation that the actual number of topics is un-
known, which is commonly seen in Information
Retrieval and Natural Language Processing appli-
cations. We can see that |7'|=60 produces the best
result for this corpus, so we choose 60 for |T'| in
comparison with baselines.

Then, we fix |7'|=60 and M =10 to demonstrate
how our model is affected by the windows size WW.
Table 2 presents the metrics when W ranges from
2 to 10.

Window Size Precision Recall F1
2 0.465 0.502 0.482
4 0.461 0.496 0.477
6 0.462 0.500 0.480
8 0.461 0.499 0.479
10 0.461 0.498 0478

Table 2: Influence of Window Size W

Our results are consistent with the findings re-
ported by Liu et al. (2009) and Liu et al. (2010),
indicating that performance usually does not vary
much when W ranges. More details point out that
W =2 is the best.

Moreover, we explore the influence of max ex-
tracted number M by setting W =2 and |7|=60.

M  Precision Recall F1

5 0.602 0.393 0475
10 0.465 0.502 0.482
15 0.420 0.550 0.476

Table 3: Influence of Max Extracted Number M

Table 3 indicates that as M increases, precision
falls down while recall raises up, and M =10 per-
forms best in F1-measure.

At last, Table 4 shows the best results of base-
line methods and our proposed model. In fac-



Method Precision Recall Fl1
Hulth’s (Hulth, 2003) 0.252 0.517 0.339
TextRank (Mihalcea and Tarau, 2004) 0.312 0.431 0.362
Topical PageRank (Liu et al., 2010) 0.354 0.183 0.242
Clustering (Liu et al., 2009) 0.350 0.660 0.457
WordTopic-MultiRank 0.465 0.502  0.482
Table 4: Comparison on Scientific Abstracts
Method Precision Recall Fl1
ExpandRank(Wan and Xiao, 2008a) 0.288 0.354 0.317
CollaRank(Wan and Xiao, 2008b) 0.283 0.348 0.312
Topical PageRank(Liu et al., 2010) 0.282 0.348 0.312
WordTopic-MultiRank 0.296 0.399 0.340

Table 5: Comparison on DUC2001

t, the best result of (Hulth, 2003) was obtained
by adding POS tags as features for classification,
while running PageRank on an undirected graph,
which was built via using window W=2 on word
sequence, resulted best of (Mihalcea and Tarau,
2004). According to (Liu et al., 2009), spectral
clustering method got best performance in preci-
sion and FIl-measure. On the other hand, Top-
ical PageRank (Liu et al., 2010) performed best
when setting window size W=10, topic number
|T'|=1,000. Since the influences of parameters
have been discussed above, we set W=2, |T'|=60
and M =10 as they result in best performance of
our model on the same data set.

Table 4 demonstrates that our proposed mod-
el outperforms all baselines in both precision and
Fl-measure. Noting that baseline methods are all
under a single relation type assumption for word
relatedness, estimations of their word ranking s-
cores are limited, while WordTopic-MultiRank as-
sumes words as multi-relational data and consid-
ers interactions between words and topics more
comprehensively.

4.2 Experiments on DUC2001

In order to show the generalization performance of
our model, we also conduct experiments on anoth-
er data set for automatic keyphrase extraction task
and describe it in this subsection briefly.
Following (Wan and Xiao, 2008a), (Wan and X-
iao, 2008b) and (Liu et al., 2010), a data set an-
notated by Wan and Xiao® was used in this ex-
periment for evaluation. This data set is the test-
ing part of DUC2001(Over and Yen, 2004), con-

>http://wanxiaojun1979.googlepages.com/
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taining 308 news articles with 2,488 keyphras-
es manually labeled. And at most 10 keyphras-
es were assigned to each document. Again, we
choose precision, recall and FI-measure as eval-
uation metrics and use the train part of DUC2001
for topic detection. At last, keyphrases extracted
by our WordTopic-MultiRank model will be com-
pared with the ones occurring in corresponding ar-
ticles after stemming.

As indicated in (Wan and Xiao, 2008b), perfor-
mance on test set does not change much when co-
occurrence window size W ranges from 5 to 20,
and (Liu et al., 2010) also reports that it does not
change much when topic number ranges from 50
to 1,500. Therefore, we pick co-occurrence win-
dow size W=10 and topic number |7'|=60 to run
WordTopic-MultiRank model. As for Keyphrase
number M, we vary it from 1 to 20 to obtain dif-
ferent performances. Results are shown in Figure
2.
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Figure 2: performance vs. Keyphrase number M

From Figure 2, we can observe how perfor-
mances of our model change with M. Actually,



as M increases from 1 to 20, precision decreas-
es from 0.528 to 0.201 in our experiment, while
recall increases from 0.065 to 0.551. As for FI-
measure, it obtains maximum value 0.340 when
M=10 and decreases gradually as M leaves 10
farther. Therefore, W=10, |T'|=60 and M =10
are optimal for our proposed method on this test
set.

Table 5 lists the best performance comparison
between our method and previous ones. All pre-
vious methods perform best on DUC2001 test set
while setting co-occurrence window size W =10
and Keyphrase number M =10, which is consis-
tent with our model.

Experimental results on this data set demon-
strate the effectiveness of our proposed model a-
gain as it outperforms baseline methods over all
three metrics.

5 Conclusion and Future Work

In this study, we propose a new method named
WordTopic-MultiRank for automatic keyphrase
extraction task. It treats words in documents as ob-
jects and latent topics as relations, assuming words
are under multiple relations. Based on the idea that
words and topics have mutual influence on each
other, our model ranks importance of words and
topics simultaneously, then extracts highly scored
phrases as keyphrases. In this way, it makes full
use of word-word relatedness, word-topic interac-
tion and inter-topic impacts. Experiments demon-
strate that WordTopic-MultiRank achieves better
performance than baseline methods on two differ-
ent data sets. It also shows the good effectiveness
and strong robustness of our method after we ex-
plored the influence of different parameter values.

In future work, for one thing, we would like
to investigate how different corpora influence our
method and choose a large-scale and general cor-
pus, such as Wikipedia, for experiments. For an-
other, exploring more algorithms to deal with het-
erogeneous relation network may help to unearth
more knowledge between words and topics, and
improve our model performance.
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Abstract The major problem of identifying somés-
o Healthyor Is-Unhealthyrelation is that the simple
We explore the feasibility of contextual  co-occurrence of a food item and the warealthy

healthiness classification of food items.  orynhealthyis not sufficiently predictive as shown
We present a detailed analysis of the lin- 5 (5)(7).

guistic phenomena that need to be taken (5) Chocolate isothealthy.

into consideration for this task based on a (6) The industry sayshocolate is healthy, but | guess this is just a market-

. ing strategy.
SpeCIa”y annOta_‘ted corpus extrapted from (7) If chocolate is healthy, then | will run for the next presidehglection.
web forum entries. For automatic classi-
fication, we compare a supervised classi- We describe the contextual phenomena that un-
fier and rule-based classification. Beyond  gerlie these cases and provide detailed statistics as
linguistically motivated features that in- 15 how often they occur in a typical text collec-
clude sentiment information we also con-  tjon. From this analysis we derive features to be
sider the prior healthiness of food items. incorporated into a classifier.

Our experiments are carried out on German
data. We believe, however, that our findings
Food plays a substantial part in each of our livescarry over to other languages since the aspects ad-
With the growing health awareness in many partglressed in this work are (mostly) language univer-
of the population, there is consequently a high desal. For the sake of general accessibility, all exam-
mand for the knowledge about healthiness of foodples will be given as English translations.

In view of the variety of both different types of  To the best of our knowledge, this is the first
food and nutritional aspects it does not come as work that addresses the classification of healthi-
surprise that there is no comprehensive repositorpess of food items using NLP.

of that knowledge. Since, however, much of this

information is p?eserved in natural language text,2 Related Work
we assume that it is possible to acquire some ofn the food domain, the most prominent research
this knowledge automatically with the help of nat- addresses ontology or thesaurus alignment (van
ural language processing (NLP). Hage et al., 2010), a task in which concepts from

In this paper, we take a first step towards thisdifferent sources are related to each other. In
endeavour. We try to identify mentions that a foodthis context, hyponymy relations (van Hage et al.,
item is healthy (1) or unhealthy (2). 2005) and part-whole relations (van Hage et al.,

(1) There is not a healthy diet without a lot of fruits, vede¢s and salads. 2006) have been explored. More recently, Wie'
gand et al. (2012a) examined extraction methods
for relations involved in customer advice in a su-
This task is a pre-requisite of more complex taskspermarket. In Chahuneau et al. (2012), sentiment
such as finding food items that are suitable for cerinformation has been related to food prices with
tain groups of people with a particular health con-the help of a large corpus consisting of restaurant
dition (3) or identifying reasons for the healthinessmenus and reviews.

1 Introduction

(2) The day already began unhealthy: | had a piece of cake éaidast.

or unhealthiness of particular food items (4). In the health/medical domain, the majority of
(3) Vegetables are healthy, in particular, if you suffenirdiabetes. resgarch fO.C.US on domaln-speC|f|c relat_lons In-
(4) Potatoes are healthy since they are actually low in tesor volvmg entities, such as genes, protelns and
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drugs (Cohen and Hersh, 2005). More re-3.2 “Unhealthy” vs. “Not Healthy”

cently, the prediction of epidemics (Fisichella et|, order to obtain instances that express an
al., 2011; Torii et al,, 2011; Diaz-Aviles et al., |s.unhealthy relation, we exclusively consider
2012; Munro et al., 2012) has attracted the athegated instances of tHe-Healthy relation (8).
tention of the research community. In addition,\y,e a1s0 experimented with a dataset with men-

there has been research on processing healtfipng of the wordunhealthy(paired with our target
care claims (Popowich, 2005) and detecting sengqq items) to extract instances such as (9).
timent in health-related texts (Sokolova and Bo- (®) 1 am convinced that cake it healthy

biCGV, 2011) (9) | am convinced that cake isihealthy

3 The Dataset Using th_e same target food items, thleheglthy
dataset is, however, less than% of the size of

In order to generate a dataset for our experimentghe healthydataset. We also found that instances

we used a crawl oEhefkoch.de (Wiegand et al., of the Is-Unhealthyrelation are not easier to de-

2012a) consisting 0118, 558 webpages of food- tect on theunhealthydataset, since thenhealthy

related forum entries.chefkoch.dds the largest dataset produced much poorer classifiers for de-

German web portal for food-related issues. tecting Is-Unhealthyrelations than thehealthy

While we are aware of the fact that the health-dataset using negations as a proxy.
iness of food items is also discussed in scientific .
texts we think that the text analysis on social me# Annotation

dia serves its own purpose. The language in sociahyr final dataset compriseg,440 instances,
media is much more accessible to the general poRyhere eachinstance consists of a sentence with
ulation. Moreover, social media can be considereghe co-occurrence of some food item and the word
as an exclusive repository pbpular wisdonton-  healthyaccompanied by the two sentences imme-
taining, for example, home remedies. diately preceding and the two sentences immedi-
ately following it.

The dataset was manually annotated by two
As it is impractical for us to manually label the German native speakers. On 4 target food items
entire web corpus with healthiness information,(this corresponds t$74 target Sentencezs)we
we extracted for annotation sentences in WhiCh-neasured an inter-annotation agreement of Co-
there is a healthiness marker and a mention ofen'sx = 0.7374 (Landis and Koch, 1977) which
a food item. By healthiness marker, we under-should be sufficiently high for our experiments.
stand an expression that conveys the property of The annotators had to choose from a rich set of
being healthy. Apart from the wortlealthyit-  category labels that particularly divide the nega-
self, we came up with 17 further common expres+ijve examples (i.e. those cases in which the co-
sions (e.gnutritious healthfulorin good health.  occurrence of the target food item ahnealthynei-

Since the worchealthycovers more thaf5% of  ther expresses as-Healthynor anls-Unhealthy
the mentions of healthiness markers in our entirQe|ation) into different Categories_

corpus, however, we decided to restrict our health- |n the following, we describe the different cate-
iness marker exclusively to mentions of that ex-gory labels. Their distribution is shown in Table 1.
pression. Thus, our main focus in this classifica-

tion task is the contextual disambiguation, i.e. the#-1 Is-Healthy Relation (HLTH)

task to decide whether a specific co-occurrence ofhis class describes instances in which there holds
the expressiohealthyand some food item denotes an Is-Healthy relation between the mention of

a genuinds-(Un)Healthyrelation. healthyand the target food item (10).

The food items for which we extract co- (10) Potatoes are incredibly healthy, versatile in thehdttand very tasty.
occurrences with the healthiness markealthy
(Table 7) will henceforth be referred to &rget
food items In order to obtain a suitable list of
items for our experiments, we manually compile
a list of frequently occurring types of food.

3.1 Healthiness Markers & Food ltems

Table 1 shows that less tha20% of the co-
occurrences of the target food item drehlthyex-

gPress this relation. This may already indicate that
its extraction is difficult.

2This is the only part of the dataset which was annotated
Ywww.chefkoch.de by both annotators in parallel.
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Type Abbrev.  Frequency Percentage considered an important cue (Zhou et al., 2005;
Is-Healthy HLTH 488 20.00 . . g
Is-Unhealthy UNHLTH 171 701 Mintz et a_I., 2009). In particular, the speutype _
OTHER: of syntactic relation needs to be considered. If in
No Relation NOREL 788 32.30 our taskhealthyis an attributive adjective of the
Restricted Relation RESTR 312 12.79 . I . . .
Unspecified Intersection  INTERS 108 g  target food item (16), this is not an indication of
Embedding EMB 157 6.43 a genuinds-Healthyrelation that we are looking
Comparison Relation comp 121 4.96 for. With this construction, one usually refers to
Unsupported Claim CLAIM 87 3.57 . .

Other Sense SENSE 7 . Al thos_e entltle_s that share the twp propertles_(
Irony IRO 25 1.02 tersection of being the target food item and being
Question Q 16 0.66 healthy. This case is different from bothLTH

Table 1: Statistics of the different (linguistic) phe- (17) andRESTR(18).

nomena. (16) 1 usually buy the healthy fat.
(17) Fatis healthy.
(18) | usually buy the healthy fat, the one that contains & higgree of
unsaturated fatty acids.

4.2 Is-Unhealthy Relation (UNHLTH)

We already stated in §3.2 that we consider negateHLTH, typically realized as a predicative adjec-
instances (11) as instances for tedJnhealthyre-  tive (17), requires that this intersection of proper-
lation. We have a fairly broad notion of negation, ties includes thentire set of entities representing
e.g. (12) and (13) will also be assigned to thisthe target food item. For boRESTRandINTERS
category. Thesgartial negations are at least as on the other hand, this intersection only includes a
frequent adull negations (11). However, we as- proper subset of the target food item. In addition,
sume that the latter are often employed only as & ESTRprovides some (vital) additional informa-
means of being polite even though the speaker’§on about this subset that allows it to be (easily)
intention is that of a full negation. The fact that identified (e.g. the property of containing a high
we also observed fewer mentionswtfhealthyco-  degree of unsaturated fatty acids in (18)). How-
occurring with a target food item than negatedever, forINTERS no further properties are speci-
mentions othealthywould be in line with this the- fied in order to identify it — the information of be-
ory (unhealthyis usually perceived to be more in- ing healthy is not telling as we actually want to

tense/blunter thanot healthy. find out how to detect healthy food. As a conse-
(11) Chocolate is nchealthy. quence, mstancgs of typBITERSare_ hardly in-
(12) Chocolate is not vergealthy. formative when it comes to answering whether a
(13) Chocolate is hardlealthy. particular food item is healthy or not. We do not

43 Other Relations even knovy how large the proportion of the inter-

_ section with regard to the overall amount of the
Apart from the two target relations, we observe tharget food item is. It may well be extremely small.
following other relationships: That is why in this work, instances 8 TERSwill
4.3.1 Restricted Relation (RESTR) neither be used as evidence for the healthiness nor

. . , : h healthi f icular f item.
This category describes cases in which the the unhealthiness of a particular food item

Healthy relation holds provided some additional 433 Comparison Relation (COMP)

condition is fulfilled. Typical conditions address a If the target food item is compared with another
special kind of preparing the target food item (14 . . . )
peciat preparnng g ! ( )[ood item with regard to their healthiness sta-

or make quantitative restrictions as to the amount 19) & (20 ¢ lud hi
of the target food item to be consumed (15). As us (19) & (20), one cannot conclude anything re-

such, one cannot infer from restricted relations toc:ardm_?ht'he_abdsolu:ellﬁalﬁchlntetshs ,:)f the targe_:t food
general properties of food items. item. This is due to the fact that a comparison as-

sumes healthiness as a (continuous) scale rather

(14) Steamedegetables are extremely healthy. , than a binary (discrete) property. It determines
(15) A teaspoomf honey each dalgas been proven to be quite healthy. L. . .
the positions of the two food items relative to each
4.3.2 Unspecified Intersection (INTERS) other on that particular scale.

In relation extraction, syntactic relatedness be- (19) Honey is healthiethan chocolate. (target food iterhoney
tween the candidate entities of a relation is usually (20) Honey is as healthy ahiocolate. (target food iterfioney
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4.3.4 Unsupported Claim (CLAIM) 5 Feature Design

In our initial data analysis, we found frequent . .
ysis, q All features we use are summarized in Table 2

cases in which the author of a forum entry report_salong examples. Apart from bag of wordsatd),
a (controversial) staf[ement reg_ardlng the healjthlwe use following features:
ness status of a particular food item. These claims
are often used as a means of starting a discussigfi1  Linguistic Features
about that issue (21).

(21) Some people clairhat chocolate is healthy. What do you make of it?

The linguistic features are mainly derived from our
guantitative data analysis in 84. Given the limited
If it is not possible to infer from such reported space of this paper, we will only point out some
statement that the reported view is shared by th@pecial properties.
author (and we found that this is true for many re-  The first group of (linguistic) features (Table 2)
ported statements), we tag it @ AIM. is designed to detect some relationship between
4.3.5 Question (Q) target food item andhealthy The co-occurrence
There may also be cases in which ths- within the same clause is usually a gooql predictor.
(Un)Healthy relation is embedded in a ques- There are three features to establish this property:
tion (22). clause boundarygndotherFQod
(22) Is chocolate healthy? We already pointed out in §4.3.2 that not only
syntactic relatedness betweleealthyand the tar-
4.3.6 lrony (IRO) get food item as such but also the specific syntactic
Irony (23) is a figure of speech that can frequentlyyg|ation plays a decisive role for this task. The two
be observed in user-generated text (Tsur et alymost common relations are thagalthyis a pred-
2010). With a proportion of less thatbo, this, jcative adjective (of the target food item), which
however, does not apply for the forum entries thajg usually indicative oHLTH, and thathealthyis
comprise our data collection. an attributive adjective (of the target food item),
(23) ifsvﬂgg;i;g‘r’ig’gngnf’gfg 3{;*l‘(f;‘e'”v‘vyéig‘hfa”ic“m”'a‘e with — which is usually indicative oINTERS(on our
_ ' dataset in more tha®0% of the instances labeled
4.3.7 Embedding (EMB) with INTERSthis is the case). This is reflected by
In addition to the previous categori€@ AIMand  the two featurepredRelandattrRel(and the back-
IRO, there exist other ways of embedding theoff featurespred andattr). An additional feature
healthiness relation into a context so that the genattrFood captures a special construction in which
eral validity of it is discarded. We introduce a healthyas an attributive adjective actually denotes
common label for all those other remaining typesHLTH instead o NTERS

that include, for instancemodal embedding24) For the conditional healthineRESTRS 4.3.1),

orirrealis construction(25). we found two predominant subcategories of re-
(24) Honey coulcbe healthy. o , strictions: restrictions with regard to the quantity
(25) If chocolate were healthy, people eating it wouldn't put on s@im i i i
weight. with which the target food item should be con-
4.3.8 Other Sense (SENSE) sumed Quan) and references to a specific subtype

Both the target food item and the German healthp f the target food item, which we want to capture

. . . with a few precise surface patternsp€d and a
iness cuegesundare (potentially) ambiguous ex- ;
: : feature that checks whether the target food item
pressions. For instancgesundcan be part of oo o
. . precedes an attributive adjectivett{NoH).
several multiword expressions, suchgesunder . .
Menschenverstan@ngl. common senge Table 2 also contains features to detect various
' contextual embedding®Holder, question irre-
4.3.9 No Relation (NOREL) alis, modalandirony). opHolderis to detect cases
While in all previously discussed cases the targeff CLAIM. We assume once some opinion holder
food item anchealthyare somehow related, there other than the author of the forum post (i.e. 1st
are cases in which the co-occurrence is merely caPerson pronoun) is identified, there i€aAIM.
incidental (26). We also investigate whethéealthinesscorre-
(26) Tomatoes are very healthy and they can be ideally senebread. lates withsentiment For instance, if the author
(target food itembreaq promotes the healthiness of some food item, does
On our dataset, this is the most frequent label.  this also coincide with positive sentiment (e.g.
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tasty, good etc_)? Our featurepositive/negative HLTH  |predRelA (clausev —boundary)A —quantA —specA —attrNoH
. A —negTarget\ —negHealthA —compA —opHolderA —modal
polar check for the presence of polar expressions| A —irrealis A —questionA —senser —weird
UNHLTH predRelA (clausev —boundary)A —quantA —specA —attrNoH
52 Knowledge-based Features using a A (negTargety negHealth)A ~compA —opHolderA —modalA
—irrealis A ~question\ —sensen —weird

Healthiness Lexicon
We also incorporate features referring to the priorTabIe 3: Rule-based classifiers based on linguistic

knowledge of healthiness of food items. We usd€atures (Table 2).
a lexicon introduced in Wiegand et al. (2012b)

which covers approximate§000 food items, and le, are negated because they are typical cues for
we refer to it ashealthiness lexicon. Each food pie, 9 y yp

item is specified as being either healthy or un-RESTRTh.e remaiqing_features are negated since
healthy in that lexicon. The healthiness judgmenthey are either indicative dUNHTLTH COMP,

) . EMB, CLAIM, SENSEIROor Q. The classifier for
'E}NHLTH only differs fromHLTH in that either of
the negation cues, i.eegTargebr negHealth has
%o be present.

content of each food item. A detailed description
of the annotation scheme and annotation agre
ment can be found in Wiegand et al. (2012b).
The specific features derived from that lexicaly Experiments
resource are listed in Table 2. They are divided
into two groups.prior describes the prior health- In this section we present the results on automatic
iness of the target food item. Since our task is tcclassification.
determine the&ontextualhealthiness, the usage of
such a feature is legitimate. Thentextuahealth-
iness need not to coincide with tipeior healthi-  In this subsection, we evaluate the performance of
ness. For instance, in (2Mhocolateis described the different feature sets on sentence-level classi-
as a healthy food item even though it is a priorification using supervised learning and rule-based
considered unhealthy. classification. We investigate the detection of the
two classesHLTH (84.1) andUNHLTH (84.2).
Each instance to be classified is a sentence in
We use this knowledge as a baseline. If we cangyhich there is a co-occurrence of a target food
not exceed the classification performancgdr  item and a mention ohealthy along its respec-
(alone), then acquiring the knowledge of healthi-tiye context sentences. The dataset was parsed
ness with the help of NLP is hardly effective. using the Stanford Parser (Rafferty and Manning,
priorCont describes the prior healthiness statu00p8). We carry out a 5-fold cross-validation
of neighbouring food itemi the given context.  on our manually labeled dataset. As a super-
vised classifier, we use Support Vector Machines
(SVM" (Joachims, 1999) with a linear kernel).
We also examine rule-based classifiers since theljor each class, we train a binary classifier where
can be built without any training data. Each clas-positive instances represent the class to be ex-
sifier is defined by a (large) conjunction of lin- tracted while negative instances are the remaining
guistic features. Features indicating a class othdnstances of the entire dataset (84).
than the target class are used as negated features;
that conjunction. The rule-based classifiers only
consider features where a positive or negative corlable 4 lists the results for various feature sets
relation towards the target class is (more or lessihat we experimented withake-all is an unsuper-
obvious. Table 3 shows the rule-based classifier¥ised baseline that considers all instances of our
for each of our classes. F&iLTH, it basically dataset as positive instances (of the class which
states thahealthyhas to be a predicative adjec- 1S €xamined, i.e.HLTH or UNHLTH). In other
tive of the target food itempfedRe), and the tar- words, this baseline indicates how well the mere
get food item anchealthy have to appear within CO-Occurrence ofiealthyand the target food item
the same clause (or there is no boundary sign bdaredicts either of our two classésOur second
tween them). After that, a long list of negated fea-

3Restricting the co-occurrence to a certain window size
tures follows:quant specandattrNoH, for exam-  did not improve the F-Score téike-all

7.1 Classification of Individual Utterances

(27) Chocolate is healthy as it's high in magnesium and plesvitamin E.

6 Rule-based Classification

.rl.l Comparison of Various Feature Sets
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Word-based Features

Feature

Abbrev. lllustration/Further Information

and the additional words that precede or follbaalthyand target
food item

bag of words between the mentionhaalthyand target food item,

word N/A

Linguistic Features

Feature

Abbrev. lllustration/Further Information

Are target food item antealthywithin the same clause?

Is there a punctuation mark between target food itemreaadthy?

Is there another food item between target food itemfeealthy?

Is target food item in a prominent position?
Is target food item used as a side dish?

clause |like chocolatg,4c¢, €ven though | consider fruits the healthy option f

snacksFeature operates on parse output.

boundary | know that vegetables are extremely healthyt | prefer chocolatg, rge -
Token-level back-off feature tolause

otherFood We always had healthy meals with lots of vegetabaieksalad but this does

not mean that we were not allowed to eat chocqlatg.:. Token-level

back-off feature telause

Prominersitions: e.g. beginning/end of a sentence/subclause.
Broccoli with potatoeg, 4. is a healthy dishPatterns from relation type
Served-wittused in Wiegand et al. (2012a).

prom
side

D

=

Is healthya predicative adjective relating to target food item?
Is healthyan attributive adjective relating to target food item?
Is healthya predicative adjective?
Is healthyan attributive adjective?

Doeshealthyprecede target food item?

meal dish, food etc.) that is not target food item?

Is healthyan attributive adjective of a general food expression (i.eattrFood

p&dR Vegetables are healthy.

i I would recommend buying some healthy fat.
pred I really like bananag, 4. and they are healthy, too.
attr For that we need to use some kind of;fat,..; | particularly favour the
healthy ones.
precede héfalthyprecedes the target food item, then this often indicateibutive
usage.

Salad is a healthy dish.

he

Is target sentence a (direct) question?

Is there some quantification? quant 100g per day in moderation a teaspoon of a |list
of 75 quantifying expressions was collected from
web (fezepte.nit.at/kuechenmasse.html and
de.wikibooks.org/wiki/Kochbuch/ Mafangaben).

Is target food item modified by an attributive adjective otthean  attrNoH  steamedregetables; frieghotatoes

healthy?

Is target food item further specified? spec  breadrge¢: made ofwhole grains cakeqrge: With low-fat ingredients
Complementary feature tattrNoH (feature detects specifications in th
form of contact clauses or prepositional phrases immdgliatitached to
the target food item).

Is there a cue indicating an opinion holder other than thea@t opHolder Some people clairthat chocolate is healthyThis feature relies on a se|

of predicates indicating the presence of an opinion holidegand and
Klakow, 2011).

questiofs chocolate healthy?

wiki/Alphabetische _Liste _der _Krankheiten ).

Is healthyembedded in somierealis context? irrealis  If honey were healthyl wonder, whether honey is healthfranslation of
the cues used in hedge classification (Morante and Daeler2a08).

Is healthymodified by a modal verb? modal Honey mighbe healthy.

Is target food item negated? negTarget No cakeis healthy.We adapted to German the negation word lists and the
scope modeling from Wilson et al. (2005).

Is healthynegated? negHealth Chocolate is not healthyVe adapted to German the negation word lists and
the scope modeling from Wilson et al. (2005).

Is there any occurrence ofveeird word? weird Sure, chocolate is veeeedngalthy. Regular expression detecting suspi-
cious reduplications of characters in order to detect irony

Does the context suggest thegalthyis part of a comparison? comp We check for typical inflectionard forms (i.e.healthierandhealthiest
and constructions, such as healthy as

Does the context diealthysuggest another sense of the word? sense Contexts in \aeialthy has a different meaning (using online dig-
tionaries, such asww.duden.de/rechtschreibung/gesund and
de.wiktionary.org/wiki/gesund ).

Number of positive/negative polar expressions (excludimgn-  polar* Usage of the GermaPolArt sentiment lexicon (Klenner et al., 2009).

tions ofhealthy

Number of near synonyms @fin)healthy syno* Examples for healthyhigh in vitamin tonic, etc.; examples for unhealthy}
carcinogenic harmful etc. (manually compiled list of 99 synonyms by dn
annotatomnot involved in feature engineering).

Number of diseases disease* 411 entries, created with the help of the wdildung.wikia.com/

Task-specific Knowledge-based Features using a Healthirekexicon

Feature

Abbrev.  lllustration/Further Information

Is target food itena priori healthy?
Is target food itena priori unhealthy?

prior* Feature employs the healthiness lexicon from Wiebeial. (2012b).

Number of food items (excluding target food item) thatamiori
healthy

Number of food items (excluding target food item) thatagiori
unhealthy

priorCont* Feature employs the healthiness lexicon fronedsind et al. (2012b).

*: there exist two features which differ in the context thensider: (a) only target sentence (indicated by suffi® (b) entire context (indicated by suffiC)

Table 2: Description of the feature set; the set containsraéeue word lists, in order tavoid over-
fitting, we either translated existing resources from English eduliverse web-resources that amd
related to our dataset.
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HLTH UNHLTH Class Features

Features Pre Rec F1 Pre Rec F1 HLTH  prom, attrNoH, predRel, comp, negHealtiegativepolarEC,
take-all paseline ) 20.3100.0 33.7 6.9100.0 13.0 sense, opHolder, irrealis
prior (baseline 2 28.0 87.3 423 29.7 44.0 35.3 UNHLTH negHealth, negTarget, attrRel, comp, diseaseiEgativepo-
priorCont 212 969 347 | 143 348 20.3 larEC
rior+priorCont 28.0 86.9 42.3 29.7 440 35.3
S,Om - 359 665 466 | 397 425 210 Table 5: List of the best subset of linguistic fea-
linguistic 38.3 66.1 483 | 359 435 39.1 tures (Table 2) for each individual class.
word+linguistic 40.2 63.6 49.1 | 409 47.1 434
word-+prior 38.1 70.1 49.2 | 46.7 43.3 447
word+priorCont 35.0 65.3 45.5 | 40.0 429 41.0
word-+prior+priorCont 37.4 70.8 48.8 | 46.8 42.8 44.4 7.1.2 |nspecti0n of Linguistic Features
word+linguistic+priorCont| 41.4 64.3 50.2 42.8 42.1 41.7
word-+linguistic+prior 44.1 68.3 53.3' 448 60.5 51.1°T* Table 5 shows the best performing feature sub-
all features 445 69.3 53.91# 429 635 51.01% . . . )
— (554 175 268 | 450 100 177 | set using a best—flrst forward selection as imple-
significantly better thaword * atp < 0.1/° atp < 0.05; better than mented |nweka(W|tten and Frank, 2005)- The
wordsiinguistc atp < 0.05 betler hanwordsprior fatp < 0.05 table shows that diverse features are important

paired t-tes

including features to detect restricted relations
Table 4: Comparison of different feature sets. (84.3.1) (i.e.attrNoH) or comparisons (i.ecomp,
features to distinguish predicative from attributive
adjectives for the detection of unspecified intersec-
baseline isprior (see §5.2 for motivation). tion (84.3.2) (i.e. predReland attrRe), various
take-allhas optimal recall but a very poor preci- features te determine contextual embedqling (i.e.
sion. The second baselimeior is notably better. ©OPHOIder irrealis and negHealth and sentiment
prior may help to distinguish betwed#LTH and  INformation (i.e.negative polarEg:
UNHLTH but it does not contribute to distinguish-
ing these classes from the rest of the relation type$.1.3 Detecting Anti-Prior Healthiness
(Table 1).
If we turn to the features that largely ex-
ploit contextual information, i.e.word and lin-

We now take a closer look ainti-prior instances
which are utterances in which the relation ex-

guistic (85.1), we find that both features are pr_es_sed Is opposite to the rel'ation tha_t one wauld
better than t’he previous features. This is arP riori assume, e.gehocolate s healthinstead of
o . " __ chocolate is unhealthyln our gold standard, we
indication that learning from text is effective. . " . .
The same can be said aboword+inguistic identified these instances with the help of the ac-
and word-+orior. which also outoerformword tual (manually assigned) label and our healthiness
rarprior, whic b " lexicon (85.2) Such instances may be very inter-
word-+linguistic+prior is the best feature set out-

i 0
performing bothword+linguistic andword+prior. esting to extract, even though they are rare (15%

We conclude that all of the three groups of features HLTH and UNHTLH). Previously, supervised

. . classifiers withword+prior produced similar per-
we presented in 85 are relevant for this task. " . T
formance as classifiers withrord+linguistic (Ta-

In terms of recall and F-score the supervisedq 4y since linguistic features are fairly expen-
classifier always outperforms the rule-based clasg; ¢ 1o produce, the prior knowledge of healthi-
sifier.  This does not come as a surprise as thfagg seems an attractive alternative. But this is

supervised classifier learns from labeled trainingmisleading. Table 6 displays the recall (by super-

data while the rule-based classifier is unsuperyiseq classification) on only anti-prior instances

vised. On the other hand, we also find that theand shows that the usageior which, in isola-
precision of the rule-based classifier largely outyjon \would detect none of these instances, gives
performs our best supervised classifieridlH. a much lower recall thafinguistic when added
The fact that the best overall F-score achievedo word. Thereforeword-+linguistic would be the
is not higher may be ascribed to the heavypreferable feature set if one had to choose between
noise (spelling/grammar mistakes) contained inyord+prior andword+linguistic.
our web-data. However, we believe that even with
those data we can show the relative effectiveness—; o _
f the different feature tvpes which is the most rel- Whenever HLTH co-occurs with prior unhealthiness (ac-
0 ) yp - cording to the healthiness lexicon) or UNHLTH co-occurs
evant aspect in oysroof-of-conceptnvestigation.  with prior healthiness, there is an anti-prior instance.
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Feature Set | word+prior | word+linguistic RAW = fat >~ - > >
Recall 17.2 54.6 - > honey > meat> sugar> - -
chocolate~- > > >~ cake> >
. T LEARN - - o teas -
Table 6: Recall oranti-prior instances. N z o o chocolates meats
- - > sugar- cakex> > fat > honey
RB - - = - -
. - - - - teax - rice =
7.2 Aggregate Classification honey- > chocolate~ fat = meat- sugar- cake
Finally, we automatically rank food items accord- 15p1e 7 Aggregate ranking; denotes (ac-

ing to healthiness based on the aggregate of texf,a|y healthy items;ed (actual) unhealthy items.
mentions. Ideally, the ranking should separate

healthy from unhealthy food items. We want to

know whqher' with our text corpus and c_ontex-Where H#HLTHyredictea( food item) are the num-
tual classification, one can actually approximate 3er of instances the classifier predicts the la-

correct prior healthiness. Aggregate classification o, HiTH for the target food item while
means that we make a healthiness prediction fO[JNHLTHp sieted( food item) are the number of
a specific food item based @il text mentions of instancesrlgl;)céfed ASNHLTH, respectively

that food item co-occurring with the wotebalthy Table 7 shows the results of the three rankings.

It may be easier to achieve a robust aggregate clas- . .
. y N 99 g . sf'he actual labels are derived from the healthiness
sification than a robust individual classification.

This is because in aggregate-based tasks, there islea)l( icon (85.2). The table clearly shows that the

certain degree of redundancy contained in the dat fanking produced bRAW contains most errors.

. . at is the second most highly ranked food item.
as instances of a group of utterances (belonging tﬁlhis can be explained by the high proportion of

h me f item) m n compri imilar
F © same ood item) may oft_e comprise S aINTERS(§4.3.2) among the co-occurrencesfaif
information. For such classifiers, one should fo-
. . ) nd healthy (almost50%). LEARNand RB pro-
cus on a higher precision since a reasonable reca . .
. ) duce a better ranking, thus proving that a contex-
is enabled by the redundancy in the data. o D .
] . . tual (linguistic) analysis is helpful for this taskB
Our baselineRAW is completely unsupervised
: R . also outperformd. EARNpresumably because of
and does not include any linguistic processing. . . -
We use thePointwise Mutual Information (PMI) its much higher precision (as measured for indi-
vidual classification in Table 453.4% vs. 40.2%

which is estimated on our large web corpus (83). for HLTH and45.0% vs. 40.9% for UNHLTH)

P(food item, health
PMI(food item, healthy) = log — 204 ttem. healthy) -,
P(food item)P(healthy)

_ o ~ 8 Conclusion
For the automatic classification, we consider

LEARN which uses the output of the supervisedwe presented a first step towards contextual

classifier comprising the featuresord+linguistic  healthiness classification of food items. For this

(we must exclude the featurgrior as this would task, we introduced a new annotation scheme. Our

include the knowledge we want to predict auto-annotation revealed that many different linguis-

matically in this experimert)while RB is the out-  tic phenomena are involved. Thus, this problem

put of the rule-based classifier we presented in 8Gan be considered an interesting task for NLP. We

(which does not contaiprior as a feature either). demonstrated that a linguistic analysis is not only
In order to convert the classifications of individ- necessary for classifying individual utterances but

ual utterances for a target food item (h£ARN also for ranking food items based on an aggregate

andRB) to one ranking score (according to which of text mentions.

we rank all the target food items), we simply com-

pute the ratio between instances predicted to bﬂcknowledgements

healthy and those predicted to be unhealthy:

SHLTHy e giorea food item) This work was performed in th_e context of the Software-
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26



Mike Mintz, Steven Bills, Rion Snow, and Dan Jurafsky.

Fred Popowich.

Language Processing for Health Care Claims Processing.
GuoDong Zhou, Jian Su, Jie Zhang, and Min Zhang. 2005.

References

Victor Chahuneau, Kevin Gimpel, Bryan R. Routledge, Lily

Scherlis, and Noah A. Smith. 2012. Word Salad: Relating
Food Prices and Descriptions. Rroceedings of the Joint

Marina Sokolova and Victoria Bobicev. 2011. Sentiments

and Opinions in Health-related Web Messages.Pto-
ceedings of Recent Advances in Natural Language Pro-
cessing (RANLR)pages 132-139, Hissar, Bulgaria.

Conference on Empirical Methods in Natural Language Manabu Torii, Lanlan Yin, Thang Nguyen, Chand T. Mazum-

Processing and Computational Natural Language Learn-
ing (EMNLP/CoNLL) pages 1357-1367, Jeju Island, Ko-
rea.

Aaron M. Cohen and William R. Hersh. 2005. A survey

of current work in biomedical text miningBriefings in
Bioinformatics 6:57 — 71.

Ernesto Diaz-Aviles, Avar Stewart, Edward Velasco, Kersti

Denecke, and Wolfgang Nejdl. 2012. Epidemic Intelli-
gence for the Crowd, by the Crowd. Proceedings of
the International AAAI Conference on Weblogs and Social
Media (ICWSM)Dublin, Ireland.

Oren Tsur, Dmitry Davidov, and Ari Rappoport.

dar, Hongfang Liu, David M. Hartley, and Noele P. Nel-
son. 2011. An exploratory study of a text classifica-
tion framework for internet-based surveillance of emerg-
ing epidemics. International Journal of Medical Infor-
matics 80(1):56—66.

2010.
ICWSM - A Great Catchy Name: Semi-Supervised
Recognition of Sarcastic Sentences in Online Product Re-
views. InProceedings of the International AAAI Confer-
ence on Weblogs and Social Media (ICWSMashing-
ton, DC, USA.

Willem Robert van Hage, Sophia Katrenko, and Guus

Marco Fisichella, Avar Stewart, Alfredo Cuzzocrea, and-Ker

stin Denecke. 2011. Detecting Health Events on the So-
cial Web to Enable Epidemic Intelligence. Pmoceedings
of the International Symposium on String Processing and

Schreiber. 2005. A Method to Combine Linguistic
Ontology-Mapping Techniques. Rroceedings of Inter-
national Semantic Web Conference (IS\W&jges 732 —
744, Galway, Ireland. Springer.

Information Retrieval (SPIREpages 87-103, Pisa, Italy. Willem Robert van Hage, Hap Kolb, and Guus Schreiber.

Thorsten Joachims. 1999. Making Large-Scale SVM Learn-

ing Practical. In B. Scholkopf, C. Burges, and A. Smola,
editors, Advances in Kernel Methods - Support Vector
Learning pages 169-184. MIT Press.

Manfred Klenner, Stefanos Petrakis, and Angela Fahrni.

2009. Robust Compositional Polarity Classification. In
Proceedings of Recent Advances in Natural Language

2006. A Method for Learning Part-Whole Relations. In
Proceedings of International Semantic Web Conference
(ISWC) pages 723 — 735, Athens, GA, USA. Springer.

Willem Robert van Hage, Margherita Sini, Lori Finch, Hap

Kolb, and Guus Schreiber. 2010. The OAEI food task: an
analysis of a thesaurus alignment taslpplied Ontology
5(1):1 —28.

Processing (RANLRpages 180-184, Borovets, Bulgaria. Michael Wiegand and Dietrich Klakow. 2011. The Role of

. Richard Landis and Gary G. Koch. 1977. The Measure-
ment of Observer Agreement for Categorical DaRio-
metrics 33(1):159-174.

2009. Distant Supervision for Relation Extraction with-
out Labeled Data. IrProceedings of the Joint Confer-
ence of the Annual Meeting of the Association for Com-
putational Linguistics and the International Joint Confer
ence on Natural Language Processing of the Asian Fed-
eration of Natural Language Processing (ACL/IJCNLP)
pages 1003-1011, Singapore.

Roser Morante and Walter Daelemans. 2009. Learning the

Scope of Hedge Cues in Biomedical Texts. Aroceed-
ings of the BioNLP Workshopages 28-36, Boulder, CO,
USA.

Robert Munro, Lucky Gunasekara, Stephanie Nevins, Lalith

Polepeddi, and Evan Rosen. 2012. Tracking Epidemics
with Natural Language Processing and Crowdsourcing. In
Proceedings of the Spring Symposium for Association for
the Advancement of Artificial Intelligence (AAAbages
52-58, Toronto, Canada.

2005. Using Text Mining and Natural

SIGKDD Explorations7(1):59-66.

Anna Rafferty and Christopher D. Manning. 2008. Parsing

Three German Treebanks: Lexicalized and Unlexicalized
Baselines. IrProceedings of the ACL Workshop on Pars-
ing German (PaGe)pages 40-46, Columbus, OH, USA.

27

Predicates in Opinion Holder Extraction. Rroceedings
of the RANLP Workshop on Information Extraction and
Knowledge Acquisition (IEKApages 13-20, Hissar, Bul-
garia.

Michael Wiegand, Benjamin Roth, and Dietrich Klakow.

2012a. Web-based Relation Extraction for the Food Do-
main. In Proceedings of the International Conference

on Applications of Natural Language Processing to Infor-
mation Systems (NLDBpages 222—-227, Groningen, the

Netherlands. Springer.

Michael Wiegand, Benjamin Roth, Eva Lasarcyk, Stephanie

Koser, and Dietrich Klakow. 2012b. A Gold Standard for
Relation Extraction in the Food Domain. Rroceedings

of the Conference on Language Resources and Evaluation
(LREC) pages 507-514, Istanbul, Turkey.

Theresa Wilson, Janyce Wiebe, and Paul Hoffmann. 2005.

Recognizing Contextual Polarity in Phrase-level Senti-
ment Analysis. InProceedings of the Conference on
Human Language Technology and Empirical Methods in
Natural Language Processing (HLT/EMNLPages 347—
354, Vancouver, BC, Canada.

lan Witten and Eibe Frank. 2003ata Mining: Practical

Machine Learning Tools and Techniquedorgan Kauf-
mann Publishers, San Francisco, US.

Exploring Various Knowledge in Relation Extraction. In
Proceedings of the Annual Meeting of the Association for
Computational Linguistics (AClL)pages 427-434, Ann
Arbor, MI, USA.



Learning a Replacement Model for Query Segmentation With
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Abstract completely cover all tokens, aims to address these

challenges. It requires that every segment ren-

Query segmentation is to split & query int0  gereq s a phrase or a semantic unit. For exam-
a sequence of non-overlapping segments that yje given a query “download adobe writer”, four

completely cover all tokens in the query. The gitterent ways of segmentation are possible. The

majority of methods are unsupervised, how- chajienge is to determine which one is correct.
ever, they are usually not as accurate as su-

pervised methods due to the lack of guidance
from labeled data. In this paper, we propose
a new paradigm ofearning a replacement
model with consistendf.RMC), to enable un-
supervised training with guidance from search
log data. In LRMC, we first assume the ex-
istence of a base segmenter (an implementa-
tion of any existing approach). Then, we uti-
lize a key observation that queries with a sim-
ilar intent tend to haveonsistentsegmenta-
tions, to automatically collect a set of labeled
data from the outputs of the base segmenter by
leveraging search log data. Finally, we employ
the auto-collected data to train a replacement ~LRMC firstassumes the existence of a base seg-
model for selecting the correct segmentation mentation system (hereafter referred to base

of a new query from the outputs of the base Segmente) which can output top: segmenta-
segmenter. The results show LRMC can im- tions for any query. Then it tries to learmeplace-
prove state-of-the-art methods by an F-Score ment modektapable of selecting the correct seg-

The majority of QS methods are unsupervised,
however, they are not as accurate as supervised
methods due to lack of guidance from labeled
data. On the other hand, supervised models suf-
fer from the problems: (1) new phrases/words are
introduced on the web daily, which quickly inval-
idate static supervised models trained on a certain
manually labeled set; (2) it is not feasible to de-
velop a set of labeled data covering all domains
on the web. In this paper, we propose a paradigm
of learning a replacement model with consistency
(LRMC), to enable unsupervised training and it
improves various unsupervised QS systems.

of around 7%. mentation of a new query (if one exists) from the
_ output of the base segmenter. Our study on three
1 Introduction state-of-the-art systems (Section 5.2) shows that

Nowadayskeyword queriefiave been adopted as for more than 35% of queries the correct segmen-
the de-facto query interface by most search entations are not ranked as top-1 but included in the
gines. Query tokens are not independent or untop-5 results of the base segmenter, which implies
ordered symbols but rather ordered and structurethe potential of LRMC. The keys to our proposal
words and phrases with syntactic relationshipsinclude: (a) how teautomaticallyacquire labeled
Understanding the structure of a query is cruciadata (i.e., for a query in the labeled data, what its
for achieving better search performance. Sucl§Orrect segmentation is) and then (b) how to use
an understanding will also ease other search rdhe labeled data to learn the replacement model.
lated applications such as query suggestion and Our method for the automatic acquisition of
rewriting, where one is able to work on seman-the labeled data is motivated by the observation:
tic concepts instead of individual tokenQuery  Queries with a similar intent tend to have consis-
segmentatior{QS), a process of splitting a query tent segmentation resultsin this paper, we say
into a sequence of non-overlapping segments thahat a set of queries have similar intents if and
T *Wei Zhang did this work when he was an intern at mi- ONlY if they lead to the same set of web documents
crosoft Research Asia. (i.e., clicks). For example, when issuing to a web
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| queries | Rank-1 Segmentation Result] Rank-2 Segmentation Resul{

download adobe writer download adob¢writer download | adobe writer
free adobe writer download free | adobe writer | download | free| adobe| writer | download
free adobe writer free | adobe writer free adobe writer

Table 1. Segmentation results for queries with a similarib{Results in bold are considered correct.)
search engine any of the three queries in Table Inethod for automatically constructing a set of la-
we search for the same set of web pages whicbeled data with a base segmenter and a set of
can provide ‘free download of Adobe writer’. We query intent sets as inputs is effective, capable of
denote such a set of queries gsiery intent sét  discovering correct segmentations missed by the
For the queries in the sangeiery intent setnatu- evaluated base segmenters for more than 20% of
rally we wish to explain them in the same way andqueries (SeéM2 in terms of Acc?"Y in Table 3);
thus require that their segmentations be consisterand (b) our replacement model benefits existing
with each other. We say that and ¢, are in- QS approaches and boosts their performance sig-
consistent in segmentation if there exist more thamificantly (e.g. the improvement of 7% F-Score
one common subsequence of tokens having differen the data WQ10-Majority in Table 4).
ent segment boundaries. In Table 1, we also in- We summarize our contributions as follows: (1)
clude the top-2 segmentation results that can posn the basis of the observation that queries with
sibly be generated by any base segmenter. If wa similar intent tend to have consistent segmen-
check only the ‘rank-1’ results, we observe that thetations, we propose a method for automatically
segmentation ‘download adobevriter’ disagrees collecting from search log data a set of labeled
with the other two. This means that we interpretdata for QS. The method first groups queries in
the same sequence of tokens differently for differsearch log data into what we call a ‘query intent
ent queries with a same intent, which is not whatset’ and then select correct segmentations by ex-
we expect to have. Instead, we expect to have themining the consistency among segmentations for
bolded segmentations in which none of the indi- the queries in the same ‘query intent sets’. (2)
vidual segments for one query disagrees with th&Vith the automatically-collected data, we develop
segments for another query. In this paper, we proa ‘replacement model’ for the purpose of check-
pose two methods for selecting such correct segng whether or not a ‘rank-1' segmentation gener-
mentations from topr segmentation results that ated by a base segmenter should be replaced by a
are about the samguery intent sets With these ‘rank-k’ (k¥ > 1) segmentation. (3) We conduct
methods, we can automatically build up a trainingextensive experiments with two publicly available
data set, which allows us to train a reliable modeldata sets and show that our proposal can effec-

The replacement model concerns abehether  tively boost the performance of state-of-the-art
or not a ‘rank-1’ segmentations® generated Systems (Hagen etal., 2010; Hagen et al., 2011).
by a base segmenter should be replaced by a
rank-k' (k > 1) segmentations®. The deci- 2 Related Work

sion of the replacement can be made by collecgergsma and Wang (2007) considered the deci-
tively considering one or multiple local transfor- sjon to segment or not between each pair of ad-
mations in the form of w1 — wilwit1" OF  jacent words as a binary classification problem.
‘wilwip = wiwigr’s fwwigr = wilwis’ Guo et al. (2008), Yu and Shi (2009), and Kisel-
means thab does not include a segment bound-eya et al. (2010) used methods based on CRF. As
ary between tokens; andw;1 andS® does; Sim-  the cost of obtaining labeled data is high, they are
ilarly, ‘w;|wit1 — wiwi1’ means the reverse. ysyally not feasible to develop a set of labeled data
For example, for the first query in Table 1, we cancovering all the domains on the web and then train
have the local transformations ‘download adobey scalable QS model for web search.
— download| adobe’ and ‘adobewriter — adobe  The work for web-scale QS are usually unsuper-
writer’. The proposed model estimates the sCOrgjsed and utilized various statistics such as mutual
of every local transformation using a binary clas-jnformation (MI) and frequency count collected
sifier and then aggregates the individual scores t§om various sources such as web data, query logs,
reach its final decision. and etc (Risvik et al., 2003; Jones et al., 2006;
We conduct extensive experiments using twoHuang et al.,, 2010; Zhang et al., 2009). Li et
public data sets. The results show that (a) ousl. (2011) also used the language model estimated
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from click-through documents to backoff the gen-4 Our Proposal
erating process of QS. Tan and Peng (2008) useﬁi
n-gram frequencies from a large web corpus as’
well as Wikipedia. Hagen et al. (2010) showedFirst, the paradigm LRMC assumes the existence
that the raw n-gram could be exploited with an ap-0f a base segmenter that is able to output top-n seg-
propriate normalization scheme and achieved suinentations for any query. Then it tries to learn a
prisingly good accuracy. Later, they enriched the'eplacement modelapable of replacing the rank-
work by including the use of Wikipedia (Hagen 1 segmentation generated by this base segmenter
et al., 2011). In our evaluation, we compare outwith one rankk (k > 1) segmentation.
proposal with the last two work which represent LRMC can be illustrated by the following
state-of-the-art. flowchart. First, a query is fed into a base seg-
Our proposal is orthogonal to all the above apmenter. As aresult, a set of segmentatipfist;
proaches. LRMC assumes the existence of a bagggarding; are generated. Subscriptienotes the
segmenter (an implementation of any above aptank of the corresponding segmentation. Next,
proaches) and it focuses on how to leverage seardhi }i=: are fed into a replacement model. The re-
log data to learn a replacement model for improv-Placement model tries every possible replacement

ing the output of base segmenters. S; (1 > 1) for the ranki segmentatiort; (as in-
dicated by the curved arrows). The trial ends with

two possible results: (a) None of the replacements
is valid (S; cannot be replaced); and (b) one seg-
QS. Let ¢ = [wy,ws, -+ ,w,] denote a query mentationS; (i* > 1) is the most likely replace-
consisting ofn keywords. A segments =  mentand thus chosen as the final segmentation for
[wi, -+ ,w;](1 < i < j < n)is a subsequence ¢ (€.9., the replacement of the solid curve).

of the query. A segmentatiofi = [s;|s2| - |sKk] < ;
for queryq is then defined as a sequence of non- base segmenter S replacement model 523\
overlapping segments|’ denotes a segmentation q 3 Sa
boundary. If we assume there is no order depen- Sn Sn”
dency ofs, we can then treaf as a se{s; } .

Query Intent. There exist many definitions on
query intent. In this paper we introduce an op-
erational definition on query intent.

1 Overview of the Proposed Paradigm

3 Problem Settings

LRMC is motivated by the following observa-
tion: for most cases, the correct segmentation for
a query is included in its top- segmentation re-
sults already. Usually, there are not that many
Definition 1 The query intenfs) of a queryq is  likely segmentations for a query and thus correct
defined as the set of URL#{ls(¢)) which are  segmentations cannot be ranked too low by a base
clicked forq by users of a web search engine.  segmenter. For example, for any base segmenter

_ _ ; . . .
Because most queries are ambiguous or multit' O experiment, more than 93% of queries can

faceted (Clarke et al., 2009), we manage to restriclflave a segmentation th.at ?S agreed upon by at' least
the number of intents into one or a few by group-°"€ of the annotators in its top-5 results. Given

ing more queries together, which leads to the deﬁ'ghlstobservatlon, what we have totd(; IS nzt ttotgin;l
nition of ‘query intent set. erate or propose a new segmentation, but to te

o _ _ which segmentation is correct in the topgesults.
Definition 2 A query intent seQ’"" is a set of  Next, we detail how the replacement model is

queries satisfying the following conditions: learned. Specifically, we first introduce how we
a) ﬂqle INT Urls(q) # 0; automatically extract from search log data a set
b) Q7[> c of labeled data with ‘consistency’ as a guidance

where|Q'NT| denotes the number of elements inand then explain how a ‘replacement model’ can
Q'NT andc is a parameter to control how spe- pe learned from this data set.

cific a query intent is; a larger value far usually

means that the query intent is more specific andt.2 Consistency as Supervision

thus less ambiguous. Assume that we have guery intent se)/V7 =

Query intent sets used in our experiments will{g;}7*,. With a base segmenter, we generate the
be detailed in Section 5.1. top-n segmentation resultsS;; } (1 < j < n) for
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each queryy;, which forms the following matrix: Note thatcst(S;j,, Sij,) = |Sij,|. Given one se-
S S Sus s, C lected segmentati_oﬁiji, the objective is to sum
Soivr = < Sa1 Saz  Sas -+ San ) — @ up the consistencies between itself and any of the
rest in matrix Sgvr. Thus, by this objective,
we choose the segmentations whose segments are
What we manage to achieve is to collect a Sehgreed with by most top-segmentations.
of ‘labeled’ data from{5;;}. In the ‘labeled Both strategies assume that correct segments are
data, each query; has only one segmentation g6 nopular than incorrect segments in the top-
Sig+ (Sij+ € {S4}-1), which we consider ‘cor- . 1t of one reasonably-performing base seg-
rect. We make use of two types of strategies Wnenter. Both strategies will fail if the assump-
choose the ‘correct’ segmentations @t g is not true. Our experiments in Section 5.2,
(e.g., those underlined ones Bgivr, namely j, \which both strategies are able to find more cor-

S12, 522, - >Sm_1)_' , rect segmentations than the base segmenters, can
Before explaining the two strategies, let USpe seen as a support for the assumption.
first introduce how we measure the consistency

between two segmentations. Thensistency 43 Replacement Model
cst(S,S") between segmentatiossand S” is de-
fined as the number of segments they share, i.e.,

Sm1i Sm2  Smsz -+ Smn

— qm

The replacement model is to tell whether or not a
segmentation ranked as té@y a base segmenter
est (S, S/) —= 1SN S/\ 1) should be replaced by another segmentation with
arank ofj (1 < 57 < n). For example, we have a
The first strategyNI1) that we use as ‘super- queryq whose topr segmentations args,; };;:1_
vision’ for the acquisition of the labeled data is Then, the input of the replacement model will be
as follows: The correct segmentations for the 5 possible replacemest; — S,; (j > 1) and the
queries in the sameguery intent setshould be output will be a label ‘1’ or ‘0. Label ‘1’ means
very consistent with or similar to each other aI-Sq1 should be replaced by,; and ‘0’ means ‘not’.
though the segmentations cannot be exactly the \yith that in mind, we can then make use of

same. Thus, the correct segmentations can be Choéonsistendyto create a labeled data set. For ex-

sen with the objective function: ample, if queryg belongs to a query intent set
) Q™7 and its correct segmentation chosen by the
objective (2) or (3) isS,;+, we can generate the

_ (2)  labeled instance(s) as follows:
where;* denote the index (or rank) of the correct

K -3k
(.717"' 7]m) = argmax E CSt(Si]'mSi’j,
1<j41, ,jm<n i
=715 Im S 1§i<i/§m

segmentation for query;. C {(Sq = 84,0} =1
The other strategyM?2) is on the basis of the D, {(Sq1 — Sgj=, 1)} otherwise
observation: Although at most only one tegseg- (4)

mentation can be correct for a query, most segBy combining all such data sets together, we then

mentations are not totally incorrect, i.e., they in-have the final labeled data sBt = UD,. Note
clude some correct segments while having some. ot queryq can come from multipl q

) i A I Thus. th . e query intent

incorrect segments as well. Thus, those incorrect . (not just one single set).

segmentations also provide some clues about what Next. we explain how to use the above trainin

can be correct. In addition, as the choices for ‘in- ' P g
data to learn a replacement model.

correct segment’ are usually more than those for The decision of whether or not to do the r
correct segment, it is relatively hard for incorrect € decision o ether or not fo do the re
lacement ofS,; — S,; can be made by col-

segments to converge to a few. As a result, a corF ctivelv considering one or multiole local trans
rect segment should be more popular than any onfg Vel \aering uitip

. . : . .__formations in the form of w,w; 1 — w;|w;y:1’
single incorrect segment. Given this discussion, ations in the form ol w;wiy Wi w41

N . or ‘wilw;r1 — wyw;r1’. ‘wiwip1 — wilwigq’
we can have the second objective function: iwis1 el e i[wit1
. . means thab,; does not include a segment bound-
(1, sJm) = argmax ( Z cst(Sij, Si’j/)

1<j1 e Gm<n ary between tokens; and w;+; and S,; does;

‘wilw;+1 — w;w;11’ Means the reverse.

- 1<;m cst(Sigi» Sisz)) LetT'(S, — Sy;) denote the set of all possible
T @) localtransformations fromy,; to S,;; andx denote

! !
1<i,i <m 1<5 <n
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one element from the set (i.e., one local transforness issue when used in various tasks (Bagga and
mation). If we know the likelihoodf (x) of every  Baldwin, 1998; Sriram et al., 2010). Fortunately,
individual transformatiorx being valid, the score the web-scale training data we collect frajery

of replacingS,1 by S,; can then be estimated as intent set{Section 4.2) enables us to have a good
D oxeT(Sq1—Sy;) 4 (%) coverage of lexical features.

The likelihood of a local transformatior be-  Contextual Features: POS Tag. Bergsma et
ing valid can be estimated with a binary classi-a|. (2007) show that part-of-speech (POS) tags are
fier. We employ SVM as the classifier. Given yseful in their segmentation classification. We also
an instancex, SVM assigns a score to it based onexploit the POS tag pair ab;, andw;, 4 as fea-
f(x) = w"x + b, wherew denotes a weight vec- tures. For example, intuitively, “NN NN= NN
tor andb denotes an intercept. Given a replace- NN” is more likely to occur than “JJ NN- JJ
ment(Sg — Sg;,y) Wherey € {0,1}, asetof | NN”. The POS tags that we consider include
labeled data for the binary classifier is preparedy|| types of POS tags. Note that this is different
as {X, y}txer(s,—5,,)- BY considering all the re-  from Bergsma et al. (2007). As their segmentation
placements iD, we will have a final training data model only takes care of noun phrase queries, their
set{(x;, ;) }iL, for SVM. POS tags are restricted to determiners, adjectives,

On the basis of that, we can do the replaceand nouns. The POS tagger by (Roth and Zelenko,
ment as follows: |If for certainj (j > 1) 1998)is used in this paper.

erT(sququ)f(X) > 0, we will use the seg- 3] Information (MI).  Following previous

mentation Withag;gix 2 xeT(Spsy;)  (X) 8 work (Section 2), we also adopt MI between,

its index to replace the top-1 segmentation; Other@Ndwi, 11 as our feature. The work (Bergsma and
wise, we will keep using the top-1 segmentation. Wang, 2007) also considered the case of a noun
phrase with multiple modifiers (e.g. “female bus
4.4 Learning Features driver”). To make the segmentation decision be-
tween ‘female’ and ‘bus’ M I(‘female’, ‘driver’)

In this section, we describe the features for rep- itab| he inf X ;
resenting a local transformatiox, which is in 'S more suitable to represent the information o

the form of either i, wi, 1 ~ wig|wi,+1’ OF not separating_ them that/ I(‘female’, ‘bus’).
“wiglwig 1 > wigwig.r' We utilize four cate- Thus, we also mcorporatMI(wio_l,inH) and
gories of features which are possible indicators ofM I(wig, wio+2) INtO OUF feature set.

a transformation, representing a variety of infor- Most previous work on QS only can use word-
mation such as lexical, syntactic, semantic and etd®ased Ml as introduced above. However, in some
Contextual Features: Lexical. The left and cases, the Ml between tokens can not provide suf-
right tokens around the decision positian, and ficient information for a segmentation decision.
wi,+1, are a good signal of the transformation. InFor instance, assume that we have the following
the example of “google desktdpdownload”, the two queries with their correct segmentations: (1)
token ‘download’ is separated from its left neigh- “download| call of duty | free”; (2) “duty free|

bor. Such common query tokens in the trainingShops| sfo”. Only using the token-based mutual
data with the property of usually being separatednformation A/I(‘duty’, ‘free’) can not discrimi-
from or being connected to its left/right neighbor Nate the two queries from each other and thus can
can help predict new transformations (e.g. “adobdlot give different segmentations for ‘duty free’ in
writer download— adobe writet download”). On  the two queries. In our work, as the query has been
the basis of this observation, we adopt the left toS€gmented by a base segmenter, we propose to
kenw;, and the right tokenu;, 1 as the features also use the segment-based MI. In the ‘duty free’
for representing a transformation Furthermore, ©xample,A/I('call of duty’, ‘free’) will be incor-
sometimes one word alone can not perfectly charPorated for the transformation decision related to
acterize a transformation. For example, to rejectdownload | call of duty free— download| call

the transformation “diet plan- diet | plan”, we  Of duty| free”, where the token-based I(‘duty’,
have to use the token bigrarndiet plan-. Thus, free’) does not work.

we include all the token bigrams in the formaf Semantic Features.We define the semantic fea-
wj, wi,+1 > as features as well. As we all know, tures on the basis of segments. For a transforma-
lexical features usually suffer from a data sparsetion ‘w;,w;,+1 — w;,|w;,+1" , let us denote the
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segment includingsywy 11 (n the first seamen- [mank | 1T SEEATRESEoTEar DAY
tation) ass; and denote the segments including [pirection T, T wwiet — wiwiss”, O, reverse.
wj, andw;, 41 separately (in the second segmenta-| Positiod*”> | Number of words from the decision pg-
tion) ass, andss, respectively. To obtain seman- Positiof*?"* | sition to the beginning/end of query.
tic labels for the above three segments, we make 1,102 The
use of a web-scale knowledge base of entities .
namely Freebase (Bollacker et al., 2008). First, We5 Experiments
map the three segments to the Freebase entities Byl Experimental Setup
string matching, and then use the names or aliasgspllowing Hagen et al. (2011), we evaluate a QS
of the associated categories of the mapped entitiesystem at three levelQuery Level:
as their semantic labels. Finally, the semantic la-
bels fors;, so and ss are used as features. Due AccTY =
to the ambiguity, a phrase in a query may be mis-
takenly linked to a certain entity in the knowledge Break Level. The decision of break is whether
base. Thus, the semantic features include somar not to insert a segment boundary between
noises. However, even with noises such featuresvo tokens in the query. The break-level accu-
can still contribute to QS. To illustrate how the se-racy (Acc”*) is defined as the proportion of the
mantic features work, consider the query with thecorrectly-made decisions out of all such decisions.
assigned semantic label as follows, Segment Level. Let Q°*® denote the set of
queries. S;¥° is the segmentation generated by a

l . .
[history of thelyy, [search engingbmputer sofware genre system andbg"* is given by a human. Then,

rank’, ‘direction’ and ‘position’ features

#correctly segmented queries
#queries in the evaluation data set

(®)

sYs eval
P9 = Z |qu qu ‘

As pointed out by (Tan et al., 2008), QS ap- A Bl
proaches which are only based on statistical in- gous (y geval N )
formation (e.g. M I and frequencies of n-grams) R = Z 157 NS poo = 2P RY

(0] g q g - ‘Sg'ual| Pseg +ng
collected from the Web, cannot guarantee that the a€Q

resulting segments are meaningful ones. For the \we use two data sets as introduced in (Bergsma
query ‘history of the search engine’, a possiblegngd wang, 2007) and (Hagen et al., 2010), denoted
segmentation is ‘history of thesearch engine’, zg ‘Bergsma-Wang-07' BW07) and ‘Webis-

as both ‘history of the’ and ‘search engine’ 0CCUrQSeC-10° WQ10). BWO7 includes 500 test
on the web frequently. In contrast, semantic infor—queries which all were noun phrase queries. Each
mation can distinguish ‘search engine’ from ‘his-query was segmented manually by three annota-
tory of the’, as ‘history of the' is labeled as NULL tgrg (denoted as annotator A, B, and C) respec-
and ‘search engine’ is labeled as ‘computer softtively. For 44% of the queries, all three annota-
ware genre’. Moreover, the learning algorithm canyors agree on the segmentations. Such an agree-
also learn some implicit relations between transment between annotators cannot be considered as
formations and semantic labels, e.g. some partiostrongv1 which to some extent implies that hu-
ular combination of labels fos;, s ands3 may  man annotations may not be so reliable when used
often trigger or prevent a transformation. for training a segmentation model capable of con-
Rank, Direction and Position Features.Table 2  sistently working over different queries. WQ10
shows the values of these features. The rank feancludes 4,850 queries. Each query can be any
ture is designed to distinguish among the differentype of query, not necessarily a noun phrase query.
segmentation rankings of a base segmenter. Fdtach query was annotated by ten annotators.
example, this feature can capture the intuition that We made use of the mining method in (Hu et
for a good base segmenter, top ranked segmentat., 2011) for collecting thguery intent setswith
tions should have more of a chance to be selectedhe search log data and clicks (Apr 1, 2009-Mar
The direction feature is used to distinguish the twa31, 2010) as input, we finally obtained 9,412,308
kinds of transformations: w;w;11 — w;|w;+1’ query intent sets, which totally include 30,902,284
and ‘w;|w;+1 — w;w;+1’. The position feature unique queries. The similar queries in each set
considers decision positions, as transformations ishare more than 10 clicks. Each set include$2
different positions may have different chances. queries. We denote this data set@Set Note
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that this data set does not have any annotationsults of the base segmenter. Note tlafcle is
Thus, we also tried to construct another data sean upper-bound result obtained by directly match-
(denoted ag)Set™™) by intersectingQSet with  ing with human’s annotation and cannot be applied
WQ10. QSet™ includes 1,554 queries. Every to query intent set€Set for collecting labeled
query inQSet™” is then associated with the hu- data. Table 3 provides the results, where top-
man annotations from WQ10 and linked to at leas(1 < k£ < 5) means that the input td1 /M2 is the
one query intent set iQSet top-k results of the corresponding base segmenter.
As each query has more than one segmentatiolyote that the top- results are the performance of
due to different annotators, we select segmentatiothe base segmenters.
as our reference under two schemedstajority ’ By checking the results ddracle, we can find
where the segmentations agreed upon by a majothat for every base segmenter, more than 35%
ity of the annotators are chosen as the referencef the correct segmentations in the topesults
and Best where the annotated segmentations thatare not covered by the topresults (in terms of
maximize the break accuracyec™* of the evalu-  Acc?™Y). In addition, around 90% correct segmen-
ated segmenter are chosen as the reference. tation boundaries4cc*) are included in the top-
We mainly utilized three unsupervised systems results of the base segmenters. These findings
as base segmenters. They are described in (H#dicate the feasibility of our replacement model,
gen et al., 2010) , (Hagen et al., 2011) and (Risvikvhich tries to replace a ranksegmentation by a
et al., 2003), denoted aBase’!, Basé™2 and rank# (k > 1) segmentation.
Basé™N respectively. They can represent the state- From the table, we also see that bo#ii and
of-the-art QS performance. For exam@asé™? M2 are able to significantly perform better than
on on data BWO7(A) achieve$).2%F*9 which  the base segmenters do &€ 0.05, t-test). This
slightly outperforms the recent unsupervised sysean be observed through all the measures. For ex-
tem (Li et al., 2011) €9.0% F'*9). ample, usingAcc?? as the evaluation metric, the
As we focus on web QS, we did not comparepercentage of the correct segmentations Mat
LRMC with supervised methods which are only discovers more than the base segmenters do ranges
designed for one particular domain. For examplefrom 20.2% to 24.6%. These improvements prove
Yu et al. (2009)'s method is for queries of rela- the underlying assumption that queries with a sim-
tional databases. The work (Bergsma and Wanglar intent tend to have consistent segmentation.
2007) and the supervised stage of (Bendersky @desides, we can see thd can reach a satisfied

al., 2009) are only for noun-phrases. performance to collect the labeled data. For exam-
ple, break-level accuracycc”* can reach 80%.
5.2 Consistency as Weak Supervision Table 3 also shows that M1 and M2 perform

best by using top 3 or 4 results from base seg-
menter. This finding indicates that our framework
§hould work with a reasonable base segmenter.

LRMC relies on a training data which is automat-
ically collected with the help of query intent sets.
Thus, in this section, we evaluate the training se B ing th it ted M q
collected byM1 andM2 (Section 4.2). y comparing the resuils generate ¥ an
. . . M2 with all three measures, we see thé2 con-
In the experiments, we first applied a base SU3istently performs better thavi1, and the differ-
menter to the queries @Setand then managed to yp ’

: nce is statistical significanp (< 0.05, t-test).
choose one segmentation as correct from the ou This tells us that consistency should be calculated
put for each query with eitheMl1l or M2. Last, y

. with all the topn segmentations rather than with
we evaluated the new output by checking only the P S€g

segmentations for the queries in subQ8et"", only the selected segmentations.
Some queries ||QSetm" may belong to dlﬁerept 5.3 Query Segmentation
intent-sets and in each intent-set may have differ-
ent segmentation labels as ‘correct’. In our evaldn this section, we investigate the effectiveness of
uation, we randomly selected one of them as th@ur LRMC which is a combination of data collect-
final label. Besides, we also included an idealing method and replacement model.

method Oracle by which the correct segmenta- In the experiments, we first made use £
tion can always be identified and used as the newo automatically collect the training data from the
output if the segmentation exists in the topge-  query intent set®QSet During the process of col-

34



Segmenter | Rank Oracle | M1 | M2
| Acci™ | Acc®F | F?s9 | Accd™ | Acc®F | F®9 | Acci™ | Acc®F | F?s9 |
Top-1 38.7 67.9 51.7 38.7 67.9 51.7 38.7 67.9 51.7
Top-2 46.1 76.1 60.8 42.4 70.0 55.6 47.0 76.4 56.3
BaséN Top-3 67.3 85.6 74.9 58.8 81.3 68.3 58.8 81.0 68.1
Top-4 73.3 88.5 79.9 58.3 79.6 67.6 58.9 81.4 68.3
Top-5 75.2 89.5 81.5 44.6 72.1 57.6 59.6 61.0 60.2
Top-1 42.9 69.7 53.8 429 69.7 53.8 429 69.7 53.8
Top-2 59.0 81.7 68.9 46.0 75.9 60.6 47.2 77.2 61.7
Basé'! Top-3 72.5 87.8 78.5 63.2 83.0 70.8 65.3 82.5 72.0
Top-4 75.2 89.4 81.2 64.3 83.3 71.6 64.3 83.5 71.8
Top-5 77.9 90.6 83.2 59.0 81.7 68.7 63.0 82.1 70.0
Top-1 39.6 68.3 52.2 39.6 68.3 52.2 39.6 68.3 52.2
Top-2 51.6 78.5 64.2 45.6 74.0 59.4 454 735 59.2
Basé'? Top-3 69.4 86.4 76.3 61.0 80.1 69.4 64.2 83.4 71.2
Top-4 74.1 88.9 80.5 59.2 78.9 69.0 63.1 82.2 70.0
Top-5 76.7 90.1 82.5 59.8 78.0 67.2 67.1 66.3 66.5

Table 3: Consistency as weak supervisior@®et'"" (Majority)

i Basé™ Basé'” Bas€ 2
lecting the data, we took only the tapsegmenta- | patse S R | B LI | B ]

tions as input. The training data set collected by AccTV] 534 563 | 5652 567 | 538 554

i ilion i i BWO7 | Acc’*| 79.3 814 | 802 819 | 795 8L7
M2 contalqs around 45 mllllqn instances (pglrs of @) 55 | eos ese | 675 702 | cer  eos
segmentations). Then, all this labeled data is use| AccT77374 402 |7398 411 | 378 398
to train the replacement model as introduced in @ | 75 | L35 fas | tee tos | ere ca
Section 4.3. We made use of LIBSVM (Chang an AcclV] 416 442 | 438 467 | 420 469
. . . . BWO7 Acc”" 74.1 75.2 75.0 78.6 74.2 78.6
Lin, 2011) and a linear kernel in our experiment.| Fo9 569 604 | 580 623 | 571 624
Finally, we applied the learned replacement modf Accl’V] 622 672 [ 646 662 | 656  66.8

i BWO7 | Acc’™®| 851 90.0 | 86.1 87.3 | 87.6 88.7

els to the evaluation data sets BW07 and WQ10. | (Best | F*9 745 796 | 758 784 | 786 795

l.}l Il . Acc?V] 30.0 385 31.8 40.1 30.3 39.8

Table 4 reports the QS resuitsollowing pre- WQ10 | Acc’™| 653 721 | 66.2 740 | 655 73.1

; . (Majority)) 59 475 551 | 485 558 | 47.7 556

vious work (Bergsma and Wang, 2007, Hagen e e R R

al., 2011), we report four groups of results with the| wqio | Acc*| so5 847 | 835 896 | 844 895

. sg

data BWO7. In each of the first three groups, only—&) | £ 678 727 |72 790 | 721 788

the reference segmentations from annotator A, B Table 4: Performance on query segmentation
or C are used. The fourth group Bést of BWO7.

We also report two groups of resultsvigjority ’

and Best) with the data WQ10. Comparing anqg then learns how to select correct segmenta-
each pair of ‘Base’ and ‘LRMC’, we can see thatyjo s from the output of the base segmenter. The
LRMC proposed in this paper can be successfullyo |, coment model is trained by a labeled data set
spliced onto different base segmenters and S'gn'fxivhich can be automatically collected froquery
icantly improves them. over diff_erent data sets UNintent setsinstead of relying on any human anno-
der the three evaluation metrickec®?, Acc”™® o yion “There exist two interesting directions for

and F*9. (p < 0.05, t'te;_t} Especéiﬁlzly, the  future work: (1) we observe that there is still a big
state-of-the-art systentiase”” andBase™ have ., iy herformance between the proposed meth-

been significantly improved by LRMC. The im- o4¢ andoracle. According to our analysis, most

provements prove thqt the automatically—collectedof the gap is caused by that the incorrect segmenta-
labeled data can guide QS and our replacemenfy g for some similar queries also happen to have
model can take advantage of the data. a high consistency when measured by either pro-
posed strategy. Thus, it is worth studying other

] methods that can address such performance gap.
We have proposed a paradigm LRMC for QS.(2y we would like to further explore the concept

LRMC assumes the existence of a base segmentgf o ery intent sets. In this paper, we assume that

!Note that the results for the base segmerBasé™ and ~ Similar intent queries tend to have similar segmen-

-2 : . .
Basé" are not exactly same as those reported in (Hagen gations. A reasonable next step is to explore the

al., 2011) although they are very close. For exa ¢ . S . .
andBasé)FZ on nglo aychieve 73:;.4%35, and 74;:2,{5;; in Idea that similar intent queries tend to have similar

the original paper. Ours are 71.2% and 72.1%. The reasonabels, which can be useful for the task of tagging

are as follows: For BW07, they used a cleaned version of th i ;
data set; for WQ10, they released just a subset of the da?éuery segments with semantic labels.

used in their experiments.

Measure%

[@!

6 Conclusions and Future Work
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Abstract

A concept can be linguistically expressed
in various syntactic constructions. Such
syntactic variations spoil the effectiveness
of incorporating dependencies between
words into information retrieval systems.
This paper presents an information re-
trieval method for normalizing syntactic
variations via predicate-argument struc-
tures. We conduct experiments on stan-
dard test collections and show the effec-
tiveness of our approach. Our proposed
method significantly outperforms a base-
line method based on word dependencies.

1 Introduction

Most conventional approaches to information re-
trieval (IR) deal with words as independent terms.
In query sentences' and documents, however, de-
pendencies exist between words.? To capture
these dependencies, some extended IR models
have been proposed in the last decade (Jones,
1999; Lee et al., 2006; Song et al., 2008; Shin-
zato et al., 2008). These models, however, did not
achieve consistent significant improvements over
models based on independent words.

One of the reasons for this is the linguistic vari-
ations of syntax, that is, languages are syntacti-
cally expressed in various ways. For instance, the
same or similar meaning can be expressed using
the passive voice or the active voice in a sentence.
Previous approaches based on dependencies can-
not identify such variations. This is because they
use the output of a dependency parser, which gen-
erates syntactic (grammatical) dependencies built

'In this paper, we handle queries written in natural lan-
guage.

2While dependencies between words are sometimes con-
sidered to be the co-occurrence of words in a sentence, in this

paper we consider dependencies to be syntactic or semantic
dependencies between words.
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upon surface word sequences. Consider, for ex-
ample, the following sentence in a document:

v I

(1) YouTube was acquired by Google.

Dependency parsers based on the Penn Tree-
bank and the head percolation table (Collins,
1999) judge the head of “YouTube” as “was”
(““YouTube«—was”; hereafter, we denote a depen-
dency by “modifier<head”). This dependency,
however, cannot be matched with the dependency
“YouTube«—acquire” in a query like:

(2) I want to know the details of the news that
Google acquired YouTube.

Furthermore, even if a dependency link in a
query matches that in a document, a mismatch of
dependency type can cause another problem. This
is because previous models did not distinguish de-
pendency types. For example, the dependency
“YouTube<«—acquire” in query sentence (2) can be
found in the following irrelevant document.

(3) Google acquired PushLife for $25M
YouTube acquired Green Parrot Pictures ...

While this document does indeed contain the de-
pendency “YouTube«—acquire,” its type is dif-
ferent; specifically, the query dependency is ac-
cusative while the document dependency is nom-
inative. That is to say, ignoring differences in de-
pendency types can lead to inaccurate information
retrieval.

In this paper, we propose an IR method that
does not use syntactic dependencies, but rather
predicate-argument structures, which are normal-
ized forms of sentence meanings. For example,
query sentence (2) is interpreted as the following
predicate-argument structure (hereafter, we denote
a predicate-argument structure by (- - - )):3

3In this paper, we use the following abbreviations:

International Joint Conference on Natural Language Processing, pages 3745,
Nagoya, Japan, 14-18 October 2013.



(4) (Nom:Google acquire Acc: YouTube).

Sentence (1) is also represented as the same
predicate-argument structure, and documents in-
cluding this sentence can be regarded as rele-
vant documents. Conversely, the irrelevant doc-
ument (3) has different predicate-argument struc-
tures from (4), as follows:

(5) a. (Nom:Google acquire Acc:PushLife),

b. (Nom:YouTube acquire acc:Green Parrot
Pictures).

In this way, by considering this kind of predicate-
argument structure, more precise information re-
trieval is possible.

We mainly evaluate our proposed method using
the NTCIR test collection, which consists of ap-
proximately 11 million Japanese web documents.
We also have an experiment on the TREC Robust
2004 test collection, which consists of around half
a million English documents, to validate the appli-
cability to other languages than Japanese.

This paper is organized as follows. Section 2 in-
troduces related work, and section 3 describes our
proposed method. Section 4 presents the experi-
mental results and discussion. Section 5 describes
the conclusions.

2 Related work

There have been two streams of related work that
considers dependencies between words in a query
sentence.

One stream is based on linguistically-motivated
approaches that exploit natural language analy-
sis to identify dependencies between words. For
example, Jones proposed an information retrieval
method that exploits linguistically-motivated anal-
ysis, especially dependency relations (Jones,
1999). However, Jones noted that dependency re-
lations did not contribute to significantly improv-
ing performance due to the low accuracy and ro-
bustness of syntactic parsers. Subsequently, both
the accuracy and robustness of dependency parsers
were dramatically improved (Nivre and Scholz,
2004; McDonald et al., 2005), with such parsers
being applied more recently to information re-
trieval (Lee et al., 2006; Song et al., 2008; Shin-
NOM (nominative), ACC (accusative), DAT (dative), ALL (alla-
tive), GEN (genitive), CMI (comitative), LOC (locative),

ABL (ablative), CMP (comparative), DEL (delimitative) and
TOP (topic marker).
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zato et al., 2008). For example, Shinzato et al. in-
vestigated the use of syntactic dependency output
by a dependency parser and reported a slight im-
provement over a baseline method that used only
words. However, the use of dependency parsers
still introduces the problems stated in the previous
section because of their handling of only syntactic
dependencies.

The second stream of research has attempted
to integrate dependencies between words into in-
formation retrieval models. These models in-
clude a dependence language model (Gao et al.,
2004), a Markov Random Field model (Metzler
and Croft, 2005), and a quasi-synchronous depen-
dence model (Park et al., 2011). However, they
focus on integrating term dependencies into their
respective models without explicitly considering
any syntactic or semantic structures in language.
Therefore, the purpose of these studies can be con-
sidered different from ours.

Park and Croft (2010) proposed a method for
ranking query terms for the selection of those
which were most effective by exploiting typed
dependencies in the analysis of query sentences.
They did not, however, use typed dependencies for
indexing documents.

The work that is closest to our present work
is that of Miyao et al. (2006), which proposed
a method for the semantic retrieval of relational
concepts in the domain of biomedicine. They re-
trieved sentences that match a given query using
predicate-argument structures via a framework of
region algebra. Thus, they namely approached the
task of sentence matching, which is not the same
as document retrieval (or ranking). As for the
types of queries they used, although their method
could handle natural language queries, they used
short queries like “TNF activate IL6.” Because
of the heavy computational load of region alge-
bra, if a query matches several thousand sentences,
for example, then it requires several thousand sec-
onds to return all sentence matches (though it takes
on average (.01 second to return the first matched
sentence).

In the area of question answering, predicate-
argument structures have been used to precisely
match a query with a passage in a document (e.g.,
(Narayanan and Harabagiu, 2004; Shen and La-
pata, 2007; Bilotti et al., 2010)). However, can-
didate documents to extract an answer are re-
trieved using conventional search engines without



predicate-argument structures.

3 Information retrieval exploiting
predicate-argument structures

3.1 Overview

Our key idea is to exploit the normalization of
linguistic expressions based on their predicate-
argument structures to improve information re-
trieval.

The process of information retrieval systems
can be decomposed into offline processing and on-
line processing. During offline processing, analy-
sis is first applied to a document collection. For
example, typical analyses for English include tok-
enization and stemming analyses, while those for
Japanese include morphological analysis. In addi-
tion, previous models using the dependencies be-
tween words also used dependency parsing. In this
paper, we employ predicate-argument structures
analysis, which is detailed in the next subsection.

Following the initial analysis, indexing is per-
formed to produce an inverted index. In most
cases, words are indexed as terms, but several pre-
vious approaches have also indexed dependencies
between words as terms (e.g., (Shinzato et al.,
2008)). In our study, however, we do not use
syntactic dependencies directly, but rather con-
sider predicate-argument structures. To bring this
predicate-argument structure information into the
index, we handle predicate-argument structures as
a set of typed semantic dependencies. Depen-
dency types are expressed as term features, which
are additional information to each term including
the list of positions of the term.

As for online processing, we first apply the
predicate-argument structure analysis to a query
sentence, and then create terms including words
and typed semantic dependencies extracted from
the predicate-argument structures. Then, we
search documents containing these terms from the
inverted index, and then finally rank these docu-
ments.

In the following subsections, we describe in
more detail the procedures of predicate-argument
structure analysis, indexing, query processing, and
document ranking.

3.2 Analysis of predicate-argument
structures

We apply predicate-argument structure analysis to
both queries and documents. Predicate-argument
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structure analysis normalizes the following lin-
guistic expressions:

e relative clause

e passive voice (the predicate is normalized to

active voice)

causative (the predicate is normalized to nor-
mal form)

intransitive (the predicate is normalized to
transitive)

giving and receiving expressions (the predi-
cate is normalized to a giving expression)

In the case of Japanese, we use the mor-
phological analyzer JUMAN,* and the predicate-
argument structure analyzer KNP (Kawahara and
Kurohashi, 2006).°> The accuracy of syntactic de-
pendencies output by KNP is around 89% and
that of predicate-argument relations is around 81%
on web sentences. Examples of this predicate-
argument structure analysis are shown in Figures
1 and 2. Figure 1 shows an example of relative
clause normalization by predicate-argument struc-
ture analysis. The syntactic dependencies of the
two sentences are different, but this difference is
solved by using predicate-argument structures.

Figure 2 shows an example of intransitive
verb normalization by predicate-argument struc-
ture analysis. In this example, the syntactic de-
pendencies are the same, but different verbs are
used.® The analyzer canonicalizes the intransi-
tive verb to its corresponding transitive verb, and
also produces the same predicate-argument struc-
ture for the two sentences.

If we apply our method to English, deep parsers
such as the Stanford Parser’ and Enju® can be
employed to achieve predicate-argument structure
analysis. The Stanford parser can output typed se-
mantic dependencies that conform to the Stanford
dependencies (de Marneffe et al., 2006). Enju is
an HPSG parser that outputs predicate-argument
structures, and arguments are typed as Argl, Arg2,
and so forth. The representation of the depen-
dency types in Enju is the same as that of Prop-
Bank (Palmer et al., 2005).

*http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN

Shttp://nlp.ist.i.kyoto-u.ac.jp/EN/index.php? KNP

In many cases, the lemma of a transitive verb is not
the same as that of its corresponding intransitive verb in
Japanese.

"http://www-nlp.stanford.edu/software/lex-parser.shtml
8http://www.nactem.ac.uk/enju/



BE <
Tom-Nom bread-Acc bake
(Tom bakes bread)

(c)

i f Yl
(b) F&H BES SV
Tom-Nom bake bread
(bread which Tom bakes)

(Nom: b & acc:/S v BES )

(Nom:Tom Acc:bread bake)

Figure 1: An example of relative clause normalization by predicate-argument structure analysis in
Japanese. (a) is a normal-order sentence and (b) is a sentence that contains a relative clause, “ A
73 BE <7 (which Tom bakes). Arrows represent syntactic dependencies. Dotted arrows represent se-
mantic dependencies that constitute predicate-argument structures. Both sentences are normalized to the

predicate-argument structure (c).

In this way, though our framework itself is
language-independent, our method depends on the
availability of a predicate-argument structure ana-
lyzer for the target language.

3.3 Indexing

Our method builds an inverted index from the
results of the predicate-argument structure analy-
sis. First, word lemmas are registered as terms.
We then need to integrate the predicate-argument
structure information into the index. One possibil-
ity is to represent each predicate-argument struc-
ture as a term, but this method leads to a data
sparseness problem. This is because the number of
arguments in predicate-argument structures varies
greatly not only in documents, but also in queries
because of information granularity. For example,
to express the same event, a predicate-argument
structure can omit time or place information.

Instead, we decompose a predicate-argument
structure into a set of typed semantic dependen-
cies. A typed semantic dependency is defined as a
typed dependency between a predicate and an ar-
gument that the predicate governs. For instance,
the predicate-argument structure in Figure 2 can
be decomposed into the following two typed se-
mantic dependencies:

© a Fu"M gz

NOM_ .
(Tom «raise)

- <, s _ ., ACC o
b. 7vyayv'E ki3
. _ACC_ .
(tension «— raise)

These typed semantic dependencies are registered
as dependency terms in the index. The type infor-
mation is encoded as a term feature, which is an
additional field for each dependency term. This
term feature consists of both dependency type in-
formation and predicate information. We con-
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sider major postpositions in Japanese as depen-
dency types (Table 1). If a dependency type is not
listed in this table, then this type is regarded as a
special type which we classify as “other.” In addi-
tion, a dependency that is not the relation between
a predicate and its argument is also classified as
“other” (e.g., the dependency between verbs).
The predicate information in the term feature
refers to the original predicate type for canoni-
calized predicates. There are four types: passive,
causative, intransitive, and giving expression.

3.4 Query processing

Hereafter, we describe the steps of online pro-
cessing. When a query sentence is input, both
predicate-argument structure analysis and term ex-
traction are applied to the query sentence in the
same way indexing is applied. The extracted terms
consist of words and typed semantic dependencies
and they are used to retrieve documents.

Note that unnecessary expressions like “#{ 2. T
{ 7237 (please tell me) in a query sentence are
not used to extract terms.

3.5 Document retrieval and scoring

Using the results of the query processing, docu-
ments are then retrieved and ranked. First, docu-
ments are retrieved by accessing the inverted index
using the terms extracted from the query analysis.
Here, we have two options for the logical opera-
tor on the terms. If we apply the logical opera-
tor AND, we impose a constraint that all the terms
must be contained in a retrieved document. Con-
versely, if we apply the logical operator OR, a re-
trieved document should have one of the terms. In
this study, we use the logical operator OR to re-
trieve as many documents as possible. This means
that we do not apply any methods of selecting or



() P&l Fvyavd B3
Tom-ToP tension-NOM  rise
(Tom’s tension rises)

(©)

|

b)) FAlF Frviavek LiFa
Tom-TopP tension-Acc  raise
(Tom raises (his) tension)

(Nom: b & ace:T v a v BB

(Nom:Tom Acc:tension raise)

Figure 2: An example of intransitive verb normalization by predicate-argument structure analysis in
Japanese. (a) is an intransitive sentence and (b) is a transitive sentence. Arrows represent syntactic
dependencies (they are also semantic dependencies in this case). Both sentences are normalized to the
predicate-argument structure (c). In particular, the intransitive verb “ 235 (rise) is a different word
from the transitive verb “_E1¥ % (raise) but both are canonicalized to the same transitive verb “_EiF %>

(raise) in the predicate-argument structure.

s z iz )2 »5 | £°T

‘(\\

£

BB/ | © | cow< | ELC

NOM | ACC | DAT | CNJ | LOC ABL DEL

CMP

time adj | GEN about as

Table 1: Dependency type information in Japanese. The first row is the list of dependency types used in
our method. The second row means the translations of the first row, where adj means adjuncts such as

adverbs.

ranking query terms,” but rely only on document
scoring to examine the effectiveness of the use of
predicate-argument structures.

Following document retrieval, a relevancy score
is assigned to each document, and the documents
are ranked according to these relevancy scores.
We use Okapi BM25 (Robertson et al., 1992) for
estimating the relevancy score between a query
and a document. This measure was originally
proposed for models based on terms of indepen-
dent words, but we slightly extend this measure
to include estimating relevancy for typed seman-
tic dependencies that are extracted from predicate-
argument structures. Our relevancy score is calcu-
lated as a weighted sum of the score of words and
the score of dependencies. The score of depen-
dencies is further calculated as a weighted sum of
the following two scores: the score of dependen-
cies with consistent (matched) type and that with
inconsistent (mismatched) type. In particular, the
score of dependencies with inconsistent type is re-
duced compared to the score of dependencies with
consistent type.

We denote a set of words in a query q as Ty,
and also denote a set of dependencies in q as 1.
This set of dependencies is further divided into
two types according to the consistency of depen-
dency features: T}, (consistent) and 74, (incon-
sistent). We define the relevancy score between

“We only discard unnecessary expressions in a query as
described in subsection 3.4.
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query ¢ and document d as follows:

R(q,d)= ) BM(t,d)+
tE€Tyw

Be Y. BM(td)+~y > BM(td)y, (1)

tEquc tEquI

where 3 is a parameter for adjusting the ratio of a
score calculated from dependency relations to that
from words and -y is a parameter for decreasing
the weight of inconsistent dependency types. The
score BM (t, d) is defined as:

(k3+1)Fgr

BM(t,d) = IDF(t) x “}ﬁft x Gl (2)
IDF(t) = log N=d05,

K:kl{(l—b)erl(%},

where Fy;, is the frequency with which ¢ appears in
document d, Fy; is the frequency that ¢ appears in
q, N is the number of documents being searched,
n is the document frequency of ¢, [ ; is the length of
document d (words), and [, is the average docu-
ment length. Finally, we set these Okapi parame-
tersask; = 1, ks = 0and b = 0.6.

We use the following relevancy score for a base-
line method that uses only syntactic dependencies,
which is explained in section 4:

R(q.d)= > BM(t,d)+3 Y BM(t,d). 3)

teTqw teTyq



This equation is the same as the relevancy score
used in Shinzato et al. (2008).

4 Evaluation

In this section, we evaluate and analyze our pro-
posed method on the standard test collections of
Japanese and English.

4.1 Evaluation on Japanese Test Collection

4.1.1 Experimental setup

We implemented our proposed method using
the open search engine infrastructure TSUBAKI
(Shinzato et al., 2008) as a base system. TSUB-
AKI generates an inverted index from linguistic
analyses in an XML format. Note that while
TSUBAKI has a facility for using a synonym lex-
icon, but we did not use it because we performed
pure comparisons without referencing synonyms.

We evaluated our proposed method by using
the test collection built for the NTCIR-3 (Eguchi
et al., 2003) and NTCIR-4 (Eguchi et al., 2004)
workshops. These workshops shared a target
document set, which consists of 11,038,720 web
pages from Japanese domains. We used a high-
performance computing environment to perform
predicate-argument structure analysis and index-
ing on these documents. It took three days for
analysis and two days for indexing. For the eval-
uation, we used 127 informational topics (de-
scriptions) defined in the test collections (47 from
NTCIR-3 and 80 from NTCIR-4). We also had ad-
ditional 65 topics that were not used for evaluation
in NTCIR-3; we used these 65 topics for parame-
ter tuning. The relevance of each document with
respect to a topic was judged as highly relevant,
relevant, partially relevant, irrelevant or unjudged.
We regarded the highly relevant, relevant, and par-
tially relevant documents as correct answers.

For each topic, we retrieved 1,000 documents,
ranked according to the score R(g, d) in equation
(1). We optimized the parameter [ as 0.18, and the
parameter y as 0.85 using the additional 65 topics
in relation to their mean average precision (MAP)
score. We then assessed retrieval performance
according to MAP, P@3 (Precision at 3), P@5,
P@10 and nDCG@10 (Jarvelin and Kekildinen,
2002). Note that unjudged documents were treated
as irrelevant when computing the scores. For
the graded relevance of nDCG@10, we mapped
highly relevant, relevant, and partially relevant to
the values 3, 2, and 1, respectively.
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MAP P@3 | P@5 | P@10 [nDCG@10
word 0.1665 |0.4233 [0.4159(0.3706 | 0.2323
word+dep|0.1704 |0.4233 |0.4095(0.3730 | 0.2313
word+pa |0.1727% 0.441870.4175|0.3794*| 0.2370**

Table 2: Retrieval performance of two baseline
methods (“word” and “word+dep”) and our pro-
posed method (“word+pa). ** and * mean that the
differences between “word+dep” and “word+pa”
are statistically significant with p < 0.05 and
p < 0.10, respectively.

MAP | P@3 | P@5 |P@10 |[nDCG@10
word 0.2085 0.4312{0.4302]0.3960 | 0.2455
word+dep|0.2120 |0.4392|0.4286|0.3913 | 0.2433
word+pa |0.2139"% 0.4524|0.4333|0.3976""| 0.2484""

Table 3: Retrieval performance without unjudged
documents. ** means that the differences between
“word+dep” and “word+pa” are statistically sig-
nificant with p < 0.05.

4.1.2 Retrieval performance evaluation

Table 2 lists retrieval performances. In this ta-
ble, “word” is a baseline method that uses only
words as terms, and “word+dep” is another base-
line method that uses words and untyped syntac-
tic dependencies as terms. These untyped syntac-
tic dependencies are also available in the results
of the predicate-argument structure analyzer KINP.
“word+pa” is our proposed model, which consid-
ers predicate-argument structures. We also applied
the Wilcoxon signed-rank test to the differences
between “word+dep” and “word+pa.”

We can see that our proposed method
“word+pa” outperformed the baselines “word”
and “word+dep” in all the metrics. In partic-
ular, the difference between “word+dep” and
“word+pa” in MAP was statistically significant
with p = 0.01134. In addition, P@3 is higher
than the baselines by approximately 1.9%. This
means that our model can provide more relevant
documents on the top of the ranked result. The
baseline “word+dep” outperformed the baseline
“word” in MAP, which is used as a metric for
optimizing the parameters, but did not outperform
“word” in P@5 and nDCG@10. That is to say,
“word+dep” was not consistently better than
“word.”

Generally, relevance judgments on a standard
test collection are created using a pooling method,
which judges a certain number of documents sub-
mitted by every participating system. Systems that
are developed after the creation of the test col-



" 14 i
Rz fEoTwd NVE ...
bread-ACC make bakery
(bakery that makes bread)

@) (Nom:»S v R AcC: S v fE 3 )
(NOM:bakery ACC:bread make)

(a) N

;
(b) -+ fEZ 22D
make bake-NOM
(bread which (someone) makes)

() (Acc: v 1B )
(ACC:bread make)

Figure 3: An improved example of relative clause normalization by predicate-argument structure anal-
ysis in Japanese. (a) is a part of the query sentence and (b) is a part of a relevant document. Arrows
represent syntactic dependencies and dotted arrows represent semantic dependencies. These sentences
are normalized to the predicate-argument structures (a’) and (b’), respectively.

MAP P@3 | P@5 |P@10 |[nDCG@10
word+dep|0.1769 |0.4444|0.4254|0.3921 | 0.2373
word+pa |0.1790"% 0.4577|0.4317 | 0.3984"| 0.2424**

Table 4: Retrieval performance including addi-
tional judgments. The meaning of ** and * is the
same as the previous tables.

lection possibly retrieve unjudged documents, but
they are usually handled as irrelevant documents,
even though they may contain relevant documents.
In addition, the number of unjudged documents is
likely to increase according to the complexity of
systems. To alleviate this bias, we evaluated the
three systems without the inclusion of unjudged
documents. Table 3 lists the evaluation results.
From this table, we can see that “word” was likely
to defeat “word+dep,” but “word+pa” consistently
outperformed the two baseline methods.

We also evaluated unjudged documents manu-
ally. We asked a person who is a certified librar-
ian to judge them. These documents comprise
the unjudged documents which appeared in the
top 10 results of the two methods (“word+dep”
and “word+pa”) for each topic. Table 4 lists the
retrieval performances reflecting the inclusion of
these additional judgments. From this table, the
result of proposed method is consistently better
than that of the baseline using syntactic dependen-
cies.

4.1.3 Discussions

By introducing the normalization by predicate-
argument structures, our proposed method can re-
trieve relevant documents that cannot be retrieved
or ranked below 1,000 documents by the baseline
methods. Figures 3 and 4 show improved exam-
ples by the proposed method (“word+pa”) com-
pared to the baseline method (“word+dep”). Fig-
ure 3 is an example of the effect of normalizing
relative clauses. The following sentences are the
original query and a part of relevant document:
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(7) a. RARBRD Y ZESTWBBERVER
FACIvR A
(I want to find shops that make bread with
natural yeast.)

o BERFDO AR TIES RV T 2D,
(- - - only the bread that (someone) makes
using only salt and yeast - - -)

b.

Here, (a) is a query and (b) is a sentence in a
relevant document. These sentences have differ-
ent syntactic dependencies as illustrated in Fig-
ure 3, but they are normalized to the predicate-
argument structures (a’) and (b’) in Figure 3. The
whole predicate-argument structures are different,
but they contain the same typed semantic depen-
dency:

8) v "1z
(breadA&: make).

Figure 4 is an example of the effect of normal-
izing intransitive verbs. The following sentences
are the original sentences in a query and a relevant
document:

(9) a. FHIKTEIEHICEXRZHEAIZAST
WHRHE, FRBR—RLRRERE
DEIZT DWW TRz
(I wish to find out about differences in the
ingredients and miso stock used to make
ozoni soup at New Years in each region.)

co AGHE O BHEER TS v A 7 T,
CePudbz ANsLtlrbbH5%

(in some places, they put salmon, salmon
roe and potato in ozoni soup in Hokkaido)

While different verbs are used to express almost
the same meaning in these sentences, they are
normalized to the predicate-argument structures
(a’) and (b’) in Figure 4. The whole predicate-
argument structures are different, but they contain
the same typed semantic dependency:



(@ - HEFEIC A-oTwz &
0zoni-DAT exist
(ingredients that exist in ozoni soup)

(@’) (ACC:E. DAT: & A% )

(ACC:ingredients DAT:0zoni soup put)

ingredients

(b) MHIF - ANz ...
0zoni-TOP put
(put in ozoni soup)

(b") (DATHERE A% )
(DAT:0zoni soup put)

Figure 4: An improved example of intransitive verb normalization by predicate-argument structure anal-
ysis in Japanese. (a) is a part of the query sentence and (b) is a part of a relevant document. These
sentences are normalized to the predicate-argument structures (a’) and (b’), respectively. In particular,
the intransitive verb “A % (exist) is a different word from the transitive verb “A#1%” (put) but both
are canonicalized to the same transitive verb “ A#1%” (put) in the predicate-argument structures.

(10) 4% 2 Anz

. DAT
(ozoni soup < put).

Generally speaking, linguistic variations can be
roughly divided into two types: syntactic vari-
ations and lexical variations. Among syntactic
variations, we handled syntactic variations that
are related to predicate-argument structures in this
study. In our future work, we intend to investigate
remaining syntactic variations, such as nominal
compounds and paraphrases consisting of larger
trees than predicate-argument structures.

The other type is lexical variations, namely syn-
onymous words and phrases. In our approach,
they are partially handled in the normalization pro-
cess to predicate-argument structures. Although
handling lexical variations is not the main focus
of this paper, we will investigate the effect of in-
corporating a lexicon of synonymous words and
phrases into our model.

4.2 Evaluation on English Test Collection

To validate the effectiveness of the proposed
method in other languages than Japanese, we also
conducted an experiment on English. We used
the TREC Robust 2004 test collection (Voorhees,
2004), which consists of 528,155 English docu-
ments and 250 topics (TREC topics 301-450 and
601-700). We used the description queries in
these topics, which are written in natural language.
Stopwords are removed from the parse of a de-
scription and dependencies that contain a stop-
word in either a modifier or a head are also re-
moved. We used the INQUERY stopword list (Al-
lan et al., 2000). Other experimental settings are
the same as the Japanese evaluation.

Table 5 lists retrieval performances. In this ta-
ble, “word” is a baseline method that uses only
lemmatized words as terms, and “word+dep” is
another baseline method that uses lemmatized
words and syntactic dependencies that are ana-
lyzed by the state-of-the-art dependency parser
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MAP | P@3 P@5 |P@10 |nDCG@10
word 0.1344 10.4498 10.4016 [0.3297 | 0.3527
word+dep|0.1350 |0.4337 |0.4112 |0.3317 | 0.3517
word+pa |0.1396"0.4618"*| 0.4257"7 0.3482"*| 0.3659"*

Table 5: Retrieval performance of two baseline
methods (“word” and “word+dep”) and our pro-
posed method (“word+pa) on the TREC test col-
lection. The meaning of ** and * is the same as
the previous tables.

MaltParser.!? “word+pa” is our proposed method,
which considers predicate-argument structures
converted from the typed semantic dependencies
output by the Stanford Parser.!! We can see that
our proposed method “word+pa” outperformed
the baselines “word” and “word+dep” in all the
metrics also on this English test collection.

5 Conclusions

This paper described an information retrieval
method that exploits predicate-argument struc-
tures to precisely capture the dependencies be-
tween words. Experiments on the standard test
collections of Japanese and English indicated the
effectiveness of our approach. In particular, the
proposed method outperformed a baseline method
that uses syntactic dependencies output by a de-
pendency parser.

For future work, we plan to optimize rank-
ing by using machine learning techniques such as
support vector regression, and to capture any re-
maining syntactic differences that express similar
meanings (i.e., paraphrasing). We used the Okapi
BM25 system as our baseline in this study. We
will also employ a language model-based infor-
mation retrieval system as a baseline to confirm
the robustness of our approach.

Ohttp://www.maltparser.org/

"To normalize passive constructions, we applied a rule
that converts the dependency type “nsubjpass” to “dobj” and
“agent” to “nsubj.”
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Abstract

The main challenge in hierarchical multi-
label text classification is how to leverage
hierarchically organized labels. In this pa-
per, we propose to exploit dependencies
among multiple labels to be output, which
has been left unused in previous studies.
To do this, we first formalize this task as a
structured prediction problem and propose
(1) a global model that jointly outputs mul-
tiple labels and (2) a decoding algorithm
for it that finds an exact solution with dy-
namic programming. We then introduce
features that capture inter-label dependen-
cies. Experiments show that these features
improve performance while reducing the
model size.

Introduction

classifiers, which are invoked in a top-down fash-
ion (Montejo-Raez and Ura-Lopez, 2006; Wang

et al.,, 2011; Sasaki and Weissenbacher, 2012).
However, local search is difficult to harness be-
cause a chain of local decisions often leads to what
is usually called error propagation (Bennett and
Nguyen, 2009). To alleviate this problem, previ-
ous work has resorted to what we collectively call
post-training adjustment.

One characteristic of the task that has not been
explored in previous studies is that multiple labels
to be output have dependencies among them. It
is difficult even for human annotators to decide
how many labels they choose. We conjecture that
they consult the label hierarchy when adjusting the
number of output labels. For example, if two la-
bel candidates are positioned proximally in the hi-
erarchy, human annotators may drop one of them
because they provide overlapping information.

In this paper, we propose to exploit inter-label
dependencies. To do this, we first formulate hier-

Hierarchical organization of a large collection of . . .

. : ._archical multi-label text classification as a struc-
data has deep roots in human history (Berlln,tured rediction problem. We propose a alobal
1992). The emergence of electronically-available P P ' brop 9

. model that jointly predicts a set of labels. Un-

text has enabled us to take computational ap- : .
. : ... _der this framework, we replace local search with
proaches to real-world hierarchical text classifica-

tion tasks. Such text collections include pate“nts,dynamlc programming o find an exa_ct solution.
) ) : . This allows us to extend the model with features
medical taxonomigsand Web directories such as

Yahoo! and the Open Directory Projettin this for inter-label dependencies. Instead of locally
. o . training a set of classifiers, we also propose global
paper, we focus omulti-label classification, in

which a document may be given more than Onetraining to find globally optimal parameters. Ex-
label y periments show that these features improve perfor-

Hierarchical multi-label text classification is "o while reducing the model size.
a challenging task because it typically involvesy Task Definition
thousands of labels and an exponential number _ _ o
conguer strategies have often been adopted. Typ@0al is to assign to a document a set of labels

cally, the label hierarchy is mapped to a set of locam C £ that best represents the document. The
pre-defined set of label§ is organized as a tree

http:/fwww.wipo.int/classifications/ as illustrated in Figure 4. In our task, only the

en/
2http://www.nlm.nih.gov/mesh/
3http://www.dmoz.org/

4Some studies work on directed acyclic graphs (DAGS), in
which each node can have more than one parent (Labrou and
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Algorithm 1 Passive-Aggressive algorithm for training a bi-
nary classifier (PA-1).

Input: training datad; = {(xi,y:)}i=1
Output: weight vectorw;

1: w; <0

2: forn=1..Ndo

3 shuffle7;

4. forall (z,y) € 7, do

5: I — max{0,1 — y(w; - ¢(z))}

; . ; 6: if I > 0then

Figure 1: Example of label hierarchy. Leaf nodes, 2. 7 min{C, —L ;1
filled in gray, represent labels to be assigned to,. Clet@)l®

8: w, — w; + Tyo(z)
documents. 9: end if

10:  endfor

11: end for

leaf nodes A A, AB, BA andBB in this example)
represent valid labels.
Let leaves(c) be a set of the descendantscpf data7 into 7;.
inclusive of ¢, that are leaf nodes. For exam-
ple, leaves(A) = {AA,AB}. p — c denotes 7 = {(xivyi)
an edge from parent to child c¢. Let path(c)
be a set of edges that conn&DOT to ¢. For Each document is treated as a positive example
example,path(AB) = {ROOT — A,A — ifit has labell; otherwise it is a negative exam-
AB}. Lettree(m) = {J,c,, path(l). It corre- ple. Since local classifiers are independent of each
sponds to a subtree that covais For exam- other, we can trivially parallelize training.
ple, tree({AA,AB}) = {ROOT — AA — We employ the Passive-Aggressive algorithm
AA A — AB}. for training (Crammer et al., 2006). Specifically
We assume that each documetis transformed We use PA-l. The pseudo-code is given in Algo-
into a feature vector by (). For example, we can fithm 1. We set the aggressiveness parani€tas
use a bag-of-words representationof L.0.
We consider a supervised setting. The trainingg 5 Tree Model
dataZ = {(z;,m;)}~, is used to train our mod-
els. Their performance is measured on test data.

yi = +1 if |l € m; r
y; = —1 otherwise

=1

Unlike the flat model, the tree model exploits the

label hierarchy. Each local classifier is now asso-

ciated with an edge — c of the label hierarchy

and has a weight vectov,, .. If w,_..-¢(x) > 0,

3.1 Flat Model it means thatr would belong to descendant(s) of
c. Edge classifiers are independent of each other

We begin with the flat model, one of the simplestang can be trained in parallel.

the label hierarchy and relies on a set of binaryyata7:

. . . p—c-
classifiers, each of which decides whether label oL | Al training data are used as before.
is to be assigned to document

3 Base Models

T
Various models have been used to implement (:v@',yz)!_
binary classifiers, including Nee Bayes, Logistic  Zp—c =4 i = +1if 3l € m;, | € leaves(c)
Regression and Support Vector Machines. We use y; = —lotherwise i—1

the Perceptron family of algorithms, and it will be g1 qocument is treated as a positive example if
extended later to handle more complex structures;; belongs to a leaf node ef and the rest is nega-
with a weight vectorw;. If w; - ¢(xz) > 0, then g — Negative examples are restricted docu-

assigned ta. If no labels have positive scores, we

choose one label with the highest score. (2, y)]

To optimizew;, we convert the original training 7. —J ¥ =+1 if 30 € m, | € leaves(c)
P y=—1if 3l € m,[ € leaves(p)

Finin, 1999; LSHTCS3, 2012). We leave it for future work. and!l ¢ leaves(c)
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Algorithm 2 Top-down local search. To alleviate this problem, various modifica-

Input: documentr tions have been proposed, which we collectively

Quiput Eﬁt();l)sﬁmm% 0 call post-training adjustment. Sasaki and Weis-

2. 3vhi|eqis not,emptydo senbacher (2012) combined broader candidate

3:  p < popoutthe firstitem of, t — {} generation with post-hoc pruning. They first gen-

s forfll_ctsg‘:?(ihsf X ?_f;}gﬁfp do erated a larger number of candidates by setting

6: endfor o a negative threshold (e.g50.2) instead of0

;f ;fl;s{écrﬁS)tyfh‘glﬁ>0} in Line 7. Then they filtered out unlikely la-

o: u {?675)} such that has the highest score €IS by setting another threshold on the sum of
amongp’s children (sigmoid-transformed) local scores of each can-

ﬁ’f ]?or;daﬁ (6.5) € udo didate’s path. S-cut (Montejodz and Uria-

12 if cis a leaf nodehen Lopez, 2006; Wang et al., 2011) adjusts the thresh-

13: m«+— mU {c} old for each classifier. R-cut selects togandi-

1; e'sgppemt 0g dates either globally (Liu et al., 2005; Montejo-

16: end if Raez and Urka-Lopez, 2006) or at each parent

17 end for node (Wang et al.,, 2011). Wang et al. (2011)

18: end while

developed a meta-classifier which classified a
root-to-leaf path using sigmoid-transformed local

This leads to a compact model because low-levetcores and some additional features. All these

edges, which are overwhelming in number havénethods assume that the models themselves are
much smaller training data than high-level edgesi"nerently imperfect and must be supplemented by

This is a preferred choice in previous studies (Liu

additional parameters which are tuned manually or
et al., 2005; Wang et al., 2011: Sasaki and WeisPY Using development data.
senbacher, 2012). 4 Proposed Method

3.3 Top-down Local Search 4.1 Global Model

In previous studies, the tree model is usually acWe see hierarchical multi-label text classification
companied with top-down local search for decod-2s a structured prediction problem. We propose a
ing (Montejo-Raez and Ura-Lopez, 2006; Wang global model that jointly predicten, or tree(m).
et al., 2011; Sasaki and Weissenbacher, 2612).
Algorithm 2 is a basic form of top-down local ) o
search. At each node, we select children to whiciV ¢&n be constructed simply by combining local
edge classifiers return positive scores (Lines 4—7)Fdg€ classifiers.

However, if no children have positive scores, we w = wroorA © WROOT-B, - - * s PWB_LBR
select one child Wli[h the. highest score (Lines 8_Its corresponding feature functiah(z, tree(m))
10). We repeat this until we reach leaves. The . )

. .r?turns copies ofg(z), each of which corre-
decoding of the flat model can be seen as a specia .

. Sponds to an edge of the label hierarchy. Thus
case of this search.
, . . _score(z, m) can be reformulated as follows.

Top-down local search is greedy, hlerarchlcalS
pruning. If a higher-level classifier drops a child ~ score(z,m) = Y wp..-¢(z)
node, we no longer consider its descendants as p—cEtree(m)
output candidates. This drastically reduces thyow we want to findm that maximizes the global
number of local cIaSS|f|cat|or_13 in comparison Wlthscore argmax,,, score(z,m).
the flat model. At the same time, however, thisisa wyith the global model, we can confirm that lo-
source of errors. In fact, a chain of local decisions.a| search is a major source of errors. In prelimi-
accumulates errors, which is known as error propnary experiments, we trained local edge classifiers
agation (Bennett and Nguyen, 2009). If the deon ALL data and combined the resultant classi-
cision by a higher-level classifier was wrong, thefiers to create a global model. For 33% of docu-
model has no way of recovering from the error.  ments in the same dataset, local search found sets

SFor other methods, Punera and Ghosh (2008) postf lab€ls whose global scores were lower than the
process local classifier outputs by isotonic tree regression. corresponding correct sets of labels.

score(x,m) = w - ®(x, tree(m))
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Algorithm 3 MAXTREE(z, p) Algorithm 4 Modification to incorporate branching features.
Replace Lines 10-15 of Algorithm 3.

Input: documentz, tree nodep

Output: label setm, scores 10: r « u sorted bys in descending order

1u—{} 11: ¢ «—{}, s 0, m — {}

2: for all cin the children ofp do 12: for k = 1..size ofr do

3:  if cisaleafthen 13: (m,s) « r[k]

4: u—uU{({c},wp—c- o))} 14: s —s'+s, m—m'Um

5.  else 15: ¢ 1 U{(m’,s' +wgr - ¢sr(p k))}

6: (m’,s") <« MAXTREE(z, ¢) 16: end for

7: u—uU{(m’, s +wp_c-dx))} 17: (m, s) « item inr’ that has the highest

8 endif

9: end for
10: r m,s) €Euls >0 .
11 if ;S{émp&hen‘s } 4.3 Inter-label Dependencies
12: ;«;m{)r(g:; s)} such that the item has the highest score Now we are ready to exploit inter-label depen-
13: end if dencies. We introduce branching features, a sim-
14 m—Uqpgerm ple but powerful extension to the global model.
1505 <= 2 im ser 8 They influence how many children a node selects.
16: return (m, s)

The corresponding function isgr(p, k), wherep

is a non-leaf node anklis the number of children
to be selected fop. To avoid sparsity, we choose
one of R + 1 features {, - - - , R or >R) for some

We show that an exact solution for the globalPre-definedr. To be precise, we fire two features
model can be found by dynamic program- per non-leaf node: one is nOde'SpeCiﬁC and the
ming® The pseudo-code is given in Algorithm 3. other is shared among non-leaf nodes. As a re-
MAXTREE(z, p) recursively finds a subtree that sult, we append at mogf + 1)(R + 1) features to
maximizes the score rooted by and thus we in- the global weight vector, whetkis the number of
voke MAXTREE(z, ROOT). For p, each childe ~ non-leaf nodes.
is associated with (1) a set of labels that maxi- All we have to do to incorporate branching fea-
mizes the score of the subtree rootedctand (2) turesis to replace Lines 10-15 of Algorithm 3 with
its score (Lines 3-8). The score ofs the sum of ~Algorithm 4. For giverk, we first need to seledt
¢'s tree score and the score of the edges ¢. A children that maximize the sum of the scores. This
leaf’s tree score is zero. can by done by sorting children by score and se-

To maximizep’s tree score, we select all chil- lect the firstk children. We then add a score of

dren that add positive scores to the parent (Lin@ranching featureepr - opr(p, k) (Line 15). Fi-
10). If no children add positive scores, we selec’@lly we chose a candidate with the highest score
one child that gives the highest score (Lines 11-{Lin€ 17).

13). Again, the flat model can be seen as a speciqll_
case of this algorithm. The selected children cor-

respond tg’s label set and score (Lines 14-15). Up to this point, the global model is constructed by

A possible extension to this algorithm is to out- combining locally trained classifiers. Of course,
we can directly train the global model. In fact

put N-best label sets. Since our algorithm is much _ . :
easier than bottom-up parsing (McDonald et al we cannot incorporate branching features without

2005), it would not be so difficult (Collins and 9'0Pal training. . .
Koo, 2005). Algorithm 5 shows a Passive-Aggressive algo-

rithm for the structured output (Crammer et al.,
006). We can find an exact solution under the cur-
rent weight vector by dynamic programming (Line
5).” The costp reflects the degree to which the
model’s prediction was wrong. It is based on the

4.2 Dynamic Programming

4 Global Training

Dynamic programming resolves the searc
problem. We no longer require post-training ad-
justment. It allows us to concentrate on improving
the model itself.

®Bennett and Nguyen (2009) proposed a similar method, ’If we want for some reason to stick to local search, we
but neither global model nor global training was consideredneed to address the problem of “non-violation.” With inex-
In their method, the scores of lower-level classifiers were in-act search, the model predictieh may have a lower score
corporated as meta-features of a higher-level classifier. Althan correcim, making the update invalid. Several methods
these classifiers were trained locally and required burdenhave been proposed to solve this problem (Collins and Roark,
some cross-validation techniques. 2004; Huang et al., 2012).
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Algorithm 5 Passive-Aggressive algorithm for global train- Algorithm 6 Iterative parameter mixing for global training.
ing (PA-I, prediction-based updates).

Input: training data?” = {(z;, m;)}7_,

Input: training datel” = {(z;, m;)}7_, Output: weight vectorw
Output: weight vectorw 1. split7 into Sy, ---Ss
1. w0 2. w0
2: forn=1..Ndo 3: forn=1..N do
3:  shuffleT 4:  for s=1..5do
4: forall (x,m) €7 do 5: w s < asynchronously call Algorithm 5 with some
5: predicth < argmax,, score(z, m) modifications:7 is replaced withS;, w is initial-
6: p—1—2mnm|/(jm|+ |m]|) ized withw instead of0, andN is set as 1.
7: if p > 0then 6 end for
8: l « score(z, ) — score(x, m) 4 /p 7:  join B
. B . 1
o 7= min{C, G s e & Wl Ws
10: w — w+7(®(z, tree(m)) — (z, tree(rn))) 9+ end for
11: end if
12:  end for
13: end for

ment consisted of a title, an abstract, a list of au-
thors, a journal name, a set of categories and many
example-based F measure, which will be reviewe@ther fields. For experiments, we selected a set of
in Section 5.3. documents that (1) were dated 2010 and (2) con-
Note that what are called “global” in some pre- tained both Japanese title and abstract. As a resullt,

vious studies are in fagtath-based methods (Qiu We obtained 455,311 documents, which were split
et al., 2009; Qiu et al., 2011; Wang et al., 2011;int0 409,892 documents for training and 45,419

Sasaki and Weissenbacher, 2012). In contrast, wdocuments for evaluation.

presentree-wideoptimization. The number of labels was 3,209, which amounts
o o to 4,030 edges. All the leave nodes are located at
4.5 Parallelization of Global Training the fifth level (the root not counted). Some edges

One problem with global training is speed. We canskip intermediate levels (e.g., children of a second-

no longer train local classifiers in parallel becausdevel node are located at the fourth level). On aver-

global training makes the model monolithic. Evenage 1.85 categories were assigned to a document,

worse, label set prediction is orders of magnitudavith a variance of 0.85. The maximum number of

slower than a binary classification. For these reacategories per document was 9.

sons, global training is extremely slow. For the feature representation of a document
We resort to iterative parameter mixing (Mc- ¢(x), we employed two types of features.

Donald et al., 2010). The basic idea is to split

training data into small “shards” instead of sub- 1. Journal name (binary). One feature was fired

dividing the model. Algorithm 6 gives a pseudo- per document.

code, whereS is the number of shards. We per-

form training on each shard in parallel. Atthe end 2. Content words in the title and abstract

of each iteration, we average the models and use (frequency-valued). Frequencies of the

the resultant model as the initial value for the next ~ words in the title were multiplied by two.

iteration.

Iterative parameter mixing was originally pro- To extract content words, we first applied the mor-
posed for Perceptron training. However, as Mc-phological analyzer JUMARIto each sentence to
Donald et al. (2010) noted, it is possible to pro-segment it into a word sequence. From each word
vide theoretical guarantees for distributed onlinesequence, we selected content words using the

Passive-Aggressive learning. dependency parser KNP,which tagged content
_ words at a pre-processing step. Each document
S5 Experiments contained 380 characters on average, which cor-
51 Dataset responded to 120 content words according to JU-
MAN and KNP.

We used JSTPIus, a bibliographic database on sci-
ence, technology and medicine built by Japan Sci- °http:/nip.ist.i.kyoto-u.ac.jo/EN/

ence and Technology Agency (JSTEach docu- index.php?JUMAN
- - - gy Agency ( Onttp://nlp.ist.i.kyoto-u.ac.jp/EN/

8http://www.jst.go.jp/EN/menu3/01.html index.php?KNP
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5.2 Models precision bP) and hierarchical recalhR) as fol-

In addition to the flat modelHRLAT ), the tree lows.

model with various configurations was compared. Z;f:l |tree(m;) N tree ()|
We performed local training of edge classifiers hP = ZT [tree(riy)|

on ALL data andSIB data as explained in Sec- =1 ‘

tion 3.2. We applied top-down local seardt] - ZiT:1 |tree(m;) N tree(riy)|

and dynamic programmingDf) for decoding.
We also performed global trainings{) with and
without branching feature8¢).

We performed 10 iterations for training local
classifiers. For iterative parameter mixing de-5 4 Results

scribed in Section 4.5, we evenly split the train- Table 1 shows the performance comparison of var-
ing data into 10 shards and ran 10 iterations. For P P

branching features introduced in Section 4.3, wdCUS Models. DP-GT-BF performed best in 5 mea-
setR — 3g sures. Compared with FLAT, DP-GT-BF drasti-

cally improved LBMIiP and hP. Branching features
consistently improved F measures. The tree model
with local search was generally outperformed by
Various evaluation measures have been proposgfe flat model. Compared with FLAT, DP-ALL
to handle multiple labels. The first group of eval-ang pp-GT, DP-GT-BF yielded statistically sig-
uation measures we adopted is document-orient&giicant improvements witp < 0.01.

measures often referred to@sample-basethea- DP-ALL outperformed LS-ALL for all but one
sures (Godbole and Sarawagi, 2004; Tsoumakggeasures. DP-SIB performed extremely poorly

etal., 2010). The example-based precisiBR),  \yhile DP-ALL was competitive with DP-GT-BF.
recall EBR) and F measure5BF) are defined as  This is in sharp contrast to the pair of LS-ALL

iy ltree(my)|
The hierarchical F measure (hF) is the harmonic
mean of hP and hR.

5.3 Evaluation Measures

follows. and LS-SIB, which performed similarly. Dynamic
T X programming forced DP-SIB’s local classifiers to
EBP = 1 Z |my ﬂ m; | classify what were completely new to them pe—

T =1 |1, | cause they had been trained only on small portions

of data. The result was highly unpredictable.
As expected, dynamic programming was much

EBR = 1 [ 0 1| slower than local search. In fact DP-GT-BF was
T i=1 jmi| more than 60 times slower than local search.
Somewhat surprisingly, it took only 18% more

EBF — Z 2|m; N m;| time than FLAT. This may be explained by the
lm;| + [my| fact that DP-GT-BF was 16% smaller in size than

FLAT.

whereT' is the number of documents in the test Although DP-ALL was competitive with DP-
data,m; is a set of correct labels of theth doc-  GT and DP-GT-BF, it is notable that global train-
ument andm; is a set of labels predicted by the jng yielded much smaller models. Branching fea-
model. tures brought further model size reduction along

Another group of measures are called labelwith almost consistent performance improvement.
based (B) and are based on the precision, re-This result seems to support our hypothesis con-
call and F measure of each label (Tsoumakas &ferning the decision-making process of the human
al., 2010). Multiple label scores are combinedannotators. They do not select each label indepen-
by performing macro-averagingvig) or micro-  dently but consider the relative importance among
averaging i), resulting in six measures. competing labels.

Lastly we used hierarchical evaluation mea-
sures to give some scores to “partially correct>-> Discussion
labels (Kiritchenko, 2005). If we assume a treeTable 2 shows the performance of several models
instead of a more general directed acyclic graphon the training data. Itis interesting that FLAT and
we can formulate the (micro-average) hierarchicaDP-ALL scored much higher on the training data
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model iterations time (min) size|| EBP EBR EBF

FLAT 10 266 73M || .4520 .4111 .3956

LS-ALL 10 5 115M | .3927 .4064 .3713

LS-SIB 10 5 39M | .4010 .4396 .3881

DP-ALL 10 329 115M|| .4790 .4336 .4247

DP-SIB 10 298 39M || .0026 .6804 .0481

DP-GT 10 310 68M|| .5177 .4096 .4317

DP-GT-BF 10 315 62M| 5172 .4121 .4347
model | LBMaP LBMaR LBMaF | LBMiP LBMIiR LBMiF hP hR hF
FLAT 4260 .2549 2578 4155 3727 .3930 .5343 .4746 .5027
LS-ALL .3288 .2764 .2415 3622 .3716 .3668 .4988 .5060 .5024
LS-SIB 3291 2989 .2515 .3415 4066 .3712 .4750 .5359 .5036
DP-ALL 4576 .2760 .2799| .4542 3933 .4216 .6020 .5163 .5559
DP-SIB .0267 .5214 .0406| .0184 .6649 .0358| .0031 .8104 .0600
DP-GT 4301 2708 .2659 .5085 .3655 .4253 .6458 .4843 .5535
DP-GT-BH .4519 .2645 .2709 .5132 .3701 .4300| .6493 .4898 .5584

Table 1. Performance comparison of various models. Time is the one required to classify test data.
Loading time was not counted. Size is defined as the number of elements in the weight vector whose
absolute values are greater tham”.

model EBF LBMiF hF S>3 -0.05
FLAT .9227 .9204 .9337 = 3 0.1
DP-ALL .8977 .8951 .9114 % 1
DP-SIB .0731 .0540 .0743 o 2 0.
DP-GT-BF | .7126 .6942 7508 # 1 -0.2

Table 2: Performance on the training data. R Ist 2nd 3rd 4th

level of parent nodes

than DP-GT-BF although they were outperformed '9Uré 3: Heat map of the weight vector for
on the test data. It seems safe to conclude thatranching features. R is the root level.
local training caused overfitting.

We further investigated the models by decom-hijs, we would like to measure how edges of var-
posing them into edges. Figure 2 compares threpus levels affect the model output. Higher-level
models. The first three figures (a—c) report theedges tended to have larger impact. However, we
number of non-trivial elements in each weightcan see that in DP-GT-BR, their impact was rel-
vector. Edges are grouped by the level of childatively small. In other words, lower-level edges
nodes. Although DP-GT-BR was much smaller inplayed more important roles in DP-GT-BR than in
total size than DP-ALL, the per-edge size distri-gther models.
butions looked alike. The higher the level was, the Figure 3 shows a heat map representation of the
larger number of non-trivial features each modelyeight vector for DP-GT-BR’s branching features.
required. Compared with DP-SIB, DP-GT-BR The value of each item is the weight value av-
had compact local classifiers for the highest-levebraged over parent nodes. All averaged weight
edges but the rest was generally larger. Intuitivelyygjues were negative. The penalty monotoni-
knowing its siblings is not enough for each localcally increased with the number of children. It is
classifier, but it does not need to know all possiblenot easy to compare different levels of nodes be-
rivals. cause weight values depended on other parts of the

The last three figures (d—f) report the averagedveight vector. However, the fact that lower-level
absolute scores of each edge that were calculatatbdes marked sharper contrasts between small and
from the model output for the test data. By doinglarge number of children appears to support our
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Figure 2. Comparison of model sizes and scores per edge. The definition of size is the same as that in
Table 1.
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Abstract

The objective of the present contribution is to
give a survey of the annotation of information
structure in the Czech part of the Prague
Czech-English Dependency Treebank. We re-
port on this first step in the process of building
a parallel annotation of information structure
in this corpus, and elaborate on the automatic
pre-annotation procedure for the Czech part.
The results of the pre-annotation are evalu-
ated, based on the comparison of the automatic
and manual annotation.

1 Introduction

In the past three or four decades, topic-focus ar-
ticulation (known also as sentence information
structure) is a language phenomenon that has at-
tracted an enormous interest in linguistics and
has become a “hot” topic of linguistic studies.
No wonder then, that these days several linguis-
tic teams (e.g. at the University of Potsdam, Uni-
versity of Berlin, University of Stuttgart, Charles
University in Prague) have attempted to include
the annotation of information structure in the an-
notating schemes they propose. Among corpora
that contain also annotation of information struc-
ture or such type of annotation is planned in
them there are e.g. ANNIS database (Annotation
of Information Structure, see Dipper et al,,
2004), The English Switchboard Corpus (see
Calhoun et al., 2005), the corpus DannPASS
(Danish Phonetically Annotated Spontaneous
Speech, see Paggio, 2006) and the Prague De-
pendency Treebank (for the information on PDT,
see Hajic et al., 2006).

There are also several types of annotation
guidelines and schemes for the different corpora,
based on various linguistic theories dealing with
information structure (e.g. HajiCova et al., 2000;
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Nissim et al., 2004; Dipper et al., 2007; Don-
hauser, 2007; Cook and Bildhauer, 2011).

In our paper, we present the annotation of
topic-focus articulation in the Czech part of the
Prague Czech-English Dependency Treebank,
based on the theory of topic-focus articulation as
developed withing the Praguian Functional Gen-
erative Description. It is the first step in the
process of building a parallel Czech-English cor-
pus annotated with this type of linguistic infor-
mation.'

1.1  Topic-Focus Articulation in Prague
Treebanks
The first complex and consistent theoreti-

cally-based annotation of topic-focus articulation
was already fully applied in the first Czech cor-
pus from the Prague corpora family, the Prague
Dependency Treebank (PDT; Hajic¢ et al., 2006,
updated in Bejcek et al., 2012), and is available
for the linguistic community. PDT is a large col-
lection of Czech journalistic texts, (basically)
manually annotated on several layers of language
description (more than 3 thousand documents
consisting of almost 50 thousand sentences are
annotated on all the levels).

Detailed annotation guidelines that constitute
the basis of the handling with the language mate-
rial were developed (Mikulova et al., 2005)
based on the theoretical assumptions of the Func-
tional Generative Grammar (for the first formula-
tions of this formal framework, see Sgall, 1967;
Sgall et al., 1986). The annotation of the infor-
mation structure in PDT is also based on this the-
ory. The same linguistic approach was used in
some other annotation schemes connected with
the annotation of topic-focus articulation (e.g.
Postolache, 2005).

! Given the available funds, our present goal is to annotate
5 thousand parallel sentences.

International Joint Conference on Natural Language Processing, pages 5563,
Nagoya, Japan, 14-18 October 2013.



1.2 Aim of the Paper

Our effort is concentrated on annotating the
topic-focus articulation (TFA) in a parallel cor-
pus — the Prague Czech-English Dependency
Treebank (PCEDT), to make possible contrastive
studies of this phenomenon. As the first step, we
annotate topic-focus articulation in the Czech
part of the treebank. The annotation guidelines
have been taken over from the PDT approach,
i.e. they also follow the theory of Functional
Generative Description.

In Section 2, we give an overview of the theo-
retical background of TFA, Section 3 introduces
the Prague Czech-English Dependency Treebank
(the data to be annotated). Section 4 describes in
detail an automatic pre-annotation procedure that
was applied on the data before they were anno-
tated manually by a human annotator. The final
step of this part of our research was the evalua-
tion of effectiveness of the automatic pre-annota-
tion, given in Section 5.

2 Theoretical Background for Corpus

Annotation of Topic-Focus Articula-
tion in PCEDT

The theoretical linguistic background for the cre-
ating of the whole corpus PCEDT is the Func-
tional Generative Description (Sgall, 1967; Sgall
et al., 1986). Topic-focus articulation in this the-
oretical framework was described especially by
Sgall and Hajicova (summarized in Sgall et al.,
1986, Hajicova et al., 1998). On the basis of this,
the annotation guidelines for manual annotation
of topic-focus articulation in the Prague Depen-
dency Treebank (PDT) were established and are
available in the annotation manual for the under-
lying structure of sentences in Mikulova et al.
(2005). These guidelines are used also for the
Czech part of the Prague Czech-English Depen-
dency Treebank.

2.1 Topic-Focus Articulation in Functional

Generative Description

The theory of topic-focus articulation within the
framework of Functional Generative Description
is based on the aboutness-principle: the topic is
the part of a sentence that is spoken about, and,
complementarily, the focus is the sentence part
that declares something about the topic. From the
cognitive point of view, topic may be character-
ized as the “given” part of the sentence and focus
as the “new” one. However, this does not mean
that the focus elements cannot be mentioned in
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the previous language context at all but they have
to bring some non-identifiable information or in-
formation in new relations.

Most sentences contain both parts — topic and
focus. However, some sentences can be contex-
tually independent (e.g. the first sentence of the
text or its title) and they do not have to contain
the topic part (these are topic-less sentences). On
the contrary, the focus is an obligatory compo-
nent of every sentence — it is the informatively
more important part of the message than the
topic.

The basic opposition established by the TFA
theory and included in the annotation scheme is
the opposition of contextual boundness: each ele-
ment of the underlying structure of the sentence
carries the feature “contextually bound” or “con-
textually non-bound”. In addition, the contextu-
ally bound elements in the topic can be either
contrastive, or non-contrastive. Contrastive con-
textually bound sentence members differ from
the non-contrastive ones in the presence of a con-
trastive stress and in their semantic content —
they express contrast to some previous context
(e.g. at home — abroad).

Non-contrastive contextually bound expres-
sions are marked as 't', contrastive contextually
bound expressions are marked as 'c' and contex-
tually non-bound expressions are marked as 'f"%.

The opposition between contextually bound
and contextually non-bound elements serves then
as a basis for the bi-partition of the sentence into
its topic and focus; according to this hypothesis,
an algorithm for topic-focus bi-partition was for-
mulated, implemented and tested on the PDT
data, with some rather encouraging results (see
Hajicova et al., 2005).

In Czech (Czech is the language of Prague De-
pendency Treebank and also of one half of the
Prague Czech-English Dependency Treebank),
the word order position of predicative verb is of-
ten the natural boundary between the topic and
focus part in the sentence — cf. Example (1).

(1) [Context: Moje matka ma rada
riiZe a tulipdny.] TulipdnNycontrastive topic
matkaiepic VCEraiopic koupilasy,s na tr-
hufocus

Literally: [Context: My mother likes
roses and tulips.] The
tu‘Zipscontrastiveitopic the mOthertopic yes-—
terdayiopic boughtscys on the markets,.

cus -

? The contextually non-bound elements do not have a con-
trastive and non-contrastive variant in the theory of FGP.



(= The mother bought the tulips ON
THE MARKET® yesterday.)

Several operational tests have been proposed in
literature that help to distinguish between topic
and focus, the most relevant of them being the
question test and the test of negation (for details
see Sgall et al., 1986; Hajicova et al., 1998).

In short, the basis of the question test is to ask
a question that fully represents the context for the
tested sentence. The tested sentence has to be a
relevant answer to the question. The sentence
members present in both the question and answer
are topic members. The elements present only in
the answer are members of the focus.

The principle of the negation test is to find out
the possible scope of negation in the negative
counterpart to the given sentence. In principle,
the sentence members that are in the scope of
negation in the given context belong to the focus
part of the sentence. Other members form the
topic part. However, there is a possibility of neg-
ative topic, i.e. the topic of the sentence is
negated and the focus stands out of the scope (for
details see e.g. Sgall et al., 1973).

For detailed information on annotation guide-
lines of topic-focus articulation in the framework
of Functional Generative Description, the online
annotation  manual is  available  (see
http://ufal.mff.cuni.cz/pdt2.0/doc/manuals/en/t-
layer/html/index.html).

3 Language Material — Prague Czech-
English Dependency Treebank

The annotation effort described in this paper is
performed on data from the Prague Czech-Eng-
lish Dependency Treebank (PCEDT, Hajic et al.,
2012), a manually parsed parallel Czech-English
corpus that contains over 1.2 million running
words (50 thousand sentences in each of the two
languages). The English part consists of texts
from the Penn Treebank (Marcus et al., 1993) —
articles from the Wall Street Journal. The Czech
part contains human translations of the English
sentences to Czech.

The annotation (on both language sides) is
performed on four language layers: the “word”
layer, the morphological layer, the analytical
layer (i.e. the layer of surface syntax) and the
tectogrammatical layer (i.e. the semantic layer of
the deep syntax).

On the topmost (tectogrammatical) layer, indi-
vidual sentences are organized in dependency

* The members that carry the centre of the intonation in the
sentence are capitalized (in the translation).
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tree structures, according to the style of the
Prague Dependency Treebank (PDT). Autose-
mantic words and coordinating structures are
captured in the trees, as well as the valency of
verbs (each language has its own valency lexicon
in PCEDT). Additionally, the surface sentence
ellipsis is reconstructed in the deep sentence
structure and also pronominal anaphoric relations
are labeled in the texts. The topic-focus articula-
tion is also to be annotated on this layer.

The parallel Czech-English data are aligned
manually on the level of sentences and automati-
cally on the level of tectogrammatical nodes.

More detailed information on PCEDT is avail-
able on the project website (http://ufal. mff.cu-
ni.cz/pcedt2.0/en/index.html).

4 Automatic Pre-Annotation

For the annotation of topic-focus articulation in
the Czech part of PCEDT, an automatic pre-an-
notation procedure was developed. The particular
steps (rules) of the pre-annotation were mainly
established on the basis of the completed annota-
tion of contextual boundness in the Prague De-
pendency Treebank (i.e. on the basis of anno-
tated Czech texts). The cross-language alignment
of tectogrammatical nodes in PCEDT was also
exploited (see the pre-annotation step 10 below),
allowing for taking advantage of the existence of
indefinite articles in English (not present in the
Czech language).

Using information from the English side for
the pre-annotation of topic-focus articulation in
the Czech part is possible, as the topic-focus ar-
ticulation of the given sentence in the given con-
text should be identical regardless on the lan-
guage®. The surface word order may vary in
Czech in comparison with English (cf. the differ-
ent word order in Example (1) in the two lan-
guages) but the topic-focus articulation of the
sentence should be the same in both the lan-
guages. This theoretical assumption, as well as
the quality of the English->Czech translation
(from the point of view of topic-focus articula-
tion), can be tested on real corpus data once the
annotation on both language sides of PCEDT is
finished.

* In fact, the topic-focus articulation of the given sentence is
the same regardless on the language. However, we operate
with a parallel corpus — the English part contains original
texts and the Czech one their translations. It is possible that
the Czech translations could be inaccurate in some cases —
especially regarding the topic-focus articulation. Therefore,
the value of contextual boundness could differ in both parts
of parallel corpus in a few cases.



So far, the automatic procedure was used for
pre-annotation of a sample of the PCEDT Czech
part and this pre-annotated sample was subse-
quently manually annotated by a human annota-
tor. The annotator checked the correctness of the
pre-annotation and annotated the rest of the
nodes (nodes that had not been pre-annotated).
Afterwards, it was evaluated how many changes
of the automatic pre-annotation of topic-focus ar-
ticulation the human annotator had to carry out,
i.e. how many mistakes the automatic pre-anno-
tation had made in the data.

It should be noted that the goal of the auto-
matic pre-annotation was to help the human an-
notators with simple decisions, not to classify ev-
ery sentence member as contextually bound ('t")
or non-bound ('f') element. Our intention was to
apply only reliable rules and leave too complex
decisions (often depending on the meaning of the
text) on the human annotator. We wanted to
avoid introducing too many errors in the pre-an-
notation, as human annotators might be prone to
overlooking errors in already annotated nodes
and concentrate only (or at least better) on the so
far unannotated nodes. For the selection of the
pre-annotation steps, we estimated their expected
error rates (where possible) based on measure-
ments on the topic-focus annotation in PDT (see
the expected error rates of the individual pre-an-
notation steps below in 4.1). For using a rule, we
set the maximum number of expected errors to
10 %.

4.1

The following steps have been performed during
the automatic pre-annotation. For each step
(where possible), we give an estimate of the pre-
annotation error (expected error rate, EER),
based on the measurement of the phenomenon in
the data of Prague Dependency Treebank. The
steps have been applied in the presented order.
Step 10 takes advantage of the cross-language
alignment of words in PCEDT.

Steps of the Pre-Annotation

1. Nodes generated on the tectogrammatical
layer without a counterpart on the analyti-
cal layer (i.e. newly added, but not copied
nodes in the tectogrammatical representation)
and that do not have functor=RHEM (rhema-
tizer), nor t_lemma=#Forn (part of a phrase in
a foreign language), get automatically as-
signed tfa="t, ie. contextually bound,
(EER: 0). For an example, see Figure 1.°

* Sentence members (nodes) that are really expressed in the
surface sentence structure (that appear on both the analytical
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T-wsj0041-001-pis14
root ..

fikat [to_say] f

PRED
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Figure 1: Example of a sentence tree structure in the

Czech part of PCEDT: circled nodes represent the au-

tomatically pre-annotated sentence members marked
as 't' (contextually bound)

Figure 1 represents the following Czech sentence
— Example (2) from PCEDT:

(2) , Pro¢ David Dinkins,” rikd kri-
tik, ,vZdycky vyckdvd, dokud neni
chycen pri cinu?”

7”7

7”7

“David Dinkins,” says the kicker,
“Why does he always wait until he's
caught?”

In the surface (analytical) structure of the given
sentence with the Czech verb rFikat (to say), the
Addressee is not present explicitly although this
verb has the Addressee (apart from the Effect,
the Actor and the non-obligatory Patient) in its
valency frame (someone spigatory Acor SAYS SOMe-
thing svligatory Effect 10 SOMEONE gpligatory Addressee ADOUL
something/somebody non-obligatory patient). S0 the Ad-
dressee is present only in the deep (tectogram-
matical) sentence structure (in Figure 1, it is cap-
tured as a small square with the symbol of Ad-
dressee ADDR). The sentence members that ap-
pear only implicitly in the sentence (as the Ad-
dressee in this case) are not supposed to carry
some new, important information (because their
presence in the /surface part of the/ sentence is
not necessary) and therefore they are automati-
cally pre-annotated as contextually bound (fur-

and the tectogrammatical layer) are displayed as small cir-
cles in the figure. Members that are present only in the deep
sentence structure (on the tectogrammatical layer) and do
not appear in the surface sentence structure (i.e. not on the
analytical layer) are displayed as small squares.

White colour represents contextually bound sentence
members (they are also depicted with 't' next to the lemma);
yellow colour (light grey in b/w) represents contextually
non-bound sentence members (they are depicted with 'f').
The grey members do not have any value of contextual
boundness yet (they were not automatically pre-annotated
and they will be manually annotated by a human annotator).



ther examples are the sentence members Patient
PAT and Actor ACT by the Czech verb chytit —
to catch: somebody svigaory Acor Catches some-
ONE gbligatory Patient; S€€ Figure 1).

2. Nodes generated at the tectogrammatical
layer that are members of coordination/ap-
position and have an analytical counterpart
(they are copied nodes; it also means that it is
not e.g. #Forn), get assigned tfa='t', i.e. con-
textually bound, (EER: 0), see Example (3)

from PCEDT.

(3) ,Nyni,” rikd Joseph Napolitan,
prukopnik politické televize, ,je
cilem jit do utoku jako prvni, po-
sledni a [jit]. vzdycky.”

”

“Now,” says Joseph Napolitan, a pio-
neer in political television, “the
idea is to attack first and [to

attack]. always.”

This pre-annotation step concerns also other
cases of sentence members that are not present in
the surface (analytical) structure but appear in
the deep (tectogrammatical) layer. These nodes
are not newly added to the structure, e.g. because
of the valency verb frame, but they appeared in
some previous structures and they are omitted in
the surface structure (and copied to the deep
structure) because the reader can understand
them easily from the previous context as in the
phrases from Example (3): to attack first and (to
attack) always. Since these members (present
only implicitly in the sentence) are obviously de-
ducible from the context, they are considered as
contextually bound and therefore they are pre-an-
notated as such.

3. Nodes where a grammatical, textual or seg-
ment coreference starts, get tfa='t", i.e. con-
textually bound, (EER: 1:100), see Example
(4) from PCEDT.

(4) A Dinkins podle svych, slov ne-
védél, Ze muz, kterého. platili v
ramci kampané za presvédcovani voli-
¢4 k ucasti, byl odsouzen za unos.
And, says Mr. Dinkins, he, didn't
know the man his. campaign paid for
a get-out-the-vote effort had been
convicted of kidnapping.

This step of the automatic pre-annotation takes
advantage of the finished annotation of corefer-
ence in the PCEDT texts. Sentence elements that
are anaphors® of a coreference relation are sup-

¢ A reference to an entity or event that has already been
mentioned in the preceding text; the two mentions —
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posed to be contextually bound and therefore
they are automatically assigned the value 't'.

There are two coreference relations in Exam-
ple (4): 1. Dinkins — svych (he); 2. muz (man) —
kterého (his). The members that refer to some
previous sentence members (svych and kterého in
this case) are automatically pre-annotated as con-
textually bound.

In another example from PCEDT, depicted in
Figure 2, starting nodes (anaphors) of grammati-
cal coreference (three intra-sentential more or
less vertical arrows) and textual coreference (two
horizontal arrows going from the second tree to
the first one) are pre-annotated as contextually
bound.

4. Nodes with functor=PRED that are not
newly generated and whose t lemma does
not appear in the previous sentence, get
tfa='f", 1.e. contextually non-bound,
(EER: 1:40), see Example (5) from PCEDT.

(5) ,Pamatujete si na Pinocchia?”
rikd, Zensky hlas.

“Remember Pinocchio?” sayss a female
voice.

The data of previously annotated Prague Depen-
dency Treebank demonstrated that most Predi-
cates (in corpus marked as PRED) are contextu-
ally non-bound — therefore, they are pre-anno-
tated as 'f'.

5. Newly generated nodes with functor=PRED
get tfa="t', i.e. contextually bound,
(EER: 1:100), see Example (6) from PCEDT.

In contrast to the step 4), Predicates that are not
present in the surface sentence structure are pre-
annotated as contextually bound, cf. step 3).

(6) Na obrazovce vidime dvé zkres-
lené rozmazané fotografie, pravdé-
podobnéy,,  [vidime]. fotografie dvou
politikd.

The screen shows two distorted, un-
recognizable photos, presumablyy.. ¢

[shows]. [photos] of two politi-
cians.
6. Other verbal nodes (gram/sempos=v) with

functor from the set {ADDR, AIM, CAUS,
ACMP, MANN, PAT, EFF, AUTH, BEN,
COMPL, EXT, ORIG, RESL, TFHL, TSIN}
get tfa='f', ie. contextually non-bound,
(EER: 1:10), see Example (7) from PCEDT.

anaphor (the latter in the text) and antecedent (the former)
are connected by a coreference relation.



T-wsj0034-001-p1s15
root .

Emvuetch] f

dosahnout [to_do] f firma [firm] it [net] f Siroko [wide]
AC PAT LOC

T
s 5
#PersPrg
RSTR

snazit_se [to_scramble]
PRED_M

daleko [far]
DPHR
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Figure 2: Two trees representing two sentences; the indexes in the sentences and the arrows in the trees denote

coreference chains; starting nodes of the coreference links are marked by large circles: Soukromi investori
se s léty od burzy odvraceji a investicni firmy[2] se snazi [firmy][2] najit[l] produk-
ty[4], kterél[4] by se maklérum dobre proddvaly. A aby tohol[l] [firmy][2] dosdhly, roz-
hazuji firmy[3] svél[3] sité Siroko daleko. (Inoriginal: As individual investors have turned
away from the stock market over the years, securities firms[2] have scrambled to [firms]
[2] find[1] new products[4] thatl[4] brokers find easy to sell. And the firms[3] are
stretching their[3] nets far and wide to [firms][2] do it[1].)

Note that there is no link between firm in the first tree and firm in the second tree, as only pronominal corefer-
ence is annotated in the data. Otherwise, chains [2] and [3] would be one coreference chain.
The example has been cropped to fit the page (the left part of the first tree).

The data of the Prague Dependency Treebank In the Example (6), the sentence member
also demonstrated that most sentence members  pravdépodobné (presumably) is in the role of an
expressed as dependent clauses (i.e. containing a  atomic expression with a modal meaning (MOD)
finite verb) and having the semantic role of Ad-  and therefore it will be automatically assigned
dressee, Aim, Cause, Accompaniment, Patient, the value 'f.

Effect, Author, Benefactor, Complgmeqt, Extent, 8. Nodes with functor=RHEM (i.c. they have a
Origo, Result or Temporal modifications (ex- . . .
. . function of a rhematizer) that are not in the
pressing for how long or since when) are contex- s o
first position in the sentence, get tfa='f', i.e.
tually non-bound — therefore, they are pre-anno- =
. contextually non-bound, (EER: 1:10), see Ex-
tated as non-bound also in data of the Prague ample (8) from PCEDT
Czech-English Dependency Treebank. P '
(8) Letosek je rokem, kdy se nega-
tivni reklama, po léta pritomnd ve
vétsiné politickych kampani jeng
“"Compare two candidates for druhotné&, stala hlavni uddlosti.
mayor,” .Effect; says the announcer.

(7) ,Porovnejte tyto dva kandidaty
na starostu,”.Effects rikd hlasatel.

This is the year the negative ad,

7. Nodes with functor from the set {PARTL, for years [onlyls a secondary pres-

DENOM, MOD, EXT} get tfa=', i.c. contex- ~ °7C€ 111 most political campaigns,

’ ’ e became the main event.

tually non-bound, (EER: 1:10), see again Ex-

ample (6) above from PCEDT. The rhematizers (as e.g. English particles only,
for example, also, especially, principally) mostly
precede a focus element and in the theory of
TFA, they are also considered contextually non-
bound. However, also contrastive contextually
bound expressions can follow the rhematizers —
typically at the beginning of the sentence (and in
this case, also the rhematizers are contextually
bound). Therefore, only such rhematizers are
pre-annotated as contextually non-bound that are
not placed in the initial position in the sentence.

The data of the Prague Dependency Treebank
further demonstrated that most sentence mem-
bers assigned the semantic role of independent
interjectional clause (marked as PARTL), inde-
pendent non-parenthetical nominal clause (DE-
NOM), atomic expression with a modal meaning
(MOD) or adjunct expressing extent (EXT) are
contextually non-bound and therefore they are
pre-annotated as such.
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9. Nodes with t lemma=tady (here) get tfa='t',
i.e. contextually bound, (EER: 1:10), see Ex-
ample (9) from PCEDT.

Some lemmas (especially with a deictic function
like here) appear as contextually bound in most
cases (but not in all — see e.g. What happens
heresand now?), which observation is also made
use of in the automatic pre-annotation.

(9) Reditelka Wardovd se rozhodla
zbavit se ,balastu” v ulitelském
sboru a obnovit bezpecnost a také
tu, byly dalsi nové faktory, které
pracovaly v jeji prospéch.

Mrs. Ward resolved to clean out
“deadwood” in the school's faculty
and restore safety, and she also had
some new factors [here]. working in
her behalf.

10. Nodes that are Czech counterparts of Eng-
lish nodes that in the English sentence are
placed after their governing verb on the sur-
face and that are preceded by an indefinite
article, get tfa='f, i.e. contextually non-
bound, (EER: unknown), see Example (10)
from PCEDT.

(10) The war over federal judicial
salaries takes a victim.|

Vadlka o platy federdlnich soudct si
zadda svou prvni obétk.

In Example (10), the sentence member victim is
modified by the indefinite article a in the English
variant of the sentence, which leads to the as-
sumption that this member is contextually non-
bound. Since the value of the same sentence
member should be identical both in English and
in Czech variant of the sentence, also the Czech
member obét’ (that is the counterpart of the vic-
tim) is supposed to be contextually non-bound.

The following steps of the automatic pre-annota-
tion are performed after the previous steps have
been applied on all nodes of the given tree:

11. Daughters of a verb that has tfa='f' and
that is not on the first or second position (in
its clause), if they appear after the governing
verb on the surface, get tfa='f, i.e. contextu-
ally non-bound, (EER: unknown), see Exam-
ple (11) from PCEDT.

(11) Na konci druhé svétové vdlky se
Némecko vzdalo, dfive nezZz Japon-
skos. ..

At the end of World war II,
surrendered; before Japang. ..

Germany
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This step of the pre-annotation makes use of the
fact that in Czech, the surface word order often is
used to express the topic-focus articulation. Un-
der the condition that the contextually non-bound
predicative verb is placed further to the right than
on the second position in the sentence and that
the sentence has a non-marked word order’ (i.e.
emotionally neutral), it is possible to assume that
the sentence members following the predicative
verb are contextually non-bound.

12. Nodes with functor=RSTR that are daugh-
ters of a node with tfa='f", get tfa='f, i.e.
contextually non-bound, (EER: 1:30).

(12) Zasedani spolecného vyboru sné-
movny a sendtu se kond v pripadé, Ze
snémovna a sendt schvdli zdkon v od-
lisné,; podobé.

The Senate-House conference commit-
tee is used when a bill is passed by
the House and Senate in different:
forms.

The final step of the automatic pre-annotation is
based on the fact that the adnominal adjuncts
modifying its governing noun (in the annotated
corpus marked as RSTR) often have a very high
degree of communicative dynamism because
their primary function is to specify something.
Therefore, they are pre-annotated as contextually
bound (if they modify a non-bound element at
the same time).

5 Evaluation of the Automatic Pre-An-

notation

At the time of submitting the final version of the
paper, more than one thousand automatically
pre-annotated sentences have also been manually
annotated by a human annotator® and could be
used for evaluation of the pre-annotation.

In 59 documents (1,145 sentences, 22,436
nodes on the tectogrammatical layer), 7,864
nodes out of 19,105 tfa-relevant nodes have been
automatically pre-annotated (i.e. 41.1 %).

Table 1 gives an overview of how many times
the individual pre-annotation steps have been ap-
plied. Based on the estimates presented in Sec-

” The human annotator decides whether the word order is
marked or non-marked (it is not possible to check it auto-
matically in our procedure of pre-annotation).

# There were actually two annotators, working on different
parts of the data. For simplicity, we refer to them as 'a hu-
man annotator'. Only during a training phase (performed on
a few documents), the two annotators worked on the same
data and their discrepancies were subsequently checked by
an arbiter and discussed.



tion 4.1 (for the two unknown estimates in steps
10 and 11 we used EER: 1:10), we can calculate
the expected number of errors in the pre-annota-
tion as (about) 340 errors.

step short description count
1 generated, no a-counterpart 1,988
2 | generated, member of coord/app 127
3 | anaphor of a coreference 742
4 | PRED, not generated 1,189
5 | PRED, generated 0
6 | other verbal nodes (set of func.) 825
7 | set of functors 435
8 | RHEM (not first in sentence) 366
9 | t_lemma=tady (here) 8
10 | indefinite article in English 779
11 subseq. daughter of a verb in focus 237
12 | RSTR daughters of a node in focus | 1,168

Table 1: Usage of the individual pre-annotation steps

In the manual annotation, the annotator changed
the pre-annotated value in 294 cases (i.e. 3.7 %
of pre-annotated nodes). Table 2 shows details
on the manually performed changes.

pre-annotated value
't! 'fl
changed to 'c' 11 26
changed to 't' - 244
changed to 'f' 13 -
no change 2,841 4,729

Table 2: The distribution of changes of automatically
pre-annotated TFA-values manually made by human
annotators

The numbers show that the automatic pre-anno-
tation is more successful in marking contextually
bound sentence members, as only 0.8 % of nodes
pre-annotated as 't' and 5.4 % of nodes pre-anno-
tated as 'f' were manually changed to another
value.

sample of

PDT 2.0 PCEDT
contr. contextu- o o
ally bound ('c') 4% 3.7 %
non-contr. con-
textually bound 313 % 33.6 %
('t
contextually non- o o
bound ('f') 63.3% 60.7 %

Table 3: The percentage distribution of manually an-
notated TFA-values in PDT (training data) and so far
annotated sample of the Czech part of PCEDT
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The inability of the pre-annotation procedure to
set the 'c' value (contrastive contextually bound)
does not harm the results much, as only 37
(0.5%) pre-annotated nodes were manually
changed to this value, and the overall ratio of
contrastive contextually bound nodes among all
(manually) annotated nodes both in PDT and
PCEDT is less than 6 % (see Table 3).

The main limitations of the pre-annotation are
in its coverage (more than half of the nodes are
not pre-annotated) and in its natural inability to
take the meaning of the text into account (and
thus being unable to better distinguish between 't'
and 'f' values).

From another point of view, the results sug-
gest that the expected error rates (estimated on
PDT) are accurate and that the automatic pre-an-
notation is sufficiently reliable and serves as a
substantial help to the annotators.’

6 Conclusion

The paper presented the first part of the project
of parallel annotation of topic-focus articulation
in the Prague Czech-English Dependency Tree-
bank (PCEDT). We described the annotation
principles and schemes, and elaborated on 12 au-
tomatic steps of the pre-annotation procedure for
the Czech part of the treebank. The pre-annota-
tion is able to mark over 40 % of the whole text
(the rest is supposed to be annotated by human
annotators). It can distinguish between contextu-
ally bound and non-bound sentence elements
with the average success rate over 96 %, as
shown by the evaluation on manually annotated
texts.
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Abstract

Animacy is an inherent property of en-
tities that nominals refer to in the phys-
ical world. This semantic property of a
nominal has received much attention in
both linguistics and computational linguis-
tics. In this paper, we present a robust
unsupervised technique to infer the ani-
macy of nominals in languages with rich
morphological case. The intuition behind
our method is that the control/agency of
a noun depicted by case marking can ap-
proximate its animacy. A higher control
over an action implies higher animacy. Our
experiments on Hindi show promising re-
sults with Fg and Purity scores of 89 and
86 respectively.

1 Introduction

Animacy can either be defined as a biological
property or a grammatical category of nouns. In
a strictly biological sense, living entities are ani-
mate, while all non living entities are inanimate.
However, in its linguistic sense, the term is syn-
onymous with a referent’s ability to act or instigate
events volitionally (Kittild et al., 2011). Although
seemingly different, linguistic animacy can be im-
plied from biological animacy. In linguistics, the
manifestation of animacy and its relevance to lin-
guistic phenomena have been studied quite exten-
sively. Animacy has been shown, cross linguisti-
cally, to control a number of linguistic phenomena.
Case marking, argument realization, topicality or
discourse salience are some phenomena highly
correlated with the property of animacy (Aissen,
2003; Bresnan et al., 2007; De Swart et al., 2008;
Branigan et al., 2008). In linguistic theory, how-
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ever, animacy is not seen as a dichotomous vari-
able, rather a range capturing finer distinctions of
linguistic relevance. Animacy hierarchy proposed
in Silverstein’s influential article on “animacy hi-
erarchy” (Silverstein, 1986) ranks nominals on a
scale of the following gradience: Ist pers > 2nd pers
> 3rd anim > 3rd inanim. Several such hierarchies
of animacy have been proposed following (Silver-
stein, 1986). One basic scale taken from (Aissen,
2003) makes a three-way distinction as humans >
animates > inanimates. These hierarchies can be said
to be based on the likelihood of a referent of a
nominal to act as an agent in an event (Kittild et
al., 2011). Thus higher a nominal on these hier-
archies higher the degree of agency/control it has
over an action. In morphologically rich languages,
the degree of agency/control is expressed by case
marking. Case markers capture the degree of con-
trol a nominal has in a given context (Hopper and
Thompson, 1980; Butt, 2006). They rank nomi-
nals on the continuum of control as shown in (1)!.
Nominals marked with Ergative case have highest
control and the ones marked with Locative have
lowest.

()

In this work, we demonstrate that the correla-
tion between the aforementioned linguistic phe-
nomena is highly systematic, therefore can be ex-
ploited to predict the animacy of nominals. In or-
der to utilize the correlation between these phe-
nomena for animacy prediction, we choose to use
an unsupervised learning method. Since, using a
supervised learning technique is not always fea-
sible. The resources required to train supervised
algorithms are expensive to create and unlikely to

Erg > Gen > Inst > Dat > Acc > Loc

lErgative, Genitive, Instrumental, Dative, Accusative and
Locative in the given order.

International Joint Conference on Natural Language Processing, pages 64-72,
Nagoya, Japan, 14-18 October 2013.



exist for the majority of languages. We show that
an unsupervised learning method can achieve re-
sults comparable to supervised learning in our set-
ting (see Section 5). Further, based on our case
study of Hindi, we propose that given the mor-
phological case corresponding to Scale (1), ani-
macy can be predicted with high precision. Thus,
given the morphological case our approach should
be portable to any language. In the context of In-
dian languages, in particular, our approach should
be easily extendable. In many Indo-Aryan lan-
guages?, the grammatical cases listed on Scale
(1) are, in fact, morphologically realized (Masica,
1993, p. 230) (Butt and Ahmed, 2011).

In what follows, we first present the related
work on animacy acquisition in Section 2. In Sec-
tion 3, we will describe our approach for acquiring
animacy in Hindi using case markers listed in (2).
Section 3.1 describes the data used in our exper-
iments, followed by discussion on feature extrac-
tion and normalization. In Section 4, we discuss
the extraction of data sets from Hindi Wordnet for
the evaluation of results of our experiments. In
Section 5, we describe the results with thorough
error analysis and conclude the paper with some
future directions in Section 6.

2 Related Work

In NLP, the role of animacy has been re-
cently realized. It provides important informa-
tion, to mention a few, for anaphora resolution
(Evans and Orasan, 2000), argument disambigua-
tion (Dell’Orletta et al., 2005), syntactic pars-
ing (@vrelid and Nivre, 2007), (Bharati et al.,
2008) and verb classification (Merlo and Steven-
son, 2001). Lexical resources like wordnet usually
feature animacy of nominals of a given language
(Fellbaum, 2010; Narayan et al., 2002). How-
ever, using wordnet, as a source for animacy, is
not straightforward. It has its own challenges (Or-
san and Evans, 2001; Orasan and Evans, 2007).
Also, it’s only a few privileged languages that have
such lexical resources available. Due to the un-
availability of such resources that could provide
animacy information, there have been some no-
table efforts in the last few years to automati-
cally acquire animacy. The important and worth
mentioning works in this direction are (@vrelid,
2006) and (@vrelid, 2009). The works focus on
Swedish and Norwegian common nouns using dis-

Indo-Aryan is a major language family in India.
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tributional patterns regarding their general syn-
tactic and morphological properties. Other works
in the direction are (Bowman and Chopra, 2012)
for English and (Baker and Brew, 2010) for En-
glish and Japanese. All these works use super-
vised learning methods on a manually labeled data
set. These works use highly rich linguistic fea-
tures (e.g., grammatical relations) extracted using
syntactic parsers and anaphora resolution systems.
The major drawback of these approaches is that
they can not be extended to resource poor lan-
guages because these languages can not satisfy the
prerequisites of these approaches. Not only the
availability of manually annotated training data,
but also the features used restrict their portabil-
ity to resource poor languages. Our approach, on
the other hand, is based on unsupervised learning
from raw corpus using a small set of case markers.
Therefore, it can be extended to any language with
morphologically realized grammatical case listed
on Scale (1).

3  Our Approach

As noted by Comrie (1989, p. 62), a nominal can
have varying degrees of control in varying con-
texts irrespective of its animacy. The noun phrase
the man, for example, is always high in animacy, but
it may vary in degree of control. It has high con-
trol in the man deliberately hit me and minimal con-
trol in I hit the man. In morphologically rich lan-
guages, case markers capture the varying control
a nominal has in different contexts. In Hindi, for
example, a nominal, in contexts of high control,
occurs with a case marker listed high on hierar-
chy (1) (e.g., ergative), while in contexts of low
control is marked with a case marker low on (1)
(e.g., locative). Because of the varying degrees
of control a nominal can have across contexts, ap-
proximating animacy from control would be mis-
leading. Therefore, we generalize the animacy
of a nominal from its overall distributions in the
corpora. Now the question is, how to general-
ize the animacy from the mixed behavior that a
nominal displays in a corpora? The linguistic no-
tion of markedness addresses this problem. An
unmarked observation, in linguistics, means that
it is more frequent, natural, and predictable than
a marked observation (Croft, 2002). Although, a
given nominal can have varying degrees of control
in different contexts irrespective of its animacy,
its unmarked behavior should correlate well with



its literal animacy, i.e., animates should more fre-
quently be used in contexts of high control while
in-animates should be used in contexts of low con-
trol. A high degree of animacy necessarily implies
high degree of control. So the prototypical use of
animates is in the contexts of high control and of
inanimates in the contexts of low control. As the
discussion suggests, animates should occur more
frequently with the case markers towards the left
of the Scale (1), while inanimates should occur
more frequently with the ones towards the right
of the Scale. Thus, animates should have a left-
skewed distribution on Scale (1), while inanimates
should have a right-skewed distribution.

In this work, we have exploited the systematic
correlations between the linguistic phenomena, as
discussed, to approximate animacy of Hindi nomi-
nals. Our methodology relies on the distributional
patterns of a nominal with case markers capturing
its degree of control. Distributions of each nomi-
nal are extracted from a large corpus of Hindi and
then they are clustered using fuzzy cmeans algo-
rithm. Next, we discuss our choice of clustering,
feature extraction and normalization.

3.1 Feature Extraction and Normalization

In order to infer animacy of a nominal, we ex-
tracted its distributions with the case markers cor-
responding to (1) except genitives’. Case markers
of Hindi corresponding to (1) are listed in (2) (Mo-
hanan, 1990, p. 72).

(2)

ne > kaa > se > ko > ko > {mem, par, tak, se, ko}

Since ko and se are ambiguous, as shown in (2),
we approximated them to the prototypical cases
they are usually used for. ko is approximated to
dative while se is approximated to instrumental
case. The ambiguity in these case makers, how-
ever, has a profound impact on our results as dis-
cussed in Section 5. A mixed-domain corpora of
87 million words is used to ensure enough case
marked instances of a nominal. The extraction
of distributional counts is simple and straightfor-
ward in Hindi. Words immediately preceding case
markers are considered as nouns since case mark-
ers almost always lie adjacent to the nominals they
mark, however, occasionally they are separated by
emphatic particles like hi ‘only’. In such cases
particles are removed to extract the distribution by

3Genitives are highly ambiguous in Hindi and hardly dis-
criminate animates from in-animates.
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using a list of stop words. Since, Hindi nouns de-
cline for number, gender and case, we use Hindi
morph-analyzer, built in-house, to generate lem-
mas of inflected word forms so that their distribu-
tions can be accumulated under their correspond-
ing lemmas. Further, the distributional counts of
each nominal are scaled to unity so as to guard
against the bias of word frequencies in our clus-
tering experiments. Consider a distribution of two
nominals A and B with case markers X and Y.
Say A occurs 900 times with X and 100 times
with Y and B occurs 18 times with X and 2 times
with Y. Although, these nominals seem to have
different distributions, apart from being similarly
skewed, both of them have similar relative fre-
quency of occurrence with X and Y. We aim,
therefore, to normalize the distributional counts of
a nominal with the case markers it occurs with.
The distributional counts are normalized to unity
by the frequency of a given nominal in the cor-
pora, as shown in (3). This ensures that only
the nominals of similar relative frequency distribu-
tions are clustered together. Beside, normalizing
the distributions, we set a frequency threshold, for
a nominal to be included for clustering to > 10,
which ensures its enough instances to unravel its
unmarked or prototypical behavior.

P T

xr = ———
Zf:l i

2’ is the normalized dimensions in a feature vector
of a nominal x. k is the number of coordinates and
x; is the i*" coordinate of z.

3)

3.2 Soft Clustering

Animacy is an inherent and a non varying property
of entities that nominals refer to. However, due to
lexical ambiguity animacy of a nominal can vary
as the context varies. In Hindi, the ambiguity can
be attributed to the following:

e Personal Names: In Hindi, common nouns
are frequently used as person names or as
a component of them. For example, noun
‘baadal’ meaning ‘cloud(s)’ can also be used
as a ‘person name’; similarly ‘vijay’ can
either mean ‘victory’ or can be a ‘person
name’.

Metonymies: Metonymies or complex types
(logical polysemy) like institute names,
country names etc, can refer to a building,



a geographical place or a group of individ-
uals depending on the context of use. These
words are not ambiguous per se but show dif-
ferent aspects of their semantics in different
contexts (logically polysemous). For exam-
ple, India can either refer to a geographical
place or its inhabitants.

These ambiguities imply that some nominals can
belong to both animate and inanimate classes.
In order to address this problem of mixed mem-
bership, we used soft clustering approach in this
work. In comparison with hard clustering meth-
ods, in which a pattern belongs to a single cluster,
soft clustering algorithms allow patterns to belong
to all clusters with varying degrees of member-
ship. One of the most widely used soft clustering
algorithms is the fuzzy c-means algorithm (hence-
forth FCM) (Bezdek et al., 1984). The FCM algo-
rithm attempts to partition a finite set of n objects
K = {ky, ..., k,} into a collection of ¢ fuzzy clus-
ters with respect to some given criterion. Given
a finite set of data, the algorithm returns a list of ¢
cluster centers C' = {cy, ..., ¢.} and a partition ma-
trix W =w;; €[0,1], i=1,...,n, j =1,..,¢,
where each element w;; tells the degree to which
element k; belongs to cluster c;. Like the k-means
algorithm, the FCM aims to minimize an objective
function, given as:

In(U,8) =YY upDir(zi, B1)  (4)

i=1 k=1

where

u;k 1s the membership of the kth object in the ith
cluster;

(; represents the ith cluster prototype;

m > 1 is the degree of fuzziness;

¢ > 2 is the number of cluster;

n represents the number of data points;

Dz, 3;) is the Euclidean distance between k"
object and " cluster center.

4 Evaluation

In this section, we discuss the extraction of evalu-
ation sets for the validation of the clustering re-
sults. When a clustering solution has been ob-
tained for a data set, it must also be presented in a
manner which provides an overview of the content
of each cluster. For that matter, we need an eval-
uation set that can provide class labels for each
nominal a priori. The clustering task is then to
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assign these nominals to a given number of clus-
ters such that each cluster contains all and only
those nominals that are members of the same class.
Given the ground truth class labels, it is trivial
to determine how accurate the clustering results
are. This evaluation set is built using the Hindi
wordnet* (Narayan et al., 2002), a lexical resource
composed of synsets and semantic relations. An-
imacy of a nominal is taken from concept ontolo-
gies listed in the wordnet. We created two data
sets using Hindi Wordnet:

e SET-1: This set contains nominals that are ei-
ther animate or inanimate across senses listed
in the wordnet. For example, nominals like
baalak ‘boy’ with all senses animate and
patthar ‘stone’ with all senses inanimate
would fall under this set, whereas kuttaa
‘dog’ or ‘pawl’ with varying animacy across
senses would not qualify to be included in
this set. The sense hierarchies corresponding
to animate (dog) and inanimate (pawl) senses
of noun kuttaa are represented in Figure 1.
There are 6039 nominals in this set. It is used
to evaluate the results and determine the ac-
curacy of clustering.

SET-2: In this set all the nominals listed in
wordnet are extracted irrespective of their an-
imacy. There are around 7030 (SET-1+991)
nominals in this set. It is used to evaluate the
borderline cases with equal likelihood to fall
in any cluster.

Noun Noun
e e
Animate Inanimate
e ~
Fauna Object
| \
Mammal Artifact

Figure 1: Animate and Inanimate Senses of noun kuttaa

It must be noted that only those nominals
that satisfy the marked threshold of >10 are
considered, as discussed in Subsection 3.1.

5 Experiments and Results

In this section, we will discuss our clustering ex-
periments followed by a thorough error analysis of

*http://www.cfilt iitb.ac.in/wordnet/webhwn/wn.php



Animate In-animate
Precision | Recall | F-score | Precision | Recall | F-score
Baseline 66.99 4445 | 53.44 97.82 39.78 | 56.56
SVM 78.90 77.70 | 78.24 95.15 9543 | 95.29
Cmeans 57.8 89.18 70.0 97.3 85.65 | 91.15
| Swedish | 819 [ 640 | 7138 964 | 986 [ 975

Table 1: Comparison of Results.

the results achieved. In order to put our approach
into perspective, we will first setup a baseline and
establish a supervised benchmark for the task. For
both the classification and clustering experiments
(discussed shortly), we use SET-1. All the experi-
ments are performed with the feature vectors rep-
resenting the behavior of the corresponding nomi-
nals towards the case system of Hindi. The results
are listed in Table 1.

5.1 Baseline

As discussed in Section 3, animates should occur
more frequently with the case markers to the left of
the Scale (2), while inanimates should occur more
frequently with the ones to the right of the Scale.
Thus, we used the frequency of a nominal with the
case markers on the edges of the Scale (2), i.e., ne
and mem, to set up the baseline. If a nominal oc-
curs more frequently with ne, it is considered as
animate, whereas if it occurs more frequently with
mem, it is considered as inanimate. As the Table
1 shows, we could only achieve an average recall
of 42 by this approach. This implies that the inter-
action of a nominal with the overall case system of
a language, rather than an individual case marker,
provides a better picture about its animacy.

5.2 Supervised Classification

For supervised classification, we used Support
Vector Machines (SVMs). To train and test the
SVM classifier, we used the LIBSVM package
(Chang and Lin, 2011). We performed a 5-fold
cross validation with a random 80-20 split of SET-
1 for training and testing the classifier. The aver-
age accuracies are reported in Table 1. Although,
the overall accuracy of supervised classification is
higher, it comes with a cost of manual annotation
of training data.

5.3 Clustering

A clustering experiment is performed with FCM
clustering algorithm on SET-1 and SET-2, with
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parameters ¢ ‘number of clusters’ and m ‘degree
of fuzziness’ set to 2. We used the Fj° and
purity to evaluate the accuracy of our clustering
results, which are two widely used external clus-
tering evaluation metrics (Manning et al., 2008).
In order to evaluate the results, each nominal in
SET-1 is assigned to the cluster j for which its
cluster membership wj, (the degree of member-
ship of a nominal % to cluster j) is highest; i.e.,
argmax.cc{wy}. As shown in Table 2, the clus-
tering solution by FCM has achieved F3 and pu-
rity scores of 89 and 86. Further, cluster 1 roughly
corresponds to the Hindi wordnet inanimate class
of nominals (86 recall) and cluster 2 corresponds
to the Hindi wordnet animate class (89 recall). In
(@vrelid, 2009) and (Bowman and Chopra, 2012)
animate nouns are reported as a difficult class to
learn. The problem is attributed to the skewness
in the training data. Animate nouns occur less
frequently than inanimate nouns. In our cluster-
ing experiments, however, animates have shown
higher predictability than inanimates. We have
achieved a high recall on both animate as well as
inanimate nominals. Further, we infer animacy of
all types of nominals while (@vrelid, 2009) and
(Bowman and Chopra, 2012) have restricted the
learning only for common noun lemmas. Further-
more, our method also identifies ambiguous nom-
inals, as shown in Table 4. Although less feasible,
we also present the results produced by @vrelid
(2009) (>10) in Table 1 for a rough comparison.

Cluster | Animate | In-animate | I3 | Purity
1 117 4246 91 97
2 965 711 70 58
Total 1082 4957 89 86

Table 2: Clustering Results on SET-1.

As presented in Table 3, there are 828 instances

53 is a coefficient of the relative strengths of precision and
recall. We have set its value to 1, for all the results we have
reported in this paper.



of wrong clustering. However, upon close inspec-
tion the clustering of these instances seems theo-
retically grounded, thus adding more weight to our
results. We discuss these instances below:

1. Personal Names: As discussed in Section
3.1, personal names are ambiguous and can
be used as common nouns with generic ref-
erence. Hindi Wordnet doesn’t enlist per-
sonal names (except for very popular names),
though their common usages are listed. For
example the noun baadal ‘cloud’ is present
in wordnet while its use as personal name
is not listed. In the corpora used for the
extraction of distributions, around 325 such
nouns are actually used as personal names.
Although, these nouns are correctly clustered
as animates, they are evaluated as instances
of wrong clustering, because of the inani-
mate sense they have in the Hindi Wordnet.
This addresses the problem of low precision
and low purity for animate nominals in our
experiments. Similarly, the names used for
gods, goddesses and spirits are also treated
as inanimates in Hindi Wordnet. However,
corpus distributions project them as animates
due to their high ability to instigate an action.
An example case that was wrongly clustered
is rab ‘God’.

. Lower Animates: Although wordnet lists
these nominals as animates which in fact they
are, they are linguistically seen as inanimates
and thus are clustered as such. In our experi-
ments, titlii ‘butterfly’ is clustered with inan-
imates.

. Natural Forces: These nominals have a high
control over an action and their distributions
are more like higher animates. bhuchaal
‘earthquake’ is an instance of this over gen-
eralization.

Psychological Nouns: Nouns like pare-
shaanii ‘stress’ are conceptualized as a force
affecting us psychologically. These nominals
are thus distributed like nominals of high
control, which leads to an over generalization
of these nouns as animates.

. Metonymies: Nouns like country names, as
discussed in Section 3.1, apart from refer-
ring to geographical places can also refer to
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their inhabitants, teams, governments. Word-
net only treats these terms as inanimates
(place). Australia, though treated as inani-
mate in Hindi Wordnet, is clustered with ani-
mates in our experiments.

Machines: A few cases of machines are also
seen to be over generalized as animates. Ma-
chines show an animate like control (directly
or indirectly) over an action.

Nouns of Disability: As these expressions
refer to animates with some disability, they
lack any control over an action and are
distributed like inanimates. An example
of this over generalization is noun ghaayal
‘wounded’.

. Others: These are actual instances of wrong
clustering and as we noticed, these instances
could probably be addressed by choosing an
optimal frequency threshold to capture the
unmarked (prototypical) behavior of a nomi-
nal. We have not addressed the tuning of this
parameter in this work. However, we plan to
take it up in future.

Nominal Type Nominal Count

Personal Name 325

Lower Animate 104
Natural Force 67
Psychological Nouns 74
Metonymies 86
Machine 30
Nouns of Disability 44
Others 98

Total 828

Table 3: Error Classification on SET-1

In order to evaluate the ambiguous nominals
that can have both animate and inanimate refer-
ences in different contexts, we use SET-2. The
borderline cases i.e, the nominals whose cluster
membership score wj is ~0.5 are evaluated
against the ambiguous nominals listed in SET-2.
As shown in Table 4, from 991 ambiguous nomi-
nals 535 are clustered with inanimates in Cluster
1, while 439 cases are clustered with animates in
Cluster 2. The fact that these nominals posses both
the animate and inanimate senses, clustering them
in either of the class should not be considered
wrong. Although they have differing animacy
as listed in Hindi Wordnet, probably they have



been used only in animate or inanimate sense in
the corpora used in our experiments. Table 4 also
shows that 187 nominals have a uniform distribu-
tion over the factors that discriminate animacy.
Among these 150 nouns are listed as inanimate
in Hindi Wordnet. Upon close inspection, these
cases were found to be metonymies. As discussed
earlier, Hindi Wordnet treats metonymies as
inanimate, but in fact they are ambiguous. Thus
our clustering of these nominals is justified.

Cluster | Animate | In-animate | Ambiguous
1 107 4149 535
2 955 658 439
wi, =~ 0.5 20 150 17
Total 1082 4957 991

Table 4: Clustering Results on SET-2

In Section 3, we stated that the distributions of
nominals will be skewed on the control hierarchy.
The results have clearly indicated that such skew-
ness does in fact exist in the data, as shown in
Figure 2. The cluster prototypes, returned by the
fuzzy clustering, show animates are left skewed
while inanimates are right skewed on the hierar-
chy of control. However, in our clustering ex-
periments the order of dative/accusative and in-
strumental case markers on the control hierarchy
(Scale 1) has been swapped. The dative/accusative
case is more biased towards animates while instru-
mental case shows the reverse tendency. The rea-
son for this is the ambiguity in these case mark-
ers. The instrumental case se mark roles such as
cause, instrument, source and material. Among
which cause and instrument imply high control
while source and material imply a low control over
an action. Almost 82% of instances of instrumen-
tal case depict a non-causal role while only 18%
show a causal relation as annotated in the Hindi
dependency treebank (Bhatt et al., 2009). Simi-
larly, the dative/accusative case ko is used for ex-
periencer subject, direct and indirect objects (Mo-
hanan, 1990, p. 72). Among these, only direct ob-
jects realized by definite inanimates are ko marked
(Differential Object Marking), thus making it a
more probable case marker for animates.

Before concluding the paper, we will discuss
some of the issues related to the portability of our
approach to other languages with rich morpholog-
ical case. We will briefly discuss these issues be-
low:
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Figure 2: Skewed Marked Distribution of Cluster Prototypes.

e Case Ambiguity or Case Syncretism: For

an ideal performance, we expect a separate
case marker for each individual case listed
on Scale 1. Unfortunately, case markers are
usually ambiguous. A case marker can have
more than one case function in a language.
In our work on Hindi, we saw that case am-
biguity does have an impact on the results.
We could afford to exclude highly ambiguous
genitive case marker from our experiments
(Mohanan, 1990). However, how case am-
biguity will impact the animacy prediction in
other languages remains to be seen.

e Nominal Ambiguity: As a matter of fact, an-

imacy is an inherent and a non-varying prop-
erty of nominal referents. However, due to
lexical ambiguity (particularly metonymy),
animacy of a word form may vary across con-
texts. We have addressed this problem by
capturing the mixed membership of such am-
biguous nominals. However, since animacy
of a nominal is judged on the basis of its dis-
tribution, the animacy of an ambiguous nom-
inal will be biased towards the sense with
which it occurrs in a corpora.

o Type of Morphology: Case marking may be

realized in different ways depending on the
morphological type of a language. In case of
inflectional and agglutinative languages, case
markers, if present, are bound to a noun stem,
while in analytical languages they are free
morphemes usually lying adjacent to a nomi-
nal they mark. Although, the way case mark-
ers are realized may not affect the animacy
prediction directly, it may impact the extrac-
tion of case marked distribution of nominals.
Particularly, in case of agglutinative and in-
flectional languages extracting the multiple
case marked word forms of a particular noun
stem could be a challenging task.



6 Conclusion

In this work we report a technique to exploit the
systematic correspondences between different lin-
guistic phenomena to infer the important semantic
category of animacy. The case marked distribu-
tions of nominals are clustered with fuzzy cmeans
clustering into two clusters that approximate the
binary dimensions of animacy. We achieved sat-
isfactory results on the binary distinction of nom-
inals on animacy. A Fj score of 89 and purity
of 86 confirm efficiency of our approach. How-
ever, the performance of our system can be further
improved by incorporating features from a depen-
dency parser and an anaphora resolution system,
as discussed in (@vrelid, 2009).

In view of the Indo-Wordnet project (Bhat-
tacharyya, 2010) that aims to build wordnet for
major Indian languages, our approach can be used
to predict animacy of nouns to leverage the cost
and time associated with manual creation of such
resources. Given the availability of large data on
web for many Indian languages, our method can
predict this information with satisfactory results.
In the future, we also plan to explore the interac-
tion between control and verb semantics, so as to
classify verbs based on the amount of control re-
quired. This information can also be incorporated
into the process of building Indo-wordnets.
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Abstract

We present a simple, logic-based archi-
tecture for solving math problems writ-
ten in natural language. A problem is
firstly translated to a logical form. It is
then rewritten into the input language of
a solver algorithm and finally the solver
finds an answer. Such a clean decomposi-
tion of the task however does not come for
free. First, despite its formality, math text
still exploits the flexibility of natural lan-
guage to convey its complex logical con-
tent succinctly. We propose a mechanism
to fill the gap between the simple form and
the complex meaning while adhering to
the principle of compositionality. Second,
since the input to the solver is derived by
strictly following the text, it may require
far more computation than those derived
by a human, and may go beyond the capa-
bility of the current solvers.

Empirical study on Japanese university en-
trance examination problems showed pos-
itive results indicating the viability of the
approach, which opens up a way towards
a true end-to-end problem solving system
through the synthesis of the advances in
linguistics, NLP, and computer math.

1 Introduction

Development of an NLP system usually starts
by decomposing the task into several sub-tasks.
Such a modular design is mandatory not only for
the reusability of the component technologies and
the extensibility of the system, but also for the
sound and steady advancement of the research
field. Each module, however, has to attack its
sub-task in isolation from the entirety of the task,
usually with a quite limited form and amount of
knowledge. The separated sub-task is hence not
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necessarily easy even for human. This problem
has been investigated in various directions, includ-
ing the solutions to the error-cascading in pipeline
models (Finkel et al., 2006; Roth and Yih, 2007,
e.g.), the injection of knowledge into the process-
ing modules (Koo et al., 2008; Pitler, 2012, e.g.),
and the invention of a novel way of modularization
(Bangalore and Joshi, 2010, e.g.).

In this paper, we present a simple pipeline archi-
tecture for natural language math problem solving,
and investigate the issues regarding the separation
of the semantic composition mechanism and the
mathematical inference. Although the separation
between these two may appear to be of different
nature than the above-mentioned issues regarding
the system modularization, as we will see later, the
technical challenges there are also in the tension
between the generality of an implemented theory
as a reusable component, and its coverage over
domain-specific phenomena.

In the system, a problem is analyzed with
a Combinatory Categorial Grammar (Steedman,
2001) coupled with a semantic representation
based on the Discourse Representation Theory
(Kamp and Reyle, 1993) to derive a logical form.
The logical form is then rewritten to the input lan-
guage of a solver algorithm, such as specialized
math algorithms and theorem provers. The solver
finally finds an answer through inference.

Natural language problem solving in math and
related domain is a classic Al task, which has
served as a good test-bed for the integration of
various Al technologies (Bobrow, 1964; Charniak,
1968; Gelb, 1971, e.g.). Besides its attraction as a
pure intellectual challenge, it has direct applica-
tions to the natural language interface for the for-
mal systems such as databases, theorem provers,
and formal proof checkers. The necessity of the
interaction between language understanding and
backend solvers has been pointed out in some of
the classic works and also in closely related works

International Joint Conference on Natural Language Processing, pages 73-81,
Nagoya, Japan, 14-18 October 2013.



terms ¢t :=wv | f(t1,...,tx) | Av.t | Av.D
conditions C ::= P(t,...

,’Uk}, {Ch B

Jte) | =D | D1 — Do

DRSs D := ({vy,... - Cm})

Figure 1: Syntax of DRS

such as Winograd’s SHRDLU (1971). A clear sep-
aration of the two layers is, however, an essential
property for a wide-coverage problem solving sys-
tem since we can extend it in a modular fashion,
by the enhancement of the solver or the addition
of different types of solvers.

The research question in the current paper is
thus summarized as follows:

1. Can we derive the logical form of the prob-
lems compositionally, with no intervention of
mathematical inference, and how?

Can we solve such a direct translation of the
text to a logical form with the current state-
of-the-art automatic reasoning technology?

After a brief overview of the system pipeline (§3),
we present a technique for capturing the dynamic
properties of the syntax-semantics mapping in the
math problem text, which, at first sight, seem to
call for mathematical inference during the deriva-
tion of a logical form (§4). We then describe re-
maining issues we found so far in the semantic
analysis of math problem text (§5). Finally, the
viability of the approach is empirically evaluated
on real math problems taken from university en-
trance examinations. In the evaluation, we apply a
solver to the logical forms derived through manu-
ally annotated CCG derivations and DRSs on the
problem text (§6). In the current paper, we thus
exclusively focus on the formal aspect of the se-
mantic analysis, setting aside the problem of its
automation and disambiguation. The final section
concludes the paper and gives future prospects in-
cluding the automatic processing of the math text.

2 Preliminaries

2.1 Discourse Representation Structure

We use a variant of Discourse Representation
Structure (DRS) (Kamp and Reyle, 1993) for the
semantic representation. DRS has been developed
for the formal analysis of various discourse phe-
nomena, such as anaphora and quantifier scopes
beyond a single sentence.
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Fig. 1 shows the syntax of DRS used in this
paper.! In the definitions, f and P respectively
denote a function and a predicate symbol and v
denotes a variable. The definition is slightly ex-
tended from that by van Eijck and Kamp (2011)
for incorporating higher-order terms. A term of
the form Av.M denotes lambda abstraction in the
object language, which is used to represent (math-
ematical) functions and sets?; we reserve \ for de-
noting the abstraction over DRSs (and terms) for
the composition of DRSs. We define the interpre-
tation of a DRS D indirectly through its translation
D to a (higher-order) predicate logic as in Fig. 2.

As defined in Fig. 2, a DRS D = (V,C) is
basically interpreted as a conjunction of the con-
ditions in C that is quantified existentially by all
the variables in V. However, as in the second
clause in Fig. 2, the variables in the antecedent of
an implication are universally quantified and their
scopes also cover the succedent; this definition is
utilized in the analysis of sentences including in-
definite NPs, such as donkey sentences.

The mechanism of the DRS composition in this
paper is based on the formulation by van Eijck and
Kamp (2011). They use an operation called merge
(denoted by e) to combine two DRSs. Assuming
no conflicts of variable names, it can be defined
as: (Vl, Cl) ° (Vg, Cg) = (Vl UV, Ci U Cg).
Roughly speaking, this operation amounts to form
the conjunction of the conditions in C; and Csy
allowing the conditions in Cs to refer to the vari-
ables in V. Consider the following discourse:

s1: A monkey” is sleeping.
s9: It; holds a banana.

Assuming the anaphoric relation indicated by the
super/sub-scripts, we have their DRSs as follows:

Dy = ({z}, {monkey(x), sleep(z)})
Dy = ({y}, {banana(y), hold(z, y)})
By merging them, we have

. monkey(z), sleep(z),
DyeDs = ({x,y},{ banana(y), hold(z, y)

j)

which is translated to Jz.3y.(monkey(z) A - -+ A

hold(z,y)) as expected.

'Disjunction can be defined by using implication and
negation: D1 V Dy := ({}, {-D1}) — Da.

“We represent the application of a A-term to another term,
such as (Az.D)t and (Ax.t1)t2, either by a special predicate
App(f,x) = fx or a function app(f,z) := fx according
to the type of f. Compound terms of the form ¢;¢2 are hence
not in the definitions.



Assuming D1 = ({v1,...,vx},{C1,...,Cm}),
DY :=3vy...3v,. (CT A~ ACR)

(Dl — Dz)o = V’Ul...V’Uk.((Clo /\-~-/\Cfn) — Dg)

(=D)° := =D°
(P(tlﬁt%"'))o = P(ti7tgv"')

(f(t1,ta, ..

(Av.D)° := Av.(D°)
(Av.t)° = Av.(t°)

))° = FS, LS, ..

=v

Figure 2: Translation of DRS to HOPL

the centers of Cy and C'2 coincide
S/(S\NP) S\NP
When :AP.({z, 1,22}, {z = [®1, 2], 1 = center_of (C1), z2 = center_of (C2)})ePx : Az.({}, {coincide(x)})
S/S/S > -
. )\P.)\g.é =0 S: ({z,z1,z2}, {z = [z1, z2], z1 = center-of (C1), z2 = center-of (C2), coincide(x)})

S/S: AQ.({z, z1,z2}, {z = [x1, ®2], x1 = center_of (C1), z2 = center_-of (C2), coincide(z)}) — Q

Figure 3: A part of CCG derivation tree

X/Y:f Y:a
X : fa

X/)Y:f Y/Z:g

~B X/Z : \x.f(gz)

Figure 4: Example of combinatory rules

2.2 Combinatory Categorial Grammar

Combinatory Categorial Grammar (CCG) (Steed-
man, 2001) is a lexicalized grammar formalism.
In CCQG, the association between a word w and its
syntactic/semantic property is specified by a lexi-
cal entry of the form w := C' : S, where C'is the
category of w and S is the semantic interpretation
of w. A category is either a basic category (e.g.,
S. N, NP) or a complex category of the form X /Y
or X\Y. For instance, we can assign the follow-
ing categories and semantic interpretations to the
region notation “[0, +00)” and a bare noun phrase
“positive number”’:

[0, +00)

positive number

NP : Az.({},{z > 0})

N: Az.({}, {z > 0})

since the region notation behaves as a proper noun
and it can be represented by its characteristic func-
tion, while “positive number” functions like a
common noun (recall that A is for the abstraction
in the object language and A stands for the abstrac-
tion for the DRS composition). A handful of com-
binatory rules define how the categories and the
semantic interpretations of constituents are com-
bined to derive a larger phrase. Fig. 4 shows two
of the rules. A part of a derivation tree for “When
the centers of C7 and Cy coincide” is shown in
Fig. 3. As shown in the figure, the semantic repre-
sentation in DRS is composed by the beta reduc-
tion and the DRS merge operation. As we will
see in §4, there are certain types of discourse for
which the basic DRS composition machinery de-
scribed so far does not suffice. We will return to
this after a brief description of the whole system.

75

3 A Simple Pipeline for Natural
Language Math Problem Solving

The main result in the current paper is a mech-
anism of semantic composition and an empirical
support for our overall design choice. Although
the NLP modules for the automatic processing and
disambiguation are still under development, we
show a brief overview of the whole system to give
a clear image on the different representations of a
problem at different stages of the pipeline.

From text to logical form The system receives
a problem text with I&TEX-style markup on the
symbolic mathematical expressions: e.g.,

Let $a>0$, $b<0$, and $0<p<1Ss.
SP (p, p~2)$ is on the graph of the
function Sy=ax-bx"2$. Write $b$ in
terms of $a$ and $pS$.

We process the mathematical expressions with a
symbolic expression analyzer and produce their
possible interpretations as lexical entries. For in-
stance, Sy=ax-bx " 2$ in the above example will
receive at least two interpretations:

Sy=ax-bx"2$ S: ({},{y = azx — bz?})
Sy=ax-bx"28$ NP : Az.az — bz?.

The first lexical entry is for the usages such as
“Hence 3y = ax — bz?,” where the expression de-
notes a proposition and behaves as a sentence. The
second entry is for the usage as a noun phrase as
in the example, which stands for a function.

We add such dynamically generated lexical en-
tries to the lexicon and then analyze the sentences
with a CCG parser. From the resulting CCG
derivation trees, we will obtain a DRS for each
sentence. For the above example, we will have the
following DRSs (the third one is in the extended



language we’ll introduce in the next section):

Dy =({},{a>0,6<0,0<p,p<1})
D, = ({}’ {P = (p,pQ),On(P, Ax.ax — be)})
D3 =Find(V) [cc; 3 a; 37 Ip; b = V']

A discourse structure analyzer receives the
DRSs and determines the logical relations among
them while selecting an antecedent for each
anaphoric expression. The net result of this stage
is a large DRS that represents the whole problem.
For the above example, we have their sequencing
as the result: D1; Da; D3. The sequencing opera-
tor (;) basically means conjunction (merge) of the
DRSs, but it is also used to connect the meanings
of a declarative sentence and an imperative sen-
tence. The large DRS is then translated by a pro-
cess defined in the next section, giving a HOPL
formula enclosed by a directive to the solver:

a>0/\b§0/\(2)<p/\p<1/\
P = (p,p*) A
P, ( on(P,(Il)Xai).a)a: —beHh)A b=V ) ] ’
where Find(v)[¢] is a directive to find the value of
variable v that satisfies the condition ¢.

Find (V') [

From logical form to solver input Many of the
current automatic reasoners operate on first-order
formulas. To utilize them, we hence have to trans-
form the HOPL formula in a directive to an equiv-
alent first-order formula. Such transformation is of
course not possible in general. However, we found
that a greedy rewriting procedure suffices for that
purpose on all of the high-school level math prob-
lems used in the experiment.

In the rewriting procedure, we iteratively ap-
ply several equivalence-preserving transforma-
tions including the beta-reduction of A-terms and
rewriting of the predicates and functions using
their definitions. For the above example, by us-
ing some trivial simplifications and the definition
of on(,-):

Vo.VyVf. (on((z,y), f) < (y = fz)),

we have the following directive holding a first-
order formula:

Solver Algorithms In addition to the generic
first-order theorem provers, we can use specific
algorithms as the solver when the formula is ex-
pressible in certain theories. Among them, many

a>0ANbSO0AN0<PpAP<IA

Find(b/) pPP=ap—bp*Ab=1
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mathematical and engineering problems can be
naturally translated to formulas consisting of poly-
nomial equations, inequalities, quantifiers (V, J)
and boolean operators (A, V, —, —, etc). Such for-
mulas construct sentences in the first-order theory
of real closed fields (RCF).

In his celebrated work, Tarski (1951) showed
that RCF allows quantifier-elimination (QE): for
any RCF formula ¢(zx1,...,x,), there exists an
equivalent quantifier-free formula ¢ (z1,...,z,)
in the same vocabulary. For example, the for-
mula Jz.(2% + ax + b < ¢) can be reduced to
a quantifier-free formula a? — 4b + 4¢ > 0 by QE.

Automated theorem proving is usually very
costly. For example, QE for RCF is doubly ex-
ponential on the number of quantifier alternations
in the input formula. The problems containing
only six variables may be hard for today’s com-
puter with the best algorithm known. However,
several positive results have been attained as the
result of extensive search for practical algorithms
during the last decades (see (Caviness and John-
son, 1998)). Efficient software systems of QE
have been developed on several computer algebra
systems, such as SyNRAC (Iwane et al., 2013).

4 Formal Analysis of Math Problem Text

In this section, we first summarize the most promi-
nent issues we found so far in the linguistic analy-
sis of high-school/college level math problems and
then present a solution.

4.1 Problems

Context-dependent meanings of superlatives
and their alike The meaning of a superla-
tives and semantically similar expressions such as
“maximum” generally depends highly on the con-
text. For example, the interpretation of “John was
the tallest” depends on the group (of people) that
is prominent in the discourse:

There were ten boys. John was the tallest.

This context-dependency can be made more ex-
plicit by paraphrasing it to a comparative (Heim,
2000): “John was taller than anyone else,” where
“anyone else” refers, depending on the context, to
the group against which John was compared.

In math text, however, we can usually determine
the range of the “anyone else” without ambiguity:

Assume a + b = 3. Find the maximum
value of ab.



Here, the set of values that should be compared
against the maximum value is, with no ambiguity,
all the possible values of ab that is determined by
the preceding context. Once we have a represen-
tation of such a set, it is easy to write the seman-
tic interpretation of the phrase “maximum value
of a.” But, how can we obtain a representation of
such a set without inference?

Discrimination between free/bound variable
We can explicitly specify that a variable should be
interpreted as being free, as in:

Let R be a square with perimeter [.
Write the area of R in terms of /.

This discourse may be translated to

is_square(R)A
Find(a) |3R. | perimeter_of(R) = IA
area_of(R) = a
but not to

is_square(R)A
perimeter_of (R) = IA
area_of(R) = a

Find(a) |3R.3L.

since, assuming the proper definitions of the func-
tions and predicates, the first one is equivalent to
Find(a)[a = [?/16] but the second one is equiv-
alent to Find(a)[a > 0]. How can we specify a
variable be not bound?

Imperatives Math problems usually in-
clude imperatives such as “Find/Write...,” and
“Prove/Show...”. How can we derive correct in-

terpretations of those imperatives, which depend
on the semantic content of preceding declarative
sentences, but are not a part of the declarative
meaning of a discourse?

4.2 Solution by iDRS

Although the above-mentioned phenomena are
quite common in math problem text, we found it
is difficult to derive the meanings of such expres-
sions within the basic compositional DRS frame-
work introduced in §2. All of the examples above
involve the manipulation and modification of the
context in a discourse.

We present an extension of the DRS composi-
tion mechanism that covers expressions like the
above examples. The basic idea is to introduce an-
other layer of semantic representation called iDRS
hereafter, which provides a device to manipulate
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terms ¢t :=v | f(t1,...,tk) | Av.t | Av.d

iDRS [ := P(t1,...,ty) |~ |1 = I2 |
Jv | I1; I | 37 v | Find(v)[] | Show[]] | cc

Figure 5: Syntax of iDRS

the representation of the preceding context during
the semantic composition.’

First we define the syntax of iDRS as in Fig. 5.
In the definition, the variables P, f,t¢, and v fol-
lows the same convention as in the DRS definition.
In words, an iDRS represents either a DRS condi-
tion (the first row of the definition of I), a quan-
tification Jv, which corresponds to a DRS having
only one variable, ({v},{}), a sequencing I1; I>
of two iDRSs, or the new ingredients in the rest of
the definition that will be explained shortly.

The “anti-quantifier” 3~'v means an operation
that cancels the quantification on v that precedes
3~1v. Find(v)[I] is a directive that requires to
find the set of the values of variable v which sat-
isfy the condition represented by /. Similarly,
Show[I] is a directive that requires to prove the
statement represented by /. Note that these two di-
rectives are not specific to any solvers; The choice
of the solver depends on the theory (e.g., RCF)
under which the formula in a directive is under-
stood. The last element, cc, can be considered as
a special ‘variable’, through which we can always
retrieve an iDRS representation of the context that
precedes the position marked by the cc.

Using these new ingredients, we can now write,
for instance, the semantic representation of the
phrase “maximum value” as follows:

N/NPos : Az.Am.max(Ay.(cc;y = ), m),

assuming that the two-place predicate max(s, m)
is defined to be true iff m is the maximum ele-
ment in the set s (represented by a A-term). A
sentence “the maximum value of x is m” will thus
have max(Ay.(cc;y = x), m) as its semantic rep-
resentation, which means that m is the maximum
value of x that satisfies the condition specified by
the preceding context.

3This approach shares much with a kind of dynamic
semantics such as those by Bekki (2000) and Brasoveanu

(2012), in which a representation of the context can also be
accessed in the semantic language. An important difference
is that in their approaches the context is represented as a set
of assignment functions, while we represent them directly as
an iDRS. This difference is crucial for our purpose since we
eventually need to obtain a (first-order) formula on which an
automatic reasoner operates.
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Figure 6: Transformation from iDRS to directive sequence

Let’s take the following problem as an example:

Let p > 0. R is a rectangle whose
perimeter is p. Find the maximum value
of the area of R as a function of p.

We have its iDRS representation shown below, by
parsing the sentences and composing the resulting
iDRSs into one (in this case, just by sequencing
the three sentences’ iDRSs):

0 <p;

is_rectangle(R); perimeter_of (R) = p;
Im; max(Az. [cc; x = area_of (R)], m);
Find(a)[cc; 37 p; a = m)

We then bind all free variables in the iDRS at their
narrowest scopes:

Ip; 0 < p;

3R;is_rectangle(R); perimeter_of (R) = p;
Im; max(Azx. [cc; x = area_of (R)], m);
Find(a)[cc; 37 1p;a = m]

This amounts to assume each variable appearing in
a problem text is, unless it is explicitly quantified,
interpreted to be existentially quantified as default,
and to be universally quantified if it appears in the
antecedent of an implication.

The iDRS is then processed by the functions
{-}c and [-]. defined in Fig. 6. In the defini-
tion, € stands for an empty sequence. The func-
tion {- }. extracts the imperative meaning from an
iDRS, using [-]. as a ‘sub-routine’ that extracts the
declarative meaning from an iDRS. The suffix (c)
of the two functions stands for the preceding con-
text represented as an iDRS. When [-]. processes
a sequence I1; Is or an implication I; — Is, the
declarative content of I (i.e., [I1].) is appended
to the preceding context ¢, and ¢; [I1]. is passed as
the preceding context when processing /5. When
[-]c finds a cc variable, it substitutes the cc with
the current context stored in the suffix.

By applying {{- } to the iDRS of a problem, we
can extract the logical form of the problem as a
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sequence of directives. For the example problem,
we have a single directive as follows:

3p; 0 < p;
3R;is_rectangle(R); perimeter_of (R) = p;

3Ip; 0 < p;
,m);

3R;is_rectangle(R);

perimeter-of (R) = p;

Im;x = areaof(R)
Now, by the definition of {- }. and [-]., the iDRS [
inside a directive Find(v)[I] or Show[/] includes
only those elements that have a counterpart in the
basic DRS except for the “anti-quantifiers.” We
can hence convert it to a HOPL formula, by first
canceling the quantifications v that precede 3~ v
(i.e., deleting all occurrences of Jv that appear be-
fore an occurrence of 3~1v in the iDRS, and delet-
ing 31 itself), then converting it to a DRS by
replacing the sequencing operator ‘;’ to the merge
operator, and finally translating it to a HOPL for-
mula according to Fig. 2.

Flnd(a) Im; max(Az. |:

I pia=m

5 Remaining Issues in the Semantic
Analysis of Math Problem Text

The mechanism presented in §4 significantly en-
hanced the coverage of the analysis over real prob-
lems. We however found several phenomena that
can not be handled now.

Free/bound variable distinction without a cue
phrase We have presented a mechanism to ‘un-
bind’ the variables specified by a cue phrase, such
as “(find x) in terms of (y).” Some types of vari-
ables however have to be left free even without any
explicit indication, e.g.:

Let p > 0. Find the area of a circle with
radius p, centered at the origin.

Assuming circle(z, y, ) denotes a circle with ra-
dius r and centered at (x, y), we want to derive

Find(a) [p > 0; a = area_of (circle(0, 0, p))],



but our default variable binding rule gives
Find(a) [3p; p > 0;a = area_of(circle(0, 0, p))] .

This directive means to find the range of the areas
of the circles with arbitrary radii, which is appar-
ently not a possible reading of the problem. We
found such cases in 3 out of the 32 test problems
used in the experiment shown later.

Scope inversion by a cue phrase The hierar-
chy of the quantifier scopes in math text mostly
follows the linear order of the appearance of the
variables (either overtly quantified or not). This
general rule can however be superseded by the
effect of a cue phrase, as shown in the example
problem and its possible translation in Fig. 7. In
the figure, the formula inside the Show-directive
mostly follows the discourse structure, in that the
predicates from the first and the second sentence
respectively form the antecedent and the succe-
dent of the implication. The quantification on F
is however dislocated from its default scope, i.e.,
the succedent, and moved to the outset of the for-
mula by the effect of the underlined cue phrases.
To handle such cases correctly, we would need a
more involved mechanism for the manipulation of
the context representation through the cc variable.

Idiomatic expressions As in other text genres,
idiomatic multiword expressions are also prob-
lematic as can be seen in the following example:

By choosing = sufficiently large, y =
1/2 can be made as close to 0 as desired.

As the example shows, a set phrase involving com-
plex syntactic relations, e.g., “can do X as Y as
desired by choosing Z sufficiently W” and “X ap-
proaches Y as Z approaches W,” can convey id-
iomatic meanings in math.

6 Empirical Results

We tested the feasibility of our approach on a set
of problems selected from Japanese university en-
trance exams. Specifically, we wanted 1) to test
the coverage of the semantic composition mecha-
nism presented in §4 on real problems, and 2) to
verify that there is no significant loss in the capa-
bility of the system due to the additional compu-
tational cost incurred by the separation of the se-
mantic analysis from the mathematical reasoning.

The second point was confirmed by provid-
ing the ideal (100% correct) output from the
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(forthcoming) NLP components to a state-of-the-
art automatic reasoner and comparing the result
against the performance of the reasoner on the
input formulated by a human expert. Specifi-
cally, we manually gave the semantic representa-
tions of the problems as iDRSs or CCG deriva-
tion trees, and then automatically rewrote them
into the language of RCF. The resulting formu-
las were fed to a solver to see whether the an-
swers be returned in a realistic amount of time (30
seconds). The solver was implemented on SyN-
RAC (Iwane et al., 2013), which is an RCF-QE
solver implemented as an add-on to Maple, and
the (in)equation solving commands of Maple.

The problems were taken from the entrance ex-
ams of five first-tier universities in Japan (Tokyo
U., Kyoto U., Osaka U., Kyushu U., and Hokkaido
U.) for fiscal year 2001, 2003, 2005, 2007, 2009
and 2011. There were 249 problems in total. From
them, we first eliminated those that included al-
most no natural language text, such like calcula-
tion problems. We then chose, from the remaining
non-straightforward word problems, all the prob-
lems which could be solved with SyNRAC and
Maple when the input was formulated by an expert
of computer algebra. The formulation by an expert
was done, of course, with no manual calculation,
but otherwise it was freely done including the di-
vision of the solving process into several steps of
QE and (in)equation solving.

As the result of that, we got 32 test problems,
each of which contained 3.9 sentences on aver-
age. They include problems on algebra (of real
and complex numbers), 3D and 2D geometry, cal-
culus, and their combinations. For analyzing the
result in more detail, we divided the problems into
78 sub-problems for which the correctness of the
answers can be judged independently.

6.1 From discourse analysis to the solution

For the first experiment, we manually encoded the
problems in the form of iDRSs. Each sentence in
a problem was first encoded as a single iDRS, and
the sentence-level iDRSs were combined (again
manually) into a problem-level iDRS using the
connectives defined in the iDRS syntax. In the
manual encoding, the granularity of the represen-
tation, i.e., the smallest units of the semantic repre-
sentation, was kept at the level of the actual words
in the text whenever possible, intending that the
resulting iDRSs closely match the representation



Problem: Point P is on the circle z? + y? = 4 and Ip is the normal line to the circle at P. Show that Ip passes through

a fixed point F irrespective of P.

stow [3r. (vp.  (

Pisonz? +y?> =4 and

[ p is the normal line to the circle at P

) — [ p passes through F) )}

Figure 7: Scope inversion by cue phrases

Let O(0,0), A(2,6), B(3,4) be 3 points on the coordi-
nate plane. Draw the perpendicular to line A B through
O, which meets AB at C. Let s, t be real numbers,

— —
and let P be such that OP = sOA + tOB. Answer
the following questions.

(1) Calculate the coordinates of point C, and write
—

|CP|? in terms of s and t.

(2) Let s be constant, and let ¢ vary in the range ¢ > 0.
—
Calculate the minimum of |C P|?.

Figure 8: Kyushu University 2009 (Science
Course) Problem 1

composed from word-level semantic representa-
tions. In the iDRS encoding of the 32 problems,
the context-fetching mechanism through ‘cc’ vari-
able was needed in 15 problems and the canceling
of quantification was needed in 6 problems. These
mechanisms thus significantly enhanced the cov-
erage of the semantic composition machinery.
After rewriting the iDRSs to RCF formulas*, we
fed them to the solver and got perfect answers for
19 out of the 32 problems. Out of the 78 sub-
problems, 56 sub-problems (72%) were success-
fully solved. 12% of the sub-problems (9 sub-
problems) failed due to the timeout in the QE
solver. Besides the timeout, a major cause of the
failures (7 sub-problems) was the fractional power
(mainly square root) in the formula. Although
we can mechanically erase the fractional powers
to get an RCF formula, it was not implemented
in the solver.’ The remaining 6 sub-problems
needed the free/bound variable distinction with-
out any cue phrase (§5). Although half of them
could be solved by manually specifying the free
variables, we did not count them as solved here.

6.2 From syntactic analysis to the answer

We chose 14 problems from the 19 problems
which were fully solved with the iDRS encod-

*The knowledge-base used to rewrite the HOPL formu-
las to first-order RCF formulas included 230 axioms for 86
predicates and 98 functions.

5In the formulation by the human expert, the use of square
roots were avoided by encoding the conditions differently
(e.g., x > 0 A z? = 2instead of /= = 2).
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ings. We manually analyzed the text following the
CCG-based analyses of basic Japanese construc-
tions given by Bekki (2010). We annotated the
44 sentences in the 14 problems with full CCG
derivation trees and anaphoric links. We selected
the 14 problems so that they cover different types
of grammatical phenomena as much as possible.
The final CCG lexicon contained 240 lexical en-
tries (109 for function words and the rest for con-
tent words). The iDRS representations were then
derived by (automatically) composing the seman-
tic representations of the words according to the
derivation trees and combining the sentence-level
iDRSs to a problem-level iDRS as in the first ex-
periment. Out of the 14 problems, we got fully
correct answers for 13 problems. In the 14 prob-
lems, there were 33 sub-problems and we got cor-
rect answers for 32 of them; On only one sub-
problem, the solver could not return an answer
within the time limit. Fig. 8 shows an English
translation of one of the 13 problems successfully
solved with the CCG derivation trees as the input.
Overall, the results on the real exam problems
were very promising: 72% of the sub-problems
were successfully solved with the formula derived
from a sentence-by-sentence, direct encoding of
the problem. The experiment with manually an-
notated CCG derivation trees further showed that
there was almost no additional cost introduced
by the mechanical derivation of the logical forms
from the word-level semantic representations.

7 Conclusion and Prospects

We have presented a logic-based architecture for
automatic problem solving. The experiments on
the university entrance exams showed positive re-
sults indicating the viability of the modular design.

Future work includes the development of the
processing modules, i.e., the symbolic expression
analyzer, the parser, and the discourse structure
analyzer. Another future work is to incorporate
different types of solvers to the system for cover-
ing a wider range of problems, with the ability to
choose a solver based on the content of a problem.
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Hybrid Models for Lexical Acquisition of Correlated Styles
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Abstract

Automated lexicon acquisition from cor-
pora represents one way that large datasets
can be leveraged to provide resources for
a variety of NLP tasks. Our work applies
techniques popularized in sentiment lexi-
con acquisition and topic modeling to the
broader task of creating a stylistic lexicon.
A novel aspect of our approach is a fo-
cus on multiple related styles, first extract-
ing initial independent estimates of style
based on co-occurrence with seeds in a
large corpus, and then refining those es-
timates based on the relationship between
styles. We compare various promising
implementation options, including vector
space, Bayesian, and graph-based repre-
sentations, and conclude that a hybrid ap-
proach is indeed warranted.

1 Introduction

Though lexical resources are useful for many NLP
tasks, manual lexicon creation is often onerous,
particularly for aspects of language for where full
coverage requires hundred of thousands of annota-
tions. This work deals with one such aspect which
we refer to as stylistic variation. This should not
be understood in a purely aesthetic sense, but as
reflecting various high-level aspects of the text, in-
cluding genre and social identity. Some tasks rele-
vant to style so defined include genre classification
(Kessler et al., 1997), author profiling (Rosenthal
and McKeown, 2011), social relationship classi-
fication (Peterson et al., 2011), sentiment anal-
ysis (Wilson et al., 2005), readability classifica-
tion (Collins-Thompson and Callan, 2005), and
text generation (Hovy, 1990). Following the clas-
sic work of Biber (1988), computational model-
ing of style has often focused on textual statistics
and the frequency of function words and syntac-
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tic categories. There are, of course, manually-
constructed lists which capture some aspects of
style, for instance resources related to psycholin-
guistics (Coltheart, 1980), but these are necessar-
ily limited in scope. Our interest is in provid-
ing broad lexical coverage, potentially in any lan-
guage. Here, we will show that style is particu-
larly amenable to corpus-based automated lexical
acquisition.

Our approach to this problem is grounded in
methods popularized for polarity lexicon creation
(Turney and Littman, 2003), but we take a more
holistic view than is typical, simultaneously tack-
ling the acquisition of several styles in a single
model. Not only is this theoretically warranted,
due to the correlation effects resulting from the
oral/literate spectrum of register, but we also show
it can offer practical gains: our hybrid models
first derive initial estimates of each style from a
large social media corpus, and then refine these
estimates based partially on the results from other
styles. We demonstrate that various popular meth-
ods are applicable to this problem, and indeed a
single method might not provide the best results
for all styles. For evaluation, we use a consensus
annotation, the results of which also raise interest-
ing questions about annotation for more continu-
ous kinds of variation.

2 Related Work

In English manuals of style and other prescrip-
tivist texts (Strunk and White, 1979; Kane, 1983),
writers are urged to pay attention to various as-
pects of lexical style, including elements such as
familiarity, readability, formality, fanciness, collo-
quialness, specificity, concreteness, and objectiv-
ity; these stylistic categories reflect common aes-
thetic judgments about language, but are also inex-
tricably linked to the conventions of register and
genre. See Biber and Conrad (2009) for a dis-
cussion of the relationship between register, genre,
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and style as traditionally defined in descriptive lin-
guistics. Some researchers have posited a few
fixed styles (Joos, 1961) or a small, discrete set of
situational constraints which determine style and
register (Halliday and Hasan, 1976); by contrast,
the applied approach of Biber (1988) and theo-
retical framework of Leckie-Tarry (1995) offer a
more continuous interpretation of register varia-
tion. In Biber’s approach, functional dimensions
such as Involved vs. Informational, Argumenta-
tive vs. Non-argumentative, and Abstract vs. Non-
abstract are derived in an unsupervised manner
from a mixed-genre corpus, with the labels as-
signed depending on where features (a small set
of known indicators of register) and genres fall on
each spectrum. The theory of Leckie-Tarry posits
a single main cline of register with one pole (the
oral pole) reflecting a reliance on the context of
the linguistic situation, and the other (the literate
pole) reflecting a reliance on cultural knowledge.
The more specific elements of register are repre-
sented as subclines which are strongly influenced
by this main cline, creating probabilistic relation-
ships between related dimensions.

Computational linguistics research most simi-
lar to ours has focused on classifying the lexi-
con in terms of individual aspects relevant to style
(e.g. formality, specificity, readability, and con-
creteness) (Brooke et al., 2010; Pan and Hsieh,
2010; Kidwell et al., 2009; Turney et al., 2011).
Of particular methodological relevance is work on
the induction of polarity lexicons based on co-
occurrence in large corpora (Turney and Littman,
2003; Velikovich et al., 2010), or connections
in WordNet (Rao and Ravichandra, 2009; Bac-
cianella et al., 2010); semi-supervised vector
space and graph methods are common, and several
of the methods we apply here are taken directly
from or inspired by work in this area.

3 Word annotation

In this study, we consider six styles—colloquial,
literary, concrete, abstract, subjective, and
objective—which are clearly represented in the
lexicon, which are mentioned often in the rel-
evant English linguistics literature, and which
have strong positive and negative correlations with
other styles in the group. Many (but not all) of
these correlations are related to the oral/literate
distinction. Our definition of each style (adapted
from our annotation guidelines) is given below.
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Colloquial Words which are used primarily in
very informal contexts, for instance slang words
and internet abbreviations.

Literary Words which you would expect to see
primarily in literature; these words often feel old-
fashioned or flowery.

Concrete Words which refer to events, objects,
or properties of objects in the physical world that
you would be able to see, hear, smell, or touch.

Abstract Words which refer to something that
requires major psychological or cultural knowl-
edge to grasp; complex ideas which can’t purely
be defined in physical terms.

Subjective Words which are strongly emotional
or reflect a personal opinion.

Objective Words which are emotionally distant,
explicitly avoiding any personal opinion, instead
projecting a sense of disinterested authority.

Our method and evaluation relies on having a
set of seed words for each style. The words used in
this study were originally collected from various
sources by the authors; we included words that we
considered clear members of a particular stylistic
category—though they might also belong to other
categories—with little or no ambiguity with re-
spect to that style. Colloquial seeds consist of En-
glish slang terms and acronyms, e.g. cuz, gig, ass-
hole, lol. The literary seeds were primarily drawn
from web sites which explain difficult language
in texts such as the Bible and Lord of the Rings;
examples include behold, resplendent, amiss, and
thine. The concrete seeds all denote physical ob-
jects and actions, e.g. shove and lamppost, while
the abstract seeds all involve nontrivial concepts
patriotism and nonchalant. For our subjective
seeds, we used an edited list of strongly positive
and negative terms from a manually-constructed
sentiment lexicon (Taboada et al., 2011), e.g. gor-
geous and depraved, and for our objective set we
selected words from sets of near-synonyms where
one was clearly an emotionally-distant, formal al-
ternative, e.g. residence (for home) or occupied
(for busy). We filtered initial lists to 150 of each
type (900 in total), removing words which did not
appear in the corpus or which occurred in multiple
lists.

Relying on a single annotator, however, is prob-
lematic, and a more serious issue with our original



Table 1: Fleiss’s kappa for 5-way annotation, by
style.

Style Kappa
Literary 0.61
Abstract 0.37
Objective 0.55
Colloquial ~ 0.85
Concrete 0.67
Subjective  0.63
Average 0.61

seed sets is that many of the seeds belong on mul-
tiple lists, reflecting the fact that stylistic correla-
tions occur at the lexical level. This interferes with
evaluation, since we need to to be fairly certain not
only which seeds are in a category, but which are
not. Therefore, we carried out a full annotation
study with 5 annotators, asking each annotator to
tag all 900 words for each of the 6 styles accord-
ing to guidelines we prepared. One of the authors
was included as an annotator (this annotation was
carried out prior to all the others), but the other
four were unfamiliar with the project; all were na-
tive English speakers with at least an undergrad-
uate degree, and all reported reading a variety of
text genres for work and/or pleasure. We provided
written guidelines explaining each style in detail,
and asked annotators to make judgments based on
what they felt to be the most common sense. Com-
munication among annotators was restricted dur-
ing the process, but we allowed access to other
resources (e.g. the internet) and answered general
questions about the guidelines that came up dur-
ing the process. A few annotators had obviously
skewed numbers for certain styles relative to other
annotators due to misinterpretation of the guide-
lines, and we provided non-specific feedback for
revision in these cases. The Fleiss’s kappa (Fleiss,
1971) values for our 5-way annotation study are
presented in Table 1.!

The kappa values in Table 1 indicate agree-
ment well above chance, but several of the di-
mensions (and the average) are below the 0.67
standard for reliable annotation (Artstein and Poe-
sio, 2008), and only one (colloquial) reaches the
higher 0.8 standard. This suggests that there is a
sizable subjective aspect to these judgments and
we should be somewhat skeptical of the judgment

IThe annotations and our guidelines are available at
http://cs.toronto.edu/~jbrooke/style_annotations.zip .
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of any particular annotator. However, we had
forced our annotators to make a boolean choice for
each style, which may be somewhat inappropriate
for somewhat non-discrete phenomenon like style.
Taboada et al. (2011), when validating their fine-
grained manual polarity lexicon (which included
annotation of both polarity and strength), demon-
strated that Mechanical Turk worker disagreement
on a boolean task seemed to correspond fairly well
to ranges on a scale: there was agreement at the
extremes of polarity, but increasing disagreement
towards the middle.

With this in mind, we used our initial annota-
tions to create a new annotation task for two of
our external annotators: the goal was to investi-
gate whether annotators can identify relative dif-
ferences in degree suggested by either agreement
or disagreement with their choices by other anno-
tators. First, we extracted minority opinions, de-
fined here as word/style combinations where the
annotator agreed with exactly one other annotator
and disagreed with the three others, and consen-
sus opinions, defined as those where all the anno-
tators agreed. We randomly paired each minor-
ity opinion word/style with a consensus opinion;
for both opinions, the annotator in question had
made the same judgment (both yes, or both no),
but some of the other annotators had made differ-
ent choices. We then asked our annotators (who
were unaware of the exact nature of the experi-
ment) to pick, among two words they had tagged
the same in the first round, the word which had
‘more’ of the relevant stylistic quality.

In the negative case (where the annotator had
originally marked both as not having the style),
the results are stark: in 97% of the cases, the
annotator picked the minority opinion (i.e. the
word which some other annotators had marked
yes), suggesting that the annotator could identify
the stylistic tendencies of the (mixed-agreement)
word, but had nonetheless excluded it, probably
because there were much clearer examples of this
style and other styles which could be more clearly
applied to the word. In the positive case, the an-
notators preferred the word with group consensus
82.7% of the time, which is indeed the pattern we
would predict if the minority opinion is less ex-
treme; the positive case is more subtle than the
negative case, where many of the words used for
comparison very clearly do not belong to the rel-
evant style. These results are consistent with the



Table 2: Number of seeds, by style.

Style Positive Negative
Literary 132 660
Abstract 107 599
Objective 245 495
Colloquial 163 684
Concrete 190 572
Subjective 258 487

idea that disagreement is a rough indicator of de-
gree, and that not all disagreement should be dis-
missed as noise or some other failure of annota-
tion. Of course, this also indicates that relative or
continous (e.g. Likert scale) judgments might be
preferable to boolean ones, but in this case boolean
annotation is far more practical, and indeed desir-
able for both model creation and evaluation.

For our final seed set, our positive annotations
include all word/style combinations where a ma-
jority of annotators marked yes, whereas our neg-
ative annotations include only terms where there
was complete consensus; words where only 1 or
2 annotators marked yes were removed from con-
sideration as seeds (for that particular style). The
summary of the counts for main seed set are pre-
sented in Table 2.

4 Methods

Our method for stylistic lexicon acquisition breaks
down into three steps. The first is to apply one
of several methods which leverages co-occurrence
in a large corpus to derive, for each word, a raw
score for each style. We then take that raw score
and normalize it; the resulting number can be
used directly to compare words relevant to a style.
Finally, we consider the vector formed by these
normalized style scores, and apply other methods
which further refine this vector, implicitly taking
into account the correlations among styles. The
elements of the refined vector correspond to the
degree of each style, so if we apply this method
for all words in our vocabulary we create a full-
coverage lexicon.

4.1 Corpus analysis

For all the methods in this section, we use the same
corpus, the ICWSM Spinn3r 2009 dataset (Burton
et al., 2009), which has been used successfully in
earlier work (Brooke et al., 2010). Social media
corpora are particularly appropriate for research

85

on style, since they contain a variety of registers.
Here, we include all 2.46 million texts in the Tier
1 portion which contained at least 100 word types.
Hapax legomena were excluded, since they could
not possibly offer any co-occurrence information,
but otherwise we did not filter or lemmatize words:
our full vocabulary is 1.95 million words.

Our simplest method uses pointwise mutual in-
formation (PMI) (Church and Hanks, 1990), a
popular metric for measuring the association be-
tween words. Since standard PMI has a lower
bound of —eo when the joint probability is O (a
common occurrence since many of our words are
relatively rare), we actually use a normalized ver-
sion, NPMI, which has an upper bound of 1 and a

p(x,y)

lower bound of —1.

NPMI(x.y) <1 ) < : )

xX,y) =\ log
p(x)p(y) /) \logp(x,y)

Following earlier work (Brooke et al., 2010),
here and elsewhere we do not use the term fre-
quency within a document (which is less relevant
to style). Instead the probabilities are calculated
using the number of documents where the word or
words appear divided by the total number of doc-
uments. The raw score r;; for style i of word w;
is simply the sum of its NPMI with the associated
set of seeds S;:

rij= Y NPMI(wj,s)
SES;

Our second method, LSA, was applied to for-
mality by Brooke et al. (2010) and concreteness by
Turney et al. (2011). We begin by converting our
corpus into a binary word-document matrix, and
carry out latent semantic analysis (Landauer and
Dumais, 1997), which includes a singular value
decomposition of the matrix and dimensionality
reduction to k£ dimensions. Assuming v,, denotes
the resulting k-dimensional vector for word w, we
calculate r;; as:

rij = Z cos(0(Vy;, Vs))
SES;

Our third method, using latent Dirichlet alloca-
tion (Blei et al., 2003), is more novel for lexical
acquisition, and we address the specifics of this
method in more detail in other work (Brooke and
Hirst, 2013). Briefly, LDA is a Bayesian topic
model which assumes that texts are generated via a



distribution of topics for each text (0), and a distri-
bution of words for each topic (f); given a corpus,
appropriate values for 6 and 8 are derived using
inference, in this case variational Bayes inference
using the original implementation provided by
Blei et al. (2003). Our method works by seeding
each of six topics in an LDA model (correspond-
ing to our six styles) by dividing the entire initial
probability mass among the seeds and running two
iterations of the model, which distributes some of
the probability mass to co-occurring words. In our
previous work, we found further iterations had no
benefit and even slightly degraded the model. For
the LDA method, r;; corresponds directly to f3;; of
the resulting model which is just the probability of
topic (style) i generating w ;.

4.2 Normalization

The raw numbers derived from corpus analysis
methods discussed above cannot be used directly
as indicators of style: the frequencies of both the
seeds and the words being predicted have signifi-
cant effect on the relative and absolute magnitudes
of each style for all our methods, and performance
using just these numbers is near chance. However,
in two steps we can normalize these numbers to a
form where the magnitude does directly reflect de-
gree of a style. Again, r;; refers to the raw score
for style i and word j from some corpus analysis
method. First, we take steps to ensure that r;; is
nonnegative. For LDA this is unnecessary (since
rij is based on a probability distribution), but for
NPMI and LSA it is needed, since both involve
summing over items which vary between —1 and
1. We can ensure that these are positive by adding
a constant equal to the number of seeds. Next, we
convert the result to a style ‘distribution’ for each
word:

/ rij +Sil
A = ————
Y1 7kj + [ Sl
The result is still not useful, since frequency
(and count) of seeds clearly still has an effect. To
focus on the differences between words, we sub-

tract the means for each style and divide by the
standard deviation

Oy

to reach b;;, the base for the ‘style space’ methods
in the next subsection.
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4.3 Style Vector Optimization

Given a vector that represents the styles for a given
word, we wish to refine the vector to improve
performance on relative judgments for individual
styles. Here, we test two options: the first trans-
forms the stylistic vectors into k-Nearest Neighbor
(kKNN) graphs, where we can apply label propaga-
tion. The second option treats the vector as a set of
features for supervised linear regression, one for
each style, using a specialized loss function. Both
methods rely on having a style vector representa-
tion of not only our target words, but also our seed
(training) words. For LSA and NPMI, we used
leave-one-out crossvalidation to create these vec-
tors; for LDA, however, it was impractical to do
a full run of the model for each word, and so we
used 10-fold crossvalidation instead.

A vector-space representation offers a number
of obvious similarity functions for building a kNN
graph: we test two here, inverse Euclidean dis-
tance (L2) and cosine similarity (cos). A more dif-
ficult problem is the choice of k (for kNN k): here,
we estimate a good k from the training set. Since
the training set and dimensionality of the data is
(now) fairly small, we simply test on all possible
intervals of 5, and choose the best (often near 50,
though we saw values as low as 10 and as high
as 90) using our pairwise evaluation (see Section
5.1). Since our label propagation method works
independently for each style, we can choose a dif-
ferent k for each.

For label propagation, we use the simple one-
step propagation function from Kang et al. (2006).
Here, K is our similarity function (which returns
zero if seed s is not one of the k nearest neighbors),
and z;; is the resulting confidence score, which we
use as our new estimate for the style:

Zij = Z K(wj,ws)
WsES;
Obviously, the main work here is done by the sim-
ilarity function, which implicitly includes infor-
mation from other stylistic dimensions by prefer-
ring words which are close not just on the relevant
dimension, but in the stylistic space as a whole.
There are of course more sophisticated, multi-step
approaches to label propagation, e.g. the one used
by Rao and Ravichandran (2009), but a single-step
approach has clear advantages in light of our large
vocabulary and dense graph; we leave exploration
of whether unlabeled words can help further to fu-



ture work. We did test the one-step correlated la-
bel propagation method proposed by Kang et al.
but found it was ineffective, probably because it
increases the effects of correlation, which is actu-
ally counter to our needs.

The information provided by label propagation
is distinct enough that it can be successfully com-
bined with the original (base) vector. As with k
for kNN, we estimated a good weighting for this
combination using the training data, testing at 0.01
intervals. Since we noted some interdependence,
we combined this step with the selection of (kNN)
k. Again, this ratio can be different for each style.

Our second vector optimization technique is an
adaption of supervised linear regression. Linear
regression usually involves minimizing squared
distance of the output of the model from the train-
ing set, assuming there are known values of ex-
pected output. In this case, however, we don’t
have reliable values for specific degrees of a style.
We proceed by replacing the least-squared loss
function with a loss function based on our eval-
uation metric (see Section 5.1):

L(6)

Z Z ](he (b,‘j) < h(—) (bim))

WjGSiA,p Wi 6Si.n

Here, S; , and S, , refer to the positive and negative
examples of style i, respectively, /g is the linear
regression function, and / is an indicator function
equal to 1 if the statement is true, and O otherwise.

Using such a loss function discourages standard
approaches to linear regression, but in this context
(a small feature space and training set), it is rea-
sonably practical to search the space exhaustively
for weights which provide a (near-)optimal result
(on the training data).” Starting with full weight
(1) on the feature corresponding to the dimension
being derived and O on all others, we search the
range —1 to 1 at 0.001 intervals for the other di-
mensions, proceeding in order based on the great-
est difference across positive and negative exam-
ples of each style. We found that one such iter-
ation across each element of the vector was suffi-
cient, resulting in a stable model. This method can
be applied on the initial vector, or on a vector that
has already been refined by some other method,
i.e. the output of label propagation.

2 At the suggestion of a reviewer, we also tried applying
SVMrank to this regression; it was much faster but perfor-
mance was worse.
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5 Evaluation

5.1 Setup

Our evaluation is based on the pairwise compari-
son of words which are known (from our annota-
tion) to differ relevant to a certain style. Accuracy
for a test set S; (of a style i) is defined as the num-
ber of instances where the expected inequality ex-
ists between a pair of opposing words, divided by
the total number of such pairings:

ZW/GSLP ZmeS,“’n I(Zl] > Zlm)
‘Si,p‘ ’ |Si,n’

Accuracy(S;) =

Here z can refer to any of the metrics for style dis-
cussed in the previous section. The major advan-
tage of this definition of accuracy is that it does
not require an arbitrary cutoff point, but 100% ac-
curacy nonetheless indicates that the two sets are
perfectly separable. Also, it does not assume any-
thing about the degree of difference between two
words, e.g. that more is better, since for any given
pair of words we cannot be certain what an ideal
difference would be.

We evaluate using 3-fold crossvalidation, us-
ing the original 150-per-style annotation of our
900 words for the purposes of stratifying the data,
which allows for balanced sets of 600 for training
and 300 for testing. All seeding, training, and eval-
uation use the majority annotation of the 5 annota-
tors, discussed in Section 3. Since the initial splits
add a significant random factor, all results here are
averaged over 5 runs, with the same 5 runs (i.e.
same splits) used for all evaluated conditions.

5.2 Comparison of models

Table 3 shows a comparison of the performance of
various models, organized by the method of cor-
pus analysis. First, we note that most of these
numbers are quite high, almost all are above 80%
and most are above 90%. It is worth mention-
ing that if only direct opposites are considered
(e.g. colloquial versus literary, concrete versus ab-
stract), most dimensions reach results above 99%;
our multi-style evaluation here offers a more re-
alistic view. Among individual styles, colloquial
words seem the most distinct, which is consistent
with the results of human annotation. Acquisi-
tion of subjectivity, on the other hand, is strikingly
more difficult than the other styles.

Based only on average accuracy, we could con-
clude that LSA > LDA > NPMI with respect



By Style

Model Lit. Abs. Obj. Coll. Conc. Subj. ‘\verase
guessing baseline 50.0 50.0 50.0 50.0 500 500 50.0
NPMI
base (Normalized) 684 912 944 956 734 771 83.0
LP-cos 90.1 915 951 944 90.0 80.0 90.2
LP-L2 88.2 889 941 941 894 76.6 88.5
base+LP-cos 90.2 928 956 960 90.6 809 91.0
base, LR 89.8 93.6 942 965 855 79.7 89.9
base+LP-cos, LR 90.2 936 955 959 905 81.0 91.1
LDA
base 673 933 965 962 932 835 88.3
LP-cos 86.0 929 96.0 93.6 948 86.5 91.6
LP-L2 78.1 91.1 950 925 942 832 89.0
base+LP-cos 864 935 96.6 963 955 86.7 92.5
base, LR 843 939 965 964 947 857 91.8
base+LP-cos, LR 872 939 965 96.3 95.8 87.0 92.8
LSA
k=20, base 89.1 935 956 944 90.8 76.0 89.9
k=500, base 912 937 965 965 937 835 92.6
k=500, LP-cos 924 917 960 968 943 852 92.8
k=500, LP-L2 92.1 921 965 965 943 85.0 92.8
k=500, base+LP-cos 925 936 968 975 948 859 93.5
k=500, base, LR 92.7 940 972 972 949 86.5 93.7
k=500, base+LP-cos, LR 92,7 938 970 977 949 864 93.7

Table 3: Model performance in lexical induction of seeds, % pairwise accuracy. LP = label propagation,
cos = cosine similarity, L2 = inverse Euclidean distance, LR = linear regression. Bold is best in column.

to extracting relevant stylistic information from
the corpus. That NPMI is the worst performing
method is not surprising, since it relies only on di-
rect co-occurrence between seeds and test words,
and is not able to take advantage of larger pat-
terns in the data; we would expect similar results
for other simple relatedness measures. Though
LSA is better overall, the distinction between LSA
and LDA is more subtle, since in fact LDA is
the higher performing model for two of the six
styles, and its poorer overall performance can be
attributed to a rather dismal showing for literary
words, worse than NPMI. This is interesting be-
cause subjective and concrete words, where LDA
does well, are the most common in the corpus,
whereas literary words are consistently the least
common. We posit, based on this and our ear-
lier research focused on the LDA method, that
successful low-dimensional seeded LDA requires
styles (topics) that are reasonably well-represented
in the corpus; when that condition is met, LDA
will likely do better than LSA because it will

distinguish rather than collapse correlated styles.
LSA, on the other hand, is robust against the
scarcity problem because it requires only that a set
of words have a reasonably distinct k-dimensional
profile to form a coherent style.

Based on the results in Table 3, we can conclude
decisively that both of our optimization techniques
are effective. The effects are particularly marked
for NPMI, but is reasonably consistent across all
three corpus analysis techniques and the various
individual styles. With regards to the similarity
function in label propagation, we found that co-
sine similarity, a less common choice for building
graphs, was generally as good as, and often bet-
ter than, Euclidean distance. The vector resulting
from label propagation also consistently benefited
from being combined with the base vector, the re-
sult being better than either alone. It is not entirely
clear which of the two optimization methods is to
be preferred (their effects seem roughly similar),
though linear regression seems to have edge when
using LSA. Combining the two methods seems a
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good strategy, particularly for LDA.

The LSA results presented here mostly use k =
500, a fairly standard choice. However, we tested
other values, in particular extremely low values
(k = 20) to see if we could confirm our supposi-
tion (Brooke et al., 2010) that much stylistic infor-
mation is contained with the first few dimensions
of LSA. Our results suggest that the basic supposi-
tion is valid, since the difference between the two
conditions for most dimensions is not large, but
the identification of subjectivity (not considered
by Brooke et al. 2010) does seem to benefit greatly
from a higher-dimensional vector.

6 Qualitative analysis

To investigate further the successes and failures
of our method, we carried out two qualitative ex-
aminations of the output of our model. First, we
looked at those words within our annotated set of
words which consistently caused the most errors
across the various splits and runs. Second, we ran
a high-performing LSA model built from the en-
tire seed set on a subset of our vocabulary (we
excluded words of document frequency less than
100), creating lexicons for each style; we man-
ually inspected non-seed words that were ranked
highest on each dimension.

The clearest result from the inspection of the
seed output was that many of the false neg-
atives involve words that are strong on some
other dimension, typically on the other side of
the oral/literate divide. For example, the most
difficult-to-identify literary and abstract terms are
strongly subjective (e.g. loathe and obscene),
while the most difficult objective word, transiu-
cent, is very concrete. The most difficult con-
crete words are literary (yoke, raiment) or objec-
tive (conflagration), and the most difficult subjec-
tive words are also somewhat objective (eminent)
or abstract (autocratic). Interestingly, a manual in-
spection of the weights for linear regression sug-
gests that our optimization is correcting for just
this kind of situation: we generally see negative
weights on (what we would predict to be) posi-
tively correlated styles, and vice versa. However,
in certain cases where one style has a much larger
role in determining the co-occurrence pattern in
the corpus, this correction may be insufficient.

Most of the false positives, by contrast, involve
overextension of each category in predictable
ways. For example, our highest ranking literary

&9

words from the general vocabulary were mostly
very good, but contained a few words that are ob-
vious over generalizations into biblical and fantasy
texts, e.g. locust and sorcerers, while among the
objective words there were a number of academia-
relevant words that are really more abstract than
objective, e.g. coauthors and peer-review. Our
derived colloquial words contained many (some-
times purposeful) misspellings (wayy, annnnd)
which we could argue are genuinely colloquial;
less clear are the many lower-case celebrity names
(e.g. miley), but the fact that the bloggers used
lower case does make them non-standard. Con-
sistent with our qualitative results, subjective was
the most problematic in the general vocabulary:
though there were many good subjective words,
there were a lot of other words which suggest top-
ics that people tend to express opinions about, e.g.
sitcoms, entertainer, or flick; movie-related words
are particularly common, which might be a reflec-
tion the lexicon we took our subjective seeds from.

7 Conclusion

We have presented a methodology for deriving
high-quality stylistic lexicons from corpora. A
key aspect of our approach its hybrid nature: in-
formation is first extracted (using efficient, well-
established methods) in a semi-supervised fashion
from large corpora, and then refined using fully-
supervised techniques. We argue that there are
clear benefits in looking at multiple styles simul-
taneously, not only in terms of improving perfor-
mance but also in taking our evaluation beyond
‘toy’ situations where we ignore the complexities
and interactions among styles, drawing connec-
tions with broader insights from linguistics.

One possible criticism of our method is that we
use only co-occurrence information, and not other
information (e.g. word morphology) which could
be relevant to particular styles in English; this op-
tion should be explored further, particularly in the
optimization phase where we can easily add other
features, though we stress that our ultimate goal
is to derive methods that are easily extensible to
more styles and more languages. We have also not
considered word senses or multiword expressions,
but both can and should be added to the model.
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Abstract

We present the Prague Discourse Treebank
1.0, a collection of Czech texts annotated for
various discourse-related phenomena "beyond
the sentence boundary". The treebank contains
manual annotations of (1), discourse connect-
ives, their arguments and senses, (2), textual
coreference, and (3), bridging anaphora, all
carried out on 50k sentences of the treebank.
Contrary to most similar projects, the annota-
tion was performed directly on top of syntactic
trees (from the previous project of the Prague
Dependency Treebank 2.5), benefiting thus
from the linguistic information already exist-
ing on the same data. In this article, we present
our theoretical background, describe the an-
notations in detail, and offer evaluation num-
bers and corpus statistics.

1 Introduction and Motivation

Large collections of gold standard language data
are known to build an indispensable base for
many NLP algorithms. Reliable morphological
tagging and syntactic analysis (phrasal or de-
pendency) are nowadays quite a standard inform-
ation in language corpora released all over the
world. With the gradually increasing interest in
modeling discourse structure or using various
discourse features' in different NLP tasks (ana-
phora resolution, summarization, MT), also the
development of resources aimed at representing
various discourse-related aspects has gained on
importance. Moreover, both theoretical discourse
research and NLP algorithms can benefit from a
reliable multi-dimensional analysis of the data
(Webber et al., 2003, Stede, 2004). There are
already several elaborate theoretical concepts on

! The term of discourse in this paper is used in two mean-
ings. The broader interpretation is roughly equal to fext (as
in discourse structure, discourse features or discourse co-
herence) whereas the narrower sense denotes semantic rela-
tions between propositions (as in discourse relations).
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discourse coherence brought to life in real-data
annotation (see Sections 1.1 and 1.2). Still, it is
only in recent years that large-scale corpora with
manual annotations of sentential and discourse
level phenomena have become available. Even
fewer such corpora exist that combine more
types of manual discourse-level annotations.

In this paper, we present a large-scale manual
annotation project for Czech in which, apart from
the "standard" analysis of a sentence (morpho-
logy, synctactic trees), several discourse phe-
nomena are marked, all over the same data: pro-
nominal, nominal and zero® coreference, dis-
course connectives (henceforth DCs) and the se-
mantic relations they express, and the associative
relations of the so-called bridging anaphora.

The paper is structured as follows: In Sections
1.1 and 1.2, brief overviews of recent projects
concerning discourse relations and coreference +
bridging anaphora are described, respectively. In
Section 2, data and tools used in Prague Dis-
course Treebank (PDiT) are introduced. Sec-
tion 3 describes the annotation scenario and is
followed by evaluation of the project in compar-
ison with similar projects (Section 4) and basic
distribution numbers (Section 5). We conclude
with discussion (Section 6).

1.1  Corpora of Discourse Relations

The first attempts in representing discourse struc-
ture date over a decade back. One of very first
and most influential projects was the RST-Tree-
bank (Carlson et al., 2001), an annotation project
over the English texts of Wall Street Journal. In
accordance with the Rhetorical Structure Theory
of Mann and Thompson (1988), the whole docu-
ment is represented as a single tree-like structure.
Wolf and Gibson (2005) propose a less con-

Z Czech is a pro-drop language. The restored ellipses in the
underlying sentence analysis allow us to annotate zero
forms as co-referential.

International Joint Conference on Natural Language Processing, pages 91-99,
Nagoya, Japan, 14-18 October 2013.



o. O~
n94202-106-p3s2 +In94202-106-p3s3”
root . root

g} [to_be].enunc #Dash of
PRED

connective: Zato

range: 0->0

o
zato [out then]
PREC

Viktoria [Victoria] Viktoria
BEN.basic
SPEC

Zizkov Zizkov
RSTR

SPEC

véak [however]
PREC

o
#Comma.enunc opr
CONJ
connective: véak
range: 0->0

%}4 [to_be] con]

PRED
connective: coz
range: 0->0

 upo

8t [to_abandon]
PRED

Klub [club]\;hv [football]

co[whaf]  vjhoda [advantage]

pAT\ \ N :

anglicky [English] typicky [typical] ostrovni [island]
RSTR RSTR RSTR

zpréava [report]
CRIT

Figure 1. Annotation of two sentences. Discourse relations are represented by thick orange arrows, textual corefer-
ence by dark blue slim arrows, bridging anaphora by light blue slim arrows. Grammatical coreference (the only
one in the figure is between nodes co [what] and upoustet [to abandon]) is represented by a brown slim arrow.

strained model in Discourse Graphbank by giv-
ing up the requirement of a tree-structure. These
approaches are referred to as "deep discourse
parsing" or modeling of global coherence (whole
document = one connected structure) in contrast
to the so-called "shallow discourse parsing" or
local coherence modeling of the lexically groun-
ded approaches, which are based on identifica-
tion of discourse markers and relations they ex-
press. The most influential of the latter is the
Penn Discourse Treebank (for English, PDTB,
Prasad et. al., 2008) with several subsequent sim-
ilarly aimed corpora for different languages, the
project presented here being one of them.

Resources manually annotated for (some type
of) discourse phenomena are already available or
work-in-progress for various languages, includ-
ing Chinese (Zhou and Xue, 2012), Arabic (Al-
Saif and Markert, 2010), Turkish (Zeyrek et al.,
2010), Hindi (Oza et al, 2009), French
(Afantenos et al., 2012, Danlos et al., 2012), Ger-
man (Stede, 2004, Gastel et al., 2011) and others.
Additionally, the relevance of the PDTB annota-
tion concept was further tested on specific do-
mains, e.g. on spoken dialogs (Italian, Tonelli et
al., 2010) and on biomedical texts (English,
Prasad et al., 2011).

1.2  Corpora of Coreference and Bridging

Relations

There is a number of different large-scale annot-
ated corpora for coreference and anaphoric rela-
tions. The largest annotated corpora for English
include MUC (Hirschman and Chinchor, 1997),
ACE (Doddington et al., 2004), OntoNotes (Pra-
dhan et al., 2007), GNOME (Poesio, 2004), AR-
RAU (Poesio and Artstein, 2008). The corefer-
ence annotations for other languages than Eng-
lish are more limited. The most well-known cor-
pora including anaphoric information are
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AnCora (Recasens and Marti, 2009) for Spanish
and Catalan, VENEX (Poesio et al., 2004a) for
spoken and written Italian, the Italian Live
Memories Corpus (Rodriguez et al., 2010),
TiBA-D/Z (Hinrichs et al., 2004) and Postdam
Commentary Corpus (Stede, 2004, Krasavina
and Chiarcos, 2007) for German, and some oth-
ers.

Early work on bridging relations dates back to
the mid-70s. Clark (1975) documents several
ways in which an inference is needed to under-
stand the meaning intended by the speaker. Clark
names several types of bridging relations such as
set-membership, part-whole, roles, reasons and
consequences. Bridging relations have been later
investigated by Poesio et al. (1997, 2004b). The
annotation of bridging relations in different pro-
jects includes different types of relations. In the
GNOME corpus (Poesio, 2004), such bridging
relations as set-membership, subset, and part-
whole are annotated. The Copenhagen Depend-
ency Treebank (Korzen and Buch-Kromann,
2011) has a very detailed annotation scheme
based on general semantic roles. Another way to
capture bridging relations is to define them
vaguely, e.g. as a reference which is made to a
subpart of an object that has already been men-
tioned in the discourse (Hendrickx et al., 2011)
or to mark as bridging all non-coreferent ana-
phoric references. The last approach was used in
Hou et al. (2013), providing a reasonably sized
and reliably annotated corpus for English.

To our knowledge, there are only few corpus
projects portraying phenomena "beyond the sen-
tence boundary" that gather different types of
textual information, or, in other words, offer
some kind of multi-dimensional discourse an-
notation. The texts of Wall Street Journal have
undergone various annotations but they arose
within different projects and frameworks — rhet-



TEMPORAL | CONTINGENCY CONTRAST EXPANSION
synchronous | reason — result confrontation conjunction
asynchronous | pragmatic reason — result | opposition exemplification
condition pragmatic contrast specification
pragmatic condition restrictive opposition [ equivalence
explication concession generalization
purpose correction conjunctive alternative
gradation disjunctive alternative

Table 1: Distribution of discourse types in the data

orical structure analysis in RST-Treebank (385
WSJ articles), Discourse Graphbank (135 texts
from AP Newswire and WSJ), Penn Discourse
Treebank 2.0 (2,159 WSJ articles), OntoNotes (a
substantial portion of the WSJ-Penn Treebank
annotated for coreference) etc. A multi-dimen-
sional analysis within a single project was con-
ducted for French in AnnoDis (Afantenos et al.
2012, an intersection of all annotations on 13 art-
icles), for German in the Potsdam Commentary
Corpus (Stede, 2004, 170 texts), and lately in
TiBa-D/Z (Gastel et al., 2011, 919 sentences in
31 articles). These projects include inter alia
some particular version of a "global" discourse
analysis, annotation of connectives and their
senses, and coreference annotation.

2 Data and Tools

As the base data for the annotation, we used the
Prague Dependency Treebank 2.5 (PDT, Bejcek
et al., 2012), which is an update of the Prague
Dependency Treebank 2.0 (Haji¢ et al., 2006). It
is a treebank of almost 50 thousand sentences of
Czech newspaper texts, annotated manually on
three levels of annotation: morphological, analyt-
ical and tectogrammatical. The annotation of a
sentence at the highest, tectogrammatical layer
captures the deep syntax and the information
structure of a sentence and is represented by a
dependency tree.

For the annotation of discourse relations, tex-
tual coreference and bridging anaphora, we used
several extensions to a highly customizable tree
editor TrEd (Pajas and Stépanek, 2008). Technic-
ally, each of the annotated relations is represen-
ted as an arrow connecting two tectogrammatical
nodes. The two nodes represent the two argu-
ments of the relation, i.e. typically the subtrees of
the nodes. All information about the relation is
kept in a set of dedicated attributes at the initial
node of the relation, containing a unique identifi-
er of the target node of the relation, type of the
relation, and other pieces of information (de-
pending on the relation, e.g. a connective for the
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discourse relation). The relation is depicted as a
curved arrow between the nodes, see Figure 1.
For details on the annotation tool for discourse,
see Mirovsky et al. (2010a), for details on the an-
notation tool for textual coreference and bridging
anaphora, see Mirovsky et al. (2010b).

3

The following subsections 3.1 and 3.2 describe
the annotation principles for the two subprojects
in PDiT, the annotation of discourse relations
and the annotation of textual coreference and
bridging anaphora. Detailed descriptions of the
annotation guidelines can be found in annotation
manuals (Poldkova et al., 2012a, Nedoluzhko et
al., 2011). Figure 1 shows the annotation of two
sentences in Example 1 in all these aspects.

Annotation

(1) Zato londynska Chelsea je velkou neznamou
nejen pro Viktorii Zizkov. Podle zprav vSak
anglicky klub upousti od typického ostrovniho
fotbalu, coz by mohlo byt vvhodou.

But then London Chelsea is a big unknown not
only for Victoria Zizkov. According to reports,
however, the English club abandons the typical is-
land football, which could be an advantage.

3.1

Annotating discourse relations in PDiT is in-
spired by the PDTB lexical approach of connect-
ive identification (Prasad et. al., 2008) but it also
takes advantage of the Prague tradition of de-
pendency treebanking. This means in practice
that some discourse information (intra-sentential)
could have been extracted from the previous rich
annotation of syntax, with only minor enhance-
ments (Jinova et al., 2012b). In the first release
of PDiT, we only focused on discourse relations
indicated by overly present (explicit) discourse
connectives, i.e. expressions like but, however,
as a result, even though etc.’ Every DC is
thought of as a discourse-level predicate that

Discourse

3 Some remarks on annotation of the implicit DCs and of the
so-called alternative lexicalizations of connectives (AltLex)
are added in the discussion in Section 6.



takes two discourse units as its arguments. Only
discourse relations connecting clausal arguments
(with a predicate verb), i.e. not those between
nominalizations or deictic expressions were an-
notated in version 1.0. Additionally, the Prague
discourse annotation includes marking of list
structures (as a separate type of discourse struc-
ture) and marking of some smaller text phenom-
ena: article headings, figure captions, non-coher-
ent texts like collections of news etc.

The annotation of discourse relations consisted
of two phases, first being manual and the sub-
sequent including automatic extraction of relev-
ant syntactic features. For the manual part, the
annotators had at their disposal both plain text
and the tree structures, the annotation itself was
carried out on syntactic (tectogrammatical) de-
pendency trees, as we did not want to lose con-
nection with and information from the analyses
of previous levels. Intra-sentential discourse rela-
tions, i.e. those that had already been captured
within the syntactic (tectogrammatical) analysis,
were only to be newly annotated if their dis-
course semantics differed from the tectogram-
matical interpretation (Jinova et al., 2012b), oth-
erwise they were automatically extracted and
mapped onto the discourse annotation.

Automatic Extraction of Syntactic Features

An automatic procedure was designed to extract
discourse-relevant features from the syntactic
level of description, i.e. the intra-sentential dis-
course relations. As mentioned earlier, the tecto-
grammatical tree structures offer some types of
information that can be transferred to the dis-
course-level annotation. In general, this concerns
subordinate syntactic relations between clauses
with labels like causality, conditionality, tempor-
ality, concession etc.; and coordinate syntactic
relations between clauses of one sentence with
selected coordinative labels like conjunction, dis-
junction, opposition or contrast, confrontation
etc. These relations were semi-automatically
mapped onto the discourse annotation. (Jinova et
al., 2012b).

Semantic labels

The Prague discourse label set was inspired by
the tectogrammatical functors (Mikulova et al.,
2005) and also by Penn sense tag hierarchy
(Miltsakaki et al., 2008). Table 1 shows the dis-
course-semantic label set used for PDiT 1.0. The
four main semantic classes, Temporal, Contin-
gency, Contrast (Comparison) and Expansion are
identical to those in PDTB but the hierarchy it-
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self is only two-level. The third level is captured
by the direction of the discourse arrow. The an-
notators, unlike in the Penn approach, were not
allowed to only assign the major class, they al-
ways had to decide for a single relation within
one of the classes.* Within these four classes, the
types of the relations partly differ from the Penn
types and go closer to Prague tectogrammatical
functors and/or are a matter of language-specific
distinctions. Compared to the PDTB label set, we
added the categories of purpose and explication
in the Contingency group and restrictive opposi-
tion and gradation to the Contrast group. In the
PDTB, four pragmatic meanings are distin-
guished and annotated: pragmatic cause, condi-
tion, contrast and concession. In the Prague
scenario, three pragmatic senses were annotated,
pragmatic concession and pragmatic contrast
joined to one group, for the lack of reliable dis-
tinctive features.’

Post-annotation checks and fixes

After the manual annotation of discourse rela-
tions was finished, some checks turned up to be
necessary, especially for relations whose nature
revealed to be more complicated in real data than
we had expected on the basis of linguistic hand-
books. After having collected all examples of
these relations (namely specification, explication,
generalization, exemplification and equivalence)
in our data and established more complex defini-
tions of their nature, annotation of these relations
was manually unified in the whole data. Also
some DCs required unification via post-annota-
tion. Additionally, the part of the data which was
annotated first was fully re-annotated at the end
since we expected it might have suffered from
initial inexperience of the annotators.

Results of the automatic extraction were
checked randomly on several hundreds of ex-
amples. All discrepancies found were integrated
in an automatic script (treatment of multiple
DCs, multiple coordinations etc.). Only two situ-
ations required manual checks and fixes: i) Due
to a complicated situation in a tree, the automatic
extraction failed in 23 cases of DC identification
(opposed to 10,482 cases with correct identifica-
tion). ii) Solely manual treatment was necessary
for constructions with a discourse-relevant clause
dependent on a complex predicate structure with

* In special cases, they had the option to assign an additional
secondary relation.

’ It may be that different text types require slightly different
sets of semantic labels. For instance, some discourse pro-
jects use a more fine-grained set of pragmatic senses (e.g.
for spoken dialogs).



an infinitive or a noun phrase. In such cases only
semantics allowed to distinguish if the clause is
related to the whole structure or only to the infin-
itive or noun phrase.®

3.2 Coreference and Bridging Relations

In PDiT 1.0, two types of coreference (grammat-
ical and textual) and six types of bridging rela-
tions are marked. The grammatical coreference
typically occurs within a single sentence, the
antecedent being able to be derived on the basis
of grammatical rules of a given language
(Czech). It includes relative pronouns, verbs of
control, reflexive pronouns, reciprocity and
verbal complements (Mikulova et al., 2005).
Textual coreference marks coreferential rela-
tions between language expressions referring to
the same discourse entity when the reference is
not expressed by grammatical means alone, but
also via context. Anaphoric (occasionally cata-
phoric) relations are expressed by various lin-
guistic means (pronouns, synonyms, generalizing
nouns etc.). Textual coreference has been annot-
ated in two time periods. First, the so-called pro-
nominal textual coreference was manually annot-
ated. It was restricted to cases in which a demon-
strative this or an anaphoric pronoun of the 3rd
person, also in its zero form, are used (Kucova
and Hajicova, 2004). Afterwards, the annotation
of textual coreference was extended to cases
where the anaphoric expression is represented by
other means such as full noun phrases, adverbs
(there, then etc.) and some types of numerals and
pronouns left out during the first stage (Ne-
doluzhko et al., 2013).

The textual coreference is further classified
into two types — coreference of noun phrases
with specific (type SPEC) or generic (type GEN)
reference. Compare examples (2) and (3):

(2) Mary and John went together to Israel, but
Mary [type SPEC] had to return because of the ill-
ness.

(3) Dogs bark. This is the way how they [type
GEN] express their emotions.

Discourse deixis (reference to a non-nominal
antecedent) is annotated as a textual coreference
link when referring to a clause or a sentence. If a
noun phrase endophorically refers to a discourse
segment that is larger than one sentence or it is
understood by inferencing from a broader co-
text, the antecedent is not specified.’

¢ For more details, see Jinova et al. (2012b).
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A specifically marked link for exophora de-
notes that the referent is "out" of the co-text, it is
known only from the actual situation. In the
same way as for segments, the new nominal and
adverbial links were added.

For the bridging relations, the following
types are distinguished: part-of relation (room -
ceiling), set— subset (students — some students)
and FUNCT (trainer — football team) tradi-
tional relations, CONTRAST for coherence rel-
evant discourse opposites (e.g. this year — next
year), ANAF for explicitly anaphoric relations
without coreference (second world war — at that
time) and the further underspecified group
REST, which is mainly used to capture such
types of bridging relations as location — inhabit-
ants or event — argument. A more detailed de-
scription of the types can be found in Ne-
doluzhko and Mirovsky (2011).

Automatic Preannotation

For the textual coreference, only a limited pre-
annotation was carried out: We used a list of
pairs of words that with a high probability form a
coreferential pair in texts. Most of the pairs in the
list consist of a noun and a derived adjective,
which are different in Czech, e.g. Praha —
prazsky (in English: Prague — Prague, like in the
sentence: He arrived in Prague and found the
Prague atmosphere quite casual). The rest of the
list is formed by pairs consisting of an abbrevi-
ation and its one-word expansion, e.g. CR —
Cesko (similarly in English: USA — States). The
whole list consists of more than 6 thousand pairs
obtained automatically from the morphological
synthesizer for Czech, manually checked and
slightly extended.

4 Inter-Annotator Agreement

Several annotators annotated the data but (for ob-
vious reasons of limited resources) each part of
the data has only been annotated by one of them.
Only 4% of the data (44 documents, 2,084 sen-
tences) have been annotated in parallel by two
annotators of discourse relations, and 3% (39
documents, 1,606 sentences) have been annot-
ated in parallel by two annotators of textual core-
ference and bridging anaphora. We used the par-
allel (double) annotations for measuring the in-
ter-annotator agreement, and for analyzing the
most common errors, i.e. difficult parts of the an-
notation.

" This decision is considered to be provisional. The ante-
cedents are supposed to be specified in further phases of the
annotation.



To evaluate the inter-annotator agreement on
texts annotated in parallel by two annotators, we
used several measures. The connective-based F1-
measure (Mirovsky et al., 2010c) was used for
measuring the agreement on the recognition of a
discourse relation, the chain-based F1-measure
was used for measuring the agreement on the re-
cognition of a coreference or bridging relation. A
simple ratio and Cohen's ¥ were used for measur-
ing the agreement on the type of the relations in
cases where the annotators recognized the same
relation.®

In the connective-based measure, we consider
the annotators to be in agreement on recognizing
a discourse relation if the two connectives they
mark (each of the connectives marked by one of
the annotators) have a non-empty intersection
(technically, a connective is a set of tree nodes).
For details, see Jinova et al. (2012a).

In the chain-based measure, we consider the
annotators to be in agreement on recognizing a
coreference or a bridging relation if two nodes
connected by an arrow by one of the annotators
have also been connected by the other annotator;
coreference chains are taken into account, i.e. it
is sufficient for the agreement if the arrow starts
in or goes to a node that is coreferentially con-
nected (possibly transitively) with the node used
for the relation by the other annotator.

Table 2 shows the results of the inter-annotat-
or agreement measurements.

relation F1 agreement Cohen's k¥
on types
discourse 0.83 0.77 0.71
text. coref. 0.72 0.90 0.73
bridging 0.46 0.92 0.89

Table 2: Inter-annotator agreement

Comparison of the inter-annotator agreement
with other similar projects is difficult, as the pro-
jects usually use different annotation schemes
and different scores. Nevertheless, some compar-
isons can be done:

The simple ratio agreement on types in dis-
course relations (0.77 on all parallel data, the
third column of Table 2) is the closest measure to
the way of measuring the inter-annotator agree-
ment used on subsenses in the Penn Discourse
Treebank 2.0, reported in Prasad et al. (2008).
Their agreement was 0.8.

% In all our measurements, only inter-sentential discourse re-
lations have been counted, as the intra-sentential relations
were mostly annotated automatically.
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In the annotation of coreference relations in
OntoNotes, the inter-annotator agreement on
English was 80.9 for newspaper texts and 78.4
for magazine texts. On Chinese, the agreement
was 73.6 for newspaper texts and 74.9 for
magazine texts (reported in Pradhan et al. 2012).
These numbers can be compared with our chain-
based F1 measure (0.72 in the second column of
Table 2), as it is similar to the MUC-6 score they
used.

As to the bridging anaphora, we can compare
our chain-based F1 score (0.46 in the second
column of Table 2) to F1 score on recognition of
bridging relations reported for the annotation of
the COREA corpus (Dutch texts); their agree-
ment on newspaper texts was 0.39 (reported in
Hendrickx et al., 2011).

5 The Corpus in Numbers’

Table 3 shows total numbers of annotated rela-
tions in the whole data of PDiT.

relation count
discourse relations 20,542
- discourse inter-sentential 6,195
- discourse intra-sentential 14,347
textual coreference 87,299
grammatical coreference'” 23,272
bridging anaphora 33,154

Table 3: Total numbers of annotated relations in PDiT

bridging type count
ANAF 847
CONTRAST 2,305
FUNCT P 516
PART WHOLE 2,017
P_FUNCT 1,743
REST 2,226
SET SUB 13,106
SUB_SET 5,885
WHOLE PART 4,509
total 33,154

Table 4: Distribution of bridging types in PDiT

In addition to the numbers in Table 3, there have
been annotated 445 members of lists, 4,188
headings, 1,505 coreference relations to segment
and 689 references out of the text (exophora).

? Please note that 1/10 if the PDT/PDIT data has been desig-
nated to evaluation tests. Numbers presented in this section
include also this part of the data. Therefore, these numbers
should not be used in any experiments tested on the evalu-
ation test data of PDT/PDiT!

' mostly annotated already in PDT



Table 4 shows a distribution of bridging types
annotated in PDiT. Table 5 shows the total num-
ber of individual discourse types annotated in
PDiT.

discourse type full name count
conc concession 878
cond condition 1,369
confr confrontation 654
conj conjunction 7,551
conjalt conj. alternative 90
corr correction 440
disjalt disj. alternative 270
equiv equivalence 104
exempl exemplification 142
explicat explication 225
f cond pragm. condition 16
f opp pragm. contrast 50
f reason pragm. reason 40
gener generalization 106
grad gradation 430
opp opposition 3,209
preced asynchronous 808
purp purpose 414
reason reason-result 2,626
restr restr. opposition 269
spec specification 627
synchr synchronous 222
other other 2
total 20,542

Table 5: Distribution of discourse types in PDiT

6 Discussion

In the first release of PDiT, the annotation of dis-
course relations is limited to relations expressed
by explicit DCs (coordinating conjunctions,
particles, adverbs etc.), other tags between adja-
cent sentences were not inserted, unlike in some
similar projects. Alternative lexicalizations
(AltLex) are not annotated in PDiT, their thor-
ough analysis is a recent work in progress. En-
tity-based relations (EntRel) are, in our view, a
matter of coreference and bridging annotation.

Implicit connectives

Annotation of implicit connectives has been in
all known attempts a problematic task, as the
IAA numbers are rather low. For implicit con-
nectives (not present on the surface, a DC must
be "inferred" from the context), we conducted an
experimental annotation of 100 sentences, trying
to remove factors known as repeatedly disturb-
ing."" The annotators agreed in 49% on type of

" The annotation was carried out by two most experienced
annotators, the chosen text types were from an accessible
domain (cultural event description), the texts were short, up
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the relation. If only the distinction between any
discourse relation on one side and coref +
bridging relation on the other side was taken into
consideration, the agreement was slightly higher
— 58%. The most problematic issue revealed to
be distinguishing between elaborative relations
and relations based only on coreference. The re-
striction of the annotation only to slots between
adjacent sentences was found useful for simplify-
ing the annotation but it did not always match the
annotators' intuition where the argument borders
should be (e.g. if only the sentence-last depend-
ent clause relates to the following sentence). Al-
though the annotators were able to agree in most
cases after discussion, the results convinced us to
reconsider the annotation setting for implicit DCs
before any future annotation.

Another phenomenon not present in PDiT in
comparison with PDTB is attribution. We be-
lieve that this information can be at least partially
obtained from syntactic features of the syntactic
layers of PDT (e.g. attributes for direct speech,
parentheses, verbal valency etc.).

7

We described the Prague Discourse Tree-
bank 1.0, PDiT 1.0, a large collection of Czech
texts that offers a rare combination of manual an-
notations of discourse relations, textual corefer-
ence and bridging anaphora. PDiT 1.0 is an ex-
tension of PDT 2.5 and all the annotation presen-
ted in this paper was carried out on the depend-
ency trees of the tectogrammatical (deep syntax)
layer. It was released in November 2012 under
the Creative Commons Attribution-NonCommer-
cial-ShareAlike 3.0 Unported License and it is
available at the LINDAT-Clarin repository'
(Polakova et al., 2012b).

Recently, we focus on extensions of the an-
notation for the upcoming release of PDT 3.0. A
genre classification of the corpus texts for the
purposes of data clustering in automatic experi-
ments has been finished. Annotation of alternat-
ive lexicalizations (AltLex) and anaphoric ex-
pressions of 1st and 2nd person are in progress.

Conclusion
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Abstract

This paper proposes a novel algorithm for
multilingual mention detection: we ex-
tract mentions from parse trees via kernel-
based SVM learning. Our approach al-
lows for straightforward mention detection
for any language where (not necessary per-
fect) parsing resources are available, with-
out any complex language-specific rule
engineering. We also investigate possi-
bilities for incorporating automatically ac-
quired mentions into an end-to-end coref-
erence resolution system. We evaluate our
approach on the Arabic and Chinese por-
tions of the CoNLL-2012 dataset, showing
a significant improvement over the system
with the baseline mention detection.

1 Introduction

Accurate mention detection (MD) is a vital prereq-
uisite for a variety of Natural Language Processing
tasks, in particular, for Relation Extraction (RE)
and Coreference Resolution (CR). If a toolkit can-
not extract mentions reliably, it will obviously be
unable to assign them to relations or entities.

Many studies on RE and CR report evaluation
figures on gold mentions: in such a setting, a sys-
tem is supplied with correct mention boundaries
and/or semantic classes or other relevant prop-
erties. It can, in theory, be argued that such a
methodology provides better insights on perfor-
mance of RE and CR algorithms per se. It has been
demonstrated, however, that evaluation results on
gold mentions are misleading: for example, Ng
(2008) shows that unsupervised CR algorithms ex-
hibit promising results on gold mentions, that are
not mirrored in a more realistic evaluation on au-
tomatically detected mentions.

The exact scope of the mention detection task
varies considerably depending on the annotation
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guidelines. Thus, some corpora consider all the
(non-embedding) NPs to be mentions, some cor-
pora do not allow for non-referential mentions and
some do not mark singleton referential mentions,
that do not participate in coreference relations. In
addition, some guidelines may restrict the annota-
tion to specific semantic types.

A number of linguistic studies focus on various
syntactic, semantic and discourse clues that might
help identify nominal constructions that cannot
participate in coreference relations. Possible fea-
tures include, among others, specific syntactic
constructions for expletive pronouns, negation,
modality and quantification (Karttunen, 1976).
Several algorithms have been proposed recently,
trying to tackle some of the addressed phenom-
ena within a computational approach. Thus, a
number of algorithms have been developed re-
cently to identify expletive usages of “it” (Evans,
2001; Boyd et al., 2005; Bergsma and Yarowsky,
2011). While these approaches are potentially
beneficial for mention detection in English, for
other languages, neither theoretical nor compu-
tational studies are available at the moment. In
this paper, we use tree kernels to extract relevant
syntactic patterns automatically, without assuming
any prior knowledge of the input language.

In this paper, we propose a learning-based so-
Iution to the mention detection task. We use
SVMs (Joachims, 1999) with syntactic tree ker-
nels (Collins and Duffy, 2001; Moschitti, 2008;
Moschitti, 2006) to classify parse tree nodes as
F+mentions. Our approach does not require any
language- or corpus-specific engineering and thus
can be easily adapted to cover new languages or
mention annotation schemes.

The rest of paper is organized as follows. In the
next section, we define the task and discuss our
tree and vector representations. Section 4 presents
MD evaluation figures. Finally, in Section 5 we
incorporate our MD module into an end-to-end

International Joint Conference on Natural Language Processing, pages 100-108,
Nagoya, Japan, 14-18 October 2013.



coreference resolution system.

2 Related Work

Until recently, most RE and CR toolkits have
been evaluated on the ACE datasets (Doddington
et al., 2004). The ACE guidelines restrict possi-
ble mentions to be considered to specific semantic
types (PERSON, LOCATION and so on). More-
over, mentions are annotated with their minimal
and maximal span, allowing for relaxed matching
between gold and automatically extracted bound-
aries. In such a setting, the mention detection task
can be cast as a tagging problem, similar to the
named entity recognition and classification task.
A number of systems have followed this scenario,
demonstrating reliable performance (Florian et al.,
2004; Ittycheriah et al., 2003; Zitouni and Florian,
2008).

In the past years, however, several corpora have
been created from a more linguistic perspective:
for example, the OntoNotes dataset (Hovy et al.,
2006; Pradhan et al., 2012) provides annotation
for unrestricted coreference. The guidelines differ
significantly from the ACE scheme: mentions cor-
respond to parse nodes and can be of any semantic
type, the systems are expected to recover mention
boundaries exactly. The OntoNotes mentions—
unlike ACE ones—correspond to large NP struc-
tures (embedding NP nodes in gold parse trees),
so a traditional approach (e.g., one of those men-
tioned above), which aims at identifying basic NP
chunks, would not be applicable here. There-
fore, any MD method for OntoNotes would rely
on parsing.

The OntoNotes corpus has been used for eval-
uating end-to-end CR systems at two CoNLL
shared tasks (2011 and 2012). At the 2011 shared
task, the participants relied on rule-based mod-
ules for extracting mention boundaries from parse
trees. This was relatively straightforward, as the
task was devoted to CR in English and most par-
ticipants could use their in-house MD modules
developed and refined in the past decade. At
the 2012 shared task, however, the systems were
expected to provide end-to-end coreference res-
olution for Arabic and Chinese. As it turned
out, most groups could not adapt their MD rules
to cover these two languages and fell back to
very simple baselines (e.g., “use all NP nodes as
mentions”). Kummerfeld et al. (2011) investi-
gated various post- and pre-filtering heuristics for

adapting their mention detection algorithm to the
OntoNotes English data in a semi-automatic way,
reporting mixed results.

3 Mention extraction from parse trees

We recast MD as a node filtering task: each candi-
date node is classified as either mention or not. In
this study, we consider all “NP” nodes to be candi-
dates for MD. As Table 1 shows, this is a reason-
able assumption for the OntoNotes dataset, as al-
most 90% of all the mentions for both Arabic and
Chinese correspond to NP nodes. The remaining
11-14% of mentions can mostly be attributed to
parsing errors: as we aim at end-to-end process-
ing with no gold information available, we run our
system on automatically extracted parse trees, it is
therefore possible that a mention corresponds to a
gold NP node that has not been labeled correctly
in an automatic parse tree.

train development
NP-nodes % | NP-nodes %
ARB 24068 | 87.23 2916 | 87.91
CHN 88523 | 85.96 12572 | 88.52
Table 1: NP-nodes in OntoNotes for Arabic

(ARB) and Chinese (CHN): total numbers and
percentage of mentions that are NP-nodes.

Not all the NP nodes, however, correspond to a
mention. Such non-mention NPs fall into several
categories:

e Embedded NPs. When an NP is embedded
into another one, only the outer NP is used to
represent a mention:

(D [MENTION-NP[NPThis type] of
earthquake] has no precursors.

A number of heuristics have been proposed
for English to identify and discard embedded
NPs, based on available head-finding algo-
rithms, e.g., (Collins, 1999). For other lan-
guages, however, the task of finding a head
of a given NP in a constituency tree is not
trivial.

e Non-referential NPs. Depending on the an-
notation guidelines, non-referential NPs can

"We use English OntoNotes examples throughout this pa-
per to illustrate discussed phenomena, as our approach is
language-independent. The evaluation, however, is done on
Arabic and Chinese.



either be marked as mentions or not. In
OntoNotes, non-referential NPs should not
be annotated:

() This type of earthquake has [ypno

precursors|.

Singleton NPs. In some CR corpora (for ex-
ample, ACE), mentions are annotated even
if they do not participate in any corefer-
ence relations. In other corpora (MUC and
OntoNotes), such singletons are not marked.
When singletons are not marked, the MD
tasks becomes considerably more difficult:
the performance of an MD component cannot
be measured and optimized directly, but only
in conjunction with a coreference resolver.

Erroneous NPs. When we evaluate an end-
to-end system, we expect it to process raw in-
put and thus rely on automatically extracted
parse trees. Some NP-nodes might be incor-
rect, not corresponding to any NP in the gold
tree. Such nodes cannot be mentions:

3) At the meeting, Huang Xiangning
read [ypthe earthquake prediction]

that they had previously issued.

“The earthquake prediction” is considered to
be an NP node by the parser. In the gold
data, however, this node does not exist at all.
And even if it existed, the mention should
correspond to its embedding NP node, “the
earthquake prediction that the had previously
issued” (cf. example 1 above). While this
problem is less crucial for English, parsing
resources for other languages are still scarce
and less reliable.

3.1 Tree Representation

We use kernel-based SVMs to classify nodes as
+mentions. This requires representing a relevant
fragment of a tree with a specific node marked as
“C-NP” (candidate). We start from a straightfor-
ward representation: using automatically gener-
ated parse trees provided within the CoNLL data
distribution, we generate one example for each NP
node: the example corresponds to the entire parse
tree with just a single node re-labeled as “C-NP”.
The assigned class label reflects the fact that this
particular node corresponds to some gold mention
or not. For example, the full parse tree for our sen-
tence (1-2) will generate one positive (for “This
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type of earthquake”, shown on Figure 1) and three
negative examples (for “This type”, “earthquake”
and “no precursors”).

While this representation might work for our
toy example, for a longer sentence it would pro-
vide irrelevant information. Consider again the
tree on Figure 1. To generate a training example
we append “C-" to one NP node, keeping all the
remaining nodes as-is. The tree kernel operates
on subtrees of the given structure, so, effectively,
it will consider a lot of tree fragments that do not
contain the marked node. These fragments will
affect the treatment of different examples, possi-
bly with conflicting class labels. It will not only
make learning slow but also introduce spurious ev-
idence, decreasing the system’s performance. We
have therefore investigated two possibilities for
pruning our trees.

Our first pruning algorithm (“up-down”) starts
from the node of interest (C-NP) and goes up for
u nodes. From each node on the path, it considers
all its children up to the depth d. The first part of
Figure 2 shows a pruned tree for v = 2,d = 1 for
the node “This type of earthquake.”

Our second pruning algorithm (“radial”) starts
from the node of interest and considers all the
nodes in the tree that are reachable from it via at
most n edges. The second part of Figure 2 shows
a pruned tree for n = 2 for the same node.

3.2 Vector Representation

In addition to (pruned) trees, we also provide vec-
tor representations of our NPs. For each NP, we
extract its basic properties: number, gender, per-
son, mention type (name, nominal or pronoun)
and the number of other NPs in the document that
have the same surface form. To extract mention
properties, we have to compute the head. How-
ever, the goal of our study is to provide an MD
algorithm that is adaptable to different languages
without extensive engineering. We have therefore
deliberately relied on an over-simplistic heuristic
for finding an NP head: either the last or the first
noun in an NP is considered a head, depending on
some very basic information on a word order in a
specific language. Given the head, we extract its
properties from the CoNLL data in a straightfor-
ward way (for example, we have compiled a list
of pronouns with their gender, number and person
values from the training data and so on). This is
done fully automatically and doesn’t require any
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Figure 1: Parse tree for “This type of earthquake”, examples (1-2): before pruning.
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Figure 2: Up-down (left) vs. radial (right) pruning for “This type of earthquake,” examples (1-2)

language-specific manual engineering.

Table 2 lists the features for our vector repre-
sentation. Nominal values are binarized, leading
to 10 binary or continuous features.

feature possible values

Gender FEM,Unknown

Definiteness Yes, No

Number Sg,PL.Du,Unknown

MentionType Name,Nominal,Pronoun

#same-surface NPs | continuous (normalized)
in the doc

Table 2: Features used for Mention Detection:
each feature describes an individual NP

4 Evaluating MD

In this section we provide evaluation results on
both Arabic and Chinese. We reserve a small por-
tion of the CoNLL training data (around 20k in-
stances for each language) for training an MD sys-
tem. Another small subset (around 5k instances)
is reserved for fitting the system parameters. The
evaluation results are reported on the CoNLL de-
velopment data. Note that we evaluate the NP-
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node classifier, so the system receives no penalty
for missing mentions that are not NPs. In Section
5 below, however, we will assess the impact of MD
on the end-to-end CR system and thus penalize for
missing non-NP mentions.

As abaseline (“all-NP”’), we consider all the NP
nodes to be mentions. Table 3 below compares this
baseline against mentions extracted automatically
from different representations. We use Syntactic
Tree Kernels (TK) implemented within the SVM-
TK toolkit? to induce the classification.

As our results suggest, vector representation
does not provide enough information for robust
mention detection.®> Indeed, without tree kernels,
the system is only able to learn a major class label-
ing. This highlights the importance of a model that
is able to handle structured input, learning relevant
patterns directly from parse trees.

As discussed in Section 3 above, full trees con-
tain too much misleading evidence. A single parse
tree might contain several dozens of NP nodes, so,

http://disi.unitn.it/moschitti/
Tree—-Kernel.htm

3As a pilot experiment, we also added bag-of-words fea-
tures to our vector representations, but this didn’t yield any
improvement.



representation | pruning H R ‘ P ‘ F ‘
Arabic
all-NP N/A 100 | 18.0 | 30.5
vectors N/A 0| N/A | N/A
trees - 539 | 455 | 494
trees d=3,u=1 || 59.5 | 504 | 54.6
trees n=2 59.6 | 64.7 | 62.0
trees+vectors | d=3,u=1 || 65.1 | 52.9 | 58.4
trees+vectors | n=2 66.0 | 66.1 | 66.1
Chinese
all-NP N/A 100 | 279 | 43.6
vectors N/A 0| N/A | N/A
trees - 65.0 | 55.8 | 60.0
trees d=1,u=1 || 73.0 | 56.9 | 63.9
trees n=2 69.7 | 63.7 | 66.6
trees+vectors | d=1,u=1 || 75.6 | 60.7 | 67.4
trees+vectors | n=3 71.3 | 68.9 | 70.1

Table 3: Performance of the MD classifier on the
development set

using a full sentence tree to represent a particular
candidate node provides confusing input for the
classifier. This is reflected with a low classifier
performance on full representations.

Both pruning strategies have resulted in a sub-
stantial improvement in the performance level.
The radial pruning has significantly outperformed
the up-down strategy. Moreover, the radial prun-
ing depends on just one parameter and can there-
fore be optimized faster.

Finally, joint vector and tree representation fur-
ther outperforms a plain tree-based model. It must
be noted, however, that our MD features (Table 2)
require at least some minimal amount of language-
specific engineering.

5 Incorporating TK-based Mention
Detection into an end-to-end
coreference resolution system

For our experiments, we use BART — a modu-
lar toolkit for coreference resolution that supports
state-of-the-art statistical approaches to the task
and enables efficient feature engineering (Vers-
ley et al., 2008). BART has originally been cre-
ated and tested for English, but its flexible modu-
lar architecture ensures its portability to other lan-
guages and domains.

In our evaluation experiments, we follow a
very simple model of coreference, namely, the
mention-pair approach advocated by Soon et al.

104

(2001) and adopted in many studies ever since.
We believe, however, that more complex models
of coreference will also benefit from our MD algo-
rithm: most state-of-the-art CR systems treat men-
tion detection as a preprocessing step that is not af-
fected by further processing and therefore we ex-
pect them to yield better performance when such a
preprocessing is achieved in a more robust way.

Creating a robust coreference resolver for
a new language requires linguistic expertise
and language-specific engineering. This cannot
and, moreover, should not be avoided by fully
language-agnostic methods. Our approach to end-
to-end coreference resolution relies on a universal
MD component that requires no linguistic engi-
neering — it facilitates the development of coref-
erence resolvers in the narrow sense, by provid-
ing them with input mentions. We must stress that
the resolvers themselves are not supposed to be
universal: in fact, a number of linguistic studies
on coreference address various language-specific
challenging problems (e.g., zero pronouns, differ-
ent marking of information status etc).

Below we describe the adjustments we made
to BART to cover Arabic and Chinese and then
report on our experiments for integrating kernel-
based MD into BART to provide an end-to-end
coreference resolution for these languages.

5.1 Adapting BART to Arabic and Chinese

The modularity of the BART toolkit enables its
straightforward adaptation to different languages.
This includes creating meaningful linguistic repre-
sentations of mentions (‘“mention properties’) and,
optionally, some experiments on feature selection
and engineering.

We extracted some properties (sentence bound-
aries, lemmata, speaker id) for Arabic and Chi-
nese directly from the CoNLL/OntoNotes layers®.
Mention types are inferred from PoS tags.

We compiled lists of pronouns for both Arabic
and Chinese from the training and development
data. For Arabic, we used gold PoS tags to clas-
sify pronouns into subtypes, person, number and
gender. For Chinese, no such information is avail-
able, so we consulted several grammar sketches
and lists of pronouns on the web. Finally, we ex-
tracted a list of gender affixes for Arabic along

“Recall that all the layers, apart from the Arabic lemma,
were computed using state-of-the-art preprocessing tools by
the CoNLL organizers and do not contain gold information



with a list of gender-classified lemmata from the
training data.

We assessed the list of features, supported by
BART, discarding those that require unavailable
information (for example, the aliasing feature
relies on semantic types for named entities that are
not available within the CoNLL/OntoNotes distri-
bution for languages other than English). We also
created two additional features: LemmataMatch
(similar to string match, but uses lemmata instead
of tokens) and NumberAgreementDual (simi-
lar to commonly used number agreement features,
but supports dual number). Both features are ex-
pected to provide important information for coref-
erence in Arabic, a morphologically rich language.

We ran a feature selection experiment to fur-
ther remove irrelevant features (BART were only
tested on European languages, thus several fea-
tures reflected patterns more common for Ger-
manic and Romance languages). This resulted in
two feature sets, one for each language, listed in
Table 4. For comparison, we also show the base-
line features (cf. below).

5.2 Incorporating Kernel-based MD into a
Coreference Resolver

Coreference resolution systems have different tol-
erance for precision and recall MD errors. If a spu-
rious mention is introduced, the CR system might
still assign it to no coreference chain and thus dis-
card from the output partition. If a correct men-
tion is missed, however, the system has no chance
of recovering it as it does not even start processing
such a mention. This suggests that an MD module
should be tuned to yield better recall.

To assess the impact of MD precision and recall
errors on the performance of our coreference re-
solver, we run a simulation experiment. We start
from the upper bound baseline: the MD module
considers all the true (gold) NP mentions to be
positive and all the spurious ones — to be neg-
ative. We then randomly distort this baseline,
adding spurious mentions and removing correct
ones, to arrive at a predefined performance level.
The resulting MD output is then sent to our coref-
erence resolution system and its performance is
measured. As a measure of the CR system per-
formance, we use the MELA F-score — an aver-
age of MUC, B? and CEAF, metrics, the official
performance measure at the CoNLL shared task
(Pradhan et al., 2012).
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Figure 3 shows the results of our simulation ex-
periment on the development data. Each line on
the figure corresponds to a single MD recall level
(varying from 100% to 70%). On the horizon-
tal axis, we plot the MD precision (from 10% to
100%) and on the vertical axis — the end-to-end
system MELA F-score. The curves support our in-
tuition that reliable MD recall is crucial for coref-
erence: when the MD recall drops to around 70%,
the MELA score remains at the baseline level even
for very high MD precision. It must be noted that
our simulation experiment relies on an unrealistic
assumption: we assume all the errors to be inde-
pendent. In a more practical setting, the MELA
F-score for a given combination of MD precision
and recall can be higher, because the coreference
system might fail to resolve the same NPs that
are problematic for the MD module. Nevertheless,
the curves illustrate the fact that any MD module
should be strongly biased towards recall in order
to be useful for coreference resolution.

We therefore reran our optimization experi-
ments to fit more parameters of the MD module.
Recall from Section 4 that we already used a small
amount of CoNLL training data to fit our d, v and
n values. We expanded the set of parameters, us-
ing the end-to-end performance (MELA F-score)
to select optimal values on the same subset. Table
5 lists all the parameters of our MD module.

u | up-down pruning thresholds

radial pruning threshold
precision-recall trade-off (SVM-TK)
cost factor (SVM-TK)

size of MD vs. CR data splits

tree vs. tree+vector repr esentation

)

= » 60— =5 o

Table 5: Parameters optimized on a held-out data

Our experiments reveal that, indeed, a recall-
oriented version of our MD classifier yields the
most reliable end-to-end resolution. Table 6 shows
the MD performance of the best classifier selected
according to the MELA score. While the F-scores
of these biased classifiers are, obviously, much
lower than their unbiased counterparts, they still
manage to filter out a substantial amount of noun
phrases, at the same time maintaining a very high
recall level.

Finally, Tables 7 and 8 show the MELA score of
BART on the CoNLL-2012 development and test
sets respectively. To evaluate the impact of our



feature Baseline | Arabic | Chinese

StringMatch M; and M have the same surface form + + +
MentionType relevant types of M; and Mj, (cf. Soon et al.) + + +
GenderAgree M; and M agree in gender + + +
NumberAgree M; and M agree in number + +
NumberAgreeDual | -*-, supports dual number +
AnimacyAgree M; and M agree in animacy + +
Compatible M; and M; don’t disagree or overlap +

Alias heuristical NE-matching +

DistanceSentence distance in sentences between M; and M + +
Appositive M; and M; are in an apposition +

First_Mention M, is the first mention in its sentence +
DistanceMarkable | distance in mentions between M; and M +
FirstSecondPerson | M;,; is a pronoun of the 1st/second person +
NonProSalience for non-pro M;, # preceding same-head mentions +
SpeakerAlias heuristics for 1/2 pers. pro, use “speaker” layer +

Table 4: Features used for Coreference Resolution in Arabic and Chinese: each feature describes a pair
of mentions {M;, M;}, i < j, where M; is a candidate antecedent and )/; is a candidate anaphor

kernel-based MD (TKMD), we compare its per-
formance against two baselines. The lower bound,
“all-NP”, considers all the NP-nodes in a parse
tree to be candidate mentions. The upper bound,
“gold-NP” only considers gold NP-nodes to be
candidate mentions. Note that the upper bound
does not include mentions that do not correspond
to NP-nodes at all (around 12% of all the mentions
in the development data, cf. Table 1 above).

Tables 7 and 8 also show the performance level
of BART’s rule-based MD module that was de-
veloped for English. Although this heuristic has
proved reliable on the English data, for example,
at the CoNLL 2011 and 2012 shared tasks, it is
not robust enough to be ported as-is to other lan-
guages: indeed, the performance of the heuristic
MD on Arabic and Chinese is lower than the all-
NP baseline. This highlights the importance of
a learning-based approach: while rule-based MD
shows good results for English, we cannot expect
spending ten more years on designing similar sys-
tems for other languages.

R P F
Arabic | 90.67 | 31.07 | 46.28
Chinese | 98.37 | 38.27 | 55.1

Table 6: Performance of the recall-oriented MD
classifier on the CoNLL development set.

For both languages, the performance goes up
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Soon et al. (2001) | Table 4
features | features
Arabic
all-NP 46.15 46.32
English MD 43.46 43.49
TK-MD 48.13" | 50.021
gold-NP 63.271 | 64.551
Chinese
all-NP 51.04 51.40
English MD 46.77 46.77
TK-MD 53.407 | 53.867
gold-NP 57.30" | 57.98f

Table 7: Evaluating the impact of MD and lin-
guistic knowledge: MELA F-score on the devel-
opment set, significant improvement over the cor-
responding all-NP baseline shown with {.

drastically when one shifts from a realistic eval-
uation (the “all-NP” baseline) to gold NP men-
tions. Kernel-based MD is able to recover part
of this difference, providing significant improve-
ments over the baseline (t-test on individual docu-
ments, p < 0.05).

Another important point is the difference be-
tween our basic feature set and more specific fea-
tures (cf, Table 4). The contribution of extra fea-
tures is relatively small and not significant, which
is not surprising given the fact that all of them are
very naive and do not address any coreference-



Arabic EMD, randomly distorting goldnp baseline
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Figure 3: Performance of an end-to-end corefer-
ence resolution system for different values of MD
Recall and Precision in a simulation experiment:
MELA F-score on the Arabic and Chinese devel-
opment data.

related phenomena specific for Arabic and Chi-
nese. However, the extra features help more when
the MD improves. This suggests that a robust
MD module is an essential prerequisite for further
work on coreference in new languages: a more ac-
curate set of mentions provides a better testbed for
manually engineered language-specific features or
constraints.

6 Conclusion and Future Work

In this paper we have investigated possibilities
for language-independent mention detection based
on syntactic tree kernels. We have shown that a
kernel-based approach can provide a robust pre-
processing system that is a vital prerequisite for
fast and efficient development of end-to-end mul-
tilingual coreference resolvers.

We have evaluated different tree and vector rep-
resentations, showing that the best performance is

Soon et al. (2001) | Table 4
features | features
Arabic
all-NP 46.79 |  47.36
English MD 43.77 43.65
TK-MD 48.38" | 51.54f
gold-NP 63.07" | 65571
Chinese
all-NP 5326 | 53.24
English MD 4899 | 48.99
TK-MD 58.117 | 58.157
gold-NP 59.97T | 60.041

Table 8: Evaluating the impact of MD and lin-
guistic knowledge: MELA F-score on the official
CoNLL-2012 test set, significant improvement
over the corresponding all-NP baseline shown
with .

achieved by applying radial pruning to parse trees
and augmenting the resulting representation with
feature vectors, encoding very basic and shallow
properties of candidate NPs.

We have investigated possibilities of incorporat-
ing our MD module to an end-to-end coreference
resolution system. Our evaluation results show
significant improvement over the system relying
on the “all-NP” baseline for both Arabic and Chi-
nese. It should be stressed that no other baseline is
available without using deep linguistic expertise.

In the future, we plan to follow two directions
to further improve our algorithm. First, we want
to consider more global models of MD, providing
joint inference over sets of NP nodes, and, possi-
bly, incorporating CR predictions as well. Several
studies (Daume III and Marcu, 2005; Denis and
Baldridge, 2009) followed this direction recently,
showing promising results for joint MD and CR
modeling.

Second, we want to combine our learning-
based MD with more traditional heuristic systems.
While our approach provides a fast reliable testbed
and allows CR researchers to specifically focus on
coreference, rule-based MD modules have been
created for a variety of languages, especially for
European ones, in the past decade. We believe that
by combining such systems with our kernel-based
algorithm, we can build MD modules that show a
high performance level and, at the same time, are
more robust and portable to different domains and
corpora.
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Abstract

Social streams have proven to be the most
up-to-date and inclusive information on cur-
rent events. In this paper we propose a novel
probabilistic modelling framework, called vi-
olence detection model (VDM), which en-
ables the identification of text containing vio-
lent content and extraction of violence-related
topics over social media data. The proposed
VDM model does not require any labeled cor-
pora for training, instead, it only needs the in-
corporation of word prior knowledge which
captures whether a word indicates violence or
not. We propose a novel approach of deriving
word prior knowledge using the relative en-
tropy measurement of words based on the in-
tuition that low entropy words are indicative
of semantically coherent topics and therefore
more informative, while high entropy words
indicates words whose usage is more topical
diverse and therefore less informative. Our
proposed VDM model has been evaluated on
the TREC Microblog 2011 dataset to identify
topics related to violence. Experimental re-
sults show that deriving word priors using our
proposed relative entropy method is more ef-
fective than the widely-used information gain
method. Moreover, VDM gives higher vio-
lence classification results and produces more
coherent violence-related topics compared to
a few competitive baselines.

1 Introduction

Social media and in particular Twitter has proven to
be a faster channel of communication when compared
to traditional news media, as we have witnessed dur-
ing events such as the Middle East revolutions and
the 2011 Japan earthquake; acting as social sensors
of real-time events (Sakaki et al., 2010). Therefore
the identification of topics discussed in these channels

could aid in different scenarios including violence de-
tection and emergency response. In particular the task
of classifying tweets as violence-related poses differ-
ent challenges including: high topical diversity; ir-
regular and ill-formed words; event-dependent vocab-
ulary characterising violence-related content; and an
evolving jargon emerging from violent events.

Indeed, machine learning methods for classifica-
tion present difficulty on short texts (Phan et al.,
2008). A large body of work has been proposed for
the task of topic classification of Tweets (Milne and
Witten., 2008; Gabrilovich and Markovitch, 2006;
Genc et al., 2011; Muifioz Garcia et al., 2011; Ka-
siviswanathan et al., 2011; Meij et al., 2012). Re-
cent approaches have also been proposed (Michelson
and Macskassy, 2010; Cano et al., 2013), to alle-
viate microposts sparsity by leveraging existing so-
cial knowledge sources (e.g Wikipedia). However,
while the majority of these approaches rely on su-
pervised classification techniques, others do not cater
for the violence detection challenges. To the best of
our knowledge very few have been devoted to vio-
lent content analysis of Twitter, and none has car-
ried out deep violence-related topic analysis. Since
violence-related events tend to occur during short to
medium life spans, traditional classification methods
which rely on labelled data can rapidly become out-
dated. Therefore in order to maintain tuned models it
is necessary the continuous learning from social me-
dia in order to capture those features representing vio-
lent events. Indeed, the task of violence classification
demands more efficient and flexible algorithms that
can cope with rapidly evolving features. These ob-
servations have thus motivated us to apply unsuper-
vised or weakly supervised approaches for domain-
independent violence classification.

Another shortcoming of previous classification ap-
proaches is that they only focus on detecting the over-
all topical category of a document. However they
do not perform an in-depth analysis to discover the
latent topics and the associated document category.

109

International Joint Conference on Natural Language Processing, pages 109—-117,
Nagoya, Japan, 14-18 October 2013.



When examining violence-related data, analysts are
not only interested in the overall violence of one par-
ticular tweet but on the understanding of the type of
emerging violence-related events. For example the
word “killing” may have a violent-related orienta-
tion as in “mass killing” while it has a non-violent
one in “killing time”. Therefore, detecting topic and
violence-relatedness simultaneously should serve as
a critical function in helping analysts by providing
more informative violence-related topic mining re-
sults.

In this paper, we introduce the Violence Detection
Model (VDM), which focuses on document-level vi-
olence classification for general domains in conjunc-
tion with topic detection and violence-related topic
analysis. The model extends the Latent Dircichlet Al-
location (LDA) (Blei et al., 2003) by adding a docu-
ment category (violent or non-violent) layer between
the document and the topic layer. It is related to the
joint sentiment-topic (JST) model for simultaneous
sentiment and topic detection (Lin and He, 2009; Lin
et al., 2012). However, while JST assumes the per-
document sentiment-topic distributions, VDM only
has a single document category-topic distribution
shared across all the documents. This is because
tweets are short compared to typical review docu-
ments and hence modelling per-tweet category-topic
distribution could potentially generate less coherent
topics. In VDM, we also assume that words are gen-
erated either from a category-specific topic distribu-
tion or from a general background model. This helps
reducing the effects of background words and learn
a model which better captures words concentrating
around category-specific topics. As will be discussed
later, VDM outperforms JST in both violence detec-
tion from tweets and topic coherence measurement.
Furthermore, while JST incorporates word prior sen-
timent knowledge from existing sentiment lexicons,
we propose a novel approach to derive word prior
knowledge based on the relative entropy measure-
ment of words.

We proceed with related work on topic classifica-
tion on Twitter. Since the Bayesian model studied
here is closely related to the LDA model, we also re-
view existing approaches of incorporating supervised
information into LDA training. We then present our
proposed VDM model and describe a novel approach
of deriving word priors using relative entropy from
DBPedia! articles and tweets annotated using Open-
Calais”. Following that, we present the dataset used in
the paper and discuss experimental results obtained in
comparison to a few baselines. Finally, we conclude
the paper.

"http://dbpedia.org
http://www.opencalais.com

2 Related Work

The task of detecting violent-related tweets can be
viewed as a topical classification (TC) problem in
which a tweet is labelled either as violent or non-
violent related. Since the annotation of Twitter con-
tent is costly, some approaches have started to explore
the incorporation of features extracted from external
knowledge sources (KS) and the use of unsupervised
or semi-supervised approaches to solve the TC prob-
lem. Since the model proposed in this paper makes
use of both external KSs and topic models, we have
divided the review of related work into approaches
which rely on external KSs and approaches based on
LDA model learning.

In the first case, Genc et al. (2011) proposed
a latent semantic topic modelling approach, which
mapped a tweet to the most similar Wikipedia® ar-
ticles based on the tweets’ lexical features. Song
et al. (2011) mapped a tweet’s terms to the most
likely resources in the Probbase KS. These resources
were used as additional features in a clustering algo-
rithm which outperformed the simple bag of words
approach. Munoz et al. (2011) proposed an unsuper-
vised vector space model for assigning DBpedia URIs
to tweets in Spanish. They used syntactical features
derived from PoS (part-of-speech) tagging, extracting
entities using the Sem4Tags tagger (Garcia-Silva et
al., 2010) and assigning DBpedia URIs to those enti-
ties by considering the words appearing in the context
of an entity inside the tweets. In contrast to these ap-
proaches, rather than labelling a tweet with KS URIs,
we make use of DBpedia violence-related articles as
one possible source of information from which prior
lexicons can be derived.

Recently, Cano et al. (2013) proposed a super-
vised approach which makes use of the linked struc-
ture of multiple knowledge sources for the classifica-
tion of Tweets, by incorporating semantic metagraphs
into the feature space. However, in this study rather
than extending the feature space with DBpedia de-
rived features, we propose a strategy for character-
ising Violence related topics through the use of rela-
tive entropy, which filters out irrelevant word features.
Moreover the proposed VDM model not only classi-
fies documents as violent-related but also derives co-
herent category-topics (collection of words labelled
as violent-related and non-violent related).

Our VDM model incorporates word prior knowl-
edge into model learning. Here, we also review
existing approaches for the incorporation of super-
vised information into LDA model learning. The su-
pervised LDA (sLDA) (Blei and McAuliffe, 2008)
uses empirical topic frequencies as a covariant for

*http://wikipedia.org
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a regression on document labels such as movie rat-
ings. The Dirichlet-multinomial regression (DMR)
model (Mimno and McCallum, 2008) uses a log-
linear prior on document-topic distributions that is a
function of observed meta data of the document. La-
beled LDA (Ramage et al., 2009) defines a one-to-
one correspondence between LDA’s latent topics and
observed document labels and utilize a transforma-
tion matrix to modify Dirichlet priors. Partially La-
beled LDA (PLDA) extends Labeled LDA to incor-
porate per-label latent topics (Ramage et al., 2011).
The DF-LDA model (Andrzejewski et al., 2009) em-
ploys must-link and cannot-link constraints as Dirich-
let Forest priors for LDA learning, but it suffers the
scalability issue. Most recently, the aspect extraction
model for sentiment analysis (Mukherjee and Liu,
2012) assumes that a seed set is given which con-
sists of words together with their respective aspect
category. Then depending on whether a word is a
seed or non-seed word, a different route of multino-
mial distribution will be taken to emit the word. Our
work was partially inspired by the previously pro-
posed joint sentiment-topic model (JST) (Lin and He,
2009; Lin et al., 2012), which extracts topics grouped
under different sentiments, relying only on domain-
independent polarity word prior information.

While the afore-mentioned approaches assume the
existence of either document label information or
word prior knowledge, we propose to learn word
prior knowledge using relative entropy from DBpe-
dia and tweets annotated using OpenCalais. More-
over the proposed VDM model relies on the assump-
tions that the document category-topic distribution is
shared across all documents in a corpus and words are
generated either from a category-specific topic dis-
tribution or from a general background distribution.
As we will discuss in section 5 these assumptions
along with the proposed strategies for prior lexicon
derivation show promising results outperforming var-
ious other topic models.

3 Violence Detection Model (VDM)

We propose a weakly-supervised violence detection
model (VDM) here. In this model violence labels are
associated with documents, under which topics are
associated with violence labels and words are associ-
ated with both violence labels and topics. The graph-
ical model of VDM is shown in Figure 1.

Assume a corpus of D documents denoted as
D = {di,ds,..,dp}; where each document con-
sists of a sequence of Ny words denoted by d =
(w1, ws, ..,wy,); and each word in a document is an
item from a vocabulary index of V different terms de-
noted by 1,2, .., V. We also assume that when an au-
thor writes a tweet message, she first decides whether

@) Py
C
B
A )
C

Figure 1: Violence detection model (VDM).

the tweet is violent-related or not. We use a cate-
gory variable ¢ to indicate violent-related topics or
non-violent topics. If ¢ = 0, the tweet is non-violent
and the tweet topic is drawn from a general topic dis-
tribution 6y. If ¢ = 1, the tweet is violent-related
and the tweet topic is drawn from a violent category
specific topic distribution ¢;. Finally, each word of
the tweet message is generated from either the back-
ground word distribution (bo, or the multinomial word
distribution for the violent-related topics ¢. .. The
generative process of VDM is shown below.

e Draw w ~ Beta(e),p° ~ Dirichlet(8°),¢ ~

Dirichlet(3).

e For each tweet category ¢ = 1, ..., C,

— for each topic z under the tweet category c, draw
0. ~ Dirichlet().

e For each document m € {1..D},

— draw 7, ~ Dirichlet(vy),
— For each word n € {1..Ng} in document m,
* draw Zp,,n ~ Multinomial(w);
* if Tyn,n = 0,
- draw a word Wy n ~ Multinomial(gao);
* f =1,
- draw a tweet category label cp,n  ~
Multinomial (7, ),
- draw a topic 2y, » ~ Multinomial(.,, , ).
- draw a word
Multinomial(@e,,, . ,zm.n )-

Wm,n ~

We have a latent random variable x associated with
each word token and acts as a switch. If ¢ = 0,
words are generated from a background distribution.
If z = 1, words are sampled from the corpus-specific
multinomial ¢. . decided by the tweet category label
(non-violent or violent) c and the tweet topic z.

3.1 Model Inference

We use Collapsed Gibbs Sampling (Griffiths and
Steyvers, 2004) to infer the parameters of the model
and the latent violent categories and topics assign-
ments for tweets, given observed data D. Gibbs sam-
pling is a Markov chain Monte Carlo method which
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allows us to repeatedly sample from a Markov chain
whose stationary distribution is the posterior of inter-
est, switch variable z, category label ¢, and topic z
here, from the distribution over that variable given the
current values of all other variables and the data. Such
samples can be used to empirically estimate the target
distribution. Letting the index ¢ = (m, n) denote n'"
word in document m and the subscript —¢ denote a
quantity that excludes data from n‘* word position in
document m, the conditional posterior for x; is:

Pz =0jz_¢,c,z,w,\) x
(N}t +e (NS}t + °
{Nm}t+2¢ 3 ANw}e + VB

ey

where N, denotes the number of words in document
m assigned to the background component, IV, is the
total number of words in document m, Ng,t is the
number of times word w; is sampled from the back-
ground distribution.

Pz =1lz_t,c,z,w,\) x
adote N3} +8
{No}-t+26 3 {Nw}t+ V3

2)

where N, denotes the number of words in document
m sampled from the category-topic distributions, N,
is the number of times word wy is sampled from the
category-topic specific distributions.

The conditional posterior for ¢; and z; is:

P(Ct = k,Zt = j|c_t,z_t,w,A) X
—t —t —t
Nap+v  Nagj+ %5 Npjuw, +8

— : — : — ) (3)
Ny'+Cy Ngji+Y,ar; N t+Vp

where Ny, is the number of times category label &
has been assigned to some word tokens in document
d, Ny is the total number of words in document d,
Ng,,; is the number of times a word from document
d has been associated with category label £ and topic
J» Ni jw, 1s the number of times word w; appeared
in topic j and with category label %, and N, ; is the
number of words assigned to topic j and category la-
bel k.

Once the assignments for all the latent variables
are known, we can easily estimate the model param-
eters {m,0,p,p% w}. We set the symmetric prior
e= 0.5, 5y =0 =0.01,y = (0.05 x L)/C, where
L is the average document length, C' the is total num-
ber of category labels, and the value of 0.05 on av-
erage allocates 5% of probability mass for mixing.
The asymmetric prior « is learned directly from data
using maximum-likelihood estimation (Minka, 2003)

and updated every 40 iterations during the Gibbs sam-
pling procedure. We run Gibbs sampler for 1000 iter-
ations and stop the iteration once the log-likelihood of
the training data converges under the learned model.

3.2 Deriving Model Priors through Relative En-
tropy

Detecting violence and extremism from text closely
relates to sentiment and affect analysis. While sen-
timent analysis primarily deals with positive, nega-
tive, or neutral polarities, affect analysis aims to map
text to much richer emotion dimensions such as joy,
sadness, anger, hate, disgust, fear, etc. In the same
way violence analysis maps violence polarity into vi-
olence words such as looting, revolution, war, drugs
and non-violent polarity to background words such as
today, happy, afternoon. However, as opposed to sen-
timent and affect prior lexicon derivation, the gener-
ation of violence prior lexicons pose different chal-
lenges. While sentiment and affect lexicon, rarely
changes in time, words relevant to violence tend to
be event dependent.

In this section we introduce a novel approach for
deriving word priors from social media, which is
based on the measurement of the relative entropy
of a word in a corpus. Assume a source cor-
pus consisting of N documents denoted as SD =
{sdi,sdy, ...,sdn}, where each document is la-
belled as not violent or violent. We define the fol-
lowing metrics:

1. Corpus Word Entropy: The entropy of word w
in corpus SD is measured as follows:

N
Esp(w) == p(w|sd:) logp(w|sd:), ()
i=1
where p(w|sd;) denotes the probability of word
w given the document sd; and N the total num-
ber of documents. Egp(w) captures the disper-
sion of the usage of word w in the corpus . Our
intuition is that low entropy words are indica-
tive of semantically coherent topics and there-
fore more informative, while high entropy words
indicates words whose usage is more topical di-
verse and therefore less informative.

2. Class Word Entropy: The entropy of word w
given the class label c is defined as follows:

N
Ecwe(w,c) = — Zp(w|sdf) logp(w|sd;), (5)
1=1
where C' denotes the number of classes (in our
case violent and non-violent) and p(w|sdf) de-
notes the probability of word w given the docu-
ment sd; in class c¢. In contrast to the general
FEgp, the class word entropy characterises the
usage of a word in a particular document class.
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3. Relative Word Entropy (RWE): In order to
compare the word entropy used on documents in
different categories, we measure the word rela-
tive entropy as follows:

EcwEe(w,c)

RWE(w,c) = Fsp(w)

(6)

The RWE provides information on the relative
importance of that word to a given document
class.

After deriving the RWE of each word given a class
(i.e violent or non-violent), we sorted words based on
their RWE values in ascending order. Since our intu-
ition is that lower entropy levels are more indicative
of semantically coherent topics we choose the top K
words of each class. We then built a matrix f of size
K x C, where C' is the total number of document
classes or category labels. The kcth entry stores the
probability that feature k is assigned with category
label c. The matrix f essentially captures word prior
knowledge and can be used to modify the Dirichlet
prior 3 of category-topic-word distributions. We ini-
tialize each element of the matrix 3 of size C xT'x V
to 0.01 and then perform element-wise multiplication
between 3 and f with the topic dimension ignored.

4 Experimental Setup
4.1 Dataset Description

The experimental setup consists of three stages:
1) derivation of word prior lexicon; 2) training of
VDM and baselines; and 3) testing. For the first stage,
we explored three different ways to construct a la-
belled document corpora for deriving prior lexicons.
The first one is based on a Twitter corpus labelled us-
ing OpenCalais. This corpus comprises over 1 million
tweets collected over a period of two months starting
from November 2010. In order to build the Twitter-
based violent dataset for deriving priors, we extracted
tweets labelled as “War & Conflict” and considered
them as violent annotations, while for the non-violent
annotations we considered tweets annotated with la-
bels other than this one (e.g. Education, Sports). We
denote this dataset as TW. It is worth noting that the
annotated results generated by OpenCalais are very
noisy. We have evaluated OpenCalais on our manu-
ally annotated test set and only obtained an F-measure
of 38%. Nevertheless, as will be seen later, word
prior knowledge extracted from such noisy annotated
tweets data is still very helpful in learning the VDM
model for violence detection from tweets.

The second dataset for deriving priors is based on
DBpedia which is a knowledge source derived from
Wikipedia. The latest version of DBpedia consists of
over 1.8 million resources, which have been classified

into 740 thousand Wikipedia categories, and over 18
million YAGO* categories. For constructing the vio-
lence related corpus we queried DBpedia for all arti-
cles belonging to categories and subcategories under
the “violence” category, from which we kept their ab-
stract as the document content. After removing those
categories with less than 1000 articles, we obtained a
set of 28 categories all related to violence. The result-
ing set of articles represented the violent set while for
the non-violent rather than using non-violent related
articles from DBpedia we opted for using the collec-
tion of Tweets from TW annotated as non-violent by
OpenCalais. This decision was made in order to bal-
ance differences across the DBpedia and Twitter lexi-
cons. This resulting dataset is referred to as DB.

Since the average word per article abstract in DB-
pedia exceeds the one of tweets, we decided to build
a third dataset where the violent DBpedia documents
resemble tweets in their size. In order to do so, we
took into account that the average number of words
per tweet in TW before preprocessing is 9.6. Then
from each violent document in the DB dataset, we
generated tweet size documents by chunking the ab-
stracts into 9 or less words. We then combine the
chunked documents from DB with TW and refer to
the final dataset as DCH.

These datasets were used for deriving priors for the
first stage. For the second stage, we built a training
set of tweets derived from the TREC Microblog 2011
corpus®, which comprises over 16 million tweets sam-
pled over a two week period (January 23rd to Febru-
ary 8th, 2011). This time period includes 49 dif-
ferent events including violence-related ones such as
Egyptian revolution, and Moscow airport bombing,
and non-violence related such as the Super Bowl seat-
ing fiasco. We sampled a subset of 10,581 tweets as
our training set and manually annotated another 1,759
tweets as our test set. Details about the statistics of the
training and testing datasets are presented in Table 1
under the label “Main Dataset”.

We preprocessed the described datasets by first re-
moving: punctuation, numbers, non-alphabet charac-
ters, stop words, user mentions, links and hashtags.
We then performed Lovins stemming in order to re-
duce the vocabulary size. Finally to address the is-
sue of data sparseness, we removed words with a fre-
quency lower than 5.

4.2 Deriving Model Priors

We derive word prior knowledge from the three
datasets mentioned above, namely TW, DB and
DCH; applying the relative word entropy (RWE)

‘http://www.mpi-inf.mpg.de/yago-naga/
yago/
Shttp://trec.nist.gov/data/tweets/
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Datasets for Priors

™ DB DCH
Vio 10,432 4,082 32,174
Non-Vio 11,411 11,411 11,411
Main Dataset
Training Set Testing Set
Non-Vio 10,581 1600

Table 1: Document statistics of the datasets used for
deriving prior lexicons and for training and testing the
proposed model and baselines.

approach introduced in section 3.2 for word prior
lexicon generation. For comparison purposes, we
also employ the widely-used information gain (IG)
method to select highly discriminative words under
each class from the datasets. Table 2 presents the
word statistics of the prior lexicons generated using
these two different methods®. It worth noting that DB
consists of 4,082 violent-related documents (DBpedia
abstracts) and 11,411 non-violent documents (non-
violent tweets). Since the average word per abstract
is much larger in size than the one of a tweet, having
a very low number of non-violent features selected
using IG is expected as the violence class is over rep-
resented per violent document. This is the reason why
we built another dataset by chunking the DBpedia ab-
stracts to produce tweet-size documents (DCH). Hav-
ing a balanced number of words per document in both
violent and non-violent categories leads to more bal-
anced priors, as shown in Table 2, where the number
of non-violent features increased from 99 (in DB) to
1,345 (in DCH) using IG.

IG RWE
™W DB DCH ™ DB DCH
Vio 1,249 2,899 1,612 875 3,388 3,786
Non-Vio 1,749 99 1,345 2,595 879 2,438

Table 2: Statistics of the word prior lexicons.

4.3 Baselines

For comparison purposes, we have tested the follow-
ing baselines:

Learned from labelled features. The word prior
knowledge can be used as labelled feature constraints
which can be incorporated into a MaxEnt classi-
fier training with Generalized Expectation (GE) con-

SWhile the number of words selected for IG was set to 3000,
the criteria for selecting the top K words in the RWE approach
was based on taking the highest coherent level of entropy con-
taining more that 5 words. Then from the sorted list of words we
selected those whose entropy was smaller than this level.

straints (Druck et al., 2008) or Posterior Regulariza-
tion (PR) (Ganchev et al., 2010). We use the imple-
mentation provided in MALLET with default parame-
ter configurations for our experiments and refer these
two methods as ME-GE and ME-PR respectively.
JST. If we set the number of sentiment classes to
2 (violent or non-violent), then we can learn the
Joint Sentiment-Topic (JST) model from data with the
word prior knowledge incorporated in a similar way
as the VDM model.
PLDA. The Partially-Labeled LDA (PLDA) (Ramage
et al., 2011) model assumes that some document la-
bels are observed and models per-label latent topics.
It is somewhat similar to JST and VDM except that
supervised information is incorporated at the docu-
ment level rather than at the word level. The training
set is labelled as violent or non-violent using Open-
Calais. Such pseudo document labels are then incor-
porated into PLDA for training.

The hyperparameters of PLDA and JST are set to
be the same as those for VDM.

5 Experimental Results

In this section we compare the overall classification
performance of VDM and a set of proposed baselines.
We performed a series of experiments to investigate
the impact of the prior derivation strategies (RWE and
IG) on classification performance, using the six prior
lexicons introduced in Section 4.2. Some of the re-
search questions addressed in this section are as fol-
lows: Do lexicons built from DBpedia contain useful
features which can be applied for the violence classi-
fication of Tweets?; If so, to what extent these lexi-
cons help the classification task?. We also present the
overall evaluation of the proposed VDM against the
proposed baselines based on the semantic coherence
of the generated topics. All the experiments reported
here were conducted using a 5 fold 3 trial setting.

5.1 Violence Classification Results vs. Different
Word Priors

Table 3 compares the results obtained for violence
classification for the proposed VDM model against
the baselines, using prior lexicons derived with the
proposed RWE strategy and the IG baseline approach.
We can observe that although both ME-GE and ME-
PR present a very high precision for word priors ob-
tained from TW regardless using either IG or RWE,
they also present a very low recall. This indicates
that although the documents labelled as “violent”
with these models were correctly identified, much
of the rest of the violent documents in the testing
set remained unidentified. We can also observe that
the best results in terms of F-measure were obtained
for the VDM model using the word priors derived
from TW using RWE, which significantly outper-
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prior | ME-GE \ ME-PR \ IST \ VDM
T101
| P R F1 | P R F1 | P R F1 | P R F1
TW | 07737 00337 00646 | 0.6300 01034 0.1777 | 0.6939 09362 07969 | 075 09288  0.8297
IG DB | 04604 09704 0.6245 | 05634  0.6955 04773 | 0.6493 09228  0.7622e | 0.6455 09141  0.7566
DCH | 04862 02447 03255 | 05680 02949 03274 | 07113 09291 08057 | 07575 092  0.8309
TW | 07100 01342 02249 | 09125 00373 00717 | 07235 09296 08136 | 0.8258 0.8919  0.8575
RWE DB | 04958 0.1844 02686 | 0.5303 0.0540 0.0981 | 0.6882 09421 07952 | 07024 09212  0.7969
DCH | 05161 0.1731 02588 | 0.8485 00091 00179 | 073 09351 08199 | 0.8189  0.8804  0.8484

Table 3: The performance of the classifiers using prior features derived from TW, DB and DCH (dbp + tw).
The number of topics is set to 5 for JST and VDM. The values highlighted in bold corresponds to the best
results obtained in F-measure, while the shaded cells indicate the best results in F-measure for each scenario.
Blank notes denotes that the F-measure of VDM significantly outperforms the baselines while e denotes JST

outperforms VDM. Significance levels: p-value < 0.01

forms the baseline models (¢-test with a < 0.01).
To compare VDM against JST, we varied the top-
ics T € {1,5,10, 15,20, 25,30} and our significance
test results revealed that VDM outperforms JST sig-
nificantly (¢-test with o < 0.01) over all the topic
settings except for the JST using DB lexicon priors.

When comparing the effectiveness of the use of
DBpedia as a source of prior lexicon, we can observe
that the use of the full articles’ abstracts in the deriva-
tion of the prior lexicons DB did not present an im-
provement over the models based on Twitter derived
lexicons (TW). However, the strategy of chunking
DBpedia articles’ abstracts into tweet size documents
(DCH), did help in boosting the overall F-measure in
JST (t-test with o < 0.05). In the case of VDM, the
use of DCH achieved an F-measure very close to the
one obtained using Twitter prior lexicons (TW).

When comparing the effectiveness of the proposed
RWE strategy against the IG baseline for deriving
prior lexicons, we can observe that RWE consistently
outperformed in F-measure for the JST and VDM
models on all the three prior lexicon scenarios with
the improvement ranging between 1-4% although it
fails to boost F-measure on both ME-GE and ME-PR.

In the subsequent experiments, we incorporated
word prior knowledge extracted from TW using our
proposed RWE method.

5.2 Varying Number of Topics

We compare the violence classification accuracy of
our proposed VDM model against PLDA and JST
with different topic number settings. It can be ob-
served from Figure 2 that with single topic setting,
all the three models give a similar violence classifi-
cation results. However, when increasing the number
of topics, PLDA performs much worse than both JST
and VDM with the violence classification accuracy
stabilising around 60%. In PLDA, document labels
of the training set were obtained using OpenCalais.
As mentioned in Section 4.1, OpenCalais gave an F-
measure of 38% for violence classification on the test

set. Hence document labels of the training set are not
reliable. This explains the low classification accuracy
of PLDA.

VDM gives fairly stable violence classification re-
sults across different topic numbers. The violence
classification accuracy using JST attains the best with
single topic and drops slightly with the increasing
number of topics. This is because JST assumes the
per-tweet category-topic distribution and potentially
generates less coherent topics which affects the vio-
lence classification accuracy.
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Figure 2: Violence classification Accuracy versus dif-
ferent topic numbers.

5.3 Topic Extraction

Table 4 presents two topic examples of violent
and non-violent topics generated by VDM, JST and
PLDA. We can observe that the topics revealed by
VDM are representative of some of the events appear-
ing during January/February 2011. For example, T1
gives an insight on the spreading of the Middle East
Arab revolution, while T2 provides information re-
garding the Moscow airport bombing. For the case of
non-violent topics, VDM revealed topics which ap-
peared to be less semantically coherent than those of
violent topics. However when reading the non-violent
VDM T1, it gives an insight of the super bowl game
related to the Jets. When checking the topics revealed
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VDM | JST | PLDA

Violent | Non-Violent | Violent | Non-Violent | Violent |  Non-Violent
Tl T2 | T1 T2 | T1 T2 | T1 T2 | T1 T2 | T1 T2
middle crash bowl people | middle crash game day kill game crash  wow
east kill game hate government nat win good moscow win polic cut
give moscow | win give police museum| jets free bomb jets drug block
power bomb jets damn revolution moscow | bowl people | airport  watch protester arm
idea airport | fan shit world loot fan thing leave today arrest  till
government tweets | watch miss arm report reason  work islam play car officer
live thought | today fuck streets bomb 20 hope injure car people nat
time injure gone hah day airport | damn life crash fan kill fire
fall arrest damn close watch kill injure today report damn top support
spread dead car guy live morn play hah victim  hate part london
upris world friends  sense support secure | run back terror best show american

Table 4: Topic examples extracted under Violent and Non-Violent Labels for topic setting of 30 topics.

by JST, we can observe that although words seem to
be semantically coherent for both violent and non-
violent topics, there are words which belong to dif-
ferent violent events. For example the JST violent
T2 mixes the Moscow bombing event with the Egyp-
tian protesters Museum attack event. When check-
ing the topics produced by PLDA we can see that it
fails to correctly characterise violen and no-violent
topics, since PLDA T2 should have been clearly clas-
sified as non-violent and the non-violent PLDA T1
as violent. Moreover in the violent PLDA T1 topic
which presents violent related words, we can empiri-
cally identify more than one event involved.

——PLDA =¥=JST —2—\VDM

40

35

i
w
=3

25

20

w
=
1=

15 20 25 30
Topic Number

(a) Violent topics.

=PLDA —¥JST —2—VDM

a0
35

30 3

PMI

25

20

5 10 15 i) 25 30
Topic Number

(b) Non-violent topics.

Figure 3: Topic coherence measurement based on
PMI. A larger PMI value indicates a better model.

In order to measure the semantic topical coherence
of VDM and the proposed baselines, we made use of
the Pointwise Mutual Information(PMI) metric pro-
posed in (Newman et al., 2010). PMI is an automatic
topic coherence evaluation which has been found to
correspond well with human judgements on topic co-
herence. In particular, a coherent topic should only
contain semantically related words and hence any pair
of the top words from the same topic should have a
large PMI value. For each topic, we compute its PMI
by averaging over the PMI of all the word pairs ex-
tracted from the top 10 topic words. Figure 3 shows
the PMI values of topics extracted under the violence
and non-violence classes with the topic numbers vary-
ing between 5 and 30. It can be observed that JST and
PLDA give similar PMI results. However, VDM out-
performs both by a large margin.

6 Conclusions and Future Work

In this paper, we have proposed a novel violence
detection model (VDM), which enables the identi-
fication of text containing violent content and ex-
traction of violence-related topics over social media
data. VDM learning requires the incorporation of
word prior knowledge which captures whether a word
indicates violence or not. We propose a novel ap-
proach of deriving word prior knowledge using the
measurement of relative entropy of words (RWE). Ex-
tensive experiments on the tweets data sampled from
the TREC Microblog 2011 dataset show that our pro-
posed RWE is more effective in deriving word prior
knowledge compared to information gain. Moreover,
the VDM model gives significantly better violence
classification results compared to a few competitive
baselines. It also extracts more coherent topics.

In future work, we intend to explore online learning
strategies for VDM to adaptively update its parame-
ters so that it can be used for violence detection from
social streaming data in real-time.
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Abstract

As the popularity of Community Ques-
tion Answering(CQA) increases, spam-
ming activities also picked up in number-
s and variety. On CQA sites, spammers
often pretend to ask questions, and selec-
t answers which were published by their
partners or themselves as the best answers.
These fake best answers cannot be easily
detected by neither existing methods nor
common users. In this paper, we address
the issue of detecting spammers on CQA
sites. We formulate the task as an opti-
mization problem. Social information is
incorporated by adding graph regulariza-
tion constraints to the text-based predic-
tor. To evaluate the proposed approach,
we crawled a data set from a CQA portal.
Experimental results demonstrate that the
proposed method can achieve better per-
formance than some state-of-the-art meth-
ods.

1 Introduction

Due to the massive growth of Web 2.0 technolo-
gies, user-generated content has become a prima-
ry source of various types of content. Communi-
ty Question Answering (CQA) services have also
attracted continuously growing interest. They al-
low users to submit questions and answer ques-
tions asked by other users. A huge number of
users contributed enormous questions and answers
on popular CQA sites such as Yahoo! Answers!,
Baidu Zhidao?, Facebook Questions>, and so on.
According to a statistic from Yahoo, Yahoo! An-
swers receives more than 0.82 million questions

"http://answers.yahoo.com
2http://zhidao.baidu.com
*http://www.facebook.com
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and answers per day®.

On CQA sites, users are primary contributors of
content. The volunteer-driven mechanism brings
many positive effects, including the rapid growth
in size, great user experience, immediate response,
and so on. However, the open access and reliance
on users have also made these systems becoming
targets of spammers. They post advertisements
or other irrelevant answers aiming at spreading
advertise or achieving other goals. Some spam-
mers directly publish content to answer question-
s asked by common users. Additionally, another
kind of spammers (we refer them as “best answer
spammers”) create multiple user accounts, and use
some accounts to ask a question, the others to pro-
vide answers which are selected as the best an-
swers by themselves. They deliberately organize
themselves in order to deceive readers. This kind
of spammers are even more hazardous, since they
are neither easily ignored nor identifiable by a hu-
man reader. Google Confucius CQA system also
reported that best answer spammers may generate
amounts of fake best answers, which could have a
non-trivial impact on the quality of machine learn-
ing model (Si et al., 2010).

With the increasing requirements, spammer de-
tection has received considerable attentions, in-
cluding e-mails(L.Gomes et al., 2007; C.Wu et al.,
2005), web spammer (Cheng et al., 2011), review
spammer (Lim et al., 2010; N.Jindal and B.Liu,
2008; ott et al., 2011), social media spammer (Zhu
et al., 2012; Bosma et al., 2012; Wang, 2010).
However, little work has been done about spam-
mers on CQA sites. Filling this need is a challeng-
ing task. The existing approaches of spam detec-
tion can be roughly into two directions. The first
direction usually relied on costly human-labeled
training data for building spam classifiers based
on textual features (Y.Liu et al., 2008; Y.Xie et al.,

“http://yanswersblog.com/index.php/archives/2010/05/03/1-
billion-answers-served

International Joint Conference on Natural Language Processing, pages 118-126,
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2008; Ntoulas et al., 2006; Gyongyi and Molina,
2004). However, since fake best answers are well
designed and lack of easily identifiable textual pat-
terns, text-based methods cannot achieve satisfac-
tory performance. Another direction relied sole-
ly on hyperlink graph in the web (Z.Gyongyi et
al., 2004; Krishnan and Raj, 2006; Benczur et al.,
2005). Although making good use of link infor-
mation, link-based methods neglect the content-
based information. Moreover, unlike the web,
there is no explicit link structure on CQA sites. So
two intuitive research questions are: (1) Is there
any useful link-based structure for spammer de-
tection in CQA? (2) If so, can the two techniques,
1.e., content-based model and link-based model, be
integrated together to complement each other for
CQA spammer detection?

To address the problems, in this paper, we first
investigate the link-based structure in CQA. Then
we formulate the task as an optimization problem
in the graph with an efficient solution. We learn a
content-based predictor as an objective function.
The link-based information is incorporated into
textual predictor by the way of graph regulariza-
tion. Finally, to evaluate the proposed approach,
we crawled a large data set from a commercial
CQA site. Experimental results demonstrate that
our proposed method can improve the accuracy of
spammer detection.

The major contributions of this work can be
summarized as follows: (1) To the best of our
knowledge, our work is the first study on spam-
mer detection on CQA sites; (2) Our proposed op-
timization model can integrate the advantages of
both content-based model and link-based model
for CQA spammer detection. (3) Experimental re-
sults demonstrate that our method can improve ac-
curacy of spammer detection.

The remaining of the paper is organized as fol-
lows: In section 2, we review a number of the
state-of-the-art approaches in related areas. Sec-
tion 3 analyzes the social network of CQA sites.
Section 4 presents the proposed method. Exper-
imental results in test collections and analysis are
shown in section 5. Section 6 concludes this paper.

2 Related Work

Most of current studies on spam detection can

be roughly divided into two categories: content-

based model and link-based model.
Content-based method targets at extracting ev-

idences from textual descriptions of the content,
treating the text corpus as a set of objects with
associated attributes, and applying some classifi-
cation methods to detect spam(P.Heymann et al.,
2007; C.Castillo et al., 2007; Y.Liu et al., 2008;
Y.Xie et al., 2008). Fetterly proposed quite a
few statistical properties of web pages that could
be used to detect content spam(D.Fetterly et al.,
2004). Benevenuto went a step further by address-
ing the issue of detecting video spammers and
promoters and applied the state-of-the-arts super-
vised classification algorithm to detect spammers
and promoters(Benevenuto et al., 2009). Lee pro-
posed and evaluated a honeypot-based approach
for uncovering social spammers in online social
systems(Lee et al., 2010). Wang proposed to im-
prove spam classification on a microblogging plat-
form(Wang, 2010).

An alternative web spam detection technique
relies on link analysis algorithms, since a hyper-
link often reflects some degree of similarity among
pages (Gyngyi and Garcia-Molina, 2005; Gyongy-
i et al., 2006; Zhou et al., 2008). Correspond-
ing algorithms include TrustRank(Z.Gyongyi et
al., 2004) and AntiTrustRank(Krishnan and Ra-
j» 2006), which used a seed set of Web pages
with labels of trustiness or badness and propagate
these labels through the link graph. Moreover,
Benczur developed an algorithm called SpamRank
which penalized suspicious pages when comput-
ing PageRank(Benczur et al., 2005).

3 Analysis on Social Network

Before analyzing the social network in CQA, we
introduce some definitions. We refer users on C-
QA sites are someone who ask at least one ques-
tion or answer at least one question. Moreover,
users are divided into two categories: spammers
and legitimate users. We define spammers as users
who post at least one question or one answer intent
to create spam.

A CQA site is particularly rich in user interac-
tions. These interactions can be represented by
Figure 1(a), where a particular question has a num-
ber of answers associated with it, represented by
an edge from the question to each of the answer.
We also include vertices representing authors of
question or answers. An edge from a user to a
question means that the user asked the question,
and an edge from an answer to a user means that
the answer was posted by this user. In the example,
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a user U; asks a question ()1, while users Uy, Us
and U answers this question. In order to observe
the relation between users more clearly and direct-
ly, we summarize the relations between users as a
graph shown in Figure 1(b). This graph contains
vertices representing the users and omits the actual
questions and answers that connect the users.

Figure 1: (a) Graph with users, questions, and an-
swers in CQA; (b) Summary graph of users in C-

Figure 2: User graph with different relations in C-
QA (a) Question-answer relation; (b) Best-answer
relation; (c¢) Non-best-answer relation

Three kinds of major relations among users on
CQA sites are defined as follows:

Question-answer relation: As shown in Fig-
ure 2(a), Uy answers U;’s question. We define that
U, and U; have Question-answer relation. Fur-
thermore, Question-answer relation can be divid-
ed into two disjoint sets: best-answer relation and
non-best-answer relation.

Best-answer relation: U; selects Us’s answer
as the best answer. We define that U; and Us have
best-answer relation. The solid lines in Figure 2(b)
express the best-answer relation.

Non-best-answer relation: U; does not select
U,’s answer as the best answer. We define that U;
and Uy have non-best-answer relation. The dashed
lines in Figure 2(c) express the non-best-answer
relation.

3.1 Best-answer Consistency Property

From analyzing data crawled from CQA site, we
present the following property about best-answer

relation:

Best-answer consistency property: If U; se-
lects U;’s answer as the best answer, the classes
of users U; and U; should be similar.

We explain this property as follows: consider
that a legitimate user is unlikely to select a spam-
mer’s answer as the best answer due to its low
quality, while a legitimate user is unlikely to an-
swer a spammer’s question, so the possibility of a
spammer selecting a legitimate user’s answer will
also be small. This means that two users linked
via best-answer relation are more likely to share
similar property than two random users.

3.2 Characteristics of Best Answer Spammer

Different from the general spammers, some spam-
mers generate many fake best answers to obtain
higher status in the community. We refer them as
best answer spammers. In order to generate fake
best answers, a spammer creates multiple user ac-
counts first. Then, it uses some of the accounts
to ask questions, and others to provide answers.
Such spammers may post low quality answers to
their own questions, and select those as the best
by themselves. They may generate lots of fake
best answers, which may highly impact the user
experience.

Furthermore, when the spammer’s intention is
just advertising, we can easily identify signs of it-
s activity: repeated phone numbers or URLs and
then ignore them. However, when the spammer’s
intention is to obtain higher reputation within the
community, the spam content may lack obvious
patterns. Fortunately, there are still some clues
that may help identify best answer spammers. Two
characteristics are described as follows:

High best answer rate: Best answer rate is the
ratio of answers selected as the best answer among
the total answers. This kind of spammers have an
incredible high best answer rate, compared to nor-
mal users. Specifically, in a possible best answer
spammer pair, sometimes only one user has an in-
credible high best answer rate. Because normally
one responses for asking and another for answer-
ing. So we calculate the best answer rate BR(i, j)
for a user pair (u;, u;) based on the maximum of
their best answer rates:

BR(i,j) = Max(BR(i), BR(j)) (1)

Where BR(i) is the best answer rate of ;.
Time margin score: To be efficient, best an-
swer spammers tend to answer their own ques-
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tion quickly. We consider the time margin s-
core Time(i, j) between a question posted and an-
swered for u; and u; as an evidence.

L,
0,

Timeli, j) = { if TimeMargin(i,j) <e
otherwise

2)

where TimeMargin(i, j) is the real time margin

between u; asks a question and u; answers this
question and ¢ = 30 minutes.

The best answer spammer score s(i, j) for a us-

er pair (u;,u;) can be calculated as the combina-

tion of these two scores:

s(i,j) = pBR(i, j) + (1 — p)Time(i, j)  (3)

w is trade-off of two scores, here we simply set u
= 0.5. The value of s(3, j) is between O to 1. The
higher s(3, j) is, the more likely u; and w; is a pair
of the best answer spammers.

4 Spammer Detection on CQA Sites

In this section, the framework of our proposed ap-
proach is presented. First, the problem is formally
defined. Next, we build a baseline supervised pre-
dictor that makes use of a variety of textual fea-
tures, and then the consistency property and best
answer spammer characteristics are incorporated
by adding regularization to the textual predictor,
last we discuss how to effectively optimize it.

4.1 Problem Statement

On CQA sites, there are three distinct types of
entities: users U = {uy, ...y}, answers A =
{ai,...aps}, and questions Q = {q1,...qn}. The
set of users U contains both Uy, = {uy,...u;} of |
labeled users and Uy = {41, ...up4y } Of u un-
labeled users. We model the social network for U
as a directed graph G = (U, E) with adjacency
matrix A, where A;; = 1 if there is a link or edge
from u; to u; and zero otherwise.

Given the input data {Ur,Uy,G,Q, A}, we
want to learn a predictor ¢ for a user u;.

c(u;)— > {spammer, legitimate user}
4)
Legitimacy score y; (0 < y; < 1,4 =1,2,..n) is
computed for all the users. The lower y; is, the
more likely u; is a spammer.

4.2 Text-based Spammer Prediction

In this subsection, we build a baseline predictor
based on textual features in a supervised fashion.

121

We regard the legitimacy scores as generated by
combining textual features.
We consider the following textual features.

o The Length of answers: The length may to
some extent indicate the quality of the an-
swer. The average length of answers is cal-

culated as a feature.

The ratio of Ads words in answers: Adver-
tising of products is the main goal of a kind
of spammers and they repeat some advertise-
ment words in their answers.

The ratio of Ads words in questions: Some
spammers will refer some Ads in questions
in order to get attention from more users.

The number of received answers: The num-
ber of received answers can indicate the qual-
ity of the question.

Best answer rate: Best answer rate can show
the quality of their answers.

The number of answers: It can indicate the
authority of a user.

Relevance of question and answer: We mea-
sure the average content similarity over a pair
of question and answer which is computed
using the standard cosine similarity over the
bag-of-words vector representation.

Duplication of answers: The Jaccard similar-
ity of answers are applied to indicate the du-
plication of answers .

With these features, suppose there are in total
k features for each user wu;, denoted as z;. Then
X = (x1,22,...1y) is the k-by-n feature matrix
of all users. Based on these features, we define the
legitimacy score of each user as follows,
T
Yi =w T ®)
where w is a k-dimensional weight vector.
Suppose we have legitimate/spammer labels ¢;
in the training set.

o

We will then define the loss term as follows,

L,
0,

u; 1s labeled as legitimate user
u; is labeled as spammer

(6)
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Once we have learned the weight vector w, we can
apply it to any user feature vector and predict the

class of unlabeled users.

4.3 Regularization for Consistency Property

In Section 4.2, each user is considered as a stand-
alone item. In this subsection, we exploit social
information to improve CQA spammer detection.

In Section 3.1, the consistency property has
been analyzed that users connected via best-
answer relation are more similar in property. So
the property is enforced by adding a regularization
term into the optimization model. The regulariza-
tion is acted in a collection data set, including a
small amount of labeled data(l users) and a large
amount of unlabeled data(u users). Then the regu-
larization term is formulated as:

lH+u

U) = Z Aij (yz
,J

Minimizing the regularization constraint will force
users who have best-answer relation belong to the
same class. We formulate this as graph regular-
ization. The graph adjacency matrix A is defined
as A;; = 1if u; selects u;’s answer as the best
answer, and zero otherwise. Then, Equation 8 be-
comes:

REG( ®)

l4+u

ZA” w T; —

then the objective

REG:(w )

whz;)?

With this regularization,
function Equation 7 becomes:

1
O (w) = 7 Z(wT:ci —t;)* + aww
i=1
I+u
+4 Z Aij(wlz; —wlx;)?
.3

(10)

4.4 Regularization for Best Answer
Spammer

In this subsection, we focus on best answer spam-
mers. Since they cannot be easily detected by only
textual features(Equation 7), we introduce an ad-
ditional penalty score b; to each user u; which in-
dicates the possibility of becoming a best answer
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spammer. With the penalty score b;, Equation 5
can be redefined as follows:

yisz

1D

xi—bi

where b; is a non-negative score.

In order to obtain b;, characteristics of best an-
swer spammers are incorporated by adding graph
regularization to the optimization problem. The
regularization is also acted in a collection data set.
Two kinds of regularization are presented as fol-
lows:

Penalty for Best Answer Spammers in Pairs

As described in Section 3.2, the score s(i, j) in-
dicates the possibility of u; and u; becoming a
pair of best answer spammers(Equation 3). We
expect u; and u;, who create the spam together,
should share this possibility together, as follows:
b; + b; = e x s(i, ), where e is a penalty factor,
we empirically set it to 0.5.

Then we can also formulate this as graph regu-
larization as:

l+u
= Aij(bi+b;—

1<j

REG>(b —exs(i,§))* (12)

Penalty Assignment for Individual User

After introducing a penalty score to the user pair
(ui,uj) , we have to decide how they share this
penalty.

Penalty is assigned to u; and u; similarly. This
can be also formulated as graph regularization as
follows:

4w

= Z Aij(bs

1<J

2

REGS3(b) (13)

—bj)

With the regularization for best answer spammer,
the objective function becomes:

—_

!
Q3(w,b) = 7 Z(wai —b; — t;)% + cwlw
i=1
I+u
+6ZAZ] whz; — b)) — (whzj — bj))?
irj
4w
) Aij(bi +bj — e x 53, §))?
1<J
l4u
+6>  Aij(b;
1<J
(14)



4.5 Optimization Problem

By considering all the components of the ob-
jective function introduced in the previous sub-
section, we can obtain the optimization problem.
Our goal is to minimize the objective function
to get optimal parameters vector w* and penal-
ty vector b. For solving the optimization prob-
lem, we apply a kind of limited-memory Quasi-
Newton(LBFGS)(Liu and Nocedal, 1989). After
obtaining the optimal parameter vector w* and b,
we can use the following scoring function y; =
w*Tx; — b; to calculate scores for unlabeled users.
Users with low scores will be regarded as spam-
mers.

5 Experiments

In this section, the experimental evaluation of our
approach is presented. Firstly, we introduce the
details of our data sets. Then the prediction per-
formance of our proposed approach is compared
with other methods. Finally, we test the contribu-
tion of the loss term and each regularization term
on these real data sets and conduct some further
analysis.

5.1 Data Collections

In order to evaluate our proposed approach to de-
tect CQA spammers from the CQA site, we need
a training/test collection of users, classified into
the target categories. However, to the best of our
knowledge, no such collection is currently avail-
able, thus requiring us to build one.

We consider a CQA user is a user if he has post-
ed at least one question or one answer. Moreover,
we define spammer as a user who intends to create
one spam. Examples of spams are: (1) an adver-
tisement of a product or web site. (2) Completely
unrelated to the subject of question. A user that is
not a spammer is considered legitimate. Then we
will explain the strategy of crawling data from a
CQA site, Baidu Zhidao, one of the most popular
CQA site in China. We randomly select 50 seed
users covering different topics, including sport-
s, entertainment, medicine and technology. The
crawler follows links of question asked and ques-
tion answered, gathering information on differen-
t attributes of users, including content of all re-
sponded questions and answers. The crawler ran
for one week, gathering 29,257 users and 299,815
Q&A pairs. From the collection data, we random-
ly select a training set of 1000 users for learning

process and a test set of 698 users for evaluation.

Three annotators were asked to label the user-
s as spammers or legitimate users in both train-
ing and test set. All of the judges are Chinese
and have used Baidu Zhidao frequently. The an-
notators judge the property of a user comprehen-
sively based on the content information (quality of
their answers, i.e. advertising and duplication of
answers) and social information (interaction with
other possible-spammers). The Cohen’s Kappa
coefficient is around 0.85, showing fair to good
agreement. And our test collection contains 698
users, including 525 legitimate users and 173 s-
pammers.

5.2 Metrics and Settings

To measure the effectiveness of our proposed
method, we use the standard metrics such as preci-
sion, recall, the F1 measure. Precision is the ratio
of correctly predicted users among the total pre-
dicted users by system. Recall(R) is the ratio of
correctly predicted users among the actual users
manually assigned. F1 is a measure that trades off
precision versus recall. F1 measure of the spam-
mer class is 2PR/(P + R).

We fix the parameter « in optimization method
to 0.0005 which gives the best performance for the
textual predictor and simply set the coefficients
B8 = 0.5~y = 6 = 1 in the objective function.
The problem of parameter sensitivity will be test-
ed in Section 5.6. In the optimization process, ini-
tial value of w; is set to a random value range from
0 to 1 and initial value of b; is set to 0.

5.3 Comparison with Other Methods

Since there has been little work on QA spam de-
tection, we implement four state-of-the-art meth-
ods for comparison, where TrustRank and An-
tiTrustRank are selected to represent link-based
model, while Decision Tree and SVM are two
content-based classifiers.

e Our approach: Optimization with regular-
ization terms that Similarity with best-answer
relation, penalty for Best answer spammer.
(Equation 14)

e TrustRank: TrustRank is a well-known
link-based method in Web spam detection,
which is totally based on the Web link
graph(Z.Gyongyi et al., 2004).



o AntiTrustRank: AntiTrustRank is another
well-known link-based method, which as-
sumes that a web page pointing to spam
pages is likely to be spam(Krishnan and Raj,
2006).

e Decision Tree: Castillo et al. applied a base
classifier, decision tree, for spam detection,
the features include content-based and link-
based features(C.Castillo et al., 2007).

e SVM: We applied another state-of-the-art
classifier SVM(Cortes and Vapnik, 1995).
The features are the same as that used in De-
cision Tree method.

Methods Precision‘Recall‘ F1 ‘
TrustRank 0.581 |0.485(0.529
AntiTrustRank | 0.632 |0.545 |0.585
Decision Tree | 0.891 |0.740 [0.808
SVM 0.898 |0.748 |0.816
Our approach| 0.925 | 0.861 |0.892
Table 1: Performance comparison with other

methods

In Table 1, the performance of each method is list-
ed for comparison. From the table, we have the
following observations.

First, taking the advantages of both content-
based model and link-based model, our optimiza-
tion approach outperforms baselines under al-
I metrics. This indicates the robustness and effec-
tiveness of our approach.

The second observation is link-based model-
s(TrustRank and AntiTrustRank) cannot perfor-
m well. The explanations are as follows. (1)Link-
based models rely solely on hyperlinks, without
considering content-based features. However, as
described in section 4.2, the content can provide a
strong hint for detecting spammers. (2)A techni-
cal requirement of link-based model is that the link
graph must be strongly connected, which may be
the case in Web, but it is not the case in QA us-
er question-answer graph. We measured on our
collection dataset and found that the graph den-
sity(defined as D = % for a graph with
vertices V' and edges F) of user question-answer
graph is only 10~*. The small connectivity lim-
its the performance of link-based model. This in-
dicates that link-based models cannot be directly
applied to CQA spammer detection. Considering

that our proposed approach can integrate content-
based features and link-based features effectively,
we regard our approach as very complementary to
the state-of-the-art link-based methods.

Another observation is that the content-based
classifiers underperform our approach. And SVM
performs slightly better than Decision Tree. This
shows the advantages of our proposed regulariza-
tion in section 4. Regularization for consistency
can propagate the labeled information among user-
s, and regularization for best answer spammers
help to identify the best answer spammers.

5.4 Contribution of Loss and Regularization

In this subsection, we validate the contribution of
our proposed loss term and regularization terms by
the performance of real spammer detection task.
And Table 2 lists the results of each method for
comparison. We consider the following methods.

BL: Optimization using only content-based fea-
tures. (Equation 7)

REG:Sim: Optimization with one regulariza-
tion term that Similarity with best-answer relation.
(Equation 10)

REG:Sim+BAS: Optimization with all regular-
ization terms that Similarity with best-answer re-
lation, penalty for Best Answer Spammer. (Equa-
tion 14)

’Methods Precision\Recall\ F1 ‘
BL 0.911 [0.7111]0.798
REG:Sim 0.945 |0.699 [0.804
REG:Sim+BAS| 0.925 |0.861 [0.892

Table 2: Performance of our optimization methods
with different regularization for comparison

From the results we have the following obser-
vations: (1) Our content-based classifier BL per-
forms well, due to the well-formed supervised
learning model and reasonable features. (2) The
performance of REG:Sim improves over BL, es-
pecially in the Precision measure because the so-
cial information is useful. (3) REG:Sim+BAS can
significantly improve over BL especially in Recall
measure. Because after adding penalty to best an-
swer spammer, some best answer spammers can
be detected successful.

5.5 Contribution of Content-based Features

In this subsection, we test the robustness of the
features described in Section 4.2.
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Figure 3: Content features comparison

To measure the discrimination power between
spammers and legitimate users of each proposed
attribute, we generate a Receiver Operating Char-
acteristics (ROC)curve. ROC curves plot false
positive rate on the X axis and true positive rate
on the Y axis. The closer the ROC curve is
to the upper left corner, the higher the overal-
| accuracy is. Samples with the lowest scores
(10%,20%...100%) for each attribute are labeled
as spammers respectively. The (ROC) curve are
shown in Figure 3. Figure 3 shows the discrimina-
tion power of each content feature we described in
Section 4.2. The first observation is that all of the
content features are discriminative. The feature of
Ads words in questions is the most powerful. Be-
cause few legitimate users will repeat Ads words
in questions, so this feature can help to identify
spammers more easily. Note that the feature of
the best answer rate do not perform well. Because
some best answer spammers also have high best
answer rate.

5.6 Parameter Sensitivity

Our optimization approach have four parameter-
S a, 3,7,0 to set: the tradeoff weight for each
regularization term. The value of the regulariza-
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tion weight controls our importance in the regu-
larizer: a higher value results in a higher penalty
when violating the corresponding regularization.
So we mainly evaluate the sensitivity of our model
with parameters by fixing all the other parameters
and let one of {«, 3,7, 0} varies. Figure 4 shows
the prediction performance in F1 measure varying
each parameter. As we observed over a large range
of parameters, our approach (REG:Sim+BAS)
achieves significantly better performance than BL
method. It indicates that the parameters selection
will not critically affect the performance of our op-
timization approach.

6 Conclusion

In this paper, we first studied social networks on
CQA sites. We found that spammers are usually
connected to other spammers via the best-answer
relation. We also studied the “best answer spam-
mers” on CQA sites, which cannot be easily de-
tected for lack of identifiable textual patterns. Our
proposed model incorporated the link-based in-
formation by adding regularization constraints to
the textual predictor. Experimental results demon-
strated that our method is more effective for spam-
mer detection compared to other state-of-the-art
methods. Besides obtaining better performance,
we have also analyzed the CQA social networks,
which gives us insight on the model design.
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Abstract

We study the linguistic phenomenon of
informal words in the domain of Chi-
nese microtext and present a novel method
for normalizing Chinese informal words
to their formal equivalents. We formal-
ize the task as a classification problem
and propose rule-based and statistical fea-
tures to model three plausible channels
that explain the connection between for-
mal and informal pairs. Our two-stage
selection-classification model is evaluated
on a crowdsourced corpus and achieves a
normalization precision of 89.5% across
the different channels, significantly im-
proving the state-of-the-art.

1 Introduction

Microtext — including microblogs, comments,
SMS, chat and instant messaging (collectively re-
ferred to as microtext by Gouwset et al. (2011) or
network informal language by Xia et al. (2005)) —
is receiving a larger research focus from the com-
putational linguistic community. A key challenge
is the presence of informal words — terms that
manifest as ad hoc abbreviations, neologisms, un-
conventional spellings and phonetic substitutions.
This phenomenon is so prevalent a challenge in
Chinese microtext that the dual problems of infor-
mal word recognition and normalization deserve
research. Given the close connection between
an informal word and its formal equivalent, the
restoration (normalization) of an informal word to
its formal one is an important pre-processing step
for NLP tasks that rely on string matching or word
frequency statistics (Han et al., 2012).

It is important to note that simply re-training
models trained on formal text or annotated mi-

“This research is done in part during Aobo Wang’s in-
ternship in NEC Corporation.
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crotext is insufficient: user-generated micro-
texts exhibit markedly different orthographic and
syntactic constraints compared to their formal
equivalents. For example, consider the infor-
mal microtext “Ji] 8 257 (formally, “F1if 1
£>”:“harmonious society”). A machine translation
system may mistranslate it literally as “crab com-
munity” based on the meaning of its component
words, if it lacks knowledge of the informal word
R (K ; “harmonious™). It is thus desir-
able to normalize informal words to their standard
formal equivalents before proceeding with stan-
dard text processing workflows.

In this work, we present a novel method for
normalizing informal word to their formal equiv-
alents. Specifically, given an informal word with
its context as input, we generate hypotheses for its
formal equivalents by searching the Google Web
1T corpus (Brants and Franz, 2006). Prospec-
tive informal—formal pairs are further classified
by a supervised binary classifier to identify cor-
rect pairs. In the classification model, we incor-
porate both rule-based and statistical feature func-
tions that are learned from both gold-standard an-
notation and formal domain synonym dictionaries.
Also importantly, our method does not directly use
words or lexica as features, keeping the learned
model small yet robust to inevitable vocabulary
change.

We evaluate our system on a crowdsourced cor-
pus, achieving good performance with a normal-
ization precision of 89.5%. We also show that
the method can be effectively adapted to tackle
the synonym acquisition task in the formal do-
main. To our best knowledge, this is the first work
to systematically explore the informal word phe-
nomenon in Chinese microtext. By using a formal
domain corpus, we introduce a method that effec-
tively normalizes Chinese informal words through
different, independent channels.

International Joint Conference on Natural Language Processing, pages 127-135,
Nagoya, Japan, 14-18 October 2013.



2 Related Work

Previous works that address a similar task in-
cludes the study on abbreviations with their def-
initions (e.g., (Park and Byrd, 2001; Chang and
Teng, 2006; Li and Yarowsky, 2008b)), abbrevi-
ations and acronyms in medical domain (Pakho-
mov, 2002), and transliteration (e.g., (Wu and
Chang, 2007; Zhang et al., 2010; Bhargava and
Kondrak, 2011)). These works dealt with such
relations in formal text, but as we earlier argued,
similar processing in the informal domain is quite
different.

Probably the most related work to our method
is Li and Yarowsky (2008a)’s work. They tackle
the problem of identifying informal-formal Chi-
nese word pairs in the Web domain. They employ
the Baidu! search engine to obtain definition sen-
tences — sentences that define or explain Chinese
informal words with formal ones — from which
the pairs are extracted and further ranked using a
conditional log-linear model. Their method only
works for definition sentences, where the assump-
tion that the formal and informal equivalents co-
occur nearby holds. However, this assumption
does not hold in general social network microtext,
as people often directly use informal words with-
out any explanations or definitions.

While seminal, Li and Yarowsky’s method has
other shortcomings. Relying on a search engine,
the system recovers only highly frequent and con-
ventional informal words that have been defined
on the web, relying heavily on the quality of
Baidu’s index. In addition, the features they pro-
posed are limited to rule-based features and n-
gram frequency, which does not permit their sys-
tem to explain how the informal—-formal word pair
is related (i.e., derived by which channel).

Normalizing informal words is another focus
area in related work. An important channel for
informal-formal mapping (as we review in detail
later) is phonetic substitution. In work on Chi-
nese, this is often done by measuring the Pinyin
similarity > between an informal-formal pair. Li
and Yarowsky (2008a) computed the Levenshtein
distance (L D) on the Pinyin of the two words in
the pair to reflect the phonetic similarity. How-
ever, as a general string metric, LD does not

"www.baidu.com

ZPinyin is the official phonetic system for transcribing the
sound of Chinese characters into Latin script. PY Sim/(z, y)
is used to denote the similarity between two Pinyin string “x”
and “y” hereafter.
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capture the (dis-)similarity between two Pinyin
pronunciations well as it is too coarse-grained.
To overcome this shortcoming, Xia et al. (2008)
propose a source channel model that is extended
with phonetic mapping rules. They evaluated the
model on manually-annotated phonetically simi-
lar informal-formal pairs. The disadvantage is
that these rules need to be manually created and
tuned. For example, Sim(chi,qi) is calculated
as Sim(ch,q) * Sim(i,i) (here, “ch” and “q”
are Pinyin initials and ‘1’ is a Pinyin final, as
per convention), in which Sim(ch,q) = 0.8 and
Sim(i,i) = 1.0 are defined manually by the an-
notators. As informal words and their usage in mi-
crotext continually evolve, they noted that it is dif-
ficult for annotators to accurately weigh the simi-
larities for all pronunciation pairs. We concur that
the labor of manually tuning weights is unneces-
sary, given annotated informal-formal pairs. Fi-
nally, we make the key observation that the simi-
larity of initial and final pairs are not independent,
but may vary contextually. As such, a decompo-
sition of Sim(chi,qi) as Sim(ch,q) * Sim(i, 1)
may not be wholly accurate.

To tackle these problems as a whole, we pro-
pose a two-step solution to the normalization task,
which involves formal candidate generation fol-
lowed by candidate classification. Our pipeline
relaxes the strong assumptions described by prior
work and achieves significant improvement over
the previous state-of-the-art.

3 Data Analysis

To bootstrap our work, we analyzed sample Chi-
nese microtext, hoping to gain insight on how in-
formal words relate to their formal counterparts.
To do this, we first needed to compile a corpus of
microtext and annotate them.

We utilized the Chinese social media archive,
PrEV (Cui et al., 2012), to obtain Chinese mi-
croblog posts from the public timeline of Sina
Weibo?, the most popular Chinese microtext site
with over half a billion users. To assemble a cor-
pus for annotation, we first followed the conven-
tion from (Wang et al., 2012) to preprocess and la-
bel URLs, emoticons, “@usernames” and Hash-
tags as pre-defined words. We then employed
Zhubajie*, one of China’s largest crowdsourcing
platforms to obtain third-party (i.e., not by the

*http://open.weibo.com
*http://www.zhubajie.com



original author of the microtext) annotations for
any informal words, as well as their normaliza-
tion, sentiment and motivation for its use (Wang
et al., 2010). Our coarse-grained sentiment anno-
tations use the three categories of “positive”, “neu-

tral” and “negative”. Motivation is likewise anno-
tated with the seven categories listed in Table 1:

to avoid (politically) sensitive words 17.8%
to be humorous 29.2%
to hedge criticism using euphemisms 12.1%
to be terse 25.4%
to exaggerate the post’s mood or emotion  10.5%
others 5.0%

Table 1: Categories used for motivation annota-
tion, shown with their observed distribution.

In total, we spent US$110 to annotate a sub-
set of 5,500 posts (12,446 sentences), in which
1,658 unique informal words were annotated.
Each post was annotated by three annotators
where conflicts were resolved by simple major-
ity. Annotations were completed after a five-week
span and are publicly available’ for comparative
study.

3.1 Data Feature Analysis

From our observation of the annotated informal—
formal word pairs, we identified three key chan-
nels through which the majority of informal words
originate, summarized in Table 2. Here, the
first column describes these channels, giving each
channel’s observed frequency distribution as a per-
centage. Together, they account for about 94%
of the channels by which informal words orig-
inate. The final “Motivation (%)” column also
gives the distributional breakdown of motivations
behind each of the channels as annotated by our
crowdsourced annotators. We now discuss each
channel.

Phonetic Substitutions form the most well-
known channel where the resultant informal words
are pronounced similar to their formal counter-
parts. Itis also the channel responsible for most in-
formal word derivation. It has been reported to ac-
count for 49.1% (Li and Yarowsky, 2008a) in the
Web domain and for 99% in Chinese chats (Xia
et al., 2006). In our study of the microtext do-
main, we found it to be responsible for 63% (Ta-
ble 2). As highlighted in bold in the table, normal-
ization in this channel is realized by a character-

Shttp://wing.comp.nus.edu.sg/portal/
downloads.html
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character Pinyin mapping. An interesting special
case occurs when the Chinese characters are sub-
stituted for Latin alphabets, where the alphabets
form a Pinyin acronym. In these cases, each let-
ter maps to a Pinyin initial (e.g., “bs” — ‘b”+ “s”
— “bi” + “shi” (#F A% (bi shi); “to despise™)), each
of which maps to a single Chinese character. As
such, we view this special case as also following
the character—character mapping.

We found that phonetic subsitutions are moti-
vated by different intents. Slightly over half of the
words are used to be humorous. This resonates
well with the informal context of many micro-
texts, such that authors take advantage of express-
ing their humor through lexical choice. Another
large group (28.9%) of informal words are varia-
tions of politically sensitive words (e.g., the names
of politicians, religious movements and events),
whose formal counterparts are often forbidden and
censored by search engines or Chinese govern-
ment officials. Netizens often create such pho-
netically equivalent or close variations to express
themselves and communicate with others on such
issues. An additional 18.7% of such word pairs are
used euphemistically to avoid the usage of their
harsher, formal equivalents. The remaining sub-
stitutions are explainable as typographical errors,
transliterations, among other sources.

The Abbreviation channel contains informal
words that are shortenings of formal words. Nor-
malizing these informal words is equivalent to ex-
panding short forms to corresponding full forms.
As suggested by Chang and Teng (2006), we also
agree that Chinese abbreviation expansion can be
modeled as character-word mapping. The statis-
tics in Table 2 suggest 19% of informal words
come from this channel, and are used to save space
and to make communication efficient, especially
given the format and length limitations in micro-
text.

Paraphrases mark informal words that are cre-
ated by a mixture of paraphrasing, abbreviating
and combining existing formal words. We observe
that the informal manifestation usually do not re-
tain any of the original characters in their formal
equivalents, but still retain the same meaning as
a single formal word, or two meanings combined
from two formal words. These words are created
to enhance emotional response in an exaggerated
(66.3%) and/or terse (27.3%) manner. For exam-
ple in Table 2, “45 JJ” as a whole comes from the



Channel (%) Informal Word Formal Word Translation Sentiment | Motivation (%)
T % (he2 xied) T (he2 xie2) harmonious positive | sensitive (28.9)
Phonetic B34 (yal 1i2) s H1( yal 1id) pressure neutral humorous (45.2)
Substitutions (63) bs E A (bi shi) despise negative | euphemism (18.7)
7 5. (cheng2 zao3) | #2'.(chend zao3) | as soon as possible neutral others (7.2)
Abbreviation (19) B CATT 533 board game neutral terse
Ja % JE 1 32 5% tell the spoilers neutral terse (100)
2] TR awesome positive | exaggerate (66.3)
Paraphrase (12) BT B R U i very embarrassed negative | terse (27.3)
SEHY % cute positive others (6.4)

Table 2: Classification of Chinese informal words as originating from three primary channels. Pronun-
ciation is indicated with Pinyin for phonetic substitutions, while characters in bold are linked to the

motivation for the informal form.

paraphrase of the single formal word “/R 4%, shar-
ing the meaning of “awesome”. As another exam-
ple, “Z&¥T” (“very embarrassed”) originates from
two sources: “#%&” meaning “-4}” (“very”) and
“YT” meaning “JifJit” (“embarrassed”). From this
observation, we feel that both character—-word
and word-word mappings may adequately model
the normalization process for this channel.

4 Methodology

Drawing on our observations, we propose a two
step generation-classification model for informal
word normalization. We first generate potential
formal candidates for an input informal word by
combing through the Google 1T corpus. This step
is fast and generates a large, prospective set of can-
didates which are input to a second, subsequent
classification. The subsequent classification is a
binary yes/no classifier that takes both rule-based
and statistical features derived from our identified
three major channels to identify valid formal can-
didates.

Note that an informal word O (here, O for ob-
servation), even when used in a specific, win-
dowed context C'(O), may have several different
equivalent normalizations 7' (here, T' for target).
This occurs in the abbreviation (4 JiF as (5[]
or 5% _I1) Ji##%) and paraphrase (45 7] 1R #% or 1R
If or ;i #) channels, where synonymous formal
words are equivalent. In the case where an infor-
mal word is explanable as a phonetic substitution,
only one formal form is viable. Our classification
model caters for these multiple explanations.

Figure 1 illustrates the framework of the pro-
posed approach. Given an input Chinese mi-
croblog post, we first segment the sentences into
words and recognize informal words leveraging
the approach proposed in (Wang and Kan, 2013).
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For each recognized informal word O, we search
the Chinese portion of the Google Webl1T corpus
using lexical patterns, obtaining n potential for-
mal (normalized) candidates. Taking the informal
word O, its occurrence context C'(O), and the for-
mal candidate 7" together, we generate feature vec-
tors for each three-tuple, ie., < O,C(0),T >°,
consisting of both rule-based and statistical fea-
tures. These features are used in a supervised bi-
nary classifier to render the final yes (informal—
informal pair) or no (not an appropriate formal
word explanation for the given informal word) de-
cision.

4.1 Pre-Processing

As an initial step, we can recognize informal
words and segment the Chinese words in the sen-
tence by applying joint inference based on a Fac-
torial Conditional Random Field (FCRF) method-
ology(Wang and Kan, 2013). However, as our fo-
cus in this work is on the normalization task, we
use the manually-annotated gold standard infor-
mal words (O) and their formal equivalents (7")
provided in our annotated dataset. To derive
the informal words’ context C'(O), we use the
automatically-acquired output of the preprocess-
ing FCREF, although noisy and a source of error.

4.2 Formal Candidate Generation

Given the two-tuple < O, C(O) > generated from
pre-processing, we produce a set of hypotheses |T'|
which are formal candidates corresponding to O.
We use two assumptions to guide us in the selec-
tion of prospective formal equivalents of O. We
first discuss Assumption 1 (as [A1]):

®For notational convenience, the informal word context
C(0O) is defined as W_;...O ...Wj; here, i refers to the index
of the word with respect to O, which we set in this work to 3.
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Figure 1: Our framework consists of the two steps
of informal word recognition and normalization.
Normalization breaks down to its component steps
of candidate generation and classification.

[A1] The informal word and its formal equiva-
lents share similar contextual collocations.

To implement [Al], we define several regular
expression patterns to search the Chinese Web 1T
corpus, as listed in Table 3. All entries that match
at least one of the five rules are collected as formal
candidates. Specifically, W, refers to the word in
context C'(O). T denotes any Chinese candidate
word, and T a word sharing at least one character
in common with the informal word O.

W_1T W
W_iT

W_oW_1T | TWy Wy

T W,

Table 3: Lexical patterns for candidate generation.

Our assumption is similar to the notion used
for paraphrasing: that the informal version can be
substituted for its formal equivalent(s), such that
the original sentence’s semantics is preserved in
the new sentence. For example, in the phrase “#
W I BE #1257 the informal word “Ji] #2” is ex-
actly equivalent to its formal equivalent “F1iE”,
as the resulting phrase “# ¥ _F1E_#12 (“build
the harmonious society”) carries exactly the same
semantics. This is inferrable when both the infor-

mal word O and the candidate share the same con-
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textual collocations of “f ¥ and “4L2".

As the Web1T corpus consists of n-grams taken
from approximately one trillion words indexed
from Chinese web pages, queries for each infor-
mal word O can return long result lists of up to
20,000 candidates. To filter noise from the result-
ing candidates, we adopt Assumption 2 [A2]:

[A2] Both the original informal word in its con-
text — as well as the substitued formal word
within the same context — are frequent in the
general domain.

We operationalize this by constraining the
prospective normalization candidates to be within
the top 1,000 candidates ranked by the trigram
probability (P(W_1 T W7)). This probability is
calculated by the BerkeleyLM (Pauls and Klein,
2011) trained over Google Web 1T corpus. Note
that this constraint makes our method more effi-
cient over a brute-force approach, in exchange for
loss in recall. However, we feel that this trade-off
is fair: by retaining the top 1000 candidates, we
observed the loss rate of gold standard answers
in each of the channels is 14%, 15%, and 17%
for phonetic substitution, abbreviation and para-
phrase, respectively. This is in comparison with
the final loss rate of over 70% reported by Li and
Yarowsky (2008a).

Given the annotations, the three-tuples (<
0O, C(0),T >) generated from the resulting list of
candidates are labeled as Y (N) as positive (nega-
tive) instances. As there are a much larger number
of negative than positive instances for each O, this
results in data skew.

4.3 Feature Extraction for Classification

For the classification step, we calculate both rule-
based and statistical features for supervised ma-
chine learning. We leverage our previous obser-
vations to engineer features specific to a partic-
ular channel. We describe both classes of fea-
tures, listing its type (binary or continuous) and
which channel it models (phonetic substitution,
abbreviation,paraphrase, or all), as a two tuple.
We accompany each rule with an example, show-
ing Pinyin and tones, when appropriate.

4.3.1 Rule-based Features (5 features).
e O contains valid Pinyin script < b, ph >
e.g., “ {fshi 17 (“ #%4Esi3 T ;“too cold”)

e O contains digits < b, ph >
e.g., “v5” (“Hiweil Kiwu3”;“mighty”)



e O is a potential Pinyin acronym < b, ph >
e.g., “bs” (“mPbi3 Ml shid”;“despise™)

e T contains characters in O? < b, ph >
e.g., “ W (“ HLIMHEH; “board games™)

e The percentage of characters common be-
tween O and T' < ¢, all >

4.3.2 Statistical Features (7 features).

We describe these features in more detail, as they
form a key contribution in this work. Note that the
statistical features that leverage information from
both informal and formal domains are derived via
maximum likelihood estimation on the appropriate
training data.

Pinyin Similarity < ¢,ph >. Although
Levenshtein distance (LD;employed in (Li and
Yarowsky, 2008a)) is a low cost metric to mea-
sure string similarity, it has its drawbacks when
applied to Pinyin similarity. As an example, the
informal word * {#yin2 4 cai2 ” is normalized
to “Aren2 4 cai2”, meaning “talent”. This sug-
gests that PY Sim(yin,ren) should be high, as
they compose an informal-formal pair. However
this is in contrast to evidence given by LD as
LD(yin,ren) is large (especially compared with
the LD(yin, yi), in which “yi” is a representatlve
Pinyin string that has an edit distance with “yin”
of just 1). For the manual annotation method, it
is difficult for annotators to accurately weigh the
similarities for all pronunciation pairs, since it is
weighted arbitrarily. And the labor of manually
tuning weights may be unnecessary, given anno-
tated informal-formal pairs.

To tackle these drawbacks, we propose to
fully utilize the gold standard annotation (i.e.,
informal—formal pairs applicable to the Phonetic
Substitution channel) and to empirically estimate
the Pinyin similarity from the corpus in a super-
vised manner. In our method, Pinyin similarity is
formulated as:

PY Sim(T|O) =

[[ Py Sim(tilos) (1)

PY Sim(tilo;) = PY Sim(py(ti)Ipy(oi)))
= uP(py(t:)|py(oi)) + AP(ini(t:)|py(o:))

+nP(fin(ti)|py(o:))
(2)
Here, the ti (0;) stands for the ith character in
word T' (O). Let the function py(z) return the
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Pinyin string of a character and functions ini(z)
(fin(x)) return initial (final) of a Pinyin string .
We use linear interpolation algorithm for smooth-
ing, with p, A and 7 as weights summing to
unity. Then, P(py(t:)|py(0:)), P(ini(t:)|[py(o:))
and P(fin(t;)|py(o;)) are estimated using maxi-
mum likelihood estimation over the training set.

Lexicon and Semantic Similarity < c,ab +
pa >. For the remaining two channels, we ex-
tend the source channel model (SCM) (Brown et
al., 1990) to estimate the character mapping prob-
ability. In our case, SCM aims to find the formal
string 7" that the given input O is most likely nor-
malized to.

T = argmazP(T|0) = arg mazP(O|T)P(T)
T T
3)

As discussed in Section 3, for both the two chan-
nels we use interpolation to model character—word
mappings. Assuming the character—word mapping
events are independent, we obtain:

HP o0i|ti)

where o; (t;) refers to ith character of O (T"). How-
ever, this SCM model suffers serious data sparsity
problems, when the annotated microtext corpus is
small (as in our case). To further address the spar-
sity, we extend the source channel model by in-
serting part-of-speech mapping models into Equa-

tion 4.
[P (oilts) (5)

= aP(oilt;) + BP(0i|pos(t;), pos(0;))

(6)
Here, let the function pos(z) return the part-
of-speech (POS) tag of 2’. Both P(o;|t;) and
P(o;|pos(t;), pos(o;)) are then estimated using
maximum likelihood estimation over the anno-
tated corpus. In parallel with the Pinyin similarity
estimation, v and 3 are weights for the interpola-
tion, summing to unity.

We give the intuition for our formulation.
P(o0;|t;) measures the probability of using char-
acter o; to substitute for the given word t;.

P(oi|pos(t;), pos(o;)) measures the probability of
using character o; as the substitution of any word
t;, given the POS tag is mapped from pos(t;) to
pos(o;). Finally, given the limited availability of
gold standard annotations, we can optionally use

P(O|T) = )

P(O|T) =
P'(0ilts)

"Implemented in our system by the FudanNLP
toolkithttps://code.google.com/p/fudannlp/.



formal domain synonym dictionaries to improve
our model’s estimation lexical and semantic simi-
larity.

N-gram Probabilities 5x < c,all >. We
generate new sentences by substituting informal
words with candidate formal words. The probabil-
ities of the generated trigrams and bigrams (within
a window size of 3) are computed with Berke-
leyLM, trained on the Web1T corpus. The features
capture how likely the candidate word is used in
the informal domain. The five features are:

e Trigram probabilities:
P(W_lT Wl);P(T W1W2)

P(W_oW_1T);

e Bigram probabilities: P(W_1 T'); P(T W)

5 Experiments

In our architecture, the candidate generation pro-
cedure is unsupervised. The part that does need
tuning is the final, supervised classifier that ren-
ders the binary decision on each 3-tuple, as to
whether the O-T' pair is a match, so for this
task we select the best classifier among three
learners.  The statistics reported by Li and
Yarowsky (2008a) is then used as a baseline™* per-
formance. We mark this with an asterisk to in-
dicate that the comparison is just for reference,
where the performance figures are taken directly
from their published work, as we did not re-
implement their method nor execute it on our
comtemporary data.

As a second analysis point, we compare our sys-
tem — with and without features derived from syn-
onym dictionaries — to assess how well our method
adapts from formal corpora. Finally we show that
our method is also effective to acquire synonyms
for the formal domain (formal-formal pairs, in
contrast to our task’s informal-formal pairs).

5.1 Data Preparation

We collected 1036 unique informal-formal word
pairs with their informal contexts were collected
from our annotated corpus for cross-fold valida-
tion. As any supervised classifier would do, we
testing logistic regression (LR), support vector
machine (SVM) and decision tree (DT) learning
models, provided by WEKA3 (Hall et al., 2009).
To acquire formal domain synonyms, we option-
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ally employed the Cilin® and TYCDict® dictionar-
ies.

5.2 Results

We adopt the standard metrics of precision, recall
and F; for the evaluation, focusing on the the pos-
itive (correctly matched as informal-formal pair)
Y class.

5.2.1 Classifier choice

Table 4 presents the evaluation results over differ-
ent classifiers. In this first experiment, data from
all the channels are merged together and the result
reported is the outcome of 5-fold cross validation.
Lexicon similarity features are derived only from
the training corpus. As the DT classifier performs
best, we only report DT results for subsequent ex-
periments.

Classifier | Pre | Rec | Fj
SVM .646 | 273 | 383
LR 567 | 340 | .430
DT (C4.5) | .886 | .443 | .590

Table 4: Performance comparison using different
classifiers.

5.2.2 Comparison with Baseline*

To make a direct comparison with the baseline™,
we perform cross-fold validation using data each
of three channels separately. Since Li and
Yarowsky (2008a) formalized the task as a ranking
problem, we show the reported Topl and Top10
precision in Table 5'°.

Our model achieves high precision for each
channel, compared with the baseline* perfor-
mance. From Table 5 we observe that normal-
izing words due to Phonetic Substitution is rela-
tively easy as compared to the other two channels.
That is because given the fixed vocabulary of stan-
dard Chinese Pinyin, the Pinyin similarity mea-
sured from the corpus is much more stable than
the estimated lexicon or semantic similarity. The
low recall for the Paraphrase channel suggests the
difficulty of inferring the semantic similarity be-
tween word pairs.

$http://ir.hit.edu.cn/phpwebsite/
index.php?module=pagemaster&PAGE_user_
op=view_page&PAGE_id=162

‘http://www.datatang.com/data/29207/

Due to the difference in classification scheme, we re-
computed the reported value, given our classification.



Channel System Pre | Rec | I Feature set | Pre | Rec | F}
Phonetic OurDT 956 | .822 | .883 w/o .886 | .443 | .590
Substitution | LY Topl T54 | — — w 895 | .583 | .706
LY Top10 | 906 | — — w + channel | 915 | .638 | .752
Abbreviation | OurDT .807 | .665 | .729
LY Topl 118 | — __ Table 6: Performance over different feature sets.
LY Topl0 | 412 | — W7 (*“w/0”) refers to the model trained with (with-
Paraphrase OurDT 754 | 331 | 460 out) features from formal synonym dictionaries.
LY Topl . . . “channel” refers to the model trained with the cor-
LY Top10 . . __ rect channel given as an input feature.

13

Table 5: Performance, analyzed per channel. “—
indicate no comparable prior reported results.

5.2.3 Final Loss Rate

We note that there is a tradeoff between the data
scale and performance. By keeping the Top 1000
candidates, we observed an 18.8% overall loss
of correct formal candidates (breaking down as
14.9% for Phonetic Substitutions, 22.8% for Ab-
breviations and 31.8% for Paraphrases). Based on
this statistics, the final loss rate is 64.1%. By com-
parison, Li and Yarowsky (2008a)’s seed boot-
strapped method’s self-stated loss rate is around
70%.

5.2.4 Channel Knowledge and Use of Formal
Synonym Dictionaries

In the real-world, we have to infer the channel an
informal word originates from. To assess how well
our system does without channel knowledge, we
merged the separate channel datasets together and
train a single classifier.

To investigate the impact of the formal synonym
dictionaries, two configurations — with and with-
out features derived from synonym dictionaries —
were also tested. To upper bound achievable per-
formance, we trained an oracular model with the
correct channel as an input feature. In the results
presented in Table 6, we see that the introduction
of the features from the formal synonym dictionar-
ies enhances performance (especially recall) of the
basic feature set. As upper-bound performance is
still significantly higher, future work may aim to
improve performance by first predicting the origi-
nating channel.

5.2.5 Formal Domain Synonym Acquisition

To evaluate our method in the formal text domain,
we take the synonym pairs from TYCDict as the
test corpus and use the microtext data together
with Cilin dictionaries as training. The experiment

134

follows the same workflow as is done for the ear-
lier microtext experiments, except that the context
is extracted from the Chinese Wikipedia'l. As we
obtained solid performance, (Pre = .949, Rec =
.554 and F; = .699), we feel that our method can
be applied to synonym acquisition task in the for-
mal domain.

6 Conclusion

Based on our observations from a crowdsourced
annotated corpus of informal Chinese words, we
perform a systematic analysis about how informal
words originate. We show that there are three main
channels — phonetic substitution, abbreviation and
paraphrase — that are responsible for informal cre-
ation, and that the motivation for their creation
varies by channel.

To operationalize informal word normaliza-
tion we suggest a two-stage candidate generation-
classification method. The results obtained are
promising, bettering the current state of the art
with respect to both F and loss rate. In our de-
tailed analysis, we find that channel knowledge
can still improve performance and is a possible
field for future work.
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Abstract

Event recognition and event type classifi-
cation are among the important areas in
text mining. A state-of-the-art approach
utilizing deep-level lexical semantics and
syntactic dependencies suffers from a
limitation of requiring too large feature
space. In this paper, we propose a novel
feature selection method using a semantic
hierarchy of features based on WordNet
relations and syntactic dependencies.
Compared to the well-known feature se-
lection methods, our proposed method
reduces the feature space significantly
while keeping the same level of effec-
tiveness. For noun events, it improves ef-
fectiveness as well as efficiency. Moreo-
ver, we expect the proposed feature se-
lection can be applied to the other types
of text classification using hierarchically
organized semantic resources such as
WordNet.

1 Introduction

Feature selection is an important issue in text-
based classification because features can be gen-
erated in a number of different ways from text.
Selecting features affects not only efficiency
when the space is big but also classification ef-
fectiveness by eliminating noise features
(Manning, Raghavan, & Schiitze, 2008). In this
paper, we propose a new feature selection meth-
od that utilizes semantic aspects of word features
and discuss its relative merits compared to other
well-known feature selection methods.

Among many text-based classification prob-
lems, this research focuses on event recognition

myaeng}@kaist.ac.kr

(a kind of binary classification) and type classifi-
cation that have been studied extensively to im-
prove performance of applications such as auto-
matic summarization (Daniel, Radev, & Allison,
2003) and question answering (Pustejovsky,
2002). For event recognition and type classifica-
tion, TimeML has served as a representative an-
notation scheme of events (Pustejovsky, Castafrio,
et al., 2003), which are defined as situations that
happen or occur and expressed by verbs, nomi-
nalizations, adjectives, predicative clauses or
prepositional phrases. TimeML defines seven
types of events, REPORTING, PERCEPTION,
ASPECTUAL, I_ACTION, I_STATE, STATE,
and OCCURRENCE (Pustejovsky, Knippen,
Littman, & Sauri, 2007), to which a recognized
event text is classified for event type classifica-
tion.

Different approaches to recognize and classify
TimeML events have been proposed, ranging
from rule-based approaches (Sauri, Knippen,
Verhagen, & Pustejovsky, 2005) to supervised
machine learning techniques based on lexical
semantic classes and morpho-syntactic infor-
mation around events (Bethard & Martin, 2006;
Boguraev & Ando, 2007; Jeong & Myaeng,
2013; Llorens, Saquete, & Navarro-Colorado,
2010). Jeong & Myaeng (2013) recently showed
that using the deeper-level of semantics in-
creased the performance. They obtained the best
performance in their classification experiments
when lexical semantic features using hypernyms
at the maximum depth of eight in WordNet were
used for the event candidates and the words hav-
ing syntactic dependency. While the approach
showed a meaningful improvement, it has a
problem of generating too many features.

Semantic features that can be mapped to a
structure like WordNet have hierarchical rela-
tionships. In this situation, when two features
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have a hypernym-hyponym relationship, the
higher-level feature encompasses the lower-level
one (see Figure 1-(a)). If a conventional feature
selection method were used, therefore, the se-
lected features would include both overly specif-
ic, low-level features and more general ancestors
that cover the characteristics of the children (see
Figure 1-(b)). When the general features are ac-
curate and specific enough to represent the class,
their descendants are unnecessary and redundant.
When redundant features of similar kind are
used, they cause not only efficiency problems but
also potential overfitting of the model because
the resulting model may become biased towards
the semantics covered by the sub-tree containing
the features.

(a) Feature (b) Traditional (c) Ideal Feature
Candidate Feature Selection Selection

Figure 1. Feature Selection in Hierarchical Fea-
ture Space

It is important to select the features that are
sufficiently general to encompass more specific
features found in the training data but specific
enough to utilize deep-level semantics available
in the hierarchy (see Figure 1-(c)). The leftmost
feature in (c) covers the semantics of the two
features under it without having to keep them.
Choosing the feature in the center and the right-
most feature has a similar effect and at the same
time avoids using the overly general feature that
encompasses both as well as the sibling of the
rightmost one, which is not an appropriate one.
In other words, we should select as general a
feature as possible as long as none of them are
considered irrelevant for the class, thereby it can
cover the semantics of the features underneath it,
without which we can achieve better efficiency.

In short, we propose a method for solving the
problem of using features that are semantically
redundant. Assuming that all the features can be
organized in the form of a hierarchy, the method
attempts to select the features that are as specific
as possible as long as there are no semantically
redundant features.

2 Event Recognition and Type Classifi-
cation Task

We first describe the task for recognition and
type classification of TimeML events. For word-

based event recognition and type classification,
we converted the phrase-based annotations into a
form with BIO-tags. For each word in a docu-
ment, we assign a label indicating whether it is
inside or out-side of an event (i.e., BIO2! label)
as well as its type. For type classification, in ad-
dition, each word must be classified into one of
the known event classes. Figure 2 illustrates an
example of chunking and labeling components of
an event in a sentence.

Word Event Label Event Type
Label
All (0] (0]
75 (0] (0]
people e} O
on B-EVENT B-STATE
board I-EVENT I-STATE
the e} ¢}
Aeroflot 0 0
Airbus e} (6]
. B-
died B-EVENT OCCURRENCE
(0] (0]

Figure 2. Event chunking for a sentence, “All 75
people on board the Aeroflot Airbus died.” B-
EVENT, I-EVENT and O refer to the be-
ginning, inside and outside of an event.

Our method consists of three parts: prepro-
cessing, feature extraction and selection, and
classification. The preprocessing part analyzes
raw text for tokenization, PoS tagging, and syn-
tactic parsing (dependency parsing). It is done by
the Stanford CoreNLP package?, which is a suite
of natural language processing tools. Then, the
feature extraction part converts the preprocessed
data into the feature space, followed by feature
selection. Finally, the classification part deter-
mines whether the given word is an event or not
and its type using a maximum entropy (ME)
classifier.

3 Feature Candidate Generation

Because the goal of the proposed method is to
automatically select the most valuable features,
we generate feature sets based on the same crite-
ria of Jeong & Myaeng’s work (2013), which
showed better performance for TimeML event
than the state-of-the-art approach. The details are
below:

110B2 format: (B)egin, (I)nside, and (O)utside
2 Stanford CoreNLP,
http://nlp.stanford.edu/software/corenlp.shtml
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Lexical Semantic Features (LSF). The set of
target words’ lemmas and their all-depth Word-
Net semantic classes (i.e., hypernyms). For ex-
ample, a noun “drop” that is mapped to such a
WordNet class is always an event regardless of
its context in a sentence in the TimeBank corpus
(Pustejovsky, Hanks, et al., 2003).

Windows Features (WF). The lemma, hyper-
nyms, and PoS of the context defined by a five-
word window [-2, +2] around a target word.

Dependency-based Features (DF). They are
similar with WF, but the context is defined by
syntactic dependencies. This feature type differs
from WF because the context may go beyond the
fixed size window and the features are not just
words. Increasing the window size for WF in-
stead of using this feature type is not an option
because it would end up including some noise by
including too big a context. Four dependencies
we consider are: subject (SUBJ), object (OBJ),
complement (COMP), and modifier (MOD).

e SUBJ type. A feature is formed with the
governor or dependent word and its hy-
pernyms that has the SUBJect relation
(nsubj and nsubjpass) with the target
word.

o OBJ type. It is the governor or dependent
word and its hypernyms, which has the
OBJect relation (dobj, iobj, and pobj) with
the target word. In “... delayed the game
.70, for instance, the verb “delay” can de-
scribe the temporal state of its object
noun, “game”.

e COMP type. It indicates the governor or
dependent word and its hypernyms, which
has the COMPIlement relation (acomp and
xcomp) with the target word. In ... called
President Bush a liar ...”, for example, the
verb “called” makes the state of its object
(“Bush”) into the complement noun, “li-
ar”. In this case, the word “liar” becomes
a STATE event.

e MOD type. It refers to the dependent
words and their hypernyms in MODifier
relation (amod, advmod, partmod, tmod
and so on). This feature type is based on
the intuition that some modifiers such as
temporal expression reveal the word it
modifies has a temporal state and there-
fore is likely to be an event.

Combined Features (CF). They are a combina-
tion of LSF and DF (or WF). A certain DF may
not be an absolute clue for an event by itself but
only when it co-occurs with a certain lexical or
semantic aspect of the target word.

4  Feature Selection Based on Semantic
Hierarchy

Since a large number of features are generated
with the aforementioned feature generation
method, it is necessary to filter out those whose
roles in classification are minimal. We first re-
move the feature candidates whose frequency in
the training data is less than two. If a target word
containing the feature candidate is determined
not to be an event more than 50% in the training
data, it is also eliminated. The remaining feature
candidates are then organized into a meaning
hierarchy so that we can apply the tree-based
feature selection method.

An entailment relationship between two fea-
tures, fi >> fj, is established by a hyper-
nym/hyponym relationship, syntactic dependen-
cy, or occurrence sequence as in Table 1. A and
D represent an ancestor and a descendent in a
feature hierarchy tree with A >> D. We call the
LSF and DF (or WF) features in CF as target and
context elements, respectively. LSF can be an
ancestor of CF because LSF does not consider
the surrounding context of a target word whereas
CF includes the context. CFp and CF.w mean
CF of LSF and DF and CF of LSF and WF, re-
spectively.

A D

Condition

LSF | LSF | Aishypernym of D.

LSF | CFp | Ais synset/hypernym of target in
or D.

CFLw | e.g.) process sk >> (reportpr,
Process; sr)

Same dependency type. A is the
hypernym of D.

Same dependency with the target.
A is synset/hypernym of sur-
rounding in D.

e.g.) reportpr >> (reportpg, pro-
CeSSLsF)

Same position from target. A is
the hypernym of D.

Same position from target. A is
the synset/hypernym of the con-
text in D.

e.g.) beforewe >> (beforews,
Iauncthp)

Same dependency with target.
The target and the context of A

DF DF

DF CFp

WF WF

WF CFLw

CFp | CFp
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A D Condition
are the synset/hypernym of those
of D, respectively.
CFLw | CFLw | Same position from target. The

target and the context of A are the
synset or hypernym of those of D,
respectively.

A: Ancestor, D: Descendant (A >> D)
Table 1. Entailment Relation of Features

4.1 Feature Tree Generation

Given that the entailment relationship >> can be
established between two features, we can con-
struct a feature tree that becomes a basis for tree-
based feature selection. We begin with a tree that
only has a root node R, a meta-feature that is the
ancestor of all features. R entails and keeps add-
ing new features to the tree until all the features
are added to the tree. We define a, d, and ¢ for
ancestor, descendent, and child features with the
relationships a >> d and a > ¢ where > means ¢
is a child of a, restricting that there is no node
between a and ¢ with a >> c. Figure 3 illustrates
the detail algorithm of feature tree generation.

When a new feature f is added to the (sub-
)tree whose root is a and a >> f, f either becomes
a child of a or is added to one of the sub-trees of
a (line 9~28). If there is ¢ such that ¢ >> f, f is
added to a subtree whose root is ¢ (line 14~17).
On the other hand, if f >> c, f replaces ¢, and ¢ is
entered to the sub-tree whose root is f (line
19~25). Finally if f has no entailment relation
with any of the children nodes of a, f is added as
a child of a (line 26~27).

1 program GenerateTree;

2 F := feature candidates set;

3 r := root of feature tree;

4 begin

5 for f in F do

6 add feature(r, f);

7 end;

8

9 procedure add feature (a, f)

10 a : ascendant feature;

11 f : new feature;

12 begin

13 for ¢ of a’s children

14 if f is descendant of ¢ then
15 begin

15 add feature (¢, f);

16 break;

17 end

18 else

19 if ¢ is descendant of f then
20 begin

remove ¢ from a’s chil-
21
dren;

22 add f to a’s children;
23 add_ feature (f, ¢);

24 break;

25 end;

26 if no child of a is ancestor or
descendant of f then

27 a's children <- f£;

28 end.

Figure 3. Feature Tree Generation Algorithm

4.2 Tree-Based Feature Selection

The key idea of the selection algorithm we de-
vised is to evaluate each of the paths in the tree
and select the appropriate node (i.e. feature). A
path is defined to be the list of nodes between the
root and a leaf node. In essence, the problem of
selecting nodes or features from a tree is con-
verted into smaller problems of selecting a node
from individual paths. The process is illustrated
with Figure 4 where each node of the tree except
the root represents a feature. The tree has n paths
corresponding to the number of leaf nodes. The
algorithm selects the most representative node on
a path, which is marked with a black node in
Figure 4.

Figure 4. Paths between the root and the leaf
nodes in a feature tree

To select the most representative feature on a
path, we employed the notion of lift, which has
been used widely in the area of association rule
mining to compute the degree to which two items
are associated (Tufféry, 2011). More specifically,
it is defined as Equation (1) where P( f) indicate
the probability of a feature f in training data set.
P( E | f) is the conditional probability of events
occurring given that f occurs.

P(E[T)
P(f)

While general feature selection methods such
as 2 are based on the degree of belief, our selec-
tion method considers the reliability and applica-
bility (or generality) of a feature. In other words,
a feature we choose should have a high lift value
(i.e., high reliability) and lie closest to the root on
a path so that we can broaden its applicability.

lift(f)= (1)
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These criteria would be particularly true when
the amount of training data is not sufficient.

However, selecting the feature at the highest
level in the tree may not be the best choice. In
Figure 4, for example, even if the node F; in grey
is determined to be the most representative one
for the path 1, it may not be the best one. In this
case, Fj may be a better one because it happens to
be the representative node for the path between
Fi and L;. However, there is a chance that the
sub-tree of Fi may have important features (i.e.,
Ls, Ls) that end up elevating Fi’s weight unfairly.
Instead of Fi, using F; would be a better choice.

In order to handle this problem, we developed
an algorithm where the key idea works as in Fig-
ure 5. We first collect all the representative fea-
tures from the paths based on the reliability and
generality criteria mentioned above (line 29~45).
For each representative node, we check if any of
the descendant nodes have been selected as a
representative node of other paths (line 21). If
the condition is met, the node is no longer con-
sidered as a representative node (line 23). The
same process is applied to the sub-tree whose
root is the node just deleted from the set of repre-
sentative nodes (line 25). Up to now, this process
does not require manually checking the perfor-
mance for the selected features.

1 program SelectFeatures;

2 T := feature tree
3 F := selected feature set
4 begin

5 F < 0;
o select features(T);
7 end;

8

9 procedure select from tree
10 t := subtree of T
11 begin
12 r « root of t
13 L « leaf features of ¢
14 for 1 of L

15 p « path from r to I;

16 f « select from path (p);

17 add f to F;

18 end;

19 for f of F

20 D « descendants of f£;

21 if {d | d € Dand d € F} # 0
then

22 begin

23 remove f from F;

24 tr « subtree of t whose root
is £

25 select from tree (tg);

26 end; - N

27 end.

28

29 procedure select from path
30 p := feature path
31 begin

32 cur « front of p

33 While

34 next — next of cur
35 if next is null then
36 begin

37 add cur to F;

38 return;

39 end;

40 if lift(cur) = lift (next) then
41 begin

42 add cur to F;

43 return;

44 end;

45 end.

Figure 5. Tree-Based Feature Selection Algo-
rithm

We select the final features among those ob-
tained through the above process by employing a
widely used feature selection method (in our
case, x°). It is because the most representative
feature in a path might not be effective one in the
entire feature space.

5 Experiment

5.1 Experimental Setup

The main goal of the experiment is to examine
the efficacy of the proposed tree-based feature
selection method in the context of event recogni-
tion and event type classification. For test collec-
tion, we wuse the TimeBank 1.2 corpus
(Pustejovsky, Hanks, et al., 2003), which is the
most recent version of TimeBank, annotated with
the TimeML 1.2.1 specification. It contains 183
news articles and more than 61,000 non-
punctuation tokens, among which 7,935 repre-
sent events.

We analyzed the corpus to investigate on the
distribution of PoS (Part of Speech) for the to-
kens annotated as events. Most events are ex-
pressed in verbs and nouns. Sum of the two PoS
types covers about 93% of all the event tokens,
which is split into about 65% and 28% for verb
and nouns, respectively.

The experiment is designed to see the effect of
the selection method by using the feature candi-
dates generated by the work of Jeong & Myaeng
(2013), which showed the best performance in
TimeML event recognition and classification in
the literature. It generates feature sets based on
the same criteria of the proposed method using
syntactic dependencies and WordNet hypernyms.
To find the concept (i.e., synset) of a target word,
we applied the word sense disambiguation mod-
ule of BabelNet (Ponzetto & Navigli, 2010). We
also used Stanford Parser (Klein & Manning,
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2003) to get the syntactic dependency based fea-
tures.

A maximum entropy (ME) classifier was used
because it showed the best performance for the
tasks at hand, according to the literature. We also
considered SVM, another popular machine learn-
ing algorithm in natural language processing.
The evaluation was done by 5-fold cross valida-
tion, and the data of each fold was randomly
selected. For the classifier, we used the Mallet
machine learning package (McCallum, 2002) and
Weka (Witten, Frank, & Hall, 2011).

52

We first evaluated the proposed tree-based fea-
ture selection in comparison with two widely
accepted feature selection methods: information
gain (IG) and x% For each feature selection
method, we chose the number of features that
gave the best performance in F1. In Table 2,
TSEL means the pure tree-based feature selec-
tion without the reselection process using
whereas TSEL+y?> means the proposed method
followed by 2.

Compared to »?®, TSEL dramatically reduced
the feature space significantly by 73.93% and
54.42% for event recognition and type classifica-
tion, respectively, but the decrease of effective-
ness was insignificant for the both tasks. The
decrease was compensated by the reselection
process (hence the TSEL+y? case) to the point of
1.26% improvement over the »? case. For type
classification, only 40.68% of the features re-
quired by »* were enough to achieve the same
level of effectiveness achieved y°. Due to the
decrease of feature space, the running times of
classification tasks (except preprocessing) were
also quite reduced. The time-savings by TSEL
were about 40% and 45% of »? in the recognition
and the type classification.

Evaluation

Event Recognition (ME)
TSEL
2
IG % TSEL o
# 66,578 64,041
features 202,495 | 255371 (-73.93%) | (-74.92%)
P 0.8878 0.8720 0.8664 0.8779
R 0.8413 0.8531 0.8571 0.8687
0.8617 0.8733
F1 0.8639 0.8624 (:0.08%) (+1.26%)
2.52s 2.51s
T 4125 4.14s (-39.13%) | (-39.37%)

3 We use y? for discussion instead of IG because it showed
the better performance than 1G for the verb and noun event
classification, which is the main focus of the research.
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Type Classification (ME)
TSEL
2
IG 2 TSEL 2
# 121,793 | 108,705
features 291,408 | 267,226 (-54.42%) | (-59.32%)
P 0.8050 0.8117 0.7847 0.8411
R 0.6340 0.6199 0.6334 0.6026
0.7010 0.7021
F1 0.7094 0.7029 (0.28%) (0.11%)
531s 5.28s
T 9.73s 9.695 (-45.20%) (-45.51%)

P: Precision, R: Recall
T: Running Time of Classification
(at PC with 3.0 GHz Core 2 Duo CPU and 8 GB
memory)
Table 2. Comparisons in time and effectiveness
for event recognition and type classification

Event Recognition (SVM)
TSEL
2
IG x TSEL 2
# 66,578 64,041
features 202,495 | 255,371 (-73.93%) | (-74.92%)
P 0.8277 0.8048 0.7338 0.8128
R 0.8406 0.8592 0.8806 0.8576
F1 0.8341 0.8311 0.8005 0.8346
Type Classification (SVM)
TSEL
2
IG x TSEL 2
# 121,793 | 108,705
features 291,408 | 267,226 (-54.42%) | (-59.32%)
P 0.6189 0.6179 0.6633 0.6833
R 0.6931 0.6531 0.6790 0.6700
F1 0.6539 0.6350 0.6711 0.6766

Table 3. Comparisons in effectiveness for event
recognition and type classification using SVM
classifier

Looking at the performance of different PoS
types, we found that the performance of noun
events was more meaningfully improved with a
significantly reduced feature set. With the feature
set reduction ratios of 81.66% and 81.50% for
recognition and type classification, respectively,
we achieved 6.85% and 3.94% of increase in F1%.
For verbs, the numbers of features used for class
recognition were also reduced significantly, but
the F1 scores were slightly decreased. Our analy-
sis shows that the increase in effectiveness for
nouns is mainly attributed to the fact that the
synsets of most nouns are located at a deep level
of WordNet hierarchy. On the contrary, the hier-
archy for verbs is not as deep as that of nouns.
Note that the tree-based selection method is most
helpful when heavy redundancy of features with
a deep hierarchy causes a problem.

4 The results are statistically significant with p < 0.05.



Recognition (ME)
Verb Noun
# #
features Fl features Fl
x 90,792 0.9393 123,480 0.7138
TSEL 40,189 0.9385 25,169 0.7273
(-55.74%) (-0.09%) | (-79.62%) | (+1.89%)
TSEL 40,180 0.9386 22,644 0.7627
+ (-55.74%) (-0.07%) | (-81.66%) | (+6.85%)
Classification (ME)
Verb Noun
# #
features Fl1 features Fl
Ve 217,287 0.7406 47,080 0.6288
TSEL 99,100 0.7220 21,722 0.6149
(-54.39%) | (-2.51%) | (-53.86%) | (-2.21%)
TSEL 49,550 0.7223 8,708 0.6536
+X2 (-77.20%) (-2.47%) (-81.50%) (+3.94%)

Table 4. Feature space sizes and effectiveness
values for noun and verb events in event recogni-
tion and type classification

Figure 6 and 7 show the performance changes
incurred by reducing the feature sets for different
feature selection methods. The lines start from
the point where all the selected features were
used in each method and continue with a decre-
ment of 10% of the feature set all the way to the
minimum of 10% of the originally selected fea-
ture set. The starting points of TSEL+y? indicate
the results of pure TSEL. Despite the elimination
of many features, the pure TSEL does not much
harm the F1 compared to the best cases of IG and
X2. It clearly shows that reducing the size of
feature sets is less detrimental with the proposed
method in almost all the cases than the other
selection methods. TSEL also shows the possi-
bility to select valuable features without manual
check of performance for the feature space size.
For event type classification, the manual selec-
tion process (TSEL+y?) is still needed in order to
find the best features but it guarantees the more
effectiveness.

—o—IG

——A-— 2 —&— TSEL+y2

1.00
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T e Tt 0.94
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(a) Verb Event Recognition
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(b) Noun Event Recognition

Figure 6. Performance change with feature set
reduction in event recognition in each of the fea-
ture selection methods
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Figure 7. Performance change with feature set
reduction in event type classification in each of
the feature selection methods

For the type classification task, Table 5 shows
detailed scores for all the event types separately.
An improvement is observed for most of the
event types except for OCCURRENCE. Our
analysis shows that this is related to the size of
the training data. Since the ratio of
OCCURRENCE events is about 53% of all the
events in the TimeBank corpus, the training data
for the OCCURRENCE type is much bigger than
the others. It indicates that the feature redundan-
cy is problematic when the training data is rela-
tively small and that careful selection of features
is particularly important to avoid overfitting.
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7 TSEL+y?

REPORTING 0.9111 (fd?gg;,)
PERCEPTION 0.6186 (fﬁf;,)
ASPECTUAL 0.6444 (35.6577;))
I_ACTION 0.6173 (ff:g;,)
I_STATE 0.6251 (+%'.68§£2)*
OCCURRENCE 0.7219 (_g:gslaos/oo)*
STATE 0.5246 ( +‘;;i§§},‘)*

Table 5. Performance for different event types
(unit: F1). * indicates that the percent increase or
decrease is statistically significant with p < 0.05.

6 Related Work

EVITA (Saurf et al., 2005) is the first event
recognition tool for TimeML specification. It
recognizes events by using both linguistic and
statistical techniques. It uses manually encoded
rules based on linguistic information as main
features to recognize events. It also uses World-
Net classes to those rules for nominal event
recognition, and checks whether the head word
of noun phrase is included in the WordNet event
classes. For sense disambiguation of nouns, it
utilizes a Bayesian classifier trained on the Sem-
Cor corpus.

Boguraev & Ando (2007) analyzed the Time-
Bank corpus and presented a machine-learning
based approach for automatic TimeML events
annotation. They set out the task as a classifica-
tion problem, and used a robust risk minimiza-
tion (RRM) classifier to solve it. They used lexi-
cal and morphological attributes and syntactic
chunk types in bi- and tri-gram windows as fea-
tures.

Bethard & Martin (2006) developed a system,
STEP, for TimeML event recognition and type
classification. They adopted syntactic and se-
mantic features, and formulated the event recog-
nition task as classification in the word-chunking
paradigm. They used a rich set of features: textu-
al, morphological, syntactic dependency and
some selected WordNet classes. They imple-
mented a Support Vector Machine (SVM) model
based on those features.

Llorens et al. (2010) presented an evaluation
on event recognition and type classification.
They added semantic roles to features, and built
the Conditional Random Field (CRF) model to

recognize events. They conducted experiments
about the contribution of semantic roles and CRF
and reported that the CRF model improved the
performance but the effects of semantic role fea-
tures were not significant.

Jeong & Myaeng (2013) argued and demon-
strated that unit feature dependency information
and deep-level WordNet hypernyms are useful
for event recognition and type classification.
Their proposed method utilizes various features
including lexical se-mantic and dependency-
based combined features. In the TimeBank 1.2
corpus, the approach achieved 0.8601 and 0.7058
in F1 in event recognition and type classification,
respectively.

7 Conclusion

In this paper, we proposed a novel feature selec-
tion method for event recognition and event type
classification, which utilizes a semantic hierar-
chy of features. While our current work is based
on the WordNet hierarchy and syntactic dpend-
encies, the proposed method can be applied as
long as it is possible to utilize a feature hierar-
chy, and shows the possibility to select valuable
features without manual check of performance
for the feature space size.

Our experimental results show that the pro-
posed method is significantly effective in reduc-
ing the feature space compared to the well-
known feature selection methods, and yet the
overall effectiveness is similar to or sometimes
better than a state-of-the-art approach depending
on the PoS of the events. In particular, the effec-
tiveness for noun events was improved quite
meaningfully when the feature space was re-
duced significantly.

Although the proposed method showed the
encouraging results, it still has some limitations.
One issue is on the depth of the features in hier-
archy. For verb, most features are located at shal-
low levels so the feature space reduction ratio is
lower than those of noun. It implies that we need
other approaches for verbs. Another one is on the
recall. The proposed method showed high preci-
sion but relative lower recall. We conjecture that
one reason is the lack of lexical information due
to small size of TimeBank corpus.

Not only to improve recall but also for exten-
sibility of the proposed method, we need to uti-
lize other larger-scale resources for this tasks and
even apply the proposed method for other types
of text classification.
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Abstract

In this research, we suggest an approach
to retrieval-related tasks for Korean SMS
text. Most of the previous approaches to
such text used morphological analysis as
the routine stage of the preprocessing
workflow, functionally equivalent to POS
tagging. However, such approaches suffer
difficulties since Short Message Service
language usually contains irregular or-
thography, atypically spelled words, un-
spaced segments, etc. Two experiments
were conducted to measure how well
these problems can be avoided with the
transliteration of Korean to Roman letters.
In summary, we will argue that such a
Romanization-based retrieval method has
several advantages since it provides an
easier way to preprocess the data with a
variety of linguistic rules.

1 Introduction

In this internet era, everyday people express
opinions, comments, or sentiments; all of which
can be accessed via the web. Particularly with
the popularization of mobile computing devices,
it has become easier than ever for people to share
messages using social media services like Twit-
ter or Facebook. However, such an environment
brings new challenges for researchers who aim to
analyze or interpret this linguistic data. One of
the problems they encounter is that these written
texts have a different form than those in pub-
lished books or articles. They were often called
as short message service language, txt-speak,

Hyopil Shin
Seoul National University/
Gwanak-1, Gwanak-ro, Gwanak-gu,
Seoul, South Korea

hpshin@snu.ac.kr

chat-speak, etc. This new data source has re-
ceived attentions from various fields and re-
searchers working in the field of sentiment anal-
ysis and opinion-mining often find that dealing
with such texts using traditional approaches is
problematic.

For agglutinative languages like Korean, since
words are formed by combining lemmas and var-
ious affixes, morphological analysis is required
to find the functional meaning of each compo-
nent. Most previous studies used morphological
analysis only to preprocess the text, but this ap-
proach exhibits several weaknesses when used
on the data that is written in SMS-like languages.
First of all, texts are often unspaced to save on
typing time and sentence length (e.g., Twitter
only allows 140 characters per tweet). Secondly,
many words are not typed in the same way as
their dictionary entries; the letters are changed or
reduced to smaller units due to morpho-phonetic
variation and abbreviation processes.

This paper will propose a new approach to
overcome these shortcomings for morphological-
ly rich languages while making use of Korean
case studies. This approach adopts Yale Romani-
zation to transliterate Korean alphabets into Ro-
man letters, which, due to the way it handles Ko-
rean characters, allows for a more intuitive and
easier way of implementing the relevant rewrit-
ing rules and handling morph-phonetic changes.

In Section 2, the problems of morphological
analysis will be described and the properties of
Korean SMS language will be reviewed. This
will be followed up in Section 3 by an introduc-
tion to the Romanization-based framework and
the method of employing linguistic rules. Section
4 will detail two retrieval experiments which
were prepared to show the effectiveness of this
approach. The first experiment was designed to
observe whether the Romanization method could
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handle unspaced texts. The second experiment
explored the possibility of covering phonetic var-
iations of the target words using a small set of
linguistic rules.

2 Related Research

Transliteration methods have often been used for
the task of keyword matching across different
languages (Chen and Ku, 2002; Fujii and Ishi-
kawa, 2001). In contrast, Han (2006) applied the
transliteration method to perform part-of-speech
tagging for Korean texts using Xerox Finite State
Tool. Similarly, this paper proposes using the
method not for Korean-English word equivalents
but for Korean-to-varied Korean word detection.

2.1 Problems of morphological analysis:
lack of lexicon

As the number of the users using social network-
ing services increases rapidly, sentiment analysis
or opinion mining capable of automatically ex-
tracting the sentiment orientation from online
posts has been gaining attention from NLP re-
searchers (Hu and Liu, 2004; Kim and Hovy,
2004; Wiebe, 2000; Pak and Paroubek, 2010). As
stated above, Korean is an agglutinative lan-
guage and the chunks distinguished by space
must be further separated into roots and affixes
before they can be assigned a part-of-speech tag.
This whole procedure is performed by morpho-
logical analysis and is critical to determining the
meaning of a component. However, it is also
known that such analysis can cause errors when
not equipped with complete word entries to ana-

lyze the text. Such ‘lack of lexicon’ problems

arise because after the morphological analysis
categorizes all listed words in the sentence it
classifies the remaining words as general nouns
(Jang and Shin, 2010). Consider the following.

(1) Ue x=s (WR=2
nemu cinpuha-n nayyong
too stale-AD? content
‘too stale contents’
(2) UR/a M2/ncs blixpa —/exm LHE/nc
nemu/a®cinpu/ncs ha/xpa n/exm nayyong/nc

1 Abbrebiates: AD(adnominal suffix), NM(nominative par-

ticle), IN(instrumental particle), SC(subordinative conjuc-
tive suffix), CP(conjunctive particle), PST(past tense suffix),
DC(declarative final suffix), RE(retrospective suffix),
CN(conjectural suffix), PR(pronoun), PP(propositive suffix),
AC(auxiliary conjunctive suffix), GE (genitive particle),
LC(Locative particle)

(3) U/mpp =&/nc =/nc 8nc WE/nc
ne/npp mucin/nc pu/nc han/nc nayyong/nc
‘you Muyjin(place name) wealth resentment

contents’

Sentence (3) is a misanalyzed version of sen-
tence (1). The morphological analyzer’s diction-
ary did not include the word entry (‘cinbu’) so
the analyzer had to ignore the previous spacing
and take the proper noun (‘mucin’) as a possible
morpheme instead (Jang and Shin, 2010; p. 500).

As can be inferred from examples (1) ~ (3),
typical morphological analysis consists of two
stages: first, a sentence or clause is decomposed
into relevant morphemes and then, second, the
distinguished morphemes are assigned part-of-
speech tags which denote grammatical function.
The reason why the morpheme separation stage
precedes POS tagging is to avoid the sparse data
problem caused by the multiplicity of morpho-
logical variants of the same stem (Han and Palm-
er, 2005). However, the morpheme-based POS
tagger in this process is vulnerable to irregular
variations of word stems and, unfortunately, such
variants are often found on the web. By the same
reason it also produces erroneous results given
unspaced texts since the complexity of the de-
composing morphemes is very high.

This paper assumes that the morpheme analy-
sis procedure is not feasible to process the SMS
texts. In order to alleviate the pain, this research
will focus on how one can extract the expected
items from the linguistic data with which mor-
pheme analysis does not work.

2.2 Properties of Korean SMS language

Socio-linguistic studies of the Korean SMS lan-
guage have revealed that the irregular variations
within the language are not arbitrarily irregular.
The five distinguished properties have been
summarized in Table 1 (Park, 2006; Lee, 2010;
Kim, 2011).

Some of the properties in Table 1 can be found
in English SMS texts as well, hinting that this set
of the features may be due to common factors.
‘Addition of sounds’ is known as epenthesis
phenomenon, existing in many languages includ-
ing English; Crystal (2008) contended that many
features of the texting language (logograms, ini-
tialisms, pictograms, abbreviations, nonstandard
spellings) are not entirely new and have already
been in writing systems for centuries.

2 POS tags: a(adverb), ncs(stative common noun), xpa(adjective-
derived suffix), exm(adnominal suffix), nc(common noun),
npp(personal pronoun)
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Properties

Examples

Ignoring spacing

IS ol RECE. (spaced: < 1L JF S off »ECH)
Ku nyeca-ka hakkyo-ey ka-ss-ta

The woman(nyeca)-NM school(hakyo)-LC go-PST-DC
‘The woman went to school’

Linking sound or phonetic writing

HUNH => HAIM
mes-iss-e ‘gorgeous’ -> Me-Si-sse

Reductions or shortenings

M —>
meyil ‘mail” -> meyl
NE >4

sewul ‘Seoul” -> sel

Acronyms or abbreviation

OHLIDNOI& —> OHL
ay-ni-mey-i-syen ‘animation’ -> ay-ni
HYHS -> HIH

pi-mil-pen-ho ‘password’ -> pi-pen

Addition of sounds

Ottt —> 2 b

a-ppa ‘daddy’ -> ap-ppa
e —>0os

ye-po ‘honey’ -> ye-pong

Table 1. Summarization of properties in Korean SMS text

Ling and Baron (2007) reported that lexical
shortening is the one of the most significant
characteristics one can see in text messages.
However, ‘ignoring spacing’ is the exception,
since Korean suffixes can play as good predic-
tors for the roles or the functions of the preced-
ing stem. As such, removing spaces between
phrases does not severely deteriorate the readers’
understanding given the content.

This study will focus on only three of the fea-
tures presented in Table 1: Unspacing, Linking,
and lexical reduction. According to linguistic
analysis (Park, 2006; Lee, 2010), liaison and
vowel reduction were very common among the
phonetic variation of the words. Following that
observation, this paper will incorporate a set of
rules (presented in Park, 2006) in its experiment.
Also, it will make use of the Romanization trans-
literation with the given phonological rules to
cope with the lexical variations of the linguistic
data.

3 Romanization-based morpheme re-
trieval process

This section will provide the detailed contents of
the lexical variation generation process. Basical-
ly, the generation process consists of the three
main sub-modules: word-ending addition, vowel-
change rules, and vowel omission. Each of these
modules contains a set of linguistic rules. As a
result, each target word in the list obtains its var-
iants. These variants can then be used to check
the input sentence for derived forms of the target
word.

3.1 Yale Romanization

Yale Romanization is the transliteration systems
developed at Yale University for Romanizing
Mandarin, Cantonese, Korean, and Japanese. The
Yale system of Korean® is generally used in lin-
guistics and is adopted as the application of the
transliteration process in this work. There are
two other Romanization systems, Revised Ro-
manization of Korean and McCune-Reischauer
system, but since the emphasis of the systems is
on how to transliterate entire Korean words to a
string of elements of a pronounceable alphabet,
only Yale Romanization has a one-to-one corre-
spondence between Korean letters and English
letters. Therefore, the other two systems are not
considered in this study.

3.2 Kaorean syllable

The Korean alphabet, called Hangul, consists of
blocks of multiple letters with each block repre-
senting a single syllable. For example, the first
word of the Korean word, 8t= (hangul), can be

decomposed into three letters (‘S'/‘h’, ¢ }'/‘a’,

and ‘- '/n") though it is represented as a single
character (or block) in Korean orthography. One
advantage of using Yale Romanization is the
ability to linearize the Korean syllables into a
sequence of the phonemes and thus allowing the
linking of alphabets with their sound properties.
The examples in Table 1 show this phenomenon

3 http://search.cpan.org/dist/Encode-
Korean/lib/Encode/Korean/Yale.pm
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clearly. Although it seems G311 0{'(mes-iss-€)

and ‘O{ AlM’'(me-si-sse) have quite different
word forms, their romanized forms are identical;
implicating that the latter is the phonetic writing
version of the former.* Morphological analysis
has difficulty when analyzing such phonetically
written words since it makes distinctions based
on Hangul syllables instead of the string of the
letters. That is, ‘mes-iss-e’ and ‘me-Si-sse’ are
discriminated because the hyphens are taken as
the boundary of the syllables even though this is
not the case during pronunciation.

3.3 Implementation of linguistic rules

3.3.1

In Korean grammar, verbs or adjectives do not
come as independent morphemes, but always
present along with an appropriate conjugation.
This paper considers 17 word endings for the
romanzied target words, following the standard
grammar of Korean (~Ct '~ta', ~& '~un', ~=
'~nun', ~1) '~ko', ~J| '~ki', ~Lf ~nya', ~AULCt
'~gssta’, ~QUCH '~assta’, ~= KXl '~tunci', ~& Xl
'~tenci', ~X| '~ci', ~ Al '~key', ~& "~um', ~© '~m’,
~&Ll ‘~supni’, ~SLI '~upni’, ~7 ‘~kwu’).
When the target lexical entry is given with its
part-of-speech information, and if it belongs to
the categories of noun or adjective, the 17 end-
ings are added to the base word, generating 17
different word forms to be included in the lexi-
con paradigm set.

Conjugation of verbs and adjectives

3.3.2

This paper accepted the five vowel variation
rules from Park (2006) as follows:

Vowel contraction or change

(4) 0 + 'a -> 'wa.
hang’) -> phwang®
(5) 'wu' +'e'->"'ye'. e.g., swu-ep (‘aclass’) ->

e.g., pho-hang (‘Pho-

syep

(6) 'wu' +'i' -> 'wi'. e.g., pwu-in (‘wife’) ->
pwin

(7) ‘' +‘a’ > ‘ya’. e.g., ki-an (‘draft’) -> ky-
an

41t is worth to noting that it becomes easier to apply re-
writing rules to the romanized Hangul text because of
its’ linearity.

5 Note that the rule of ‘H-weak’ is manipulated here and
the rule functionally works by omitting any ‘h’ between
of sonorants. This rule helps to capture the typical
linking sound phenomenon in Korean.

(8) ‘i’ + ‘e’ -> ‘ye’. e.g., ki-ek (‘memory’) ->
kyek

The rules in (4) ~ (8) are supplied to the ‘vow-
el-change’ function that takes the Romanized
target word as input and returns its changed form
as the output.

3.3.3 Vowel reduction

The vowel reduction rules used in this paper aim
to catch two types of shortening; the first type is
concerned with the middle syllable of the whole
word while the second works on the last syllable.
As described in section 3.2, one Hangul syllable
consists of several letters and, if the syllable is
the target area of the reduction process, the con-
tained vowel may be removed. Therefore, con-
sidering the first word of the Korean word, 2
(hangul), Romanized as ‘han’, if one omits the
vowel (‘a’) then the result would be ‘hngul’.

Previous studies showed that Korean SMS
language has frequent vowel reductions (Park,
2006; Lee, 2010; Kim, 2011) with the middle
and final syllables being the most common tar-
gets for reduction. The example sentence (9) pre-
sents the omission of the vowel in the middle
syllable and (10) provides an example of reduc-
tion in the final syllable.

(9) sa-mwu-sil (‘office) -> sam-sil
(10) key-im (‘game’) -> keym

4 Experiment

Sentiment analysis or opinion mining techniques
that utilize retrieval tasks to obtain the training
sets or corpus data have to extract subjective
chunks or morphemes from the real-world data.
In fact, if one chooses to use an annotated sub-
jective word list for the study, one must still go
through the process of confirming whether the
items in the given list are in the raw input data.
For that reason, an effective retrieval operation is
required for research which needs to manage un-
organized message texts. This section documents
two experiments. The first is on the effectiveness
of the proposed approach for unspaced tweet
texts, while the second focuses on lexical varia-
tion.

41 Data

A large tweet dataset was obtained from an-
other study (Lee et al., 2011). This dataset con-
tained 5,913,888 tweets from 11,379 users up
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Condition Spaced Unspaced
Method Precision | Recall | F-Measure | Precision | Recall | F-Measure
Romanization-based method 0.67 0.79 0.73 0.67 0.79 0.73
Morpheme analysis method 0.94 0.72 0.82 0.95 0.29 0.44

Table 2. Results of retrieval test for spacing factor

until the date of 14th Mar 2011. All the Twitter-
specific components were filtered beforehand
such as Twitter ID, Retweet marker, URL, and
hash-tags. To form the list of the target sentiment
words, 2823 sentiment word-morphemes, all an-
notated with their POS tags, were exploited from
the previous study of the sentiment analysis on
Korean movie reviews (Ko and Shin, 2010).

Since it is needed to construct the test dataset
for the first experiment, 100 tweets were ran-
domly selected from the tweet corpus and were
manually annotated using the target sets found in
the sentiment word list (as a result, 128 items
were found in the 100 tweets).

For the second experiment, because no anno-
tated corpus of Korean SMS texts was available,
80 tweets from the corpus were manually col-
lected, each containing at least one irregular
word (92 types in total). The varied word in the
tweet was marked as the target and its corre-
sponding original entry was restored and record-
ed in the target lexicon list.

4.2

This experiment involved conducting a simple
retrieval test for the selected 100 tweets using the
sentiment word list as described above. To make
a comparison with the proposed approach, the
performance of the morphological analysis
method also needed to be evaluated. As such, the
data was tested using a Korean morphology ana-
lyzer. ®

For the experimental conditions, one factor
(spacing) was manipulated, providing two types
of test dataset for the different approaches. Since
removing all the spaces from the sentences
would have left the morphological analyzer in-
operable, only the spaces around the target were
deleted to create the unspaced condition.

Table 2 shows the results of the retrieval ex-
periment: how well each method found the target
items and how many they picked incorrectly. The
morpheme analysis-based approach barely chose
any wrong targets, but it missed too many right

Experiment 1: Spaced vs. Unspaced

6 We used the Korean morpheme analyzer distributed
from the 21st century Sejong Project
(http://www.sejong.or.kr/dist_frame.php).

answers (the precision was 27% higher than the
precision of Romanization-based method, while
marking 7% lower recall rate). Although the
morpheme analysis-based approach showed
higher performance on the spaced text (0.82 ver-
sus 0.73 on F-Measure), the method proved inef-
fective against unspaced texts (the recall, com-
pared to the Romanization method, was severely
decreased from 0.72 to 0.29).

Following expectations, the Romanization-
based method was very robust against unspaced
texts. This phenomenon is easily explained by
considering that the method searched for the tar-
get strings without any regard for morpheme
boundaries. In contrast, the morpheme analysis-
based method took the incoming chunks and
separated them into morphemes, but when text is
unspaced the morpheme analyzer has to perform
word-segmentation as well as morpheme-
analysis. Thus one would anticipate an increase
in errors when the input text is not properly
spaced, because it would increase the complexity
of the analysis process.

However, unlike the predictions, the Romani-
zation-based method recorded a lower precision
than the morphological analysis-based approach.
This result might be due to the set of short-length
words in the target list. For example, words con-
sisting of one or two letters such as ‘ak’ (both
‘evil’ or ‘music’ in English) may be erroneously
identified in other words such as in ‘ak-ki’ (‘mu-
sical instrument’) since such short strings are
likely to occur if only by chance. Thus, the Ro-
manization-based method has a higher risk of
errors if the system is supplied with such short
terms. In the experiment above, the employed
sentiment words were morphemes (not phrases
or clauses), which is unfavorable for the Roman-
ization approach. However, it is worthwhile to
acknowledge that this is mitigated by employing
the conjugation module, implying that well-
defined rules can enhance performance.
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Model Precision | Recall | F-Measure
Vowel-reduction+, H weak+, Vowel-change+ | 0.80 0.55 0.65
Vowel-reduction+, H weak+, Vowel-change— | 0.79 0.52 0.63
Vowel-reduction+, H weak—, Vowel-change+ | 0.79 0.53 0.63
Vowel-reduction—, H weak+, Vowel-change+ | 0.96 0.25 0.40
Vowel-reduction—, H weak—, Vowel-change+ | 0.96 0.23 0.37
Vowel-reduction—, H weak+, Vowel-change— | 0.89 0.22 0.36
Vowel-reduction+, H weak—, Vowel-change— | 0.78 0.5 0.61
Vowel-reduction—, H weak—, Vowel-change— | 1.0 0.24 0.38
Morphological analysis-based method 1.0 0.067 | 0.13

Table 3. Results of retrieval tests for phonetically changed words

4.3 Experiment 2: Covering phonetic
changes in the lexicon

Experiment 1 dealt with the cases where mor-
pheme’s grammatical category information was
given, allowing the use of conjugation rule func-
tions. Experiment 2 considers the situation in
which specific words or expressions are given
without POS tags and with phonetic variations of
the targets which must be resolved before its
original can be retrieved from the tweet data.

A retrieval experiment was conducted given
the test data as described in section 4.1. Unlike
Experiment 1, this experiment utilized the sub-
modules of the lexical shortening (as stated in
section 3.3). The result is displayed in Table 3.

The numbers in bold of Table 3 refer to the
highest values for the column (tied values are
treated as the same). The conjugation function is
not carried out here because of a lack of gram-
matical category information, thus only three
kinds of functions were manipulated as above.
While vowel-change rules only care about the
replacement of vowels, vowel-reduction rules
cope with the circumstances in which the vowels
in the word are omitted, resulting in a shortened
form. H-weak rule is the only component that
relates to any consonant change phenomena in
this system; removing the phoneme ‘h’ between
word syllables under specific conditions (e.g.,
The Korean word, ‘coh-a’ meaning ‘good’ is re-
duced to ‘co-a’). The notation [+/-] indicates
whether the mentioned function was employed in
the construction of the target paradigm set.

As can be seen in Table 3, the full model (in-
cluding all the three sub-modules) outperforms
the other models, proving the research assump-
tion that implementation of linguistic rules would
cover a subset of the lexical variations in the
SMS language. With capturing the case alone,
even the weakest model (with neither vowel-
reduction/change nor H-weak functions) showed
better results than those of morphological analy-

sis. This is because it could find type-
equivalence between tokens such as ‘cwuk-um’
=3, ‘death’) and ‘cwu-kum’ (F2, ‘death’),
obtaining the higher F-score (0.38 vs. 0.13).

Obviously, the strongest module affecting the
results is the vowel-reduction function. Remem-
ber that this function has two omission rules for
the middle and the last syllables of the target
items.

The model (with vowel-reduction off and the
other two functions on) clearly reveals the effect
of this sub-module by exhibiting a rapid drop in
F-score from 0.65 for the full-model to 0.40 for
the current model.

This effect is due to the high frequency of the
vowel-reduction variations. Table 4 summarizes
the types of variation in the test data, providing
an explanation for the results in Table 3. The
proportion of phoneme reduction instances can
be seen to be about a third of the total occurrenc-
es (36 out of 104, or approximately 35 percent),
and it accounts for the steep decrease in F-score
when the vowel-reduction function is not adopt-
ed. It is also worth noting that vowel-reduction in
the first-syllable is quite rare; consistent with the
linguistic analysis of empirical research (Park,
2006; p. 466). The creation of vowel-reduced
forms clearly had a large effect, lowering the
accuracy from 0.96 to 0.80. This is because the
shortened targets can also be found as sub-string
of bigger words. However, this shortcoming does
not weaken the efficiency of the whole approach.
The morphological analysis-based retrieval
method found only a few items in the data, which
was expected considering that this analysis is
dependent on a syllable-based word lexicon.

In short, though a small set of the linguistic
rules were employed, and even using them is still
far from achieving complete coverage, the results
of the experiment implicate that such a rule-
based system can capture at least part of the vast,
complicated range of linguistic variations.
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Type Specified type Count
Linking Sound 8
Phoneme Reduction | Vowel reduction Head-syllable vowel reduction 1

Middle-syllable vowel reduction 17
Final-syllable vowel reduction 14
Others 4
Consonant reduction | H-weak 9
Others 5
Phoneme Change Vowel change 22
Consonant change 11
Abbreviation 5
Addition Vowel addition 6
Consonant addition 2
Total 104

Table 4. Types and counts of instances in test dataset of Exp. 2

5 Discussion and Conclusion

This paper confirmed that employing lan-
guage-specific rules to handle SMS language text
can enhance the results of the retrieval process.
Although it is known that morphological analysis
hardly produces erroneous results in formally
written texts such as newspaper articles, the
analysis results were made much worse for the
SMS data in our experiments, which presented
the motivation to pursue an additional approach.
The procedure of sentiment analysis or opinion
mining generally involves searching for items
which are defined as subjectively meaningful,
but typical morphological analysis cannot deal
with the irregular changes of the web texts.

The reason why the morphological analysis
does not work on such data is clear. The built-in
stemmer or normalization process of the analyzer
is not designed to cope with that kind of the text.
However, in this paper, we tried to point out that
judging the text as not well-formed enough to be
processed is too quick. Instead, a set of genera-
tive rules to handle such texts were proposed and
implemented in our experiments. Although those
rules could be imported to a future morphologi-
cal analyzer giving it broader coverage, suffice it
to state that the text on the internet is not as sim-
ple as newspaper articles to the analyzers cur-
rently available.

For such a case, this proposed method could
be an alternative way to preprocess Korean SMS
texts and it should be noted that there could be
similar approaches for other morphologically
rich languages like Japanese or Turkish. Normal-
izing text is a very complicated task for the type
of the languages and well-organized module
would be needed if it has to manipulate SMS

texts for any morpheme-level retrieval process.

A Romanization transliteration scheme is used
in this study because it naturally represents the
phonetic properties of Korean syllables while
providing a more intuitive way to apply a set of
defined rules to the sequence. Since phonemic
variation is quite common in SMS texts, as men-
tioned, this approach seems useful and practical
regarding the results of the experiments. Alt-
hough the size of the dataset which was used for
the test is small, the sample set contained cases
which were well known in previous literature
and their linguistic patterns were consistent with
reports (Park, 2006; Lee, 2010; Kim, 2011).
However, to make the approach practical enough
to be used by field engineers, a large scale corpus
would be required to find the optimal set of the
transformation rules, which is left for future
study due to the lack of such annotated data at
the time of writing.
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Abstract

This paper investigates the importance of
aword lattice generation algorithm injoint
word segmentation and POS tagging. We
conducted experiments on three Japanese
data sets to demonstrate that the previ-
ously proposed pruning-based algorithmis
in fact not efficient enough, and that the
pipeline agorithm, which is introduced in
this paper, achieves considerable speed-
up without loss of accuracy. Moreover,
the compactness of the lattice generated
by the pipeline algorithm was investigated
from both theoretical and empirical per-
spectives.

1 Introduction

Many approaches to joint word segmentation and
POS tagging can be interpreted as reranking with
aword lattice (Jiang et al., 2008), wherein a small
lattice is generated for an input sentence, and then
the lattice paths are reranked to obtain the optimal
one. Examples of such amethod include (Asahara
and Matsumoto, 2000; Kudo et al., 2004; Kru-
engkrai et a., 2006; Jiang et a., 2008).

In such a framework, it is crucial to develop an
efficient lattice generation algorithm. Since there
are ,,10y = O(n?) word candidates, where n is
the number of characters in the sentence, to be in-
cluded in the lattice, it is prohibitively expensive
to check all of them exhaustively. Such a naive
method constitutes a severe bottleneck in arerank-
ing system. Accordingly, in practice, it is neces-
sary to resort to some technigue to speed-up lattice
generation.

It is, however, not straightforward to speed-up
lattice generation for reranking, because there are
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requirements that the lattice has to satisfy and it
is necessary to achieve a speed-up while satisfy-
ing those requirements. Most importantly, the lat-
tice should contain a sufficient amount of correct
words; otherwise, the accuracy of the reranking
system will be seriously degraded. Moreover, the
lattice should be small: an excessively large lat-
tice spoils the efficiency of the reranking system
because it is expensive to find the optimal path of
such alattice.

For the reasons stated above, it is not readily
obvious what sort of technique is effective for lat-
tice generation. Despite its practical importance,
this question, however, has not been well studied.
For example, (Kudo et al., 2004) used a dictionary
to filter word candidates. While indeed efficient,
such amethod is obviously prone to removing out-
of-vocabulary (OOV) words from alattice and de-
grade accuracy (Uchimoto et a., 2001). Jiang et
al. (2008) employed a pruning-based agorithm to
reduce the O(n?) cost, but they did not investigate
computational time required.

Given the above issues, the present study revis-
its lattice reranking by exploring the effectiveness
of the lattice generation algorithm. Specifically,
large-scale experiments were conducted on three
Japanese data sets. The results of the experiments
show that the pruning-based agorithm (Jiang et
al., 2008) in fact incurs a non-negligible compu-
tational cost, which constitutes a bottleneck in the
reranking system. Moreover, a pipelined lattice
generation algorithm (see Section 3) was investi-
gated as an alternative to the pruning-based one,
and it was demonstrated that the reranking system
using the pipeline agorithm speeds up the rerank-
ing more than 10 times without loss of accuracy.
After that, the compactness of the lattice generated
by the pipeline algorithm was examined from not

International Joint Conference on Natural Language Processing, pages 153-161,
Nagoya, Japan, 14-18 October 2013.



Input sentence: R TEBIC{EL (To live in Tokyo metropolis)

Word lattice:

Noun Noun

N

Noun Verb

N

O~ N
ok (O Qo (O ak Qo oo (@

N AN AN A

Noun Noun Suffix

A

Particle

Figure 1. Example lattice (Kudo et a., 2004). The circle and arrow represent the node and edge, respec-

tively. The bold edges represent the correct analysis.

only theoretical but also empirical perspectives.

The first contribution of this study is to shed
light on the importance of the lattice generation al-
gorithm in lattice reranking. As mentioned earlier,
past studies paid little attention to elaborating the
lattice generation algorithm. On the contrary, the
results of our experiments revea that the design
of the lattice generation algorithm crucially affects
the performance of the reranking system (includ-
ing speed, accuracy, and lattice size).

The second contribution is to provide clear em-
pirical evidence concerning the effectiveness of
the pipeline agorithm. Although the pipeline
agorithm itself is a simple application of well-
known techniques (Xue, 2003; Peng et al., 2004,
Neubig et a., 2011) and does not have much nov-
elty, its effectiveness has been left unexplored in
the context of lattice reranking. Consequently,
its merits (or demerits) in relation to the pruning-
based algorithm have also been unknown.

The third contribution is to develop an accu-
rate reranking system based on the pipeline al-
gorithm. The developed system achieved consid-
erably higher F;-score than three software tools
that are widely used in Japanese NLP (JUMAN?,
MeCab?, and Kytea®), while achieving high speed
close to two of the three.

2 Preiminaries

Asapreliminary, aword lattice and lattice rerank-
ing for joint word segmentation and POS tagging
areexplained in Sections 2.1 and 2.2, respectively.
After that, the pruning-based lattice generation al-
gorithm proposed by Jiang et a. (2008) is intro-
duced in Section 2.3.

http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN
2http://code.google.com/p/mecab
3http://www.phontron.com/kytea
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2.1 Word lattice

A word lattice, or lattice for short, is a data repre-
sentation that compactly encodes an exponentially
large number of word segmentations and POS tag-
ging results (Kudo et al., 2004; Jiang et a., 2008).

An example lattice isillustrated in Figure 1. A
lattice isformally adirected acyclic graph. A node
(acircle in Figure 1) corresponds to the position
between two characters, representing a possible
word boundary. Moreover, two special nodes, b
and e, represent the beginning and ending of the
sentence. An edge (an arrow) represents a word-
POSpair (w, t), where w isaword defined by two
nodes, and ¢ is a member of the predefined POS
tag set.

Since every path from node b to e represents one
candidate analysis of the sentence, the task of joint
word segmentation and POS tagging can be seen
as locating the most probable path amongst those
in the lattice. Dynamic programming is usualy
used to locate the optimal path.

For later convenience, notations that will be
used throughout this paper are introduced as fol-
lows. x and y are used to denote an input sentence
and a lattice path. It is presumed that sentence x
has n characters, and ¢; is used to denote the i-th
character (1 < ¢ < n). w andt are used to
denote aword and a POS tag, respectively.

2.2 Latticereranking

Lattice reranking is an approximate inference
technique for joint word segmentation and POS
tagging (Jiang et a., 2008). In this approach, a
small lattice isgenerated for an input sentence, and
the paths of the lattice are then reranked to obtain
the optimal one. The advantage of this approach
is that the search space is greatly reduced in the
same manner as conventional list-based reranking
(Callins, 2000), while an exponentially large num-



ber of candidates is maintained in the lattice (Jiang
et a., 2008).

In this framework, the task of joint word seg-
mentation and POS tagging can be formalized as

§ = arg max SCORE(z, y) )
yEL(x)

where ¢ isthe optimal path, L(z) isthe lattice cre-
ated for sentence z, and SCORE(z,y) is a func-
tion for scoring path y of lattice L(x). For nota-
tional convenience, lattice L(x) is treated as a set
of paths.

In this paper we explore the algorithm for gen-
erating the lattice L(z). A naive approach requires
O(n?) time to determine which word candidate to
include in L(z), as mentioned in Section 1, and
constitutes a bottleneck. Although additional time
is required to perform the arg max operation, it is
practically negligible because the lattice generated
in this framework is generally small.

2.3 Pruning-based algorithm

Jiang et a. (2008) proposed a pruning-based lat-
tice generation agorithm for reranking. Here, we
briefly describe their algorithm. Interested readers
may refer to (Jiang et a., 2008) for its details.

The pruning-based algorithm generates a lat-
tice, specifically the edge set E constituting a lat-
tice, by considering each character in a left-to-
right fashion (Algorithm 1). The algorithm enu-
merates word-POS pairs (w, t), or edges, that end
with the current character, ¢;, and stores them in
the candidate list, C' (line 5-10). Top-scored k
edges in C' are then moved to F (line 11). Note
that the word length [ is limited to, at most, K
characters (line 5).

This algorithm can be understood as pruning
O(n?) candidate space by setting threshold K
on the maximum word length. Although this
method is much more efficient than exhaustively
searching over the entire candidates, it still incurs
non-negligible computational overhead, aswe will
demonstrate in the experiments.

An additional issue involving the pruning-based
agorithm is how to determine the value of K.
Although a smaller value of K reduces computa-
tional cost more, it is prone to remove more cor-
rect word-POS pairs from the search space. While
this trade-off was not investigated by Jiang et al.
(2008), it is examined in our experiment (see Sec-
tion 5).

155

Algorithm 1 Pruning-based lattice generation a-

gorithm.

1. T + asetof all POStags

22 FE 10

3. fori=1...ndo

4: C 0

5. forl=1...min(s, K) do
6: W «— Ci—141Ci—142-.-C4
7: fort € T do

8: C— CU (w,t)

9: end for
10:  end for
11: addtop-k edgesin C'to E.
12: end for
13: return £

Algorithm 2 Pipelined lattice generation algo-

rithm.
CE— 0
. W «— WORDGENERATOR(z)
: for w € Wdo
T «— POSTAGGENERATOR(z, w)
for t € T'do
E — EU(w,t)
end for
end for
return £

CNoOOARWNE

3 Pipeline Algorithm

Asan alternative to the pruning-based algorithm, a
pipelined lattice generation algorithm, which gen-
erates words and POS tags independently, is pro-
posed here. In anutshell, this method first gener-
ates the word set TV constituting the lattice (Algo-
rithm 2 line 2), and it then generates POS tags for
each of the words (line 4).

The advantage of this approach isthat it can nat-
urally avoid searching the O(n?) candidate space
by exploiting a character-based word segmenta-
tion model (Xue, 2003; Peng et al., 2004; Neubig
et al., 2011) to obtain the word set W. This algo-
rithm has linear-time complexity in the sentence
length and hence is efficient.

This section proceeds as follows. Sections 3.1
and 3.2 describe how to generate words and POS
tags, respectively. The computational complexity
isthen examined in Section 3.3.

3.1 Word generation

The character-based word segmentation model
(Xue, 2003; Peng et al., 2004; Neubig et a., 2011)
is used to generate word set W (Figure 2 line 2).
This model performs segmentation by assigning
tag sequence b to the input sentence:

b = argmax A, - Fy(z,b)
b



Name
Char. n-gram

Template
( bi), {ci, bi), {Cit1, bi), (ci—2, ci—1,bi), (ci—1, ¢, b3), (Ci, Cit1, bi), (Cit1, Cit2, bi),
{ci— 3,67, 2, Cim1,b:), {Ci—2,ci—1,¢i,bi), (Ci—1, Ci, Cit1, bs) {Ci, Cit1, Cit2,bi), {Cit1, Cit2, Cit3, bs)
Char typen-gram EC’L 1 > <Cz,b > <cz+17bi>! <C{L—27C{L—17bi>! <C;_1,C;,bi>, <C;,C;+1,bi>, <C{L+170{L+27bi>!
(

Ci—1,

Ci—3,Ci—2,C :, 17b >' <C;,2,C§71,C§,bi>, <C;,1,C;,C;+1,bi>, <C;,C;+1,C;+2,bi>, <C;+1,C§+2,C§+3,bi>
BEGIN, b;),(END, b;), (INSIDE, b;), (BEGIN, s, b;), (END, s, b;), (INSIDE, s, b;)

Dictionary

Table 1: Feature templates of word generation. ¢ and ¢, represent the target character and its type,
respectively. ¢, specifically takes one of the following values: (1) Roman aphabet, (2) Chinese kanji
characters, (3) Japanese hiragana characters, (4) Japanese katakana characters, (5) numerical symbols,
or (6) others. The neighboring characters and their types are similarly referred to as ¢_1, ¢iy1, ¢4,
and so on. b; isthetag (B or I) given to the target character. BEGIN and END represent whether a
word in adictionary begins with or ends before the target character, respectively. INSIDE means that the
target character is inside the word. s denotes the length (1, 2, 3, 4, or 5<) of the word registered in the
dictionary.

Name Template
Word (w, )
Word length (LENGTH(w), t)
Affix (cist), {ci, citn,t), (ci-1,1), (cj—2,¢j-1,1)
Neighboring string  (ci—1,t), (ci—2,¢i—1,1), (ci—3,Ci—2, ci1,1), (¢;, 1), {¢i, Ci41, 1), (¢, €41, Cir2, t)
Dictionary (p1CcT(w, t)), (DICT(w, t),t)

Table 2: Feature templates of POS tag generation. w = ¢c;j4+1 ... ¢;—1 represents the word string, and ¢
represents the target POStag. LENGTH(w) returns the length of the word w in the number of characters:
1, 2, 3, 4, or 5<. pICT(w,t) isan indicator representing that word w with POStag ¢ is registered in a

dictionary. The featuresin the last row are fired only when the target word is found in a dictionary.

where b = by... b, is the character-based tag
sequence that encodes the segmentation results;
b; = B and b; = I represent whether the i-th char-
acter is the beginning or inside of a word, respec-
tively. A, and F,(z,b) are weight and feature
vectors, respectively.

The model is trained with the averaged struc-
tured perceptron (Collins, 2002) due to its sim-
plicity and efficiency. The features illustrated in
Table 1, as well as tag bigrams, were used for the
training. The featuresin Table 1 is basically taken
from (Neubig et a., 2011). The first two rows
represent character strings surrounding the target
character; the last row represents dictionary-based
features similar to those described in (Neubig et
a., 2011). The dictionary-based features are fired
if astring in a sentence is registered as aword in
a dictionary, and they encode whether the string
begins with or ends before the target character, or
includes the target character.

«-best outputs of this segmentation model are
used to obtain word set W

W =Ui=1._ Wi

where W; is a word set included in the i-th best
output. Hyperparameter « controls the size of
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word set |[T¥] and is tuned by using development
data.

3.2 POStag generation

To generate POS tags for each word (Figure 2 line
4), alinear model was used. Given sentence x and
word w, it assigns the following score to each POS
tag t (Neubig et al., 2011):

At : Ft(ﬂ?,’w,t)

where A; and Fy(z,w,t) are weight and feature
vectors, respectively. Averaged perceptron was
used for training (Freund and Schapire, 1999).

Table 2 shows the feature templates. Word
string, word length, prefixes and suffixes up to
length two were used, and the adjacent strings of
the word up to length three were used. We also
check the presence of the word in adictionary.

For each word, top- tags were used as the POS
tag set T (line 4). Hyperparameter 5 is aso tuned
by using development data.

3.3 Computational complexity

Unlike the pruning-based algorithm, the pipeline
algorithm can generate words of arbitrary lengths.
Nevertheless, it still only needs O(n) time. This



can be proved as follows. First, the word segmen-
tation model takes O(n) time to output word set
W, since this step can be efficiently performed
by dynamic programming. In addition, since
O(|W|) = O(n), the outer loop of the algorithm
requires O(n) time. This can be verified as

W[ =|Ui=1..a Wi| < Z Wil <an

i=1...«

where |W;| < n. Sincethe processin lines 4-7 is
independent of n, the pipeline agorithm requires
O(n) time.

It also follows from the above discussion that
thelattice size, that is, the number of edges, isalso
linear in the sentence length, i.e., O(|E|) = O(n).
Consequently, since the node degree is at most
« (i.e., not dependent on n), the lattice path can
be efficiently reranked in O(n) time by using dy-
namic programming.

4 Perceptron-based Reranker

This section presents our reranker. Since the main
focus of this study is in not reranking but lattice
generation, a perceptron-based reranker was de-
veloped by simply following the procedure pro-
posed by (Huang, 2008).

The scoring function SCORE(z, y) in equation
(1) is defined as follows:

arg max SCORE(z, y)
yeL(z)

= argmax A - F(z,y)

yeL(z)

y =

where A is the weight vector and F(x,y) is the
feature vector.

4.1 Training

The averaged perceptron algorithm was used to
train weight vector A (Huang, 2008). Note here
two minor technical issues that have to be ad-
dressed before the perceptron agorithm can be
used for training the reranker.

First, the generated lattice L(x) might not in-
clude the oracle path. This possibility is avoided
by simply adding all the nodes and edges in the
oracle lattice to L(z). This approach worked rea-
sonably well in our experiments, while having the
advantage of being simpler than the aternative
(Huang, 2008; Jiang et a., 2008).

Second, the same data should not be used for
training the lattice generator (i.e., the two models
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described in Sections 3.1 and 3.2) and reranker. If
the same data were used, we will end up using in-
juriously better lattices when training the reranker
than testing. To meet this requirement, the train-
ing data were split into ten subsets. During train-
ing of the reranker, the lattices of each subset were
provided by the lattice generator trained by using
the remaining nine subsets. During testing, on the
other hand, the lattice generator trained by using
the entire training data was used.

4.2 Features

The features used for training the reranker include
those listed in Table 1 and Table 2, aswell as POS
tag bigrams. For the features in Table 1, BIES en-
coding (Nakagawa, 2004) is used. Since all those
features can be factorized, the optimal path is lo-
cated by using dynamic programming.

5 Experiment

The effectiveness of the lattice generation ago-
rithm was investigated in the experiment described
inthefollowing. Sections5.1, 5.2, and 5.3 explain
our experimental setting: data sets, lattice genera-
tion agorithms to be compared, and hyperparam-
eter tuning. The experimental results are reported
in Section 5.4. The experiments were performed
on acomputer with 3.2 GHz Intel® Xeon™ CPU
and 32 GB memory.

5.1 Datasets

Three evaluation data sets were developed from
three corpora: Kyoto Corpus (KC) version 4.0
(Kurohashi and Nageao, 1998), Kyoto univer-
sity NTT Blog Corpus (KNBC) version 1.0
(Hashimoto et a., 2011), and Balanced Cor-
pus of Contemporary Written Japanese (BCCW.J)
(Maekawa, 2008). Each corpus was randomly
split into three parts: training, development, and
test set. The size of each data set islisted in Table
3.

JUMAN dictionary version 7.0* was used to ex-
tract the dictionary-based features in the exper-
iments using KC and KNBC. Because BCCWJ
adopts word segmentation criteria and a POS tag
set different from those of the other two corpora,
adifferent dictionary, UniDic version 1.3.12, was
used in the experiment using BCCWJ.

“http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?NL Presources
Shttp://wwwv.tokutei corpus.jp/dist



KC KNBC BCCWJ
Time #Cand. F, Size Time #Cand. F, Size Time #Cand. F, Size
Pruning (K=5) | 20 22 212 79725 356 | 1.2 13 137 19272 235| 25 26 163 197.33 276
Pruning (K=10) | 31 32 400 9792 889 | 20 21 250 9348 235| 43 44 301 798.08 69.0
Pruning (K=20) | 62 63 702 9794 889 | 36 38 413 9342 235| 88 90 516 98.18 69.0
Pipeline 18 26 304 9794 60.8| 012 018 248 9392 99.2| 23 31 233 98.10 46.6

Table 4. Comparison of the reranking systems with the different lattice generation algorithms. Best-
performing results in each metric are highlighted in bold font.

Training Development Testing
KC 30,608 4028 3764
KNBC 3453 385 348
BCCWJ 47,547 6144 5741

Table 3: The number of sentences included in the
three data sets.

5.2 Lattice generation algorithms

Two types of rerankers were implemented: one
uses the pruning-based lattice generation ago-
rithm, and the other uses the pipeline agorithm.
All the rerankers were trained in the same manner
as described in Section 4.

Although Jiang et a. (2008) fixed pruning
threshold K as 20, K € {5,10,20} was tested
to examine the effect of this parameter. As are-
sult, three rerankers that use the pruning-based a-
gorithm were thus created.

The pruning-based algorithm uses a character-
based model® to obtain top-% edges (Figure 1 line
11). Although Jiang et al. (2008) proposed sev-
eral features to train this model, they are smplis-
tic compared with those used in the pipeline al-
gorithm (i.e., Table 1 and 2). To make the com-
parison as fair as possible, the feature listed in
Table 1 and BIES encoding were used (c.f., Sec-
tion 4.2) were used. The features listed in Ta
ble 2 were not used, because they are not usable
in a character-based model. It is considered that
this feature set is comparable with that used by
the pipeline algorithm, because the reranker using
the pruning-based algorithm achieved comparable
F1-score with the one using the pipeline algorithm
when K islarge (see Section 5.4).

5.3 Hyperparameter tuning

Hyperparameter %k of the pruning-based al-
gorithm was tuned with the development
data. The tuning was done by searching over
{1,2,4,8,16,...,256} and selecting k that gen-

5Not detailed this model in this paper; refer to (Jiang et
al., 2008) for details.
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erated the lattice with the fewest edges amongst
those covering at least % of the correct edges.

Since the pipeline agorithm aso has hy-
perparameters («, 3), the hyperparameters were
tuned in a similar manner by performing
a grid search over {1,2,4,8,16,...,256} X
{1,2,4,8,16,...,256}.

The value of § was set as 99, 97, and 99 for the
three data sets, respectively. A smaller value of ¢
was used for KNBC because over 99% coverage
could not be achieved in this data set.

54 Resaults

Table 4 summarizes the time in seconds spent on
lattice generation, overall processing time spent on
reranking, average number of candidates per sen-
tence (see below), word-level F1- scorein thejoint
task, and average lattice size per sentence, where
lattice size refers to the number of edgesin alat-
tice.

Asfor the pruning-based algorithm, the number
of candidates refers to the number of words to be
considered (Figure 1 line 6). As for the pipeline
algorithm, it refersto the size of word set W (Fig-
ure 2). This number serves as an estimation of the
computational cost. Notice that it corresponds to
the time consumed by the two outer loops in Fig-
ure 1 or by the outer loop in Figure 2.

The symbol t isused to represent that the differ-
ence in F;-score from the best-performing system
isstatisticaly significant (p < 0.01). Bootstrap re-
sampling with 1,000 samples was used to test the
statistical significance.

54.1 Runtime

Table 4 revead s that the reranking system using the
pruning-based algorithm consumes the vast ma-
jority of the time for lattice generation. In other
words, the pruning-based algorithm is not efficient
enough. This inefficiency was not pointed out in
previous studies, e.g., (Zhang and Clark, 2010;
Sun, 2011).



The results in Table 4 aso demonstrate that the
reranker using the pipeline agorithm is an order
of magnitude faster than the pruning-based algo-
rithms. It is significantly faster than even the case
that K = 5. This result indicates the importance
of using an efficient lattice generation algorithmin
the reranking system.

Table 4 also indicates that the number of the
candidates roughly correlates with the actual com-
putation time spent on lattice generation. This
correlation confirms that the speed-up is achieved
mainly by reducing the number of word candidates
to be considered.

54.2 Fq-score

F1-score of the reranking systems was investigated
next. The pipeline algorithm achieved compara-
ble or higher F;-score than the pruning-based al-
gorithm. This result shows that the speed-up does
not come at the cost of accuracy.

It is crucia for the pruning-based agorithm
to select an appropriate threshold value, K. If
the value is too small, F-score will significantly
drop. In case that K = 5, Fj-score was sta
tisticaly significantly worse than that attained by
the best-performing system for all three data sets
(p < 0.01). On the other hand, an excessively
large value (K = 20) does not contribute to the
increase of F;-score so much, while it consider-
ably degrades the speed.

54.3 Latticesize

Table 4 shows that the pipeline algorithm usually
generates smaller lattices than the pruning-based
agorithm. This is because the pruning-based al-
gorithm has no mechanisms to prune nodes (Jiang
et a., 2008). To be more specific, the pruning-
based algorithm always produces n + 1 nodes for
asentence with . characters; hence, thelattice size
is prone to grow large. The pipeline algorithm is,
on the other hand, free from such a problem.

The coverage of the correct edges as the func-
tion of the average lattice size was investigated
as follows (Figure 2). For the pruning-based
algorithm, which has only one hyperparameter,
k, the graph was drawn by changing k over
{1,2,4,8,16}. Note that the graph for K = 10 is
omitted, because almost the same lattices are gen-
erated for K = 10 and K = 20. For the pipeline
algorithm, o« = 32 is fixed and ( is changed
over {1,2,4,8,16} to draw the two-dimensional
graphs. It is clear that the lattice generated by
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KC KNBC BCCWJ
JUMAN 79537 93.85 N/A
MeCab 9545 f91.60  196.31
Kytea T96.95 19091  797.10
Our reranker 97.94 93.92 98.10

Table 5: Comparison of F;-score with that

achieved by the existing software.

the pipeline agorithm generaly achieves higher
coverage, while having a smaller number of edges
than the pruning-based a gorithm.

Asdiscussed in Section 3.3, the size of word set
|W | is linear in the sentence length. This analy-
sisempiricaly justified asfollows. The number of
wordsisillustrated in Figure 3 asafunction of sen-
tence length. The three graphsin the figure clearly
illustrate that the number of words grows linearly
with increasing sentence length.

6 Comparison with Existing Software

As an additional experiment, the proposed
pipeline-algorithm-based reranking system was
compared with three software tools popular in
Japanese NLP: JUMAN, MeCab (Kudo et 4.,
2004), and Kytea (Neubig et a., 2011).

Table 5 compares the F-score of the proposed
system with that attained by the three tools. Boot-
strap resampling with 1,000 samples was used for
the statistical significance test. The symbol 1 indi-
cates that the F;-score is significantly lower than
that achieved by the proposed system (p < 0.01).
It is clear that the proposed system outperforms
the existing tools in the case of two of the three
data sets, while performing comparably with JU-
MAN in the case of KNBC. Note that JUMAN is
arule-based system and is not applicable to BC-
CWJ because of the discrepancy in the definition
of the segmentation criteria and POS tag set.

The speeds of the algorithms were also investi-
gated. The proposed system processed 1400 sen-
tences in a second, while JUMAN, MeCab, and
Kyteaprocessed 2100, 29000, and 3200 sentences,
respectively. This result demonstrates that the
proposed reranking system using the pipeline al-
gorithm successfully achieved speed close to the
two of the three tools, while keeping considerably
higher F;-score.

7 Reated Work

Several methods, other than the pruning-based al-
gorithm (Jiang et al., 2008), have been developed
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for lattice generation. However, they are depen-
dent on an externa dictionary and have limitations
in handling OOV words. For example, Kudo et al.
(2004) built a lattice based on dictionary-lookup.
While efficient, such a method is prone to remove
OO0V words from a lattice and degrade accuracy
(Uchimoto et a., 2001). Other researchers (Nak-
agawa and Uchimoto, 2007; Kruengkrai et a.,
2009) used aword-character hybrid model, which
combines dictionary-lookup and character-based
modeling of OOV words. This method still has
difficulty in using word-level information of OOV
words.

The techniques utilized by the pipelined lattice
generation algorithm have also been used else-
where (Sassano, 2002; Peng et a., 2004; Shi and
Wang, 2007; Neubig et a., 2011; Wang et d.,
2011). However, the present study is the first to
investigate the effectiveness of such atechniquein
the context of lattice reranking. Empirical studies
similar to the ones madein this study are not found
in the other work.

Zhang and Clark (2008) and Zhang and Clark
(2010) proposed a fast decoding agorithm for
joint word segmentation and POS tagging. The
present study is largely complementary with
theirs, since it did not investigate to improve de-
coding agorithm. Their algorithm should be use-
ful for the decoding of our reranker especialy
when dynamic programming is not effective; for
example, nonlocal features are used.

8 Conclusion

The effectiveness of the lattice generation ago-
rithms used in joint word segmentation and POS
tagging was investigated. While lattice generation
has not been paid much attention to in previous
studies, the present study demonstrated that the
design of a lattice generation agorithm has a sig-
nificant impact on the performance of a reranking
system. It was showed that the simple pipeline al-
gorithm outperforms the pruning-based agorithm.
We hope that the pipeline agorithm serves as a
simple but effective building block of future re-
searches.
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Abstract

This paper presents a simple but effec-
tive approach to unknown word processing
in Japanese morphological analysis, which
handles 1) unknown words that are de-
rived from words in a pre-defined lexicon
and 2) unknown onomatopoeias. Our ap-
proach leverages derivation rules and ono-
matopoeia patterns, and correctly recog-
nizes certain types of unknown words. Ex-
periments revealed that our approach rec-
ognized about 4,500 unknown words in
100,000 Web sentences with only 80 harm-
ful side effects and a 6% loss in speed.

1 Introduction

Morphological analysis is the first step in many
natural language applications. Since words are
not segmented by explicit delimiters in Japanese,
Japanese morphological analysis consists of two
subtasks: word segmentation and part-of-speech
(POS) tagging. Japanese morphological anal-
ysis has successfully adopted lexicon-based ap-
proaches for newspaper articles (Kurohashi et al.,
1994; Asahara and Matsumoto, 2000; Kudo et
al., 2004), in which an input sentence is trans-
formed into a lattice of candidate words using a
pre-defined lexicon, and an optimal path in the lat-
tice is then selected. Figure 1 shows an example
of a word lattice for morphological analysis and
an optimal path. Since the transformation from a
sentence into a word lattice basically depends on
the pre-defined lexicon, the existence of unknown
words, i.e., words that are not included in the pre-
defined lexicon, is a major problem in Japanese
morphological analysis.

There are two major approaches to this prob-
lem: one is to augment the lexicon by acquiring
unknown words from a corpus in advance (Mori
and Nagao, 1996; Murawaki and Kurohashi,
2008) and the other is to introduce better un-
known word processing to the morphological ana-
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Input : “RIEBARN" (My father is a Japanese.)
Lattice : WA
he i i S:
‘;: (the i e[rl]\t]lé:fn]pers()n)
T [Pa(rllsizle] =] 2& PN
fatherf (day) [ Ebook} — (man} EOS
Noun [E3 [Noun] Noun [Noun
(tooth)
[Noun] EES
(Jaﬁanese)
[Noun]

Figure 1: Example of word lattice. The bold lines
indicate the optimal path.

lyzer (Nagata, 1999; Uchimoto et al., 2001; Asa-
hara and Matsumoto, 2004; Azuma et al., 2006;
Nakagawa and Uchimoto, 2007). Although both
approaches have their own advantages and should
be exploited cooperatively, this paper focuses only
on the latter approach.

Most previous work on this approach has aimed
at developing a single general-purpose unknown
word model. However, there are several types
of unknown words, some of which can be easily
dealt with by introducing simple derivation rules
and unknown word patterns. In addition, as we
will discuss in Section 2.3, the importance of un-
known word processing varies across unknown
word types. In this paper, we aim to deal with
unknown words that are considered important and
can be dealt with using simple rules and patterns.

Table 1 lists several types of Japanese unknown
words, some of which often appear in Web text.
First, we broadly divide the unknown words into
two classes: words derived from the words in the
lexicon and the others. There are a lot of infor-
mal spelling variations in Web text that are derived
from the words in the lexicon, such as “& 7% 7z”
(yOu) instead of “&7%7z” (you) and “/57z——1>"
(coooool) instead of “{H7z\ Y (cool). The types of
derivation are limited, and thus most of them can
be resolved by introducing derivation rules. Un-
known words other than those derived from known
words are generally difficult to resolve using only
simple rules, and the lexicon augmentation ap-
proach would be better for them. However, this
is not true for onomatopoeias. Although Japanese
is rich in onomatopoeias and some of them do not

International Joint Conference on Natural Language Processing, pages 162—170,
Nagoya, Japan, 14-18 October 2013.



Unknown words derived from known words

Type Unknown word

Original word

Rendaku* (sequential voicing)
Substitution with long sound symbols*
Substitution with lowercases*
Substitution with normal symbols

& A& — (troo)
&% 757z (yOu)

(7z£ ) TF ((tamago-)zake, sake-nog)

2N UV (h@ppy)

EUF (sake, Japanese alcoholic drink)
ZA L S (true)

H757z (you)

2 N LW (happy)

Insertion of long sound symbols* 172 ———1> (coooool) W72\ (cool)
Insertion of lowercases™ W1z 555 > (coooool) 720> (cool)
Insertion of vowel characters Wiz H BV (coooool) W7zW> (cool)

Unknown words other than those derived from known words

Type Unknown word Corresponding English expression
Onomatopoeia with repetition® AN SN caw-caw
Onomatopoeia w/o repetition™ Tavek hiss

Rare word / New word

SR Ay B—

decontamination / Twitter

Table 1: Various types of Japanese unknown words. The ‘*’ denotes that this type is the target of this

research. See Section 2.2 for more details.

appear in the lexicon, most of them follow several
patterns such as ‘ABAB, ‘A>B VD and ‘AB> &’!
and they thus can be resolved by considering typi-
cal patterns.

Therefore, in this paper, we introduce deriva-
tion rules and onomatopoeia patterns to the un-
known word processing in Japanese morphologi-
cal analysis, and aim to resolve 1) unknown words
derived from words in a pre-defined lexicon and 2)
unknown onomatopoeias.

2 Background

2.1 Japanese morphological analysis

As mentioned earlier, lexicon-based approaches
have been widely adopted for Japanese morpho-
logical analysis. In these approaches, we as-
sume that a lexicon, which lists a pair consisting
of a word and its corresponding part-of-speech,
is available. The process of traditional Japanese
morphological analysis is as follows:

1. Build a lattice of words that represents all the

candidate sequences of words from an input
sentence.

2. Find an optimal path through the lattice.

Figure 1 in Section 1 shows an example of a
word lattice for the input sentence “*CI& HAN”
(My father is Japanese), where a total of six can-
didate paths are encoded and the optimal path is
marked with bold lines. The lattice is mainly built
with the words in the lexicon. Some heuristics are
also used for dealing with unknown words, but
in most cases, only a few simple heuristics are
used. In fact, the three major Japanese morpho-
logical analyzers, JUMAN (Kurohashi and Kawa-
hara, 2005), ChaSen (Matsumoto et al., 2007),

'“A> and ‘B’ denote Japanese characters, respectively.
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and MeCab (Kudo, 2006), use only a few sim-
ple heuristics based on the character types, such
as hiragana, katakana, and alphabetsz, that regard
a character sequence consisting of the same char-
acter type as a word candidate.

The optimal path is searched for based on the
sum of the costs for the path. There are two types
of costs: the cost for a candidate word and the cost
for a pair of adjacent parts-of-speech. The cost
for a word reflects the probability of the occur-
rence of the word, and the connectivity cost of a
pair of parts-of-speech reflects the probability of
an adjacent occurrence of the pair. A greater cost
means less probability. The costs are manually as-
signed in JUMAN, and assigned by adopting su-
pervised machine learning techniques in ChaSen
and MeCab, while the algorithm to find the opti-
mal path is the same, which is based on the Viterbi
algorithm.

2.2 Types of unknown words

In this section, we detail the target unknown word
types of this research.

Rendaku (sequential voicing) is a phenomenon
in Japanese morpho-phonology that voices the ini-
tial consonant of the non-initial portion of a com-
pound word. In the following example, the initial
consonant of the Japanese noun “& J” (sake, al-
coholic drink) is voiced into “E V)" (zake):

(H 7= % & U (eggnog)
ta ma go - za ke.

Since the expression “&J” (zake) is not in-
cluded in a standard lexicon, it is regarded as an
unknown word even if the original word “& (J”
(sake) is included in the lexicon. There are a lot

-

(@

*Four different character types are used in Japanese: hi-
ragana, katakana, Chinese characters, and Roman alphabet.



of studies on rendaku in the field of phonetics
and linguistics, and several conditions that prevent
rendaku are known, such as Lyman’s Law (Ly-
man, 1894), which stated that rendaku does not
occur when the second element of the compound
contains a voiced obstruent. However, few stud-
ies dealt with rendaku in morphological analysis.
Since we have to check the adjacent word to rec-
ognize rendaku, it is difficult to deal with rendaku
using only the lexicon augmentation approach.

Some characters are substituted by peculiar
characters or symbols such as long sound sym-
bols, lowercase kana characters®, in informal text.
First, if there is little difference in pronunciation,
Japanese vowel characters ‘@’ (a), ‘L’ (i), ‘9 ’(u),
‘Z’(e), and ‘33’(0) are sometimes substituted by
long sound symbols “—’ or ‘“~. For example,
a vowel character ‘9’ in the Japanese adjective
“lTA & 9 (hontou, true) is sometimes substi-
tuted by ‘“—’ and this adjective is written as “{&
A& —" (honto, troo). We call this phenomenon
substitution with long sound symbols. As well
as long sound symbol substitution, some hiragana
characters such as ‘®’(a), ‘\>’(i), <9 (u), ‘Z’(e),
‘%5°(0), “P’(wa), and ‘%’ (ka) are substituted by
their lowercases: ‘&, ‘\», 3, ‘Z,) ‘%, ‘b, and
‘717 We call this phenomenon substitution with
lowercases.

There are also other types of derivation, that is,
some characters are inserted into a word that is
included in the lexicon. In the following exam-
ples, long sound symbols and lowercase are in-
serted into the Japanese adjective “5372\ Y (cool).

2

3

H7z——— (Insertion of

(coooool) long sound symbols)
(3) Wlzss5\> (Insertion of lowercases)
(coooool)

In addition to the unknown words derived from
words in the lexicon, there are several types of un-
known words that contain rare words such as “Ff
¥ (decontamination), new words such as “’ 1
% —7 (Twitter), and onomatopoeias such as “»'&
M (caw-caw). We can easily generate Japanese
onomatopoeias that are not included in the lexi-
con. Most of them follow several patterns, such as
‘ABAB, ‘A>B ¥, and ‘AB> & and we classified
them into two types, onomatopoeias with repeti-
tion such as ‘ABAB,” and onomatopoeias without
repetition such as ‘A>B

3In this paper, we call the following characters lowercase:
B w502 5 b and )

3
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2.3 Importance of unknown word processing
of each type

The importance of unknown word processing
varies across unknown word types.

We give three example sentences (4), (5), and
(6), which include the unknown words “& C &
7 (fluffy), “BR4Y” (decontamination), and “* 1
w 2 —" (Twitter), respectively. In these examples,
(a) denotes the desirable morphological analysis
and (b) is the output of our baseline morphologi-
cal analyzer, JUMAN version 5.1 (Kurohashi and
Kawahara, 2005).

4) Input: SHEDOTEZET DRI,
(A soft and fluffy feeling to the touch.)
(@ SbED/T/ETHT 1D/ b,

soft and fluffy of touch
b) SbSb/TE/ b /oMLY,
soft but straw matting this  touch
(5) Input: [RH: HAE,
(Decontamination is required.)
() BRYE 1 DY 1 E
decontamination  is required
® B BN
UNkNOWN WorD  UNkNOWN WORD  is required
(6) Input: FEH, WA v Z— Zhid Tz,

(I started Twitter yesterday.)

(@ WEH. / YA v 2= % | thodTe,

yesterday Twitter ACC  started

by WEH. / VA v 2— | 7 | Tz,

yesterday UnknowN Worp ACC  started

In the case of (4), the unknown word “& C
£ Z” (fluffy) is divided into three parts by JU-
MAN, and influences the analyses of the adjacent
function words, that is, “°C” (and) is changed to
“T&” (but) and “D” (of) is changed to “Z D~
(this), which will strongly affect the other NLP
applications. The wide scope of influence is due
to the fact that “% C & T consists of hiragana
characters like most Japanese function words. On
the other hand, in the case of (5), although the
unknown word “FRHY”’ (decontamination) is di-
vided into two parts by JUMAN, there is no in-
fluence on the adjacent analyses. Moreover, in
case of (6), although there is no lexical entry of
“ A Z—" (Twitter), the segmentation is cor-
rect thanks to simple character-based heuristics for
out-of-vocabulary (OOV) words.

These two unknown words do not contain hi-
ragana characters, and thus, we think it is impor-
tant to resolve unknown words that contain hira-
gana. Since unknown words derived from words
in the lexicon and onomatopoeias often contain Ai-



ragana characters, we came to the conclusion that
it is more important to resolve them than to re-
solve rare words and new words that often consist
of katakana and Chinese characters.

2.4 Related work

Much work has been done on Japanese unknown
word processing. Several approaches aimed to
acquire unknown words from a corpus in ad-
vance (Mori and Nagao, 1996; Murawaki and
Kurohashi, 2008) and others aimed to introduce
better unknown word model to morphological an-
alyzer (Nagata, 1999; Uchimoto et al., 2001; Asa-
hara and Matsumoto, 2004; Nakagawa and Uchi-
moto, 2007). However, there are few works that
focus on certain types of unknown words.

Kazama et al. (1999)’s work is one of them.
Kazama et al. improved the morphological ana-
lyzer JUMAN to deal with the informal expres-
sions in online chat conversations. They focused
on substitution and insertion, which are also the
target of this paper. However, while our approach
aims to develop heuristics to flexibly search the
lexicon, they expanded the lexicon, and thus their
approach cannot deal with an infinite number of
derivations, such as “¥i7z——",” and “I5—7=—
U —" for the original word “/57z\>.” In addition,
Ikeda et al. (2009) conducted experiments using
Kazama et al.’s approach on 2,000,000 blogs, and
reported that their approach made 37.2% of the
sentences affected by their method worse. There-
fore, we conjecture that their approach only bene-
fits a text that is very similar to the text in online
chat conversations.

Kacmarcik et al. (2000) exploited the normal-
ization rules in advance of morphological analysis,
and Ikeda et al. (2009) replaced peculiar expres-
sions with formal expressions after morphological
analysis. In this research, we exploit the deriva-
tion rules and onomatopoeia patterns in morpho-
logical analysis. Owing to such a design, our sys-
tem can successfully deal with rendaku, which has
not been dealt with in the previous works.

UniDic dictionary (Den et al., 2008) handles or-
thographic and phonological variations including
rendaku and informal ones. However, the number
of possible variations is not restricted to a fixed
number because we can insert any number of long
sound symbols or lowercases into a word, and
thus, all the variations cannot be covered by a dic-
tionary. In addition, as mentioned above, since we
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Input: “sLLM2F=T——9 (BLI\LM>1=TT, It was delicious)

Lotz
(scolded)

Lattice:

w
[Unkno
word

nknown|

&
ord]

w
¥, [ vord
v
\
\ i

i ’

Figure 2: Example of a word lattice with new
nodes “H\,” “HB LA -7z and “T——79".” The
broken lines indicate the added nodes and paths,
and the bold lines indicate the optimal path.

have to take into account the adjacent word to ac-
curately recognize rendaku, the lexical knowledge
alone is not sufficient for rendaku recognition.

For languages other than Japanese, there is
much work on text normalization that aims to han-
dle informal expressions in social media (Beau-
fort et al., 2010; Liu et al., 2012; Han et al.,
2012). However, their target languages are seg-
mented languages such as English and French, and
thus they can focus only on normalization. On the
other hand, since Japanese is an unsegmented lan-
guage, we have to also consider the word segmen-
tation task.

3 Proposed Method

3.1 Overview

We use the rule-based Japanese morphological an-
alyzer JUMAN version 5.1 as our baseline system.
Basically we only improve the method for build-
ing a word lattice and do not change the process
for finding an optimal path from the lattice. That
is, our proposed system only adds new nodes to
the word lattice built by the baseline system by
exploiting the derivation rules and onomatopoeia
patterns. If the new nodes and their costs are plau-
sible, the conventional process for finding the op-
timal path will select the path with added nodes.

For example, if a sentence “#\» Lo 72 T——
J°” is input into the baseline system, it builds the
word lattice that is described with solid lines in
Figure 2. However, this lattice does not include
such expressions as “#wv L5727 and “T—9
since they are not included in the lexicon. Our
proposed system transforms the informal expres-
sions into their standard expressions such as “I5
WL Ao 727 (delicious) and “T9 ™ (was) by ex-
ploiting the derivation rules, adds their nodes into
the word lattice, and selects the path with these
added nodes.



3.2 Resolution of unknown words derived
from words in the lexicon

We deal with five types of unknown words that
are derived from words in the lexicon: rendaku,
substitution with long sound symbols, substitution
with lowercases, insertion of long sound symbols,
and insertion of lowercases. Here, we describe
how to add new nodes into the word lattice.

Rendaku The procedure to add unvoiced nodes
to deal with rendaku differs from the others. Since
only the initial consonant of a word is voiced by
rendaku, there is at most one possible voiced en-
try for each word in the lexicon. Hence, we add
the voiced entries into the trie-based lexicon in ad-
vance if the original word does not satisfy any con-
ditions that prevent rendaku such as Lyman’s Law.

For example, our system creates the entry “&
1 (zake) from the original word “& (F” (sake),
and adds it into the lexicon. When the system re-
trieves words that start from the fourth character in
the example (1) in Section 2.2, “7z % T &'1J,” the
added entry “& 1} (zake) is retrieved. Since ren-
daku occurs for the initial consonant of the non-
initial portion of a compound word, our system
adds the retrieved word only when it is the non-
initial portion of a compound word.

Substitution with long sound symbols and low-
ercases In order to cope with substitution with
long sound symbols and lowercases, our system
transforms the input text into normalized strings
by using simple rules. These rules substitute a
long sound symbol with one of the vowel char-
acters: ‘@, ‘) ‘9. ‘X, and ‘¥, that mini-
mizes the difference in pronunciation. These rules
also substitute lowercase characters with the cor-
responding uppercase characters. For example, if
the sentence “IZ /A & —IC B L. (Itis trooly
DElicious.) is input, the nodes generated from
the normalized string “IZ /AL & D ITIBN L are
added to the word lattice along with the nodes gen-
erated from the original string.

Insertion of long sound symbols and lowercases
In order to cope with the insertion of long sound
symbols and lowercases, our system transforms
the input text into a normalized string using sim-
ple rules. These rules delete long sound symbols
and lowercase characters that are considered to be
inserted to prolong the original word pronuncia-
tion. For example, if the sentence “I57z & —
WTC———79"" (It iiisss coooool.) is input, the
nodes generated from the normalized string “I%
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Pattern Example Transliteration
ABAB JASYAE) tayu-tayu
ABCABC EoME->h pokka-pokka

ABCDABCD HxA0Db5 x50  chorori-chorori

Table 2: Onomatopoeia patterns with repetition
and their examples. ‘A, ‘B, ‘C, and ‘D’ denote
either hiragana or katakana. We consider only
repetitions of two to four characters.

Pattern Example Transliteration
Hi>H> D F->20D pokkori
KivKy Y D) mattari
Hi>HY D XobsD  pecchari
KiwKsYV KyF+¥YU  pocchari
KiK2o & FIok chiratto
KiKyv & INFw & pakitto

Table 3: Onomatopoeia patterns without repetition
and their examples. ‘H,” denotes the hiragana, ‘K’
denotes the katakana, and ‘Y’ denotes the palatal-
ized consonants such as ‘5.

72WT97 ) are added into the word lattice. We
do not consider partly deleted strings such as “I7
2%\ C—9.” and the combination of substi-
tution and insertion to avoid combinatorial explo-
sion. Therefore, our system cannot deal with un-
known words generated by both insertion and sub-
stitution, but such words are rare in practice.

Costs for additional nodes Our system imposes
small additional costs to the node generated from
the normalized string to give priority to the nodes
generated from the original string. We set these
costs by using a small development data set.

3.3 Resolution of unknown onomatopoeias

There are many onomatopoeias in Japanese. In
particular, there are a lot of unfamiliar ono-
matopoeias in Web text. Most onomatopoeias fol-
low limited patterns, and we thus can easily pro-
duce new onomatopoeias that follow these pat-
terns. Hence, it seems more reasonable to rec-
ognize unknown onomatopoeias by exploiting the
onomatopoeia patterns than by manually adding
lexical entries for them.

Therefore, our system lists onomatopoeia can-
didates by using onomatopoeia patterns, as shown
in Tables 2 and 3, and adds them into the word
lattice. Figure 3 shows examples. The number
of potential entries of onomatopoeias with repeti-
tion is large, but the candidates of onomatopoeias
with repetition can be quickly searched for by us-
ing a simple string matching strategy. On the other
hand, to search the candidates of onomatopoeias
without repetition is a bit time consuming com-



Input : “f=P 1=K &$EB” (Swaying unsteadily.)
Lattice :
(nLe ﬂeld)Hhot cher)H(me ﬁeld)Hhot water)b (door)
[Noun] [Noun] [Noun] [Noun] [Noun] ,
EOS
T — e
“ dil
R ( ’.”’."ﬁ“é@“."f‘fly_’ ______ J MmN
Input: “LMBLBLY ? 7 (Approximately how much?)
Lattice : S IRy 1
ot [ ARRRa ey
0 B <b A 2
(stomach) || (storehouse) (storehouse) (swmach) (‘,’{’ EOS
[Noun] | | [Verb] [Verb] [Noun] | |[Symbol]

o
Figure 3: Examples of a word lattice with new
nodes of onomatopoeia. The broken lines indicate
the added nodes and paths, and the bold lines in-
dicate the optimal path. While the optimal path
includes the added node in the upper example, it
does not in the lower example.

pared with trie search. However, the number of
potential entries of onomatopoeias without repeti-
tion is not so large, and thus our system adds all
possible entries of onomatopoeias without repeti-
tion into the trie-based lexicon in advance.

4 Experiments

4.1 Setting

We used 100,000 Japanese sentences to evalu-
ate our approach. These sentences were obtained
from an open search engine infrastructure TSUB-
AKI (Shinzato et al., 2008), which included at
least one hiragana character and consisted of more
than twenty characters

We first estimated the recall. Since it is too
costly to create a set of data with all unknown
words annotated, we made a set of data with only
our target unknown words annotated. We could
apply a set of regular expressions to reduce the
unknown word candidates by limiting the type of
unknown words. We manually annotated 100 ex-
pressions for each type, and estimated the recall.

A high recall, however, does not always imply
that the proposed system performs well. It might
be possible that our proposed method gives bad
effects on non-target words. Therefore, we also
compared the whole analysis with and without the
rules/patterns from the following seven aspects:*

“There are two major reasons why we did not use the pre-
cision, recall and F-measure metrics to evaluate the overall
performance. The first reason is that to create a large set of

annotated data is too costly. The second reason, which is
more essential, is that there is no clear definition of Japanese
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. The number of positive changes for 100 dif-
ferent outputs: Pigop.

2. The number of negative changes for 100 dif-
ferent outputs: Nigop-

3. The number of different outputs for 100,000
sentences: D1goks-

4. The estimated number of positive changes for
100,000 sentences: P y.q-

5. The estimated number of negative changes
for 100,000 sentences: N{jg.g-

6. The relative increase of the nodes: Node;,....

7. The relative loss in speed: S Pjyss.

Different outputs indicate cases in which the
systems with and without rules/patterns output a
different result. First, for each type of rule/pattern,
we extracted 100 different outputs and manually
classified them into three categories: the system
with the rules/patterns was better (positive), the
system without the rules/patterns was better (neg-
ative), and both outputs were undesirable (others).
When these outputs differed in word segmenta-
tion, we only compared the segmentation but did
not take into account the POS tags. On the other
side, when these outputs did not differ in word seg-
mentation, we compared the POS tags. Tables 6-
10 list several examples. For example, “[fl[A
1% (can feel amused) in Table 6 should be ana-
lyzed as one word, but both systems with and with-
out rules for rendaku divided it into several parts,
and such a case is labeled as others.

We counted the number of different outputs for
100,000 sentences. We then calculated the esti-
mated numbers of positive/negative changes for
the sentences by using the equations:

Xiooks = D1ooks x X100p/100.

We also counted the number of created nodes in
lattice and calculated the relative increase, which
would affect the time for finding the optimal path
from the word lattice, and measured the analysis
time and calculated the relative loss in speed.

4.2 Results and Discussion

Table 4 lists the recall of our system for each un-
known word type with the number of words that
are covered by the UniDic dictionary. Note that
while our system’s recall denotes the ratio of ac-
tually recognized words, the coverage of UniDic

word segmentation, especially for unknown words. That is,
we can accept various word boundaries. We thought it is
more straight-forward and efficient to compare the differ-
ences between a baseline system and the proposed system.



Recall of #of words
Unknown word type our system in UniDic
Rendaku (sequential voicing) 83/100 95
Substitution with long sound symbols| 99/100 67
Substitution with lowercases 100/100 84
Insertion of long sound symbols 96/100 50
Insertion of lowercases 96/100 73
Onomatopoeia with repetition 89/100 78
Onomatopoeia w/o repetition 94/100 47

Table 4: Recall of our system and the coverage of
UniDic.

only denotes the number of words included in the
dictionary, which can be interpreted as the up-
per bound of the system based on UniDic. We
can confirm our system achieved high recall for
each type of unknown word. Since UniDic cov-
ered 95% of unknown words of rendaku type, we
would be able to improve the rendaku recognition
by incorporating UniDic and our approach that
takes into account the adjacent word. Except for
rendaku, our system’s recall was higher than the
coverage of UniDic, which confirms the effective-
ness of our method.

Table 5 summarizes the comparison between
the analyses with and without the rules/patterns.
In short, our method successfully recognized all
types of unknown words with few bad effects.
By introducing all the derivation rules and ono-
matopoeia patterns, there are 4,560 improvements
for 100,000 sentences with only 80 deteriorations
and a 6.2% loss in speed. In particular, the deriva-
tion rules of insertion and substitution of long
sound symbols and lowercases produced 3,327
improvements for 100,000 sentences at high recall
values (see Table 4) with only 27 deteriorations
and a 3.8% loss in speed. We confirmed from
these results that our approaches are very effec-
tive for unknown words in informal text. Since
the number of newly added nodes was small, the
speed loss is considered to be derived not from the
optimal path searching phase but from the lattice
building phase.

Table 6 lists some examples of the changed out-
puts by introducing the derivation rules for ren-
daku. As listed in Table 4 and 5, the rendaku pro-
cessing produced more negative changes and the
lower recall value compared with the other types.
This indicates that rendaku processing is more
difficult than resolving informal expressions with
long sound symbols or lowercases. Since long
sound symbols and lowercases rarely appear in the
lexicon, there are few likely candidates other than
the correct analysis. On the other hand, voiced
characters often appear in the lexicon and formal

Our system Baseline Gold standard
Positive
" Input: eI EH (clothespin)
HENEEH Ve E /B TR E H
Negative
~Input: fRANUAVZEUT (the man without)
HATUDZV EANWDIEL AR
Others
" Input: HIHAM% (can feel amused)
H/E/MNS  HEMB HEDNS

Table 6: Examples of different outputs by intro-
ducing the derivation rule for rendaku. The °/° de-
notes the boundary between words in the corre-
sponding analysis, and the bold font indicates the
correct output, that is, the output is the same as the
gold standard.

Our approach Baseline Gold standard
Positive (insertion)

Input: 75~V FEER (a bitter experiment)

E~UVEZER T~ BR I~V ER
Positive (substitution)
" Input: 3T & ~(congratulations)

HHTE~ BIHTIE I~ BT~

Negative (substitution)

OK/7Z/&~Il  OK/7ZI&K/I~IlL  OK/FZI&K~A
Others (insertion)

" Input: IU—FHE (very luxury)
IAF—/5EE U5 9 —/5E

Table 7: Examples of different outputs by intro-

ducing derivation rules for long sound symbol sub-

stitution and insertion.

text, and thus, there are many likely candidates.

Table 7 lists some examples of the changed out-
put by introducing the derivation rules for informal
spelling with long sound symbols. We labeled the
change of the analysis “OK 72 X ~A" (It’'s OK)
as negative because the baseline system correctly
tagged the POS of “72” unlike our proposed sys-
tem, but the baseline system could not also cor-
rectly resolve the entire phrase. There was no dif-
ferent output that our proposed system could not
resolve but the baseline system could fully resolve.

Table 8 lists some examples of the changed out-
puts by introducing the derivation rules for in-
formal spelling with lowercase. We labeled the
change of the analysis “/p & DA (Yumi’s
bedclothes) as negative because the baseline sys-
tem correctly segmented the postpositional parti-
cle “@” unlike our proposed system. Again for
this example, the baseline system could not cor-
rectly resolve the entire phrase. Along with the
informal spelling with long sound symbols, there
was no different output that our proposed system
could not resolve but the baseline system could
fully resolve.



Rules/patterns Pioop  Nioop  Diooks  Pioors Niooks Nodeine. SPioss
Rendaku (sequential voicing) 37 8 379 140 30 0.553% 2.0%
Substitution with long sound symbols 55 1 920 506 9 0.048% 0.8%
Substitution with lowercases 78 1 1,762 1,374 18 0.039% 0.7%
Insertion of long sound symbols 84 0 1,301 1,093 0 0.038% 1.9%
Insertion of lowercases 88 0 403 354 0 0.019% 0.4%

" Onomatopoeia with repetition ~ ~ ~ |~ 74—~ "2~ 1,162~ 860 ~ 23~ 0.021% ~ 0.4%
Onomatopoeia w/o repetition 93 0 250 233 0 0.008% 0.0%
Total - - 6,177 4,560 80 0.724% 6.2%

Table 5: Comparison between the analyses with and without the rules/patterns.
Our system Baseline Gold standard Type # of types  # of tokens
Positive (insertion) Covered by Murawaki’s Lexicon 13 51
" Input: FHUTCT<#lv (please publish) Covered by Wikipedia 68 407
HLT/<he HULT/K Ve HLUT/K e Covered by our method 15 105
Positive (substitution) Others 22 82
Input: BICw B % A (big brother)y Total 118 645

Blcwbprh BBl BATwbA

Negative (substitution)

I DAF DI/ NIDARE DI /DA
Others (insertion)

EIHT v E/HF e AT
Table 8: Examples of different outputs by intro-
ducing derivation rules for lowercase substitution
and insertion.

Our system Baseline Gold standard
Positive
“Input: 7272 E (wavy)
e fepré  jzidiizidre zpizp/e
Negative
“Input HHH 5 (wow wow)
HoH5 H5/1H5 HoiH5

Table 9: Examples of different outputs by intro-
ducing onomatopoeia patterns with repetition.

Our system  Baseline Gold standard
Positive
CInput XobB% 0 (flay
N2BEpl N/obBE/D NXobseD

Foo& FII-> & FI-5k
Table 10: Examples of different outputs by intro-
ducing onomatopoeia patterns without repetition.

Table 9 lists some examples of the changed out-
puts by introducing onomatopoeia patterns with
repetition. Our system recognized unknown ono-
matopoeias with repetition at a recall of 89%,
which is not very high. However, since there
were several repetition expressions other than ono-
matopoeias, such as “& 5/ 57 (wow wow) as
shown in Table 9, we cannot lessen the cost for
onomatopoeias with repetition.

Table 10 lists some examples of the changed
outputs by introducing onomatopoeia patterns
without repetition. Our system recognized the un-
known onomatopoeias without repetition at a re-
call of 94% and did not output anything worse than
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Table 11: Classification results of unknown words
that occur more than two times in KNB corpus.

the baseline output with no loss in speed.

In order to approximate the practical coverage
of our method, we classified unknown words that
occur more than two times in the Kyoto Univer-
sity and NTT Blog (KNB) corpus® into four types:
words that are covered by the lexicon created
by Murawaki and Kurohashi (2008) (Murawaki’s
Lexicon), words that are not covered by Mu-
rawaki’s Lexicon but have entries in Wikipedia,
words that are covered only by our method, and
the others. Table 11 shows the results. There
are total 645 tokens of unknown words that oc-
cur more that two times in KNB corpus, 105 of
which are newly covered by our method. Since
the number of tokens that are covered by neither
Murawaki’s Lexicon nor Wikipedia is only 187,
we can say that the coverage of our method is not
trivial.

5 Conclusion

We presented a simple approach to unknown word
processing in Japanese morphological analysis.
Our approach introduced derivation rules and ono-
matopoeia patterns, and correctly recognized cer-
tain types of unknown words. Our experimen-
tal results on Web text revealed that our approach
could recognize about 4,500 unknown words for
100,000 Web sentences with only 80 harmful side
effects and a 6% loss in speed. We plan to ap-
ply our approach to machine learning-based mor-
phological analyzers, such as MeCab, with Uni-
Dic dictionary, which handles orthographic and
phonological variations, in future work.

>The KNB corpus consists 4,186 sentences from Japanese
blogs, and is available at http://nlp.kuee.kyoto-u.ac.jp/kuntt/.
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Abstract

A major problem in the field of Chinese word
segmentation is the identification of out-of-
vocabulary words. We propose a simple yet
effective approach for extracting maximized
substrings, which provide good estimations of
unknown word boundaries. We also develop a
new semi-supervised segmentation technique
that incorporates retrieved substrings using
discriminative learning. The effectiveness of
this novel approach is demonstrated through
experiments using both in-domain and out-of-
domain data.

1. Introduction

Chinese sentences are written without explicit
word boundaries, which makes Chinese word
segmentation (CWS) an initial and important
step in Chinese language processing. Recent ad-
vances in machine learning techniques have
boosted the performance of CWS systems. On
the other hand, a major difficulty in CWS is the
problem of identifying out-of-vocabulary (OOV)
words, as the Chinese language is continually
and rapidly evolving, particularly with the rapid
growth of the internet.

A recent line of research to overcome this dif-
ficulty is through exploiting characteristics of
frequent substrings in unlabeled data. Statistical
criteria for measuring the likelihood of a sub-
string being a word have been proposed in previ-
ous studies of unsupervised segmentation, such
as accessor variety (Feng et al., 2004) and
branching entropy (Jin and Tanaka-Ishii, 2006).
This kind of criteria has been applied to enhance
the performance of supervised segmentation sys-
tems (Zhao and Kit, 2007; Zhao and Kit, 2008;
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Substring
—5
T IRA TR
—HOAE TR
PR =TI
W E SR B
iE! 4
Table 1. A particular type of substrings with mul-
tiple occurrences in the Chinese sentence: “fif —3k
A IE G PR E PR S B2 A AT ALl T — SO A S B 2 ) S 22
B, RB—FOAEFRIIARME /L 7 IREUW
B, ”

Freq

NIWININ|W

Sun and Xu, 2011) by identifying unknown word
boundaries.

In this paper, instead of investigating statistical
characteristics of batched substrings, we propose
a novel method that extracts substrings as relia-
ble word boundary estimations. The technique
uses large-scale unlabeled data, and processes it
on the fly.

To illustrate the idea, we first consider the fol-
lowing example taken from a scientific text:

“fif— A E S IR B S AR LT — SO SR
BB, RS BOAE R IR E T
PRACE.

Without any knowledge of the Chinese lan-
guage one may still notice that some substrings
like “—#” and “MHAEE{E” , occur multiple
times in the sentence and are likely to be valid
words or chains of words. Consider a particular
type of frequent substring that cannot be simulta-
neously extended by its surrounding characters
while still being equal (Table 1). We can observe
that the boundaries of such substrings can be
used as perfect word delimiters. We can segment
the sentence by simply treating the boundaries of
each occurrence of a substring in Table 1 as word

International Joint Conference on Natural Language Processing, pages 171-179,
Nagoya, Japan, 14-18 October 2013.



Sentence: [RAEE, 250 [

[

Z = % (answer) 1t (journalist) )
89 (Chen Deming answers to journalists’ [verb] [noun] (question)
D O . [noun]
» T questions)
@
S it (record) # (person) 7] (ask)
- [verb] [noun] [verb]
g (__? [%:[S-noun] f#[S-noun] #[S-noun] 2 [S-noun) it [S-noun] #[S-noun] [ [S-noun] |
\ | 1
% g I [%:[B-noun] % [B-noun] #4[B-noun] % [B-noun) it.[B-noun] #[B-noun] [ [E-noun] |
o
(—IE [ [S-verb] #5[B,-noun] £4[B,-noun] % [B,-noun] 1t.[B,-noun] # [B,-noun] 1] [S-verb] |
% Wi [B-verb] f#[E-noun] 4 [B;-noun] #(B;-noun] it[B;-noun] #(B;-noun] fil[E-verb] |
- : “ #[S-verb] #4[E-noun] [M-noun] it[M-noun] % [M-noun] :
* 1 % B-verb] #4[S-verb] ’ ‘1 Z[E-noun] ’ it [E-noun] ’ #[E-noun] r *

Figure 1. A Word-character hybrid lattice of a Chinese sentence. Correct path is represented by bold lines.

Word Length 1 2 3

4 5 6 7 or more

Tags S BE BB,E

BB,B;E

BB,B;ME | BB,B;MME | BB,B;M..ME

Table 2. Word representation with a 6-tag tagset: S, B, B,, B;, M, E

delimiters:

| S E | S R D BT R MBI AL T | B 1 |
FHBRE IR A, SRAG]— B A AR 2R
VA E TR A

Compared with the gold-standard segmentation,
this partial segmentation has a precision of 100%
and a recall of 73.3% with regard to boundary
estimation. This is high when we consider that
the method does not use a trained segmenter or
annotated data. While we have obtained this re-
sult on a selected instance, it still suggests that
unlabeled data has the potential to enhance the
performance of supervised segmentation systems
by tracking consistency among substrings.

Substrings, such as those listed in Tablel, are
retrievable from unlabeled data and can be incor-
porated with a supervised CWS system to com-
pensate for out-of-vocabulary (OOV) words. In
this case the unlabeled data can be either test data
only (leading to a purely supervised system), or a
large-scale external corpus (leading to a semi-
supervised system). We will formally define this
particular type of substring, referred to as a
“maximized substring”, in a later section.

The remainder of this paper is organized as
follows. Section 2 describes our baseline seg-
mentation system, defines maximized substrings,
and proposes an efficient algorithm for retrieving
these substrings from unlabeled data. Section 3

introduces the maximized substring features.
Section 4 presents the experimental results. Sec-
tion 5 discusses related work. The final section
summarizes our conclusions.

2. Approach

2.1 Baseline Segmentation System

We have used a word-character hybrid model as
our baseline Chinese word segmentation system
(Nakagawa and Uchimoto, 2007; Kruengkrai et
al., 2009). As shown in Figure 1, this hybrid
model constructs a lattice that consists of word-
level and character-level nodes from a given in-
put sentence. Word-level nodes correspond to
words found in the system’s lexicon, which has
been compiled from training data. Character-
level nodes have special tags called position-of-
character (POC) that indicate the word-internal
position (Asahara, 2003; Nakagawa, 2004). We
have adopted the 6-tag tagset, which (Zhao et al.,
2006) reported to be optimal. This tagset is illus-
trated in Table 2.

Previous studies have shown that jointly pro-
cessing word segmentation and part-of-speech
tagging is preferable to separate processing,
which can propagate errors (Nakagawa and
Uchimoto, 2007; Kruengkrai et al., 2009). If the
training data was annotated by part-of-speech
tags, we have combined them with both word-
level and character-level nodes.
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XYz ABC Jl XYz ABC J k2
ABC—r ABCC [| T~ "ABCCKID.." 11 agc U | aBcC | rABecke.
JaK ABCK ——>“ABCCFAL..” | |JQK ABCK | ] ABCCRAL.”
ABCMN _-——>”ABCCTEA...” ABCCFA “ABCCFAL...” | e “ABCCTEA...”
_,__,,,ABCCDEAW" ABCMN “ABCCFAT...” | e>“ABCCDEA...”
Hashl Hash2 Oar(ABCC) Hashl Hash2 Occur (ABCCFA) (;ur(ABCC)
@ (b)

Figure 2. Data structure for maximized substring mining. Hashl is the first-level hash with fixed-
length prefix keys. Hash2 is a hash associating to a corresponding key in Hashl that stores the list of
maximized substrings sharing the same fixed-length prefix. Occur(-) is the occurrence list
associating to a particular maximized substrings with references to all its occurrences in the original
postitions in the document. (a) shows a certain state of the data structure, and (b) the state after a
maximized substring “ABCCFA” is inserted with the context being “ABCCFAT...” in the document.

2.2 Maximized Substring: the Definition

Frequent substrings in unlabeled data can be used
as clues for identifying word boundaries, as we
have illustrated in Section 1. Nevertheless, some
substrings, although frequent, are not useful to
the system. In the example in Section 1, the sub-
string “#A E 7> occurs the same amount of
times as the substring “—#i\ € A BR”. However,
only the latter is a valid identifier for word de-
limiters: they are non-overlapping, meaning that
it is impossible to simultaneously extend all oc-
currences by surrounding characters. We use the
term maximized substring to describe these sub-
strings.

Formally, we define maximized substring as
follows:

Definition 1 (Maximised substring). Given a
document D that is a collection of sentences, de-
note a length n substring which starts with char-
acter ¢; by s; = [ctCtqq - Cran—1]. S¢ 1S called a
maximized substring if:

1. It has a set of distinct occurrences, M, with at
least two elements:

M={St1,St2,...,Stm} y m>1 y t1¢t2¢
e i tm St stl == St2 = e = Stm; and

2. cy1 #F Ct;—1 and ¢y qn # Ctj+n
1,2..,m,i#j.

Vi,j =

1 It should be noted that, in order to retrieve a substring, the
size of M is not necessarily identical to its total count in the
document.
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The substrings listed in Table 1 are therefore
maximized substrings, given that D is the exam-
ple sentence. Note that these are not all maxim-
ized substrings extractable from the example sen-
tence, but are the result of the retrieval algorithm
that we will describe in the next section.

2.3 Maximized Substring Retrieval: Algo-
rithm and Data Structure

The problem of mining frequent substrings in a
document has been extensively researched. Ex-
isting algorithms generally either use a suffix tree
structure (Nelson, 1996) or suffix arrays (Fischer
et al., 2005), and make use of the apriori property
(Agrawal and Srikant, 1994). The apriori proper-
ty states that a string of length k+1 is frequent
only if its substring of length k is frequent. The
apriori property can significantly reduce the size
of enumerable substring candidates. However, as
we are only interested in maximized substrings,
suffix tree-based algorithms are inefficient in
both time and space. We therefore propose a
novel algorithm and a compact data structure for
fast maximized substring mining.

The data structure is illustrated in Figure 2. It
supports fast prefix searching for storing and re-
trieving maximized substrings, with each entry
associated to a list of occurrences that refer to the
original positions in the document. Fast prefix
matching is a particular advantage of a trie,
which is a type of prefix tree. Our structure is
different as we use a two-level hash structure for
space efficiency and ease of manipulation. This
is important, especially during experiments on
large-scale unlabeled data.

The first-level hash stores prefixes of a fixed-
length, m, of retrieved substrings. This part of
the data structure functions as a filter to screen



out substrings that are shorter than m characters,
as they should not be considered as candidates.
This is motivated by our observation that single
characters, and sometimes even double-character
substrings, are not reliable enough to predict
word delimiters. Note that m is data dependent,
for example, the optimal value of m is 3 charac-
ters on the dataset Chinese Treebank (CTB).

Each key of the first-level hash is associated
with a second-level hash that stores the retrieved
maximized substrings that share a common pre-
fix.

The third-level structure is a linked list of oc-
currences of a particular maximized substring.
This list stores references to the original position
of each occurrence of the substring, with the sur-
rounding context being visible so that new (long-
er) maximized substrings can be found by exten-
sion.

We sketch the process of maximized substring
retrieval in Pseudocode 1. From the beginning of
the document D, we scan each position and regis-
ter maximized substrings into the data structure
H. If an incoming substring already exists in H,
we look up its occurrence list to check if its suc-
ceeding characters can extend the substring. As
the current occurrence list is a set of maximized
substrings, there will be only two possible out-
comes. Either exactly one element in the occur-
rence list is found to have a longer common pre-
fix with the incoming substring, in which case
we create a new occurrence list consisting of the
two lengthened substrings. Alternatively, the pre-
fix remains the same and we add the incoming
substring to the occurrence list.

We can easily demonstrate that all substrings
retrieved by this algorithm are maximized sub-
strings. However, the algorithm does not general-
ly guarantee to retrieve all maximized substrings
from unlabeled data. This is a necessary com-
promise if we wish to keep the efficiency of one-
time scanning. In addition, we have observed in
preliminary experiments that retrieving all max-
imized substrings is not only unnecessary, but
can introduce harmful noise. In the next section,
we will discuss our solution to this problem.

2.4 Short-Term Store

Maximized substrings can provide good estima-
tions of word boundaries, but random noise can
be introduced during the retrieval process in
Pseudocode 1.

To address this problem, we take advantage of
a linguistic phenomenon. It has been observed
that a word occurring in the recent past has a
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Pseudocode 1: Maximized substring retrieval
1 procedure RetrieMaxSub(m, D)

2 i<0,H<®
3 P < [coCq - Cm-1]
4 < the reference of a length m substring at
5 the beginning of document D
6 until i reaches the end of document D
7 s « longest element in H extendable
8 fromp
9 if |s| = 0 < empty string
10 occurList « {p}
11 < make the occurrence list of p
12 H.Add({p, occurList))
13 < associate p with its occurrence list
14 and add to data structure
15 i—i+1
16 p < [¢i - Civm-1]
17 else
18 p* < [ Cigys)-1]
19 (i,p) « Maximize(H, m,i,s,p")
20 return H
21
22 procedure Maximize(H, m, i, s, p*)
23 for each e in s.occurlList
24 (Snew: €new Pnew) < Extend(e, p*)
25 < find the longest common substring
26 Spew Detween e and p* by simultane-
27 ously extending them with succeeding
28 characters
29 if |Spew | > [s]
30 OCCUT‘LiStneW < {enew' pr*lew}
31 H.Add({s,,ew, 0ccurList,e,,))
32 i< i+ [spewl
33 p < [¢i - Civm-1]
34 return (i, p)
35 end
36 s.occurList.Add(p*)

37 i—i+]s|

38 p < [¢i - Ciym-1]
39 return (i,p)

much higher probability to occur again soon,
when compared with its overall frequency (Kuhn
and Mori, 1990). It follows that, for speech
recognition, we can then use a window of recent
history to adjust the static overall language mode.

This observation is applicable to the task of
maximized substring retrieval in the following
way. Suppose a substring is registered into the
data structure. If the substring is in fact a word, it
is much more likely to reoccur in the next 50 to
100 sentences than in the remainder of the corpus
(especially when it is a technical term or a named
entity). Otherwise the substring should have a
more unified probability of reoccurrence across
the entire corpus.



This motivated us to introduce a functionality
into the process of maximized substring retrieval,
called “short-term store” (STS). The STS is an
analogy to the cache component in speech recog-
nition as well as the human phonological work-
ing memory in language acquisition. It restricts
the length of the visible context when retrieving
the next candidate of a registered substring, mak-
ing it proportional to the current number of oc-
currences of the substring. For a registered sub-
string, the retrieval algorithm scans a certain
number of sentences after the latest occurrence of
the substring, where the number of sentences D(s)
is determined as follows:

A - count(s), if count(s) < 6,
D(s) = { .
o, otherwise,

where count(s) is the current number of occur-
rences of s in the data structure. The parameter A
contributes a fixed-length distance to the visible
context. The parameter 8 works as a threshold of
reliability. If we have observed s at least 8 times
in a short period, we can regard s as a word, or a
sequence of words, with a high level of confi-
dence. Thus, D(s) = oo implies that s is no long-
er subject to periodical decaying and will stay in
the data structure statically.

During the scanning of the D(s) sentences, if a
new occurrence of s is found, it is added into the
data structure and D(s) is recalculated immedi-
ately, starting a new scanning period. If no new
occurrences are found, we remove the earliest
occurrence of s from the data structure and then
re-calculate D(s). Note that we have described
the short-term store functionality as if each sub-
string in the data structure is scanned separately.
In practice, however, only a small change to
Pseudocode 1 is required so that STS is used,
making one-time scanning of the unlabeled data
sufficient.

Introducing STS into the retrieval process re-
sults in a substantial improvement to the quality
of retrieved substrings. It is also important that
STS greatly improves the processing efficiency
for large scale unlabeled data by keeping the size
of the data structure relatively small. This is be-
cause a substring entry will decay from the data
structure if it has not been refreshed in a short
period.

3. Features

3.1 Baseline Features
For baseline features, we apply the feature tem-
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plates described in (Kruengkrai et al., 2009). For
further details, please see the original paper. Note
that if the part-of-speech tags are not available,
we omit those templates involving POS tags.

3.2 Maximized Substring Features

We have incorporated the list of retrieved max-
imized substrings into the baseline system by
using a technique which discriminatively learns
their features. For every word-level and charac-
ter-level node in the lattice, the method checks
the maximized substring list for entries that satis-
fy the following two conditions:
1. The node matches the maximized substring
at the beginning, the end, or both boundaries.
2. The length of the node is shorter than or
equal to that of the entry.
For example, consider the lattice in Figure 1 with
a maximized substring “FR#E44”. All of the char-
acter-level nodes of “Bf” and “4#%” are encoded
with maximized substring features. A segmenter
will only obtain information on those possible
word boundaries that are identified by maxim-
ized substrings. The maximized substrings are
not directly treated as single words, because a
maximized substring can sometimes be a com-
pound word or phrase.

For each match with a maximized substring
entry, the technique encodes the following fea-
tures.

Basic: A binary feature that indicates whether
the match is at the beginning or end of the max-
imized substring. It is encoded both individually
and as a combination with each other feature
types.

Lexicon: There is a particular kind of noise in
the retrieved list of maximized substrings, name-
ly, those like the substring “#13£2”, which has
resulted from the two phrases “fF3££:75 (China
and U.S. economy) and “#13££4 5 (China and
U.S. economic and trade). This happens when
the boundary of a maximized substring is a
shared boundary character of multiple other
words. In this example, the last character “4” of
the maximized substring is the character at the
beginning of “4%7” (economy) and “4: 5 (eco-
nomic and trade). This kind of noise can be iden-
tified by checking the context of maximized sub-
strings in system’s lexicon.

Our technique checks the context of the max-
imized substring in the input sentence and com-
pares it with the system’s lexicon. If any item in
the lexicon is found that forms a positional rela-
tion with the maximized substring entry (as listed



Sentence: Representa-

S =+"C_1C9C1 +.Cn_1CpnCpiq - tion
Maximized substring
m = CgC1Cq ...Cy
Lexicon entry

l = CiCit1Ciyo ...Cj

ID Positional Relation

L1|0=i<j<n [

e —

2 0<i<j=n | [

e p——

LB|0=i<n<j I I

l4i<0<j=n | |

I5(0<i<n<j

l6|i<0<j<n | l

—— — ——

18 |j=—-1 | !

"

Table 3. Lexicon features. Each one represents a
positional relation between a maximized substring
and a contextual substring which exists in sys-
tem’s lexicon.

ID At Beginning ID At Ending
B1 <L1,L6> El <L2,L5>
B2 <L6,L8> E2 <L5,L7>
B3 <L1,.8> E3 <L2,L7>

Table 4. Lexicon Composition features. Each one
represents a combination of two Lexicon features
that fire simultaneously.

in Table 3) then the corresponding features are
encoded.

Lexicon Composition: When a maximized
substring is a match to more than one item in the
lexicon, a combination of multiple lexicon fea-

tures is more informative than individual features.

We encode the combinations of lexicon features
listed as in Table 4.

Frequency: We sort the list of maximized
substrings by their frequencies. If a maximized
substring is among the 10% most frequent it is
classed as “highly frequent”, if it is among the
top 30% it is “normal”, and all other cases are
“infrequent”.
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4. Evaluation

4.1 Setting

To evaluate our approach, we have conducted
word segmentation experiments on two datasets.
The first is Chinese Treebank 7 (CTB7), which is
a widely used version of the Penn Chinese Tree-
bank dataset for the evaluations of word segmen-
tation techniques. We have adopted the same
setting of data division as (Wang et al., 2011):
the training set, dev set and test set. For CTB?7,
these sets have 31,131, 10,136 and 10,180 sen-
tences respectively. The second dataset is the
second international Chinese word segmentation
bakeoff (SIGHAN Bakeoff-2005) (Emerson,
2005), which has four independent subsets: the
Academia Sinica Corpus (AS), the Microsoft
Research Corpus (MSR), the Hong Kong City
University Corpus (CityU) and the Peking Uni-
versity Corpus (PKU). Since POS tags are not
available in this dataset, we have omitted all
templates that include them. The models and pa-
rameters applied on all test sets are those that
result in the best performance on the CTB7 dev
set.

We have used two different types of unlabeled
data. One is the test set itself, which means the
system is purely supervised. Another is a large-
scale dataset, which is the Chinese Gigaword
Second Edition (LDC2007T03). This dataset is a
collection of news articles from 1991 to 2004
published by Central News Agency (Taiwan),
Xinhua News Agency and Lianhe Zaobao News-
paper. It includes a total amount of over 1.2 bil-
lion characters in both simplified Chinese and
traditional Chinese.

We have trained all models using the averaged
perceptron algorithm (Collins, 2002), which we
selected because of its efficiency and stability.
To learn the characteristics of unknown words,
we built the system’s lexicon using only the
words in the training data with a frequency high-
er than a threshold, h. This threshold was tuned
using the development data. In order to use the
maximized substring features, we have used
training data as unlabeled data for supervised
models, and used both the training data and Chi-
nese Gigaword for semi-supervised models.

We have applied the same parameters for all
models, which are tuned on the CTB7 dev set:
m=3,h=2,1=100,and 6 = 3.

We have used precision, recall and the F-score
to measure the performance of segmentation sys-
tems. Precision, p, is defined as the percentage of



System P R F System F
Baseline 95.17 95.35 | 95.26 Baseline 95.26
MaxSub-Test | 95.33 95.47 95.40 MaxSub-Test 95.40
MaxSub-U 95.65 95.81 95.73 MaxSub-U" 95.73
Table 5. Evaluation on CTB? for the baseline ap- Kruengkrai 09a 95.40
proach and our approach with small_and large- Kruengkrai 09b 95.46
scale in-domain unlabeled data respectively. Wang 11° 95 65

words that are segmented correctly, and recall, r,
is the percentage of words in the gold standard
data that are recognized in the output. The bal-
anced F-score is defined as F = 2pr/(p + ).

4.2 Experimental Results on In-domain Data

We have compared the performance between the
baseline system and our approach. The results
are shown in Table 5. Each row in this table
shows the performance of the corresponding sys-
tem. “Baseline” refers to our baseline hybrid
word segmentation and POS-tagging system.
“MaxSub-Test” refers to the method that just
uses the test set as unlabeled data. “MaxSub-U”
refers to the method that uses the large-scale un-
labeled data. We have focused on the segmenta-
tion performance of our systems.

The results show that, using the test data as an
additional source of information, “MaxSub-Test”
outperforms the baseline method by 0.14 points
in F-score. This indicates that our method of us-
ing maximized substrings can enhance the seg-
mentation performance even with a purely su-
pervised approach. The improvement increases
to 0.47 points in F-score for “MaxSub-U”, which
demonstrates the effectiveness of using large-
scale unlabeled data.

We have compared our approach with previ-
ous work in Table 6. Two methods from
(Kruengkrai et al., 2009a; 2009b) are referred to
as “Kruengkrai 09a” and “Kruengkrai 09b”, and
are taken directly from the report of (Wang et al.,
2011). “Wang 11” refers to the semi-supervised
system in (Wang et al., 2011). We have observed
that our system “MaxSub-U” achieves the best
segmentation among these systems. Also, alt-
hough the performance of our baseline is lower
than the systems “Kruengkrai 09a” and
“Kruengkrai 09b” because of differences in im-
plementation, the system ‘“MaxSub-Test” (which
has used no external resource) has achieved a
comparable result.

The results for the SIGHAN Bakeoff-2005 da-
taset are shown in Table 7. The first three rows
(“Tseng 05”, “Asahara 05” and “Chen 05”’) show
the results of systems that have reached the high-
est score on at least one corpus (Tseng et al.,
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Table 6. F-measure on CTB7 test set com-

pared with previous work. “™: semi-
supervised systems.
System AS | CityU | MSR | PKU
Tseng 05 94.7 94.3 96.4 | 95.0
Asahara 05 | 95.2 94.1 95.8 | 94.1
Chen 05 94.5 94.0 96.0 | 95.0
Best closed | 95.2 94.3 96.4 | 95.0
Zhang 07 95.1 95.1 97.2 | 95.1
Zhao 07 95.5 95.6 975 | 954
Baseline 95.07 | 94.53 | 96.25 | 95.13
MaxSub-S | 95.17 | 94.61 | 96.42 | 95.31
MaxSub-L* | 95.34 | 94.79 | 96.64 | 95.55

Table 7. F-measure on SIGHAN Bakeoff-2005 test
set compared with previous work. “: semi-
supervised systems.

2005; Asahara et al., 2005; Chen et al., 2005).
“Best closed” summarizes the best official results
on all four corpora. “Zhao 07” and “Zhang 06”
represent the supervised segmentation systems in
(Zhao and Kit, 2007; Zhang et al., 2006). “Base-
line”, “Maxsub-Test” and “MaxSub-U” refer to
the same systems as in Table 5. For the unlabeled
data, we have used the test sets of corresponding
corpora for “MaxSub-Test”, and the Chinese Gi-
gaword for “MaxSub-U”. Other parameters were
left unchanged. The results do not indicate that
our approach performs better than other systems.
However, this is largely because of our baseline
not being optimized for these corpora. Neverthe-
less, when compared with the baseline, our ap-
proach has yielded consistent improvements
across the four corpora, and on the PKU corpus
we have performed better than previous work.

4.3 Impacts of Semi-supervised Features and
Short-term Store

In Table 8, we have shown the effects of the dif-
ferent maximized substring feature types pro-
posed in this paper. We activated different com-
binations of feature types in turn and trained sep-
arate models. We also investigated the impact of
the short-term store by training models without
this feature. The rows of this table represent
models and corresponding F-measure, trained



System F
Baseline 95.26
+Basic&Freq 95.50
+All 95.60
+All+STS 95.73

Table 8. Influence of activated feature
types and short-term store on CTB7Y

test data.

System P R F

Baseline 91.88 92.02 91.95
MaxSub-Test 92.43 92.53 92.48

Table 9. Results on out-of-domain data.

and tested on CTB7 with different configurations.

The row “Baseline” is baseline system as in Ta-
ble 5. “+Basic&Freq” represents the system
“MaxSub-U” with only basic and frequency fea-
tures activated, and STS turned off. The row
“+All” represents a system activating all maxim-
ized substring features but still without STS. The
last row “+All+STS” is identical to the system
“Maxsub-U”. It is clear that lexicon-based fea-
tures are effective in discriminating unreliable
maximized substring from reliable ones, and the
short-term store improves the segmentation per-
formance by filtering out noises during the re-
trieval of maximized substrings. The combina-
tion of these two techniques yields an improve-
ment of 0.23 point in F-measure, and thus are
essential when using maximized substrings.

4.4 Experimental Results on Out-of-domain
Data

To demonstrate the effectiveness of our method
on out-of-domain text, we have conducted an
experiment on a test set that was drawn from a
corpus of scientific articles. This test set contains
510 sentences that have been manually segment-
ed by a native Chinese speaker. We used the test
set as the unlabeled data.

As the results show (Table 9), the system
“MaxSub-Test” exceeded the baseline method by
0.53 in F-score, which is a significant improve-
ment. Considering that the amount of unlabeled
data is relatively small, it is likely that acquiring
large-scale unlabeled data in the same domain
will further benefit the accuracy.

5. Related Work

The authors of (Feng et al., 2004) proposed ac-
cessor variety (AV), a criterion measuring the
likelihood of a substring being a word by count-
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ing distinct surrounding characters. In (Jin and
Tanaka-Ishii, 2006) the researchers proposed
branching entropy, a similar criterion based on
the assumption that the uncertainty of surround-
ing characters of a substring peaks at the word
boundaries. The authors of (Zhao and Kit, 2007)
incorporated accessor variety and another type of
criteria, called co-occurrence sub-sequence, with
a supervised segmentation system and conducted
comprehensive experiments to investigate their
impacts. Although the idea behind co-occurrence
sub-sequence is similar with maximized sub-
strings, there are several restrictions: it requires
post-processing to remove overlapping instances;
sub-sequences are retrievable only from different
sentences; and the retrieval is performed only on
training and testing data. In (Sun and Xu, 2011),
the authors proposed a semi-supervised segmen-
tation system enhanced with multiple statistical
criteria. Large-scale unlabeled data were used in
their experiments.

Li and Sun presented a model to learn features
of word delimiters from punctuation marks in (Li
and Sun, 2009). Wang et al. proposed a semi-
supervised word segmentation method that took
advantages from auto-analyzed data (Wang et al.,
2011).

Nakagawa showed the advantage of the hybrid
model combining both character-level infor-
mation and word-level information in Chinese
and Japanese word segmentation (Nakagawa,
2004). In (Nakagawa and Uchimoto, 2007) and
(Kruengkrai et al., 2009a; 2009b) the researchers
presented word-character hybrid models for joint
word segmentation and POS tagging, and
achieved the state-of-the-art accuracy on Chinese
and Japanese datasets.

6. Conclusion

We propose a simple yet effective approach for
extracting maximized substrings from unlabeled
data. These are a particular type of substrings
that provide good estimations of unknown word
boundaries. The retrieved maximized substrings
are incorporated with a supervised segmentation
system through discriminative learning. We have
demonstrated the effectiveness of our approach
through experiments in both in-domain and out-
of-domain data and have achieved significant
improvements over the baseline systems across
all datasets®.

%p < 0.05 in McNemar’s test.
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Abstract

This paper is concerned with capturing
long-distance dependencies in sequence
models. We propose a two-step strat-
egy. First, the stacked learning technique
is applied to integrate sequence models
that are good at exploring local informa-
tion and other high complexity models that
are good at capturing long-distance de-
pendencies. Second, the structure com-
pilation technique is employed to trans-
fer the predictive power of hybrid models
to sequence models via large-scale unla-
beled data. To investigate the feasibility
of our idea, we study Chinese POS tag-
ging. Experiments on the Chinese Tree-
bank data demonstrate the effectiveness of
our methods. The re-compiled models not
only achieve high accuracy with respect to
per token classification, but also serve as a
front-end to a parser well.

1 Introduction

Sequential classification models provide very im-
portant solutions to pattern recognition tasks that
involve the automatic assignment of a categorical
label to each token of a sequence of observed val-
ues. A common example is part-of-speech (POS)
tagging, which seeks to assign a grammatical cat-
egory to each word in an input sentence. Standard
machine learning algorithms to sequential tagging,
e.g. linear-chain conditional random fields and
max-margin Markov network, directly exploit lo-
cal dependencies and perform quite well for a
large number of sequence labeling tasks. In these
models, usually, the relationships between two (or
three) successive labels are parameterized and en-
coded as a single feature, and Viterbi style dy-
namic programming algorithms are applied to in-
ference over a lattice. Although sequence models

180

perform well for many applications, they are inad-
equate for tasks where many long-distance depen-
dencies are involved.

Sequential classification models play an impor-
tant role in natural language processing (NLP).
Several fundamental NLP tasks, including named
entity recognition, POS tagging, text chunking,
supertagging, etc., employ sequential classifiers
for lexical and syntactic disambiguation. In ad-
dition to learning linear chain structures, sequence
models can even be applied to acquire hierarchical
syntactic structures (Tsuruoka et al., 2009). How-
ever, long-distance dependencies widely exist in
linguistic structures, and many NLP systems suf-
fer from the incapability of capturing these depen-
dencies. For example, previous work has shown
that sequence models alone cannot deal with syn-
tactic ambiguities well (Clark and Curran, 2004;
Tsuruoka et al., 2009). On the contrary, state-
of-the-art systems usually utilize high complexity
models, such as lexicalized PCFG models for syn-
tactic parsing, to achieve high accuracy. Unfortu-
nately, they are not suitable for many real world
applications due to the sacrifice of efficiency.

In this paper, we are concerned with capturing
long-distance dependencies in sequence models.
Our goal is to develop efficient models with lin-
ear time complexity that are also capable to cap-
ture non-local dependencies. Two techniques are
studied to achieve this goal. First, stacked learn-
ing (Breiman, 1996) is employed to integrate se-
quence models that are good at exploring local in-
formation and other high complexity models that
are good at capturing non-local dependencies. By
combining complementary strengths of heteroge-
neous models, hybrid systems can obtain more
accurate results. Second, structure compilation
(Liang et al., 2008) is employed to transfer the pre-
dictive power of hybrid models to sequence mod-
els via large-scale unlabeled data. In particular,
hybrid systems are utilized to create large-scale

International Joint Conference on Natural Language Processing, pages 180—188,
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pseudo training data for cheap sequence models.
A discriminative model can be improved by in-
corporating more features, while a generative la-
tent variable model can be improved by increasing
the number of latent variables. By using stacking
and structure compilation techniques, a sequence
model can be enhanced to better capture long-
distance dependencies and to achieve more accu-
rate results.

To demonstrate the feasibility to capture long-
distance dependencies in a sequence model, we
present our work on Chinese POS tagging. The
Chinese language has a number of characteristics
that make Chinese POS tagging particularly chal-
lenging. While simple sequential classifiers can
easily achieve tagging accuracies of above 97%
on English, Chinese POS tagging has proven to
be more challenging and has obtained accuracies
of about 93-94% (Huang et al., 2009; Sun and
Uszkoreit, 2012) when applying sequence mod-
els. Recent work shows that higher accuracy (c.a.
95%) can be achieved by applying advanced learn-
ing techniques to capture deep lexical relations
(Sun and Uszkoreit, 2012). Especially, syntag-
matic lexical relations have been shown playing an
essential role in Chinese POS tagging. To capture
such relations, an accurate POS tagging model
should know more information about long range
dependencies. Previous work has used syntactic
parsers in either constituency or dependency for-
malisms to exploit such useful information (Sun
and Uszkoreit, 2012; Hatori et al., 2011). How-
ever, it is inapproporiate to employ computation-
ally expensive parsers to improve POS tagging for
many realistic NLP applications, mainly due to ef-
ficiency considerations.

In this paper, we study several hybrid systems
that are built upon various complementary tagging
systems. We investigate stacked learning to build
more accurate solutions by integrating heteroge-
neous models. Experiments on the Chinese Tree-
bank (CTB) data show that stacking is very effec-
tive to build high-accuracy tagging systems. Al-
though predictive powers of hybrid systems are
significantly better than individual systems, they
are not suitable for large-scale real word applica-
tions that have stringent time requirements. To im-
prove POS tagging efficiency without loss of ac-
curacy, we explore unlabeled data to transfer the
predictive power of complex, inefficient models to
simple, efficient models. Experiments show that
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unlabeled data is effective to re-compile simple
models, including latent variable hidden Markov
models, local and global linear classifiers. On one
hand, the precison in terms of word classification
is improved to 95.33%, which reachs the state-of-
the-art. On the other hand, re-compiled models
are adapted based on parsing results, and as a re-
sult the ability to capture syntagmatic lexical re-
lations is improved as well. Different from the
purely supervised sequence models, re-compiled
models also serve as a front-end to a parser well.

2 Background

The Chinese language has a number of character-
istics that make Chinese POS tagging particularly
challenging. For example, Chinese is character-
ized by the lack of formal devices such as morpho-
logical tense and number that often provide impor-
tant clues for syntactic processing. Chinese POS
tagging has proven to be very difficult and has ob-
tained accuracies of about 93-94% (Huang et al.,
2009; Li et al., 2011; Hatori et al., 2011; Sun and
Uszkoreit, 2012). On the other hand, Chinese POS
information is very important for advanced NLP
tasks, e.g. supertagging, full parsing and seman-
tic role labeling. Previous work has repeatedly
demonstrated the significant performance gap of
NLP systems while using gold standard and au-
tomatically predicted POS tags (Zhang and Clark,
2009; Li et al., 2011; Tse and Curran, 2012). In
this section, we give a brief introduction and a
comparative analysis to several models that are re-
cently designed to resolve the Chinese POS tag-
ging problem.

2.1 Various Chinese POS Tagging Models

Local linear model (LLM) A very simple ap-
proach to POS tagging is to formulate it as a local
word classification problem. Various features can
be drawn upon information sources such as word
forms and characters that constitute words. Pre-
vious studies on many languages have shown that
local classification is inadequate to capture struc-
tural information of output labels, and thus does
not perform as well as structured models.

Linear-chain global linear model (LGLM)
Sequence labeling models can capture output
structures by exploiting local dependencies among
words. A global linear model is flexible to in-



clude linguistic knowledge from multiple informa-
tion sources, and thus suitable to recognize more
new words. A majority of state-of-the-art English
POS taggers are based on LGLMs, e.g. struc-
tured perceptron (Collins, 2002) and conditional
random fields (Lafferty et al., 2001). Such mod-
els are also very popular for building Chinese POS
taggers (Sun and Uszkoreit, 2012).

Hidden Markov model with latent variables
(HMMLA) Generative models with latent an-
notations (LA) obtain state-of-the-art performance
for a number of NLP tasks. For example,
both PCFG and TSG with refined latent vari-
ables achieve excellent results for syntactic pars-
ing (Matsuzaki et al., 2005; Shindo et al., 2012).
For Chinese POS tagging, Huang, Eidelman and
Harper (2009) described and evaluated a bi-gram
HMM tagger that utilizes latent annotations. The
use of latent annotations substantially improves
the performance of a simple generative bigram
tagger, outperforming a trigram HMM tagger with
sophisticated smoothing.

PCFG Parsing with latent variables (PCFGLA)
POS tags can be taken as preterminals of a con-
stituency parse tree, so a constituency parser can
also provide POS information. The majority of
the state-of-the-art constituent parsers are based
on generative PCFG learning, with lexicalized
(Collins, 2003; Charniak, 2000) or latent annota-
tion (Matsuzaki et al., 2005; Petrov et al., 2006)
refinements. Compared to complex lexicalized
parsers, the PCFGLA parsers leverage on an au-
tomatic procedure to learn refined grammars and
are more robust to parse many non-English lan-
guages that are not well studied. For Chinese, a
PCFGLA parser achieves the state-of-the-art per-
formance and outperforms many other types of
parsers (Zhang and Clark, 2009).

2.1.1 Joint POS Tagging and Dependency
Parsing (DEP)

(Hatori et al., 2011) proposes an incremental pro-
cessing model for the task of joint POS tagging
and dependency parsing, which is built upon a
shift-reduce parsing framework with dynamic pro-
gramming. Given a segmented sentence, a joint
model simultaneously considers possible POS tags
and dependency relations. In this way, the learner
can better predict POS tags by using bi-lexical de-
pendency information. Their experiments show
that the joint approach achieved substantial im-
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provements over the pipeline systems in both POS
tagging and dependency parsing tasks.

2.2 Comparison

We can distinguish the five representative tagging
models from two views (see Table 2). From a lin-
guistic view, we can distinguish syntax-free and
syntax-based models. In a syntex-based model,
POS tagging is integrated into parsing, and thus
(to some extent) is capable of capturing long range
syntactic information. From a machine learning
view, we can distinguish generative and discrim-
inative models. Compared to generative models,
discriminative models define expressive features
to classify words. Note that the two generative
models employ latent variables to refine the out-
put spaces, which significantly boost the accuracy
and increase the robustness of simple generative
models.

Generative | Discriminative
Syntax-free HMMLA | LLM, LGLM
Syntax-based | PCFGLA DEP

Table 2: Two views of different tagging models.

2.3 Evaluation

2.3.1 Experimental Setting

Penn Chinese Treebank (CTB) (Xue et al., 2005)
is a popular data set to evaluate a number of
Chinese NLP tasks, including word segmenta-
tion, POS tagging, syntactic parsing in both con-
stituency and dependency formalisms. In this pa-
per, we use CTB 6.0 as the labeled training data for
the study. In order to obtain a representative split
of data sets, we conduct experiments following the
setting of the CoNLL 2009 shared task (Haji¢ et
al., 2009), which is also used by (Sun and Uszkor-
eit, 2012). The setting is provided by the principal
organizer of the CTB project, and has considered
many annotation details. This setting is very ro-
bust for evaluating Chinese language processing
algorithms.

We present an empirical study of the five typ-
ical approaches introduced above. In our exper-
iments, to build local and global word classifiers
(i.e. LLMs and LGLMs), we implement the fea-
ture set used in (Sun and Uszkoreit, 2012). De-
note a word w in focus with a fixed window
w_ow_jww41wya. The features include:

e Word unigrams: w_g, w_1, W, W41, W42;



Devel. | LLM LGLM(SP) LGLM(PA) | HMMLA | PCFGLA | DEP
Overall | 93.96% | 94.30%/94.49% | 94.24%/94.33% | 94.16% | 93.69% | 94.58%
NR 95.07 94.47/94.85 94.41/94.56 94.22 89.84 | 93.55
NT 97.61 97.22/97.75 97.66/97.59 97.18 96.70 | 96.84
NN 94.89 94.67/94.79 94.72/94.71 94.30 93.56 | 94.55
DEC 78.61 81.98/82.36 80.68/81.76 80.60 85.78 86.73
DEG 82.44 85.58/86.72 85.37/85.00 85.19 88.94 89.45
UNK -- 80.0%/81.1% - 78.2% -- -

Table 1: Tagging accuracies of different supervised models on the development data.

e Word bigrams: w_9 w_1, w—_1_w, W W41,
W41-W42;

o Character n-gram prefixes and suffixes for n
up to 3.

To train LLMs, we use the open source linear clas-
sifier — LIBLINEAR!. To train LGLMs, we choose
structured perceptron (SP) (Collins, 2002) and
passive aggressive (PA) (Crammer et al., 2006)
learning algorithms. For the LAHMM and DEP
models, we use the systems discribed in (Huang
et al., 2009; Hatori et al., 2011); for the PCFGLA

models, we use the Berkeley parser.

2.3.2 Results

Table 1 summarizes the performance in terms
of per word classification of different supervised
models on the development data. We present the
results of both first order (on the left) and second
order (on the right) LGLMs. We can see that the
perceptron algorithm performs a little better than
the PA algorithm for Chinese POS tagging. There
is only a slight gap between the local classification
model and various structured models. This is very
different from English POS tagging. Although the
local classifier achieves comparable results when
respectively applied to English and Chinese, there
is much more significant gap between the corre-
sponding structured models. Similarly, the gap be-
tween the first and second order LGLMs is very
modest too.

From the linguistic view, we mainly consider
the disambiguiation ability of local and non-local
dependencies. Table 1 presents accuracy results
of several POS types, including nouns and func-
tional words. The POS types NR, NT and NN re-
spectively represent proper nouns, temporal nouns
and other common nouns. We can clearly see that
models which only explore local dependencies are

lwww.csie.ntu.edu.tw/~cjlin/liblinear/
2code.google.com/p/berkeleyparser/

good enough to deal with nouns. Surprisingly, the
local classifier that does not directly define fea-
tures of possible POS tags of other surrounding
words performs even better than structured mod-
els for proper nouns and other common nouns.

The tag DEC denotes a complementizer or a
nominalizer, while the tag DEG denotes a genitive
marker and an associative marker. These two types
only include two words: “HJ” and “Z . The lat-
ter one is mainly used in ancient Chinese. 5.19%
of words appearing in the training data set is
DEC/DEG. The pattern of the DEC recognition is
clause/verb phrase+DEC+noun phrase, and The
pattern of the DEG recognition is nominal modi-
fier+ DEC+noun phrase. To distinguish the sen-
tential/verbal and nominal modification phrases,
the DEC and DEG words usually need long range
syntactic information for accurate disambiguation.
We claim that the prediction performance of the
two specific types is a good clue of how well a tag-
ging model resolves long distance dependencies.
We can see that the two syntactic parsers signifi-
cantly outperform local models on the prediction
of these types of words.

The weak ability for non-local disambiguation
also imposes restrictions on using a sequence POS
tagging model as front module for parsing. To
evaluate the impact, we employ the PCFGLA
parser to parse a sentence based on the POS tags
provided by sequence models. Table 4 shows the
parsing performance. Note that the overall tag-
ging performance of the Berkeley parser is sig-
nificantly worse than sequence models. However,
better POS tagging does not lead to better pars-
ing. The experiments suggest that sequence mod-
els propagate too many errors to the parser. Our
linguistic analysis can also well explain the poor
performance of Chinese CCG parsing when apply-
ing the C&C parser (Tse and Curran, 2012). We
think the failure is mainly due to overplaying se-
quence models in both POS tagging and supertag-
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LLM First order LGLM | Second order LGLM
SP PA SP PA
Baseline 93.96% | 94.30% 94.24% | 94.49%  94.33%
+Word clustering 94.75% | 94.90% 94.80% | 95.05%  94.96%
+Word clustering+tHMMLA | 95.12% | 95.19% 95.18% | 95.14%  95.22%
+Word clustering+PCFGLA 95.42% | 95.50% 95.40% | 95.56%  95.44%
+Word clustering+DEP 95.28% | 95.22% 95.26% | 95.29%  95.25%
+ALL 95.56% | 95.61% 95.60% | 95.53%  95.53%

Table 3: Tagging accuracies of different stacking models on the development data.

ging.

Devel. LP LR F1
Berkeley 80.44 80.31 81.36
lor LGLM 80.38 79.48 79.93]
2or LGLM 80.98 79.93 80.45]
HMMLA 80.65 79.62 80.13]
lor LGLM(HMMLA) | 81.55 80.80 81.17]
lor LGLM(PCFGLA) | 82.84 81.75 82.297
lor LGLM(DEP) 82.69 81.68 82.187

Table 4: Parsing accuracies on the development
data. Ior and 2or respectively denote first order
and second order. LGLM(X) denotes a stacking
model with X as the level-O processing. All stack-
ing models incorporate word clusters to improve
the tagging accuracy.

To distinguish the predictive abilities of genera-
tive and discriminative models, we report the pre-
cison of the prediction of unknown words (UNK).
Discriminative learning can define arbitrary (even
overlapping) features which play a central role in
tagging English unknown words. The difference
between generative and discriminative learning in
Chinese POS tagging is not that much, mainly
because most Chinese words are compactly com-
posed by a very few Chinese characters that are
usually morphemes. This language-specific prop-
erty makes it relatively easy to smooth parameters
of a generative model.

3 Improving Tagging Accuracy via
Stacking

In this section, we study a simple way of inte-
grating multiple heterogeneous models in order to
exploit their complementary strength and thereby
improve tagging accuracy beyond what is possi-
ble by either model in isolation. The method in-
tegrates the heterogeneous models by allowing the
outputs of the HMMLA, PCFGLA and DEP to de-

fine features for the LLM/LGLM.

3.1 Stacked Learning

Stacked generalization is a meta-learning algo-
rithm that has been first proposed in (Wolpert,
1992) and (Breiman, 1996). Stacked learning has
been applied as a system ensemble method in sev-
eral NLP tasks, such as joint word segmentation
and POS tagging (Sun, 2011), and dependency
parsing (Nivre and McDonald, 2008). The idea
is to include two “levels” of predictors. The first
level includes one or more predictors g1, ..., gx :
R? — R; each receives input x € R¢ and out-
puts a prediction g (x). The second level consists
of a single function h : R“X — R that takes
as input (x, g1(x), ..., gk (x)) and outputs a final
prediction § = h(x,g1(X),...,gx(x)). The pre-
dictor, then, combines an ensemble (the g’s) with
a meta-predictor (h).

3.2 Applying Stacking to POS Tagging

We use the LLMs or LGLMs (as h) for the level-1
processing, and other models (as gi) for the level-
0 processing. The characteristic of discrimina-
tive learning makes LLMs/LGLMs very easy to
integrate the outputs of other models as new fea-
tures. We are relying on the ability of discrim-
inative learning to explore informative features,
which play a central role in boosting the tagging
accuracy. For output labels produced by each aux-
iliary model, five new label uni/bi-gram features
are added: w_1, w, wyy, w_1 w, w_wyy. This
choice is tuned on the development data.

Word clusters that are automatically acquired
from large-scale unlabeled data have been shown
to be very effective to bridge the gap between high
and low frequency words, and therefore signifi-
cantly improve tagging, as well as other syntactic
processing tasks. Our stacking models are all built
on word clustering enhanced discriminative linear
models. Five word cluster uni/bi-gram features are
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added: w_1, w, w41, w_1-w, w_w41. The clus-
ters are acquired based on the Chinese giga-word
data with the MKCLS tool. The number of total
clusters is set to 500, which is tuned by (Sun and
Uszkoreit, 2012).

3.3 Evaluation

Table 3 summarizes the tagging accuracy of dif-
ferent stacking models. From this table, we can
clearly see that the new features derived from the
outputs of other models lead to substantial im-
provements over the baseline LLM/LGLM. The
output structures provided by the PCFGLA model
are most effective in improving the LLM/LGLM
baseline systems. Among different stacking mod-
els, the syntax-free hybrid one (i.e., stacking
LLM/LGLM with HMMLA) does not need any
treebank to train their systems. For the situa-
tions that parsers are not available, this is a good
solution. Moreover, the decoding algorithms for
linear-chain Markov models are very fast. There-
fore the syntax-free hybrid system is more appeal-
ing for many NLP applications.

Table 5 is the F1 scores of the DEC/DEG pre-
diction which are obtained by different stacking
models. Compared to Table 1, we can see that the
hybrid sequence model is still not good at handling
long-distance ambiguities. As a result, it harms
the parsing performance (see Table 4), though it
achieves higher overall precison.

Devel. DEC DEG
lor LGLM(HMMLA) | 82.93 86.64
lor LGLM(PCFGLA) | 88.11 91.12
lor LGLM(DEP) 87.46 89.86

Table 5: F1 score of the DEC/DEG prediction
of different stacking models on the development
data.

3.4 Related Work

(Sun and Uszkoreit, 2012) introduced a Bagging
model to effectively combine the outputs of in-
dividual systems. In the training phase, given a
training set D of size n, the Bagging model gener-
ates m new training sets D;’s by sampling exam-
ples from D. Each D; is separately used to train
k individual models. In the tagging phase, the km
models outputs km tagging results, each word is
assigned one POS label. The final tagging is the
voting result of these km labels. Although this
model is effective, it is too expensive in the sense
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that it uses parser multiple times. We also imple-
ment their method and compare the results with
our stacking model. We find the accuracy perfor-
mance produced by the two different methods are
comparable.

(Rush et al., 2010) introduced dual decomposi-
tion as a framework for deriving inference algo-
rithms for serious combinatorial problems in NLP.
They successfully applied dual decomposition to
the combination of a lexicalized parsing model
and a trigram POS tagger. Despite the effective-
ness, their method iteratively parses a sentence
many times to achieve convergence, and thus is
not as efficient as stacking.

4 Improving Tagging Efficiency through
Unlabeled Data

4.1 TheIdea

Hybrid structured models often achieve excellent
performance but can be slow at test time. In our
problem, it is obviously too inefficient to improve
POS tagging by parsing a sentence first. In this
section, we explore unlabeled data to transfer the
predictive power of hybrid models to sequence
models. The main idea behind this is to use a
fast model to approximate the function learned by
a slower, larger, but better performing ensemble
model. Unlike the true function that is unknown,
the function learned by a high performing model is
available and can be used to label large amounts of
pseudo data. A fast and expressive model trained
on large scale pseudo data will not overfit and will
approximate the function learned by the high per-
forming model well. This allows a slow, complex
model such as massive ensemble to be compressed
into a fast sequence model such as a first order
LGLM with very little loss in performance.

This idea to use unlabeled data to transfer the
predictive power of one model to another has been
investigated in many areas, for example, from high
accuracy neural networks to more interpretable de-
cision trees (Craven, 1996), from high accuracy
ensembles to faster and more compact neural net-
works (Bucila et al., 2006), or from structured
prediction models to local classification models
(Liang et al., 2008),

4.2 Reducing Hybrid Models to Sequence
Models

For English POS tagging, Liang, Daumé and
Klein (2008) have done some experiments to



Size of data | HMMLA  LLM LGLM LLM LGLM Voting

win size=3 win size=4 DEC/DEG
+100k 94.72%  95.05% 95.07% 95.04% 95.10% | 95.36% --
+200k 94.77%  95.06% 95.18% 95.20% 95.23% | 95.43% --
+500k 9497%  95.11% 9521% 95.15% 95.23% | 95.43% --
+1000k 95.09% 95.19% 95.23% 95.22% 95.31% | 95.49% 85.75/89.01

Table 6: Tagging accuracies of different re-compiled models on the development data.

transfer the power of a chain conditional ran-
dom field to a logistic regression model. Simi-
larly, we do some experiments to explore the fea-
sibility of reducing hybrid tagging models to a
HMMLA, LLM or LGLM, for Chinese POS tag-
ging. The large-scale unlabeled data we use in our
experiments comes from the Chinese Gigaword
(LDC2005T14), which is a comprehensive archive
of newswire text data that has been acquired over
several years by the Linguistic Data Consortium
(LDC). We choose the Mandarin news text, i.e.
Xinhua newswire. We tag giga-word sentences
by applying the stacked first order LGLMs with
all other models. In other words, the HMMLA,
PCFGLA and DEP systems are applied to tag un-
labeled data features and their outputs are utilized
to define features for first-order and second-order
LGLMs which produce pseudo training data. Both
original gold standard training data and pseudo
training data are used to re-train a HMMLA, a
LLM/LGLM with extended features.

The key for the success of hybrid tagging mod-
els is the existence of a large diversity among
learners. Zhou (2009) argued that when there are
lots of labeled training examples, unlabeled in-
stances are still helpful for hybrid models since
they can help to increase the diversity among the
base learners. The author also briefly introduced
a preliminary theoretical study. In this paper, we
also combine the re-trained models to see if we
can benefit more. We utilize voting as the strategy
for final combination. In the tagging phase, the re-
trained LLM, LGLM and HMMLA systems out-
puts 3 tagging results, each word is assigned one
POS label. The final tagging is the voting result of
these 3 labels.

4.3 Experiments

4.3.1 Reducing Hybrid Models to HMMLA

With the increase of (pseudo) training data, a
HMMLA may learn better latent variables to sub-
categorize POS tags, which could significantly im-
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prove a purely supervised HMMLA. In our experi-
ments, all HMMLA models are trained with 8 iter-
ations of split, merge, smooth. The second column
of Table 6 shows the performance of the re-trained
HMMLASs. The first column is the number of sen-
tences of pseudo sentences. The pseudo sentences
are selected from the begining of the Chinese giga-
word. We can clearly see that the idea to lever-
age unlabeled data to transfer the predictive ability
of the hybrid model works. Self-training can also
slightly improve a HMMLA (Huang et al., 2009).
Our auxiliary experiments show that self-training
is not as effective as our methods.

4.3.2 Reducing Hybrid Models to
LLM/LGLM

To increase the expressive power of a discrimi-
native classification model, we extend the feature
templates. This strategy is proposed by (Liang et
al., 2008). In our experiments, we increase the
window size of word uni/bi-gram features to ap-
proximate long distance dependencies. For win-
dow size 3, we will add w_3, w3, w_3w_o and
wows as new features; for size 4, we will add
W—y4, W_3, W3, W4, W_4W_3, W_3W_2, WaW3 and
w3awy; Column 3 to 6 of Table 6 show the perfor-
mance of the re-compiled LLMs/LGLMs. Sim-
ilar to the generative model, the discriminative
LLM/LGLM can be improved too.

4.3.3 Voting

The last two columns of Table 6 are the final vot-
ing results of the HMMLA, LLM and LGLM. The
window size of word uni/bi-gram features for the
LLM and LGLM is set to 4. Obviously, the re-
trained models are still diverse and complemen-
tary, so the voting can further improve the se-
quence models. The result of the best hybrid
sequence model is very close to the best stack-
ing models. Furthermore, the F1 scores of the
DEC/DEG prediction are 85.75 and 89.01, which
are very close to parsers too.



4.3.4 Improving Parsing

Purely supervised sequence models are not good
at predicting function words, and accordingly are
not good enough to be used as front modules to
parsers. The re-compiled models can mimic some
behaviors of parsers, and therefore are suitable for
parsing. Our evaluation shows that the signifi-
cant improvement of the POS tagging stop harm-
ing syntactic parsing. Results in Table 7 indicate
that the parsing accuracy of the Berkeley parser
can be simply improved by inputting the Berke-
ley parser with the re-trained sequential tagging
results. Additionally, the success to separate tag-
ging and parsing can improve the whole syntactic
processing efficiency.

Devel. LP LR F1

HMMLA | 82.18 81.16 81.667
LLM 81.86 80.93 8&1.407
LGLM 82.07 81.21 81.647
Voting 82.34 81.42 81.887

Table 7: Accuracies of parsing based on re-
compiled tagging.

4.3.5 Final results

Table 8 shows the performance of different sys-
tems evaluated on the test data. Our final se-
quence model achieve the state-of-the-art perfor-
mance, which is once obtained by combining mul-
tiple parsers as well as sequence models.

Systems ‘ Acc.
(Sun and Uszkoreit, 2012) | 95.34%
Our system 95.33%

Table 8: Tagging accuracies on the test data.

5 Conclusion

In this paper, we study two techniques to build
accurate and fast sequence models for Chinese
POS tagging. In particular, our goal is to capture
long-distance dependencies in sequence models.
To improve tagging accuracy, we study stacking
to integrate multiple models with heterogeneous
views. To improve tagging efficiency at test time,
we explore unlabeled data to transfer the predic-
tive power of hybrid models to simple sequence
or even local classification models. Hybrid sys-
tems are utilized to create large-scale pseudo train-
ing data for cheap models. By applying complex
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machine learning techniques, we are able to build
good sequential POS taggers. Another advantage
of our system is that it serves as a front-end to a
parser very well. Our study suggests that compli-
cated structured models can be well simulated by
simple sequence models through unlabeled data.
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Exploring Semantic Information in Hindi WordNet for Hindi Dependency
Parsing

Sambhav Jain
Riyaz Ahmad Bhat

Abstract

In this paper, we present our efforts to-
wards incorporating external knowledge
from Hindi WordNet to aid dependency
parsing. We conduct parsing experiments
on Hindi, an Indo-Aryan language, utiliz-
ing the information from concept ontolo-
gies available in Hindi WordNet to com-
plement the morpho-syntactic information
already available. The work is driven by
the insight that concept ontologies cap-
ture a specific real world aspect of lexical
items, which is quite distinct and unlikely
to be deduced from morpho-syntactic in-
formation such as morph, POS-tag and
chunk. This complementing information
is encoded as an additional feature for
data driven parsing and experiments are
conducted. We perform experiments over
datasets of different sizes. We achieve an
improvement of 1.1% (LAS) when train-
ing on 1,000 sentences and 0.2% (LAS)
on 13,371 sentences over the baseline. The
improvements are statistically significant
at p<0.01. The higher improvements on
1,000 sentences suggest that the semantic
information could address the data spar-
sity problem.

1 Introduction

Last decade has witnessed several efforts towards
developing robust data driven dependency pars-
ing techniques (Kiibler et al., 2009). The ef-
forts, in turn, initiated a parallel drive for building
dependency annotated treebanks (Tsarfaty et al.,
2013), which serve as a data source for training
data driven dependency parsers. The annotations
are often multi-layered and furnish information on
part of speech category of word forms, their mor-
phological features, related word groups and the

Naman Jain

Aniruddha Tammewar

Dipti Misra Sharma
Language Technologies Research Centre
IIIT Hyderabad
{sambhav.jain, riyaz.bhat}@research.iiit.ac.in, dipti@Qiiit.ac.in
{naman.jain, uttam.tammewar}@students.iiit.ac.in

189

syntactic relations. The availability of such rich
resources have considerably improved the parsing
performance of syntactic parsers (Collins et al.,
1999). However, the error analysis studies carried
out on these parsers later revealed that certain syn-
tactic relations are difficult to deduce and disam-
biguate with the syntactic information available in
the annotated treebanks.

The need for richer information invoked sev-
eral efforts in the direction of annotating higher
order linguistic information in treebanks. It was
felt that semantics can be leveraged for syntactic
disambiguation and thus semantic annotation was
performed in syntactic treebanks to complement
the morpho-syntactic annotations (Kingsbury et
al., 2002; Montemagni et al., 2003). Fujita et
al. (2007) and MacKinlay et al. (2012) illustrated
that semantic annotation delivers a significant im-
provement in parsing, confirming the hypothesis
that semantics can assist syntactic analysis.

Among Indian languages, notable efforts on us-
ing semantic information in dependency parsing
are on Hindi. Bharati et al. (2008) illustrated that
mere animacy (human, non-human and inanimate)
of a nominal significantly improves the accuracy
of the parser. Later studies on extending such
information with finer semantic distinctions like
time, place, abstract reconfirmed the substantial
role of semantics in syntactic parsing (Ambati et
al., 2009). These studies are carried out on a data-
set with hand annotated semantics. Although these
studies provide deep insights on the role of seman-
tics in parsing, they are limited in application as
such information can not be automatically gener-
ated while parsing new sentences.

In this work, we make an effort to supply the
aforementioned semantic information by employ-
ing concept hierarchy available in Hindi WordNet
(henceforth HWN).

International Joint Conference on Natural Language Processing, pages 189—197,
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2 Related Work

Attempts have been made to utilize hand anno-
tated semantic information for constituency pars-
ing (Fujita et al., 2007; MacKinlay et al., 2012) as
well as dependency parsing (@vrelid and Nivre,
2007; Bharati et al., 2008; Ambati et al., 2009).
However, acquiring such information for new sen-
tences remains a challenge. This leads us to
the exploration of lexical databases and ontolo-
gies for accessing semantic information useful for
parsing. Xiong et al. (2005) used two lexical
resources HowNet!'(Dong and Dong, 2000) and
TongYiCi CiLin (Mei and Gao, 1996) for parsing
Penn Chinese Treebank (Xue et al., 2002). Agirre
et al. (2008) demonstrated that semantic classes
obtained from English WordNet (Miller, 1995)
help to obtain significant improvements in both PP
attachment and PCFG parsing. Similarly, for de-
pendency parsing, Agirre et al. (2011) utilized the
English WordNet semantic classes and improved
parsing accuracies.

3 Background and Challenges

Hindi is an Indo-Aryan language with richer mor-
phology as compared to English. It exerts a rel-
atively free word order with SOV being the de-
fault configuration. Due to the flexible word or-
der, dependency representations are preferred over
constituency for its syntactic analysis (Bharati and
Sangal, 1993). The dependency representations
do not constrain the order of words in a sentence
and thus are better suited for flexible ordering of
words. The dependency grammar formalism, used
for Hindi is Computational Paninian Framework
(CPG) (Begum et al., 2008; Bharati et al., 2009).
The dependency relations in CPG formalism are
closer to semantics and hence they are also de-
noted as syntactico-semantic relations.

The most important feature explored for depen-
dency parsing is ‘case clitics’ that largely gov-
erns the relations nominals bear with their heads.
Several efforts in past, on parsing Hindi, have
greatly benefited by utilizing these clitics as a fea-
ture (Ambati et al., 2010a; Ambati et al., 2010b).
However, case markers and case roles do not have
a one-to-one mapping, each case marker is dis-
tributed over a number of case roles. Among
the six case markers only Ergative case marker
is unambiguous (Mohanan, 1994). Although case

'http://www.keenage.com
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markers are good indicators of the relation a nom-
inal bears in a sentence, their ambiguous nature
bar their ability in effectively identifying the role
of a nominal while parsing. Consider the exam-
ples from (la-e), the instrumental se is extremely
ambiguous. It can mark the instrumental adjuncts
as in (la), source expressions as in (1b), material
as in (1c¢), comitatives as in (1d), and causes as in

(1e).

(la) HETT  IErE T T |
Mohan-Erg key-Inst lock-Nom open
‘Mohan opened the lock with a key.’

fars  feerd gmE AT |
Geeta-Erg Delhi-Inst luggage-Nom procure

(Ib)

‘Geeta procured the luggage from Delhi.’
qfaweT =T E  Fgfa FATAT |

sculptor-Erg stone-Inst idol-Nom make

(I¢)

‘The sculptor made an idol out of stone.’

THEA wWEE q| g
Ram-Gen Shyaam-Inst talk-Nom happen

(1d) |

‘Ram spoke to Shyaam.’

T T FS FEA SEIES
rain-Inst many crops-Nom destroy
R |

happen-Perf

(le)

‘Many crops were destroyed due to the rain.’

Not all instances of a nominal in Hindi are case
marked, as shown in Table 1. In appropriate con-
texts, a nominal can also bear a nominative case
which is morphologically null (henceforth referred
as unmarked nominals). It is possible, in fact quite
frequent, to have more than one unmarked nomi-
nal within a single clause and due to the relative
free word order, the movement can result in differ-
ent surface configurations.

(2a) fafegr =mT JAETE |
bird-Nom grain-Nom peck-Prog
(2b) =TT fafear T wre

grain-Nom bird-Nom peck-Prog
‘A bird is pecking grain.’

Patient-Marked
741
966

Patient-Unmarked
1276
5373

Agent-Unmarked
Agent-Marked

Table 1: Co-occurrence of Marked and Unmarked
verb arguments in Hindi Dependency Treebank.
Source: training-set, shared task MTPIL 2012

A conventional parser has no cues for the disam-
biguation of instrumental case marker se in ex-
amples (la-e) and similarly, in example (2a-b), it



is hard for the parser to know whether ‘bird’ or
‘grain’ is the agent of the action ‘peck’. Apart
from lexical and structural ambiguity, there are
also data sparsity and out of vocabulary (OOV)
problems when parsing out-of-domain text. Tradi-
tionally, syntactic parsing has largely been limited
to the use of only a few lexical features. Features
like POS-tags are way too coarse to provide deep
information valuable for syntactic parsing. So in
order to assist the parser for better judgments, we
need to complement the morphology somehow.

4 Hindi WordNet and Concept
Ontologies

Hindi WordNet is a lexical database developed
on the lines of English Wordnet, under the Indo
WordNet project (Narayan et al., 2002). For
each lexical item, Hindi WordNet defines a synset
which enlists its synonyms. Further, each synset
is mapped to a concept ontology. The concept on-
tology is a hierarchical organization of concepts
like entities, actions etc. which defines the seman-
tic properties of lexical items of a given synset.
The ontology consists of around 200 different con-
cepts. The lexical item is the leaf node in this hi-
erarchical construct. As we move up the hierar-
chy, the specific semantic aspects of a given lexi-
cal item are unraveled. The hierarchy terminates,
immediately after capturing the syntactic category
of a word, at the TOP node. The TOP acts as
a root, holding the hierarchies of all the lexical
items listed in HWN. Figure 1 illustrates a typical
hierarchy in this ontology, where Ape is the most
explanatory node. As we move up, it becomes
more and more generic. Further, the relations be-
tween different synsets are captured based on the
following paradigms :

e Semantic (hypernymy, hyponymy, meronymy etc.)
e [exical (antonymy, synonymy etc.)

e Gradience (size, quality, manner etc.).

Noun

/

Animate
Fauna

Mammal

/

Ape

Figure 1: Sample Hierarchy of Concepts in Hindi
Wordnet
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Type Sentence Count Token Count Chunk*Count
Training 12,038 268,009 142,445
Development 1,233 26,416 13,945
Testing 1,828 39,775 21,165

Table 2: Statistics of Data Sets used for experi-
ments

5 Hindi Dependency Treebank

In this section, we give an overview of Hindi Tree-
bank (HTB ver-0.51) (Bhatt et al., 2009; Palmer
et al.,, 2009) a part of which was released for
Hindi Dependency Parsing shared task, MTPIL,
(Sharma et al., 2012). It is a multi-layered de-
pendency treebank with morphological, part-of-
speech and dependency annotations based on the
Computational Paninian Framework (henceforth
CPG). In the dependency annotation, relations are
mainly verb-centric. The relation that holds be-
tween a verb and its arguments is called a ‘karaka’
relation. Besides karaka relations, dependency re-
lations also exist between nouns (genitives), be-
tween nouns and their modifiers (adjectival mod-
ification, relativization), between verbs and their
modifiers (adverbial modification including subor-
dination). CPG provides an essentially syntactico-
semantic dependency annotation, incorporating
karaka (e.g., agent, theme, etc.), non-karaka (e.g.
possession, purpose) and other (part of) relations.
A complete tag-set of dependency relations based
on CPG can be found in (Bharati et al., 2009). The
ones starting with ‘k’ are largely Paninian karaka
relations, and are assigned to the arguments of a
verb. The data is released in two formats, SSF
(Bharati et al., 2007) and CoNLL-X? formats (de-
tails in Table 2). It has also been released in UTF-8
encoding and roman readable WX? notation. We
are using the CoNLL-X format and UTF-8 encod-

ing.

6 Incorporating Knowledge from
Concept Ontologies

In this section, we present our approach to incor-
porate semantic knowledge from HWN into the
parsing model. We transform the hierarchical in-
formation in the concept ontology listed in HWN,
into a string feature (henceforth WN feature) for

Zhttp://ilk.uvt.nl/conll/#dataformat

3http://sanskrit.inria.frt/DATA/wx.html

*A chunk is a set of adjacent words which are in depen-
dency relation with each other, and are connected to the rest
of the words by a single incoming arc.



all the tokens in our data. Given a lexical item,
we extract the information using its syntactic cate-
gory from the ontological hierarchy corresponding
to the most appropriate sense selected. In the fol-
lowing, we discuss in detail the selection and in-
corporation of this information with the challenges
posed.

6.1 Feature Extraction

In this section, we explore the extraction of fea-
tures from HWN corresponding to the lexical
items in our data. We also address the issues like
sense selection and coverage.

6.1.1 Sense Selection

Attributed to the phenomenon of lexical ambigu-
ity, a lexical item can have senses varying across
different contexts. Although HWN lists all the
possible senses of a lexical item, to choose the
contextually appropriate sense is a challenging
task. Here, we discuss our approach to select the
sense of a lexical item best suited in a given con-
text.

e Category Based Sense Selection: Con-
sider a word chaat, it can either mean ‘lick’
or ‘snacks’. The former corresponds to a verb
while the latter is a nominal as depicted in
Figure 2. The syntactic category of a lexi-
cal item provides an initial cue for the sense
selection. Among the varied senses, we filter
out the senses that do not fall into its syntactic
category.

Verb

/

Verb Of Action

Noun

/

Inanimate

Object Bodily Action

Artifact

Figure 2: Nominal and Verb Sense of chaat

o Intra — Category Sense Selection: As a
matter of fact, words are ambiguous not only
across different syntactic categories but also
within same category as depicted in Figure 3.
Once the senses of a lexical item are filtered
based on its syntactic category, within cate-
gory senses, if many, are investigated for the
best sense based on the following strategies:

m First Sense:  Among the varied
senses, we select the first sense listed
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in HWN corresponding to the POS-tag
of a given lexical item. The choice is
motivated by our observation that the
senses of a lexical item are ordered in
the descending order of their frequen-
cies of usage i.e., the first sense listed
in HWN is the predominant sense of a
given lexical item.

WS D: Although first sense captures the
predominant usage of a lexical item, it
is inappropriate for its other infrequent
usages. We, therefore, need to pick
the contextually appropriate sense of a
lexical item. To this end, we exercise
Extended Lesk, a classical word sense
disambiguation algorithm (Banerjee and
Pedersen, 2003).

Noun

/

Inanimate

Noun

/

Inanimate

Abstract Object

Action Artifact

Physical

Figure 3: Two senses for the nominal chaat

6.1.2 Numeric Expressions

As is obvious, no lexical resource can have an ex-
haustive coverage because of the evolving nature
of human language. In the context of HWN, the
problem further intensifies as it restricts the entry
to only words of open class syntactic categories.
Apart from that, it also has a limited coverage for
numeric expressions as these expressions belong
to an infinite set. Numerals can be used in wide
range of senses. Apart from their simple ordinal or
cardinal usages, they can also be used as nominals
in expressions like time and measurement. In their
adjectival sense, WN features can be extracted cor-
responding to the head word they modify e.g., the
temporal sense of an expression 10 saal can be
identified by the head word saal ‘year’. However,
to identify the temporal sense of a numeral, used
as nominal, like 2013 is challenging. We use a
numeric-expression recognizer, built in-house, to
identify measurement and temporal expressions.
The tool makes use of regular expressions and cue
words. Once identified, we assign them an ap-
propriate HWN ontological hierarchy which either
corresponds to time, measurement or number.



6.1.3 Complex Predicate as a Feature

Complex predicates (CPs, also known as com-
plex verbs) are highly frequent in South Asian
languages (Mohanan, 1997). They occur in the
form of nominal+verb combinations (called con-
junct verbs ) and verb+verb combinations (called
compound verbs). For example, in (5), QL
AT (refuge take) is a complex predicate com-
posed of a nominal “¥r¥9T” and a light verb ‘=T,
The constituents of a complex predicate are related
by a dependency relation pof in HDT. In Hindi
dependency parsing, the major chunk of parse er-
rors is attributed to the low learnability of complex
predicates (Husain and Agrawal, 2012). Begum et
al. (2011) addressed the identification of these ex-
pressions using some linguistic rules. Fortunately,
HWN has listed a finite set of these expressions in
its database (Chakrabarti et al., 2007). We first ex-
tract the multi word expressions listed in HWN if
the last word in the expression is a verb. Then from
the list only 2-word expressions are selected and
treated as complex predicates. Instead of adding
WN features to the nominal of a complex predi-
cate, we assign a separate C'P tag to it. The se-
mantics of light verbs is, however, kept as such.

6.2 Feature Design

After the extraction of WN features, we explore
possibilities of their design and incorporation in
the parsing framework, as follows.

6.2.1 Grouping Similar Features

We observed that few concept ontological lineages
are semantically similar. For example, the six lin-
eages depicted below address the notion of time.

Time

Descriptive— Time

Inanimate—Abstract—Time
Inanimate—Abstract— Time— Period
Inanimate—Abstract— Time— Season

Inanimate— Abstract—Time— Mythological Period

Since our focus is on adding representative se-
mantic features which can assist parsing, we be-
lieve that such divergences should be grouped to-
gether. In the listed example, first, second and
the last four differ in terms of their origin and be-
long to different branches in the hierarchy. Thus
they can not be grouped by optimal depth se-
lection (described later in Section 6.2.3) and re-
quires a manual scrutiny. We studied the possible
lineages in the concept ontology and performed
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merging wherever necessary, furnishing a seman-
tically well diverse set of concept lineages.

6.2.2 Split Vs Conjoined

The concept lineage, derived for a word from
HWN concept ontology, contains diverse concepts
at each level of the lineage. The choice of using
each of these concepts as independent features or
the complete lineage as a single feature demands
exploration. In the context of parsing, each inde-
pendent concept from the lineage can potentially
capture a specific aspect of syntax, depending on
the fineness of the concept. The down side of this
proposition is the increase in the feature dimen-
sions, as each level adds a new dimension in the
feature space. Whereas, using the complete lin-
eage as a single feature does not add any additional
dimension in the feature space but captures only a
specific concept. This trade off is difficult to com-
prehend on theoretical grounds, hence we explore
both choices of feature design in our experiments.

6.2.3 Ontology Depth

Hindi WordNet concept ontology furnishes a ‘gen-
eralization hierarchy’ for a lexical item, where the
specificity of concepts increases as we move down
the hierarchy. It may look intuitive to use fully ex-
panded concept lineage, as it contains more de-
tailed description of the lexical unit. However,
opting for a highly fine-grained concept lineage
leads to the problem of sparseness. It becomes
less and less probable to find ample training ex-
amples as the feature becomes more fine-grained.
At the same time, too much generalization is also
unrewarding since the richer information is cast
away in the excessive coarser lineage. This calls
for measures to obtain an optimal depth of con-
cept lineage for each lexical item. On one hand
it should be generalized enough to give signifi-
cant examples of its respective type while on the
other hand, it should be fine enough to capture the
rich ontological concept associated with the lex-
ical unit. In order to quantify the trade-off we
resort to statistical correlation measures and em-
ployed Gini Coefficient (Gini, 1912). We com-
puted the coefficient against all possible concept
lineages in the training set and set a threshold. The
lineages that fall below the threshold are general-
ized till they are above the threshold. For exam-
ple, in Figure 1 the concept ape is suppressed to
give the lineage till mammal only. So in future if
a word gives the lineage as in Figure 1 it will be



replaced with its one level up generalization i.e.
Animate— Fauna— Mammal.

7 Experiments and Results

In our experiments, we focus on establishing
dependency relations between the chunk heads
which we henceforth denote as inter-chunk pars-
ing. The relations between the tokens of a chunk
(intra-chunk dependencies) are not considered for
experimentation. In example (3), dotted line shows
an intra-chunk relation while the bold lines show
inter-chunk dependency relations®. The decision
is motivated by the fact that the intra-chunk de-
pendencies can easily be predicated automatically
using a finite set of rules (Kosaraju et al., 2012).
Moreover we also observed the high learnability of
intra-chunk relations from an initial experiment.
We found the accuracies of intra-chunk dependen-
cies to be more than 99.00% for both Labeled At-
tachment and Unlabeled Attachment.

In this section, we present our parsing exper-
iments incorporating the features extracted from
HWN, as discussed in Section 6. First we setup
our baseline parser followed by the detailed dis-
cussion on the impact of the individual features,
extracted from HWN, on the overall parsing per-
formance.

We setup our baseline parser on the lines of
(Singla et al., 2012) with minor modifications in
the parser feature model. We employ MaltParser
version-1.7¢ (Nivre et al., 2007) and Nivre’s Arc
Eager algorithm for all our experiments reported
in this work. All the results reported are evalu-
ated using eval07.pl’. We use MTPIL (Sharma et
al., 2012) dependency parsing shared task data de-
scribed in Section 5. Among the features avail-
able in the FEATS column of the CoNLL format
data, we only consider Tense, Aspect, Modality
(tam) and postpositions while training the baseline
parser. Other columns like POS, LEMMA, etc.
are used as such. After the baseline, the parsing
framework is further enriched with the semantic
features extracted from HWN to address the prob-
lems raised in Section 3. These features are added
in the FEATS column of the data, separated by
‘|’. In a pilot experiment split form of features,
as discussed in Section 6.2.2, are found to per-

k1: Doer, kls: Noun Complement, k5: Source, k7p:
Place, k7t: Time, pof: part-of (complex predicate), Iwg__psp:
local-word-group postposition

6http://www.maltparser.org/download.html

7http://nextens.uvt.nl/depparse—wiki/SoftwarePage/#eva107.pl
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form better than conjoined form, which motivate
us to use WN feature in split form in all our exper-
iments. The experimentation proceeds in the order
as listed in Table 3 which also presents the consol-
idated results of our parsing experiments using the
MTPIL training and testing sets. In order to see
the impact of semantic information on data spar-
sity, we split the MTPIL training set into datasets
of different sizes. We experiment with 6 data sets
of different sizes. The results are produced on MT-
PIL test set and are plotted on Graph (Figure 4).
The increase in LS and LAS, as the training size
decreases, shows the impact of semantic informa-
tion on data sparsity. The improvement of 1.1
(LAS) by semantics upon reducing the training ex-
amples to 1000 implies that semantics can address
the data sparsity and OOV problems when work-
ing with out-of-domain text.

Next we discuss the impact of WN features on
the accuracy of our parsing results produced on
datasets of different sizes:

e Sense Selection: As discussed in Sec-
tion 6.1.1, we perform two experiments to
extract the WN features corresponding to the
most appropriate sense of a lexical item. In
the first experiment, the first sense of each
lexical item is selected while in the sec-
ond, WSD is used to pick the contextually
most appropriate sense. These features cor-
responding to the chosen sense are coupled
with the features already present in the base-
line. As depicted in Graph (Figure 4), there
is a average increase of 0.38 (LAS) on all
datasets using the first sense strategy from the
baseline. However, using WSD the accuracy
decreased across all datasets. As is obvious,
the fall in accuracy can be attributed to the
wrong sense selection. The problem can be
addressed by using better WSD algorithms
for Hindi.

Numeric Expressions and Grouping:
As discussed in Section 6.1.2, numeric
expressions and sense grouping increases
the coverage of HWN. This obvious reason
is clearly depicted in the improvement in
parsing results as shown in Table 3. More the
semantic information available in the data,
more will be its impact on the parsing.

Depth of Information: The optimality
of feature coarseness is put to test in this ex-



periment. This experiment is run on numeric
expression data with feature pruning done as
described in Section 6.2.3. An increment of
average 0.03% LAS across datasets is ob-
served from the previous experiment. In the
test set, there are only a few cases that are up-
dated by choosing an optimal lineage depth
which explains the minimal increase in accu-
racy.

o Complex Predicate: As pointed in (Be-
gum et al., 2011), addressing the low learn-
ability of complex predicates can improve the
parsing results. The improvements are partic-
ularly seen in the core arguments of a verb.
The similar syntactic distribution of adjecti-
val or nominal element of a complex pred-
icate and the syntactic arguments of a verb
particularly objects, make these expressions
highly ambiguous. Identifying these expres-
sions beforehand, as suggested in (Begum et
al., 2011), improves the parsing performance.
The incorporation of this crucial information
from HWN is rewarding as we achieve an im-
provement of ~0.4% in LAS on a dataset of
1,000 sentences.

Experiments LAS(% UAS(% LS(%)

El Baseline 83.69 92.43 86.58

E2 El + First Sense 83.78 92.4 86.73

E3 El + WSD (Extended Lesk) 83.6 92.34 86.57

83.88 9245 86.87

ES E4 + Ontological Depth 83.84 92.4 86.79

E6 E4 + Complex Predicate 83.75 92.39 86.72

E7 ES + E6 (Complex Predicate +

Ontological Depth) 83.74 92.39 85.7

[ ] ) | ) |
[EL | l l
[E2 ] [ [
[ E3 | l l
[(E4 ] [ [
[[ES | [ [
[ ES | l l
il [os |

l
|
[
|
E2 + Numeric Expressions & Grouping [
l
|

l
|
l
|
l
l
|
|

Table 3: Results of Parsing Experiments

8 Discussion

In this section, we discuss further, how well the
issues raised in Section 3 are handled by the in-
corporation of semantic information in the parsing
framework of Hindi. In Section 3, we stated that
ambiguities in morphological cases in Hindi bar
their efficient exploitation while parsing. Also we
noted that unmarked nominals may as well affect
the performance of a parser. So we propose se-
mantics as a complementing information that can
fill these gaps. Below we discuss whether seman-
tic information has bridged these gaps or not.

e Case Ambiguity: Including the semantics
from HWN to help disambiguate the con-
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fusion present in a case marker, has im-
proved parsing accuracy. Particularly con-
fusion among the roles of concrete vs ab-
stract time and place, and direct vs indirect
object relations has been removed. In ex-
ample (3), the dependency relation between
nodes Karachi and do has been corrected
from k2 ‘Theme’ to k5 ‘Source’. The post-
position from can either mark a theme or a
source relation. Semantics has removed this
confusion.

ROOT

kS

((aﬂ'iﬁﬁ ;})) (fiTTwaT™)

Karachi from arrest

(3) <<ﬁgw>)

o Lack of Case Marker: In absence of
case marking lexical semantics acted as a
complementing information. The improve-
ment has been, as observed during error
analysis, particularly for agents and patients.
Thus semantics can be seen here as pseudo
case markers. This is clearly visible from the
example (4). The dependency relation be-
tween the nodes then and do has been cor-
rected to k7t ‘time of action’ from k1 ‘sub-
ject’.

k7t ROOT
k1
kls
“4) (FT)  (FETE) (W) (FT))
then communist calm-down do

e Complex Predicates: As we discussed,
complex predicates are identified using
HWN, so that the similar syntactic distribu-
tions of verb arguments and the nominal or
adjectival part of a CP can be disambiguated.
Identifying the complex predicates has turned
to be rewarding. As was expected, the prior
identification of CPs has significantly im-
proved the joint identification of label and at-
tachment. The system trained on 1,000 sen-
tences has shown an improvement of 0.34%
(LAS) and 0.2% (UAS) by prior identifica-
tion of complex predicates. The confusion
that has been removed is among the argu-
ments of a verb and the nominal part of the
CP i.e., between agent, patient vs nominal,
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Figure 4: Impact of WN Features on Different Data Sizes

adjectival part of CP. In example below, base-
line incorrectly identifies re fuge as an argu-
ment of verb take. ‘refuge take’ is a com-
plex predicate which is correctly identified
upon incorporation of complex predicates in
our parsing module.

k7p

(& ) () ()

island in refugee take

(&)

9 Conclusion and Future Work

We present our efforts on exploring lexical re-
sources, Hindi WordNet in our case, to discover
features which complement the available morpho-
syntactic feature conventionally explored for pars-
ing. We find concept ontology available in HWN
quite resourceful in furnishing features which can
essentially break syntactic ambiguity, resulting in
better accuracies for parsing. In future we would
like to investigate other hierarchies like hyper-
nymy, hyponymy, meronymy etc. We would also
like to substitute lexical units with their respective
synsets as proposed in (Agirre et al., 2011).
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Abstract

We investigate the robustness of domain
adaptation (DA) representations and meth-
ods across target domains using part-of-
speech (POS) tagging as a case study. We
find that there is no single representation
and method that works equally well for
all target domains. In particular, there are
large differences between target domains
that are more similar to the source domain
and those that are less similar.

1 Introduction

Domain adaptation (DA) is the problem of adapt-
ing a statistical classifier that was trained on a
source domain (SD) to a target domain (TD) for
which no or little training data is available. We
present a case study that investigates the robust-
ness of DA across six different TDs for POS tag-
ging. Most prior work on DA has either been on
a single TD, on two or more tasks — which results
in an experimental setup in which two variables
change at the same time, task and TD — or has
not systematically investigated how robust differ-
ent features and different DA approaches are.

The two main information sources in POS tag-
ging are context — which POS’s are possible in a
particular syntactic context — and lexical bias —
the prior probability distribution of POS’s for each
word. We address DA for lexical bias in this pa-
per, focusing on unknown words; they are most
difficult to handle in DA because no direct infor-
mation about their possible POS is available in the
SD training set. Since typical TDs contain a high
percentage of unknown words, a substantial gain
in the overall performance can be achieved by im-
proving tagging for these words.

We address a problem setting where — in addi-
tion to labeled SD data — a large amount of un-
labeled TD data is available, but no labeled TD
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data. This setting is often called unsupervised do-
main adaptation (cf. (Daumé III, 2007)).

We make three contributions in this paper. First,
we systematically investigate the cross-TD robust-
ness of different representations and methods. We
show that there are some elements of DA setups
used in the literature that are robust across TDs
— e.g., the use of distributional information — but
that many others are not, including dimensionality
reduction and shape information.

Second, we present an analysis that shows that
there are two important factors that influence
cross-TD variation: (i) the magnitude of the differ-
ence in distributional properties between SD and
TD — more similar TDs require other methods than
less similar TDs and (ii) the evaluation measures
used for performance. Since in unsupervised DA
we optimize learning criteria on a SD that can be
quite different from the TD, different TD evalua-
tion measures can diverge more in DA than in stan-
dard supervised learning settings when comparing
learning methods.

Our third contribution is that we show that if
we succeed in selecting an appropriate DA method
for a TD, then performance improves significantly.
We establish baselines for unknown words for the
five TDs of the SANCL 2012 shared task and
present the best DA results for unknown words on
the Penn BioTreebank. Our improvements on this
data set (by 10% compared to published results)
are largely due to a new DA technique we call
training set filtering. We restrict the training set
to long words whose distribution is more similar
to unknown words than that of words in general.

The next section describes experimental data
and setup and Section 3 experimental results. Sec-
tion 4 presents analysis and discussion. Section 5
reviews related work. Section 6 concludes.

2 Experimental data and setup

Data. Our SD is the Penn Treebank (Marcus et

International Joint Conference on Natural Language Processing, pages 198-206,
Nagoya, Japan, 14-18 October 2013.



al., 1993) of Wall Street Journal (WSJ) text. Fol-
lowing Blitzer et al. (2006), we use sections 2-21
for training. We also use 100,000 WSJ sentences
from 1988 as unlabeled data in training.

We evaluate on six different TDs. The first
TD is the Penn BioTreebank data set distributed
by Blitzer. It consists of development and test
sets of 500 sentences each and an unlabeled set
of 100,000 sentences of BIO text.

The remaining five TDs (newsgroups, weblogs,
reviews, answers, emails) are from the SANCL
shared task (Petrov and McDonald, 2012). We
will use WEB to refer to these five TDs collec-
tively. Each WEB TD has an unlabeled training
set of 100,000 sentences and development and test
sets of about 1000 labeled sentences each. WEB
and BIO tag sets differ slightly; we use them as
published without modifications to make our re-
sults directly comparable to the benchmarks.

We define the target domain repository (TD-R)
for a TD as the union of development set and un-
labeled data available for that TD. SD+TD-R is
the union of the source data (labeled and unlabeled
WSJ) and TD-R.

Classification setup. In contrast to most other
work on POS DA, we adopt a simple approach of
word classification. The objects to be classified
are words and the classes are the POS’s of the SD.
The gold label of a word in training is the majority
tag in the SD. A prediction for an unknown word is
then made by computing its feature representation
and applying the learned classifier.

We adopt word classification instead of the
more common sequence labeling setup because
word classification is much more efficient to train
and allows us to run a large number of experi-
ments efficiently. Our experiments demonstrate
that word classification accuracies are comparable
with or higher than sequence labeling in POS DA
for unknown words (cf. Table 2).

We use LIBSVM (Chang and Lin, 2011) to
train (S) one-vs-one classifiers on the training set,
where k is the number of POS tags in the latter.
The SVMs were trained with untuned default pa-
rameters; in particular, C' = 1. For sequence clas-
sification, we use CRFSuite (Okazaki, 2007), a
Conditional Random Field (CRF) toolkit. Apart
from the word features described below, we use
the base feature set of Huang and Yates (2009)
for CRFs, including features for state, emission
and transition probabilities. CRFs are trained until

convergence with a limit of 300 iterations.
Features. There are in principle two sources
of information to predict the POS of an unknown
word in an unsupervised setting: the word itself
(sequence of letters, shape etc) and the context(s)
in which it occurs. For syntactic categorization,
the immediate left and right neighbors of a word
are the most informative aspect of context. Based
on this reasoning, we create a feature representa-
tion for each word that has three components: left
context information, right context information and
shape information. We will refer to left/right con-
text information as distributional information. Let
f be the function that maps a word w to its (full)
feature vector. We then define f as follows:

fleft(w)
fright(w)
fshape (w)

Based on the intuition that each of the three
sources of information is equally important, each
of the three component vectors is normalized to
unit length.

For both distributional and shape features, we
have a choice of either using all possible features
or a subset consisting of the most frequent fea-
tures. We directly compare these two possibili-
ties, using recommended values from the litera-
ture for the subset condition: the 250 most fre-
quent features (indicator words) for distributional
vectors (Schiitze, 1995) and the 100 most frequent
features (suffixes) for shape vectors (Miiller et al.,
2012). Each component vector has an additional
binary feature that is set to 1 if the rest of the vector
is zero, and O otherwise to avoid numerical issues
with zero vectors.

Distributional features. The " entry z; of
frere(w) is the number of times that the indicator
word t; occurs immediately to the left of w:

flw) =

x; = freq (bigram(t;, w))

where t; is the word with frequency rank ¢ in the
corpus. fgn(w) is defined analogously.

Many different ways of defining and transform-
ing distributional features have been proposed in
the literature. We systematically investigate the
following variables: (i) weighting (ii) dimension-
ality reduction and (iii) selection of data that dis-
tributional vectors are based on.

We experiment with three different weighting
functions that transform non-zero counts as fol-
lows. (1) tf: wg(x) = 1 4 log(x), (i) tf-idf:
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wiar(z) = (N/logdfy,)(1 + log(z)) (where N
is the total number of words and df;, the number
of words that indicator word t; is a non-zero fea-
ture of) and (iii) binary: wy,(z) = 1.

Transformation operations like dimensionality
reduction (Deerwester et al., 1990) can be effec-
tive in improving generalization in machine learn-
ing, in particular in nonstandard settings like DA
where a labeled random sample of the TD is not
available. We test singular value decomposition
(SVD) here because it has been used in prior work
on POS (Huang and Yates, 2009). We apply SVD
to the matrix of all feature vectors and keep the
dimensions corresponding to the d = 100 largest
singular values.

We compute distributional vectors either on tar-
get data only (i.e., on TD-R) or on the union of
source and target data (i.e., SD+TD-R). We com-
pare these two alternatives and show in our exper-
iments that SD distributional information does not
consistently improve performance.

Shape features. Suffixes are likely to be help-
ful because regular processes of inflectional and
derivational morphology do not change in English
when going from one domain to the next. Many
POS taggers incorporate information from suffixes
to build robust features (Miller et al., 2007). For a
selected suffix s, we simply set the dimension cor-
responding to s in fape(w) to 1 if w ends in s and
to 0 otherwise. We either select all suffixes or the
top 100, depending on the experiment.

In addition to suffixes, we investigate two other
representational variables related to shape: case
and digits. For case, we compare keeping case in-
formation as is with converting all uppercase char-
acters to lowercase characters. For digits, we com-
pare keeping digits as is with converting all digits
to the digit 0; e.g., $1,643 is converted to $0,000).
We call these two transformations case normaliza-
tion and digit normalization.

Training set filtering. The key challenge in DA
is that the distributions of source and target are dif-
ferent. One simple trick we can apply to make the
distributions more similar is to eliminate all short
words from the training set. We call this (training
set) filtering. The reason this is promising is that
longer words are more likely to be examples of
productive linguistic processes than short words —
even if this is only a statistical tendency with many
exceptions.

In future work, we would like to test other fil-
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tering options that are based on similar principles,
including filtering based on word frequency and
open/closed tag classes. Filtering on word length
is simple and we show below that it is able to
improve accuracy by several percentage points on
one TD.

3 Experimental results

We train (£) binary SVM classifiers on the feature
representations we just defined. The training set
consists of all words that occur in the WSJ train-
ing set (in condition SD+TD-R) or all words that
occur in both the WSIJ training set and TD-R (in
condition TD-R). An unknown word is classified
by building its feature vector, running the classi-
fiers on it and then assigning it to the POS class
returned by the LIBSVM one-vs-one setup.

We divide our experiments into two parts. In
the basic experiment, we investigate four param-
eters of the model that are likely to interact with
each other: dimensionality of shape vectors (ALL
vs. 100 most frequent suffixes), dimensionality of
distributional vectors (ALL vs. 250 most frequent
indicator words), use of dimensionality reduction
(SVD: yes or no) and weighting of distributional
vectors (bin, tf, tf-idf).

In the extended experiment, we then investigate
the effect of other parameters on the best per-
forming model from the basic experiment: dis-
tributional vectors based on SD+TD-R vs TD-
R, case normalization, digit normalization, com-
pletely omitting either shape or distributional in-
formation and training set filtering. For the basic
experiment, these parameters are set to the follow-
ing values: distributional vectors are computed on
TD-R, case normalization is used, digit normaliza-
tion is not used, and the training set is not filtered
(i.e., all words are included in the training set).

Basic experiment. Table 1 gives the results of
the basic experiment: the 24 possible combina-
tions of number of shape features, number of dis-
tributional features, use of dimensionality reduc-
tion and weighting scheme. In each column, the
best three accuracies are underlined and the best
accuracy is doubly underlined; the results signif-
icantly different from the best result are marked
with a dagger.!

The goal of the basic experiment is to exhaus-

'p < .05, 2-sample test for equality of proportions with
continuity correction. We use the same test and level for all
significance results in this paper.



shape dist svd wght|| grp rev blog ans'r em’l BIO

1100 250 n bin ||56.88 [63.92 [67.13 T[52.14 [63.30 [65.64T
2 tf |56.50 |65.67 |70.33 |52.47 |64.37 |63.141
3 tf-idf||57.14 |65.83 |70.23 |51.86 T|64.14 |64.941
4 y bin ||52.527|54.687 |62.74 T|47.81 T|60.08 T|70.29"
5 tf  ||54.42 |58.18T[68.01 T[48.14 T|61.70 T |69.70T
6 tf-idf||54.73 |57.441(68.75 1]48.93 T|61.38 T|70.95"
7 ALLn bin ||55.98 |63.60 |68.70 T|52.14 |62.87 [68.92%
8 tf ||56.58 |64.67 |70.82 |51.02 T|63.52 |65.721
9 tf-idf||56.15 |63.50 |68.85 T|50.09 T|61.87 T|68.61%
10 y bin ||52.057|52.827|60.67 T|41.95 T|59.82 T |68.57"
11 tf ||53.657(57.237(66.24 T[43.02 T|61.22 T|69.82F
12 tf-idf||54.217 |55.47T|64.17 T|42.50 1|58.52 T|69.11F
13ALL 250 n bin [|56.02 [65.04 [70.77 [54.05 |64.37 |68.45"
14 tf |[55.59 |66.05 |72.45 |55.03 |64.43 |64.82%
15 tf-idf||55.93 |65.99 |72.10 |54.98 [63.98 |65.871
16 y bin ||52.487|56.16"|65.50 T|43.48 T|59.79 T{70.64"
17 tf ||53.267[59.467(68.95 T|48.51 T]60.60 T|68.68F
18 tf-idf||54.16 |59.56T68.70 T |44.18 1]60.66 T|69.35F
19 ALLn bin ||56.06 |63.55 |68.85 [54.38 [59.85 T|66.22%
20 tf  ||56.62 |64.61 |71.86 [54.28 |61.05 T|65.64T
21 tf-idf]|56.15 |63.07 [69.74 [52.65 |59.95 T|65.25T
22 y bin |[52.357|55.741|62.80 T|41.95 T|58.68 T|71.07"
23 o |]53.997|59.837|68.16 T|43.62 T|60.37 T]69.931
24 tf-idf||54.81 |58.98T(68.65 T[41.95 T|58.68 T|74.39

Table 1: Accuracy of unknown word classification
in the basic experiment. The performance of the
best (three best) parameter combinations per col-
umn are doubly (singly) underlined. A dagger in-
dicates a result significantly worse than the col-
umn’s best result.

tively investigate combinations of the four param-
eters that we suspect to have the strongest inter-
action with each other and then find a parameter
combination that is a good basis for testing the re-
maining parameters in the extended experiment.
The guiding principle in this investigation is that
when in doubt, we select the simpler or default set-
ting for the extended experiment in order to make
as few assumptions as possible.

For the number of shape features, ALL gener-
ally does better than 100. Five TDs have their
best result for ALL: rev, blog, answer, email (line
14) and BIO (line 24). The exception is grp (best
result on line 3). The reason seems to be that
the newsgroups TD contains a larger number of
unknown words with suffixes that do not support
POS generalization well. E.g., the suffixes -ding,
-eding, -eeding, -breeding of a newsgroup name
like “alt.animals.horses.breeding” (mistagged as
VBG, gold tag: NN) are misleading. Despite these
problems, the best 100 result for newsgroups is not
significantly better than the best ALL result (lines
3 vs. 20). This argues for using the setting ALL
for the extended experiment.

For the number of distributional features, there
is a similar tendency for the WEB TDs (grp, rev,
blog, answer, email) to do slightly better for fewer
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features (250) than ALL features. However, BIO
clearly benefits from using the full dimensionality
of the distributional feature space: all 250 results
are statistically worse than the best ALL result and
the gap to the best 250 result is large (line 24 vs
line 6, a difference of 74.39 — 70.95 = 3.44). The
gap between best 250 result and best ALL result
is smaller for the other five TDs (although only
slightly smaller for email) and for each of the five
TDs there is an ALL result that is statistically in-
distinguishable from the best 250 result. For this
reason, we choose dist=ALL for the extended ex-
periment. Simply using ALL indicator words also
has the advantage of eliminating the need to opti-
mize an additional parameter, the number of indi-
cator words selected.

In a way similar to distributional features, the
behaviors of WEB and BIO TDs also diverge for
dimensionality reduction. The top three results for
the WEB TDs are always achieved without SVD
(lines 1, 3, 13, 14, 15, 19, 20), the top three results
for the BIO TD are all SVD results (lines 6, 22,
24). We opt for the simpler option (no SVD) for
the extended experiment in the absence of strong
consistent cross-TD evidence for the need of di-
mensionality reduction. We will also see in the ex-
tended experiment that we can recover and surpass
the best BIO result (74.39, line 24) by optimizing
other parameters.

The results on weighting argue against using bi-
nary weighting: the six best results in the table all
use tf weighting, either by itself or in conjunction
with idf (lines 3, 14, 24). Apparently, the distinc-
tion between lower and higher frequencies of indi-
cator word occurrences is beneficial for unknown
word classification. Whether tf or tf-idf is better,
is less clear. For two TDs, tf-idf yields the best re-
sult (grp on line 3, BIO on line 24), for four TDs tf
(rev, blog, answer, email: line 14). The difference
between best tf-idf and best tf result is not signif-
icant for grp; we will get tf results for BIO that
are better than the best tf-idf result of 74.39 in Ta-
ble 1. For this reason, we choose the setting tf for
the extended experiment. Again, we are selecting
the simpler of two options (tf vs tf-idf) when faced
with somewhat mixed evidence.

In summary, based on the results of the base
experiment, we choose the following settings for
the extended experiment: shape = ALL, dist =
ALL, svd = n, wght = tf. For shape, dist, and svd
this is the simpler of two possible settings. For



weighting, we choose tf (instead of the simpler bi-
nary option) because of clear evidence that some
form of frequency weighting is beneficial across
TDs. These settings correspond to line 20 in Ta-
ble 1. This line is repeated as the baseline on line
1 in Table 2. Admittedly, choosing this as a base-
line setting is somewhat arbitrary as one could al-
ways weigh the optimization criteria — peak per-
formance, robustness, simplicity — differently.

erp rev.  blog anst em’l BIO
1 baseline 56.62 64.61 71.86 5428 61.057 65.647
2CRF 58.18 64.51 70.48 5652 63.10 56.621
3 SD+TD-R 5550 64.13 7250 5531 6291 65.17%
4no case NRM 52831 64.45 7068 52.00" 59277 67511
5 digit NRM 56.80 64.61 72.01 5405 63.88 68.617
6 shape only, ALL | 48.771 45.321 56.58" 39.90" 49.197 52527
7 shape only, 100 | 47.697 39.16% 51.907 36.177 47247 50.147
8 dist only, ALL 52,051 63.34 68211 47.077 53.06" 73.41%
9 dist only, 250 51491 64.13 66.341 45767 54.137 72861
10 |w| > 1 56.58 64.67 71.81 54.84 60.837 65991
11 jw| > 2 57.06 64.61 7156 5438 63.17 68.61"
12 |w| > 3 55.33 60.897 69.60 48.79T 6239 73.847
13 |w| > 4 52.871 60.107 67.677 47.537 53.067 77.66
14 |w| > 5 53.097 59.357 66.587 44.377 51.697 77.66
15 |w| > 6 52271 58.557 66.931 43257 49747 77.74
16 |w| > 7 51.96" 56.647 63.18% 40467 47.177 78.41
17 |w| > 8 49.59T 56.167 58.267 39.067 44317 79.77
18 |w| > 9 46.871 52.821 55,541 33.947 42.69% 74581
19 |w| > 10 43.42% 51221 52,541 33337 39247 76.101

Table 2: Extended experiment. The effect of var-
ious parameter changes on accuracy of unknown
word classification. “NRM” = “normalization.

Extended experiment. In the extended exper-
iment, we investigate the effect of additional pa-
rameters. Results are shown in Table 2. Underlin-
ing conventions and statistical test setup are iden-
tical to Table 1. The CRF baseline used a param-
eter setting similar to word classification with two
exceptions: we set dist=250 because we were not
able to run dist=ALL due to memory limitations;
and we convert all features to binary due to space
restrictions.

Using sequence classification instead of word
classification for unknown word prediction does
not consistently improve results (line 2). For grp
and answer, the CRF achieves the best overall ac-
curacy, but the difference to the baseline is not sig-
nificant. For the other four TDs, the best result
occurs in a different parameter setting. For BIO,
a large drop in performance occurs (from 65.64 to
56.62), perhaps suggesting that word classification
is more robust than sequence classification for un-
known words.

Calculating distributional vectors on both
source and target (as opposed to target only) has
similarly inconsistent effects (line 3). Perfor-
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mance compared to the baseline decreases for four
TDs and increases for two. Based on this evi-
dence, SD distributional information is not robust
cross-TD and should probably not be used.

Omitting case normalization (line 4) consis-
tently hurts for WEB TDs, but helps for BIO.
In other words, for BIO it is better not to case-
normalize words. This result is plausible because
case conventions vary considerably in different
TDs. Whether keeping case distinctions is helpful
or not depends on how similar source and target
are in this respect and is therefore not stable in its
effect across TDs.

Digit normalization (line 5) has a minor posi-
tive or negative effect on the first four TDs, but in-
creases accuracy by more than 2% in the last two,
email and BIO. The makeup of the WSJ tag set
makes it unlikely that differences between digits
could result in POS differences that are predictable
in unsupervised DA. This argues for using digit
normalization when WSJ is the SD.

The clearest result of the table is that distri-
butional information is necessary for good per-
formance. Performance compared to the base-
line drops in all cases and all accuracies on lines
6&7 are significantly worse than the best result.
Moreover, distributional features seem to encode
more meaningful information for POS tagging
than shape features; results on lines 6&7 are con-
sistently lower than results on lines 8&9.

The evaluation is similarly consistent for shape
information in the WEB TDs (lines 8 and 9). All
accuracies are below the baseline, with some of
the drops being quite large, e.g., about 7% for an-
swer and email. Surprisingly, omitting shape in-
formation results in a large increase of accuracy
for the BIO TD. We will further investigate this
puzzling result below.

Finally, training set filtering — only training the
classifier on words above a threshold length & — is
beneficial for all TDs except for blog; and even for
blog, moderate filtering has only a negligible nega-
tive effect on accuracy (lines 10-11). In principle,
the idea of restricting training to longer words be-
cause they are most likely to be representative of
unknown words seems to be a good one. However,
the effect of filtering is sensitive to the threshold
length k. We leave it to future work to find prop-
erties of the TD that could be used as diagnostics
for finding a good value for k.

The motivation of splitting the experiments into



basic experiment and extended experiments was to
find a stable point in parameter space for the pa-
rameters that are most likely to interact and then
look at the effect of the remaining parameters us-
ing this stable point as starting point. In Table 2,
we see that for the WEB TDs, all variations of ex-
perimental conditions either hurt performance or
produce only small positive changes in accuracy in
comparison to the baseline. This is evidence that
our strategy of splitting experiments into basic and
extended was sound for these TDs.

BIO
1 baseline 73417
3 SD+TD-R 67.941
4 nocase NRM | 72.39%
5 digit NRM 74.151
10 |w|>1 73.961
1 jwl>2 75241
12 |w >3 81.30"

13 |w| >4 81.88"
14 |w|>5 82.98
15 |w|>6 82.47

16 |w| >7 84.46
17 |w|>8 83.09
18 |w|>9 79.031

19  |w| > 10 80.521

Table 3: Extended experiment for BIO without
shape information. Dist=ALL.

However, the situation for BIO is different. Two
parameter changes result in large performance
gains for BIO: omitting shape information (in-
crease by 8%, lines 1 vs 8) and filtering out short
training words (increase by 14%, lines 1 vs 17).
This indicates that the base configuration of the
extended experiment is not a good starting point
for exploring parameter variation for BIO.

For this reason, we repeat parts of the extended
experiment without any shape information. As we
would expect, we obtain results for WEB TDs that
are consistently worse than those in Table 2 (not
shown), with one exception: a slight increase for
|w| > 8 in email. However, the results for BIO are
much improved as shown in Table 3.

To conclude, we found that shape information
is helpful for the WEB TDs, but it decreases per-
formance by about 10% for BIO. We will analyze
the reason for this discrepancy in the next section.

As a last set of experiments, we run the opti-
mal parameter combination (Jw| > 7 in Table 3,
84.46) on the BIO test set and obtained an ac-
curacy of 88.13. This is more than 10% higher
than the best number for unknown word predic-
tion on BIO published up to this point (76.3 by
Huang and Yates (2010)). For the experimental
conditions with the best WEB results in Table 2
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(double underlining), we get the following test ac-
curacies: grp=56.66, rev=67.79, blog=64.80, an-
swer=06.51, email=65.51. These are either better
than dev or slightly worse except for blog; the blog
result can be explained by the fact that the blog
base model (line 1) also is a lot worse on test than
on dev (66.08 vs 71.86). We interpret these test set
results as indicating that we did not overfit to the
development set in our experiments.

Summary. We have investigated the cross-TD
robustness of a number of configurational choices
in DA for POS tagging. Based on our results,
the following choices are relatively robust across
TDs: using ALL indicator words (as opposed to a
subset) for distributional features, no dimension-
ality reduction, tf weighting, digit normalization,
target-only distributional features, and formaliza-
tion of the problem of unknown word prediction as
word classification (as opposed to sequence clas-
sification).

We found other choices to be dependent on the
TD, in particular the use of shape features, case
normalization and training set filtering.

The most important lesson from these results is
that many aspects of DA are highly dependent on
the TD. Given our results, it is unlikely that a sin-
gle DA setup will work in general. Instead, criteria
need to be developed that allow us to predict which
features and methods work for different TDs.

4 Analysis and discussion

The biggest TD differences we found in the ex-
periments are those between WEB and BIO: they
behave differently with respect to dimensionality
reduction (bad for WEB, good for BIO), shape in-
formation (good for WEB, bad for BIO) and se-
quence classification (neutral for WEB, bad for
BIO).

One hypothesis that could explain these re-
sults is that the difference between BIO and WSJ
is larger than the difference between WEB and
WSIJ. For example, dimensionality reduction cre-
ates more generalized representations, which may
be appropriate for TDs with large source-target
differences like BIO; and WSJ suffixes may not
be helpful for BIO because biomedical terminol-
ogy has suffixes specific to scientific vocabulary
and is rare in newspaper text. In contrast, WEB
suffixes may not diverge as much from WSJ since
both are “non-technical” genres.

One way to assess the difference between two



TD ‘ tags suffixes transitions
erp .009 275 .068
rev 057 352 212
blog .009 295 .074
answer | .048 337 158
email .036 273 139
BIO .096 496 .385

Table 4: JS divergences between WSJ and TDs.

domains is to compare various characteristic prob-
ability distributions. The distance of two domains
under a representation R has been shown to be im-
portant for DA (Ben-David et al., 2007). Similar to
Huang and Yates (2010), we use Jensen-Shannon
(JS) divergence as a measure of divergence. Ta-
ble 4 shows the JS divergences between WSJ and
the six TDs for different distributions.

The results confirm our hypothesis. BIO is in-
deed more different from WSJ than the other TDs.
Tag distribution divergence is 0.096 for BIO and
ranges from 0.009 to 0.057 for WEB. Suffix dis-
tribution divergence of BIO is 0.496, almost 50%
more than rev, the WEB TD with highest suffix di-
vergence. The underlying probability distributions
here are P(suffix|t), where t € {NN, NNP, JJ} —
most unknown words are in these three classes and
accuracy is therefore mostly a measure of accu-
racy on NN, NNP and JJ. Finally, transition prob-
ability divergence of BIO for NN, NNP, JJ is also
much larger than for WEB. The distribution inves-
tigated here is P(t;—1|t;); we compute the diver-
gence between, say, BIO and WSJ for the three
tags and then average the three divergences.

We do not have space to show detailed results
on all tags, but the divergences are more simi-
lar for closed class POS. E.g., there is virtually
no difference in transition probability divergence
for modals between BIO and WEB. This obser-
vation prompted us to investigate whether some
TD differences might depend on the evaluation
measure used. Accuracy — a type of microaver-
aging — is mostly an evaluation of the classes that
are frequent for unknown words: NN, NNP, JJ. If
most of the higher divergence of BIO is caused by
these categories, then a macroaveraged evaluation,
which gives equal weight to each POS tag, should
show less divergence.

This is indeed the case as the macroaveraged re-
sults in Table 4 show. These results are more con-
sistent across TDs than those evaluated with ac-
curacy. Removing shape and distributional infor-
mation now hurts performance for all TDs (lines
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grp rev.  blog anst em’l BIO

1 baseline 32.77 38.89 4348 30.52 3426 40.06
2 CRF 38.74 4271 46.63 38.08 36.21 39.03
3 SD+TD-R 32.87 3855 4475 33.19 3530 41.42
4 no case NRM 27.08 39.82 39.54 2580 27.33 39.98
5 digit NRM 32.80 39.09 43.68 3047 34.69 37.72
6 shapeonly, ALL | 18.02 2125 24.61 1625 1637 26.55
8 distonly, ALL 27.70 3839 3438 22.11 29.71 37.01
10 |w|>1 3273 3948 4354 30.60 3420 3532
11 |w| > 2 3333 37.38 4352 30.02 34.66 35.05
13 |w| >4 2637 2892 37.68 2233 24.14 37.55

Table 5: Selected conditions of the extended ex-
periment (Table 2), evaluated using macroaver-
aged F7.

6&8). WEB and BIO behave more similarly with
respect to training set filtering: the large outliers
for BIO we obtained in the accuracy evaluation are
gone. SD distributional information has a more
beneficial effect on Fj than on accuracy, proba-
bly because the classification of POS that are more
stable across TDs like verbs and adverbs bene-
fits from SD information. The CRF produces the
best result for all WEB TDs. For less frequent
POS classes (those that dominate the macroaver-
aged measure, especially verbal POS), sequence
information and “long-distance” context is prob-
ably more stable and can be exploited better than
for NN, NNP and JJ. However, there is still a drop-
off from the baseline for BIO; we attribute this to
the larger differences in the transition probabilities
for BIO vs WEB (Table 4); the sequence classifier
is at a disadvantage for BIO, even on a macroaver-
aged measure, because the transition probabilities
change a lot.

It is important to note that even though F re-
sults are more consistent for DA, accuracy is the
appropriate measure to use for POS tagging: the
usefulness of a tagger to downstream components
in the processing pipeline is better assessed by ac-
curacy than by F1.

5 Related work

Most work on POS tagging takes a standard super-
vised approach and assumes that source and target
are the same (e.g., (Toutanova et al., 2003)). At
the other end of the spectrum is the unsupervised
setting (e.g., (Schiitze, 1995; Goldwater and Grif-
fiths, 2007)). Other researchers have addressed
the task of adapting a known tagging dictionary
to a TD (e.g., (Merialdo, 1994; Smith and Eisner,
2005)), which we view as complementary to meth-
ods for words about whose tags nothing is known.
Subramanya et al. (2010) perform DA without us-
ing any unlabeled TD text. All of these applica-



tions scenarios are reasonable; however, it can be
argued that the scenario we address is — apart from
standard supervised learning — perhaps more typi-
cal of what occurs in practice: there is labeled SD
text available for training; there is plenty of unla-
beled TD text available; and there is a substantial
number of TD words that do not occur in the SD.
Frequently, researchers make the assumption that
a small labeled target text has been created (e.g.,
(Daumé 111, 2007)); in the process, a small number
of unknown words may also be labeled, but this is
not an alternative to handling unknown words in
general.

Work by Das and Petrov (2011) is also a form
of DA for POS tagging, using universal POS tag
sets and parallel corpora. It is likely that best
performance for TDs without training data can
be achieved by combining our approach with a
multilingual approach if appropriate parallel data
is available. Ganchev et al. (2012) use another
source of additional information, search logs.
Again, it should be possible to integrate search-log
based features into our framework.

Blitzer et al. (2006) learn correspondences be-
tween features in source and target. Our results
suggest that completely ignoring source features
(and only using source labels) may be a more ro-
bust approach for unknown words.

Cholakov et al. (2011) point out that improv-
ing tagging accuracy does not necessarily improve
the performance of downstream elements of the
processing pipeline. However, improved unknown
word classification will have a positive impact on
most downstream components.

Choi and Palmer (2012) perform DA by training
two separate models on the available data, a gen-
eralized one and a domain-specific one. During
tagging, an input sentence is tagged by the model
that is most similar to the sentence. Since their ap-
proach is not conditioned on the underlying tag-
ging model, it would be interesting to integrate
their approach with ours.

Huang and Yates (2009) evaluate CRFs with
distributional features. Besides raw feature vec-
tors, they examine lower dimensional feature rep-
resentations using SVD or a special HMM-based
method. In our experiments, we did not find an
advantage to using SVD.

Huang and Yates (2010) use sequence labeling
to predict POS of unknown words. Huang and
Yates (2012) extend this work by inducing latent
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states that are shown to improve prediction. As
we argued above, a word classification approach
has several advantages compared to a sequence la-
beling approach. Since latent sequence states can
be viewed as a form of dimensionality reduction, it
would be interesting to compare them to the non-
sequence-based dimensionality reduction (SVD)
we have investigated in our experiments.

Zhang and Kordoni (2006) use a classifica-
tion approach for predicting POS for in-domain
unknown words. They achieve an accuracy of
61.3%. Due to differences in the data sets used,
these results are not directly comparable with ours.

Miller et al. (2007) and Cucerzan and Yarowsky
(2000) have both investigated the use of suffixes
for DA. Miller et al. characterized words by a list
of hand-built suffix classes that they appear in.
They then used a 5-NN classifier along with a cus-
tom similarity measure to find initial lexical proba-
bilities for all words. We also ran extensive exper-
iments with kNN, but found that one-vs-one SVM
performs better.

Cucerzan and Yarowsky (2000) use distribution
as a backoff strategy if no helpful suffix informa-
tion is available. They address unknown word pre-
diction for new languages. We have found that
for within-language prediction, distributional in-
formation is generally more robust than shape in-
formation, including suffixes.

Van Asch and Daelemans (2010) find that DA
performance is the higher, the more similar the
unigram distribution of the TD is to that of the
SD. However, we cannot compute unigram distri-
butions in the case of unknown words.

6 Conclusions and Future Work

In this paper, we have investigated the robustness
of DA representations and methods for POS tag-
ging and shown that there are large differences in
robustness across TDs that need to be taken into
account when performing DA for a TD. We found
that the divergence between source and target is an
important predictor of what elements of DA will
work; e.g., higher divergence makes it more likely
that generalization mechanisms like dimensional-
ity reduction will be beneficial.

In future work, we would like to develop statis-
tical measures of source-target divergence that ac-
curately predict whether a feature type or DA tech-
nique supports high-performance DA for a partic-
ular TD.
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Abstract

Light verb constructions (LVCs) are verb
and noun combinations in which the verb
has lost its meaning to some degree and
the noun is used in one of its original
senses. They often share their syntactic
pattern with other constructions (e.g. verb-
object pairs) thus LVC detection can be
viewed as classifying certain syntactic pat-
terns as light verb constructions or not.
In this paper, we explore a novel way to
detect LVCs in texts: we apply a depen-
dency parser to carry out the task. We
present our experiments on a Hungarian
treebank, which has been manually anno-
tated for dependency relations and light
verb constructions. Our results outper-
formed those achieved by state-of-the-art
techniques for Hungarian LVC detection,
especially due to the high precision and the
treatment of long-distance dependencies.

1 Introduction

Multiword expressions (MWESs) are lexical items
that can be decomposed into single words and dis-
play lexical, syntactic, semantic, pragmatic and/or
statistical idiosyncrasy (Kim, 2008). Light verb
constructions (LVCs) form a subtype of MWEs:
they are verb and noun combinations in which the
verb has lost its meaning to some degree and the
noun is used in one of its original senses (e.g. make
a decision or take a walk). In several NLP applica-
tions like information retrieval or machine trans-
lation it is important to identify LVCs in context
since they require special treatment, particularly
because of their semantic features. Thus, LVCs
should be identified to help these applications.
Light verb constructions (e.g. make a mistake)
often share their syntactic pattern with literal verb
+ noun combinations (e.g. make a cake). Thus,
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specific syntactic constructions — e.g. verb-object
pairs — can be separated into two classes: one
where the noun behaves as a real object (cake)
and one where the noun functions as the light
verb object (mistake). Thus, LVC detection can
be viewed as classifying certain syntactic patterns
as LVCs or not and assigning a specific syntactic
label to the argument of the light verb.

In this paper, we explore a novel way to LVC
detection: we apply a dependency parser to carry
out the task. Although the usability of identified
multiword expressions has been investigated in the
literature (see Section 4), and many MWE detec-
tion systems rely on syntactic information, we are
not aware of any approach that aimed at apply-
ing a dependency parser for the dedicated task of
identifying LVCs. Our approach requires a tree-
bank annotated for syntactic and LVC informa-
tion at the same time. Due to the availability of
annotated resources, we focus on light verb con-
structions in Hungarian, a morphologically rich
language. Thus, we present our experiments on
the legal subcorpus of the Szeged Dependency
Treebank annotated for LVCs (Vincze and Csirik,
2010) as well as dependency relations (Vincze et
al., 2010). We will pay special attention to non-
contiguous LVCs in our investigations as there are
quite a few non-contiguous LVCs in Hungarian
due to the free word order. Our results empirically
prove that LVCs can be detected as a “side effect”
of dependency parsing.

2 Light Verb Constructions in
Hungarian

Hungarian is an agglutinative language, which
means that a word can have hundreds of word
forms due to inflectional or derivational mor-
phology (E. Kiss, 2002). Hungarian word order
is related to information structure, e.g. new (or
emphatic) information (focus) always precedes
the verb and old information (topic) precedes the

International Joint Conference on Natural Language Processing, pages 207-215,
Nagoya, Japan, 14-18 October 2013.



focus position. Thus, the position relative to the
verb has no predictive force as regards the syntac-
tic function of the given argument. In English, the
noun phrase before the verb is most typically the
subject whereas in Hungarian, it is the focus of the
sentence, which itself can be the subject, object or
any other argument.

The grammatical function of words is deter-
mined by case suffixes. Hungarian nouns can
have about 20 cases, which mark the relation-
ship between the verb and its arguments (subject,
object, dative etc.) and adjuncts (mostly adver-
bial modifiers). Although there are postpositions
in Hungarian, case suffixes can also express rela-
tions that are expressed by prepositions in English.
Verbs are inflected for person and number and the
definiteness of the object. There are several other
linguistic phenomena that are syntactic in nature
in English but they are encoded morphologically
in Hungarian. For instance, causation and modal-
ity are expressed by derivational suffixes.

The canonical form of a Hungarian light verb
construction is a bare noun + third person singu-
lar verb, for instance, tandcsot ad advice-ACC give
“to give advice”. Due to the above features, they
may occur in non-canonical versions as well: the
verb may precede the noun, or they may be not
adjacent, moreover, the verb may occur in differ-
ent surface forms inflected for tense, mood, person
and number.

LVCs may occur in several forms due to their
syntactic flexibility. Besides the prototypical ver-
bal form in Hungarian, they can have a particip-
ial form (e.g. figyelembe vevd account-INE tak-
ing “taking into account”) and they may also
undergo nominalization, yielding a nominal com-
pound (e.g. életbe lépés life-INE step “entering
into force™).!

From a morphological perspective, LVCs can
also be divided into groups. First, the nom-
inal component is the object of the verb,
i.e. it bears an accusative case in Hungarian
(e.g. dontést hoz decision-ACC bring “to make a
decision” or tandcsot ad advice-ACC give “to give
advice”). Second, the nominal component can
bear other (oblique) cases as well (e.g. zavarba

"Due to some orthographical rules, certain nominal or par-
ticipial occurrences of LVCs should be spelt as one word
in Hungarian (such as tandcsado advice.giver “consultant’).
These latter cases are not identifiable with syntax-based
methods, only with morphological methods, thus we omit
them from our investigations.

hoz embarrassment-ILL bring “to embarrass” or
figyelemmel kisér attention-INS follow “to pay
attention”). Third, — although rarely — a postpo-
sitional phrase can also occur in the construction
(e.g. uralom ald jut rule under get “to get under
rule” or hatds alatt dll effect under stand “to be
under effect”).

3 Light Verb Constructions as Complex
Predicates

Although light verb constructions are made of two
parts, namely, the nominal component and the
verb, thus, they show phrasal properties, it can
be argued that from a semantic point of view they
form one unit. First, many light verb constructions
have a verbal counterpart with the same mean-
ing (e.g. dontést hoz decision-ACC bring “to make
a decision” — dont “to decide”). Second, there
are meanings that can only be expressed through
a light verb construction (e.g. hdzkutatdst tart
(search.of .premises-ACC hold) ‘to conduct search
of premises’ in Hungarian). Third, there are
languages that abound in verb + noun construc-
tions or multiword verbs (such as Estonian (Muis-
chnek and Kaalep, 2010) or Persian (Mansoory
and Bijankhan, 2008)): verbal concepts are mostly
expressed by combining a noun with a light verb
(Mansoory and Bijankhan, 2008).

On the other hand, there are views that the rela-
tionship between the verbal and the nominal com-
ponent is not that of a normal argument. For
instance, Meyers et al. (2004) assume that sup-
port verbs (a term related to light verbs) share their
arguments with a noun. Chomsky (1981, p.37)
calls advantage a quasi-argument of take in the
idiom take advantage of.> Alonso Ramos (1998)
proposes the role of quasi-object: this relationship
holds between parts of idiomatic constructions,
which is in accordance with Chomsky’s usage of
the term idiom. In this spirit, the term quasi-
argument might be extended to signal the relation-
ship between the verbal and the nominal compo-
nents of light verb constructions as well since they
behave as a semantic unit, forming one complex
predicate.

Higher-level NLP applications can also profit
from this solution because the identification of
light verb constructions can be enhanced in this
way, which has impact on e.g. information extrac-

In our view, take advantage of is a light verb construc-
tion rather than an idiom.
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tion (IE). For instance, in event extraction the
parser should recognize the special status of the
quasi-argument and treat it in a specific way as in
the following sentence:

Pete made a decision on his future.

Thus, the following data can be yielded by the IE
algorithm:

EVENT: decision-making
ARGUMENT]: Pete
ARGUMENTy: his future

Instead of:

*EVENT: making
ARGUMENT]: Pete
ARGUMENTS>: decision
ARGUMENTSj: his future

Thus, there is an event of decision-making, Pete
is its subject and it is about his future (and not
an event of making with the arguments decision,
Pete and his future as it would be assumed if deci-
sion was not marked as a quasi-argument of the
verb).

In order to reach this way of representation,
there are two possibilities. First, we employ lin-
guistic preprocessing of the data (including depen-
dency parsing), then an LVC detector is used and
in a post-processing step after syntactic parsing,
the special relation of the nominal and the verbal
component should be marked, i.e. certain syntactic
labels are overwritten. Second, we execute pars-
ing in a way that the training dataset already con-
tains LVC-specific syntactic labels, that is, it is the
dependency parser that carries out LVC detection.
In this paper, we experiment with both ways and
present and evaluate our results.

4 Related Work

There have been a considerable number of stud-
ies on LVC detection for several languages. They
have been automatically identified in several lan-
guages such as English (Cook et al., 2007; Tu and
Roth, 2011), Dutch (Van de Cruys and Moir6n,
2007), Basque (Gurrutxaga and Alegria, 2011)
and German (Evert and Kermes, 2003) just to
mention a few.

We are aware of one machine learning system
that identifies Hungarian LVCs in texts: the sys-
tem described in Vincze et al. (2013) selects LVC
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candidates from texts on the basis of syntactic
information, then in a second step it classifies them
as genuine LVCs or not, using morphological, lex-
ical, syntactic and semantic features.

Regarding the methods they use, Fazly and
Stevenson (2007), Van de Cruys and Moirén
(2007) and Gurrutxaga and Alegria (2011) used
statistical features for identifying LVCs. Others
employed rule-based systems (Diab and Bhutada,
2009; Nagy T. et al., 2011), which usually make
use of (shallow) linguistic information. Some
hybrid systems integrated both statistical and lin-
guistic information as well (Tan et al., 2006; Tu
and Roth, 2011).

As we aim at identifying LVCs by applying a
dependency parser, next we concentrate on stud-
ies that are based on syntactic information and are
related to MWE extraction. Seretan (2011) devel-
oped a method for collocation extraction based
on syntactic constraints. Wehrli et al. (2010)
argued that collocations can highly contribute to
the performance of the parser since many pars-
ing ambiguities can be excluded if collocations are
known and treated as one syntactic unit. Nivre
and Nilsson (2004) analyzed the influence of (pre-
vious) MWE recognition on dependency parsing
and showed that known MWEs have a beneficial
effect on parsing results. Korkontzelos and Man-
andhar (2010) investigated whether known MWEs
improve the performance of statistical shallow
parsers and found that they can significantly con-
tribute to the efficiency of parsing. Eryigit et al.
(2011) analysed the impact of extracting MWEs
on improving the accuracy of a dependency parser
in Turkish. They found that the integration of
compound verb and noun formations (which con-
cept is similar to the one of light verb construc-
tions applied here) has a detrimental effect on
parsing accuracy since it increases lexical sparsity.

As can be seen, many previous studies exam-
ined the effects of already identified MWESs on the
efficiency of parsing. On the other hand, there
have been some current studies that aim at exper-
imenting in the other direction, namely, using
parsers for identifying MWESs: constituency pars-
ing models are employed in identifying contigu-
ous MWEs in French and Arabic (Green et al.,
2013). Their method relied on a syntactic tree-
bank, an MWE list and a morphological analyzer.

In this paper, we also experiment in this area:
we employ a dependency parser for identifying



LVCs in Hungarian texts as a “side effect” of
parsing sentences. Our dependency parser based
method for identifying Hungarian LVCs is novel
since to the best of our knowledge, dependency
parsers have not been directly applied to iden-
tify LVCs. Moreover, it requires only a syntactic
treebank enhanced with LVC annotation, in other
words, there is no need to implement a separate
LVC detector from scratch. In the following, we
present our experiments and discuss our results.

S Experiments

In this section, we will present our corpus, our
methodology for detecting light verb constructions
and we will show our results.

5.1 The Corpus

The Szeged Constituency Treebank has been
manually annotated for light verb constructions
(Vincze and Csirik, 2010). This treebank exists
in another manually annotated version, namely,
with dependency annotation (Vincze et al., 2010).
Thus, manual annotations for LVCs and depen-
dency structures are available for the same bunch
of texts, which made it possible to map the two
manual annotations. Thus, dependency relations
were enhanced with LVC-specific relations that
can be found between the two members of the
constructions. For instance, instead of the tradi-
tional OBJ (object) relation, which occurred in the
original version of the Szeged Dependency Tree-
bank, the relation OBJ-LVC can be found between
the words dontést (decision-ACC) and hoz “bring”,
members of the LVC dontést hoz “to make a deci-
sion” in the version used in this experiment. Here
we provide a list of LVC-specific relations that
occurred in our data (neglecting a handful of cases
which were mislabeled due to some annotation
errors in the dependency treebank):

e ATT-LVC - relation between a noun and a
participial occurrence of a light verb:

(a tegnap) adott tandcs

(the yesterday) given advice

“(the) advice that was given (yesterday)”
OBJ-LVC - relation between a light verb and
its object:

bejelentést tesz

announcement-ACC makes

“to make an announcement”
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e OBL-LVC —relation between a light verb and
its nominal argument (which is not the sub-
ject or object or dative):

életbe lép
life-ILL step
“to take effect”

SUBJ-LVC - relation between a light verb
and its subject:

sor keriil (vmire)
turn get sg-SUB

“the time has come for sg”

When mapping the LVC annotations and the
dependency structures, we paid attention to the
fact that it is only LVCs spelt as two tokens that
could be identified with our methodology since no
internal structure of compound words are marked
in the Hungarian treebank and thus no dependency
relation can be found among the members of the
compound. So, we neglect LVCs spelt as one word
and focus only on verbal and participial LVCs that
consist of two members (cf. Footnote 1).

Figure 1 shows an example of a sentence with
and without LVC-specific dependency labels. As
can be seen, we have the light verb construction
dontést hoz decision-ACC bring “to make a deci-
sion” in the sentence. However, it is parsed as a
“normal” object of the verb in the first case (OBJ)
and as a light verb object (OBJ-LVC) in the second
case. Moreover, it is also seen that the two compo-
nents of the LVC are not adjacent hence there are
crossing branches in the dependency graph.

Although the entire Szeged Corpus contains
manual LVC and dependency annotation, for the
purpose of our study, we just selected texts from
the law domain since they contain the biggest
number of LVCs. Sentences in the law subcorpus
were further filtered due to the fact that state-of-
the-art dependency parsers cannot adequately treat
verbless sentences, hence verbless sentences were
ignored (see Farkas et al. (2012) for a detailed dis-
cussion of the problem). After this filtering step,
we experimented with 6173 sentences, which con-
sist of 156,744 tokens and contain 1101 LVCs.
We present statistical data on the frequency of the
LVC-specific relations in Table 1.

As Hungarian is a free word order language, the
two components of LVCs, namely, the noun and
the light verb, may not be adjacent in all cases,



PUNCT

ROOT

-Root- Holnap nagyon fontos dontést kell hoznunk
holnap nagyon fontos dontés kell hoz
Rx Rx Afp-sn Nn-sa Vmip3s---n Vmnp1p
PUNCT
ROOT
oy BJ-LVC
-Root- Holnap nagyon fontos dontést kell hoznunk
holnap nagyon fontos dontes kell hoz
Rx Rx Afp-sn Nn-sa Vmip3s---n Vmnp1p

Figure 1: Dependency graph of the sentence Holnap nagyon fontos dontést kell hoznunk “Tomorrow we
will have to make a very important decision” with or without LVC-specific dependency relations.

Relation # Non-contiguous %
ATT-LVC 142 60 423
OBJ-LVC 587 231 394
OBL-LVC | 266 50 18.8
SUBJ-LVC | 102 4 39
Other-LVC 4 2 50
Total 1101 347 31.5

Table 1: Distribution of relations in the gold stan-
dard data and the frequency of non-contiguous
LVCs.

which has a potentially detrimental effect on their
identification in texts. Thus, we investigated the
frequency of such cases in the data. Table 1 reveals
that it is a quite frequent phenomenon in the cor-
pus: almost one third of LVCs are non-contiguous.
The largest distance between the noun and the verb
is 21 tokens and the average distance between the
two non-adjacent components is 4.28 tokens. All
this suggests that sequence labeling approaches
for LVC detection may not be as effective on the
data as expected, however, a dependency parser
that is able to identify long-distance dependen-
cies may deal with the problem of non-adjacent
but grammatically dependent elements in a more
accurate way, which we will test below.

5.2 Dependency Parsing for LVC Detection

Farkas et al. (2012) carried out the first experi-
ments on Hungarian dependency parsing. They
empirically showed that state-of-the-art depen-
dency parsers achieve similar results — in terms
of attachment scores — on Hungarian and English.
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Although the results are not directly comparable
due to domain differences and annotation schema
divergences, they concluded that the difficulty
of parsing Hungarian is very similar to parsing
English and statistical dependency parsing is a
viable way of parsing Hungarian, a morphologi-
cally rich language with free word order.

As their results indicated, the Bohnet depen-
dency parser (Bohnet, 2010) proved to be the most
effective on Hungarian data (Farkas et al., 2012),
thus we applied it in our experiments too. It is
an efficient second order dependency parser that
models the interaction between siblings as well
as grandchildren. Its decoder works on labeled
edges, i.e. it uses a single-step approach for obtain-
ing labeled dependency trees. It uses a rich and
well-engineered feature set and it is enhanced by a
Hash Kernel, which leads to higher accuracy.

Due to the free word order, there are quite
many long-distance dependencies in Hungarian
sentences, where a word and its parent are not
adjacent (see also Figure 1). However, these lin-
guistic phenomena are reasonably well-treated by
dependency parsers. Furthermore, there seem to
be quite a lot of non-contiguous LVCs in Hungar-
ian. Hence, we think that these facts justify our
experiments on applying a dependency parser for
identifying LVCs.

5.3 Methodology

We trained and evaluated the Bohnet parser on
the data in a ten-fold cross validation manner. To
evaluate the quality of the dependency parsing,
we applied the Labeled Attachment Score (LAS)
and Unlabeled Attachment Score (ULA) metrics,
taking into account punctuation as well. On the
other hand, we also employed Fg—_; scores inter-



Method \ Precision Recall F-score Method Precision Recall F-score
Dictionary matching 0.7849 0.1229  0.2125 Contiguous LVCs
Classification 0.8284 0.6760  0.7445 Classification 0.8746 0.7854  0.8276
Dependency parser 0.8660 0.6712  0.7563 Dependency parser 0.9008 0.7357  0.8099
Non-contiguous LVCs
Table 2: Results on LVC detection. Classification 0.7103 0.5188  0.6000
Dependency parser 0.7940 0.5362  0.6401

preted on the LVC-specific relations to evaluate
the performance of detecting LVCs in the corpus
and we evaluated our system on contiguous and
non-contiguous LVCs as well.

As baselines, we made use of the meth-
ods described in Vincze et al. (2013). They
first employed dictionary matching, where LVCs
collected from a parallel corpus annotated for
Hungarian LVCs (Vincze, 2012) were mapped
to the lemmatized texts. We also applied
dictionary matching as one of our baselines.
The main method of Vincze et al. (2013) first
parsed each sentence and extracted potential
LVCs on the basis of the dependency relations
found between verb-object, verb-subject, verb-
prepositional object, verb-other argument and
noun-modifier pairs. The dependency labels were
provided by magyarlanc (Zsibrita et al., 2013).
Later, C4.5 decision trees were applied to classify
candidate LVCs, which exploits a rich feature set.
For instance, morphological features exploited the
fact that the nominal component of LVCs is typi-
cally derived from a verbal stem or coincides with
a verb, on the other hand, the POS tags of the
words and surrounding words were also used as
features. As for semantic features, the activity
or event semantic senses were looked for among
the upper level hyperonyms of the head of the
noun phrase in the Hungarian WordNet®. As
lexical features, fifteen typical light verbs were
selected from the list of the most frequent verbs
taken from the Szeged ParalellFX corpus (Vincze,
2012) and it was checked whether the lemma-
tised verbal component of the candidate was one
of these fifteen verbs. The lemma of the noun was
also applied as a lexical feature.

We evaluated our database with this system too
in a ten-fold cross validation manner (using the
same data splits as previously) and as evaluation
metrics, we employed Fg— scores. The results of
our experiments are shown in Tables 2 and 3.
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Table 3: Results on detecting contiguous and non-
contiguous LVCs.

6 Results

As Table 2 shows, the dependency parser with
the LVC-specific relations achieved an F-score of
0.7563 (recall: 0.6712, precision: 0.8660) inter-
preted on the LVC-specific relations. This result
exceeds the ones obtained by the baselines: it
outperforms the dictionary matching method by
54.38% in terms of F-score with a considerably
better recall value, and, on the other hand, it also
performs better than the classification method with
a 1.18% gain in F-score — the results are signifi-
cant (ANOVA, p = 0.012). In the latter case, the
improvement is due to the higher precision value.

The identification of non-contiguous LVCs
proved to be more difficult for both methods
than that of contiguous LVCs.  The classi-
fication approach significantly outperforms the
dependency parser on the contiguous LVC class
(ANOVA, p = 0.0455) but on the non-contiguous
class the dependency parser performs significantly
better with an F-score of 0.6401 (ANOVA, p =
0.0343).

In order to analyze the performance in more
detail, we compared the precision, recall and F-
scores for each LVC-specific label. Data in Table
4 reveal that SUBJ-LVCs are the easiest ones to
predict (with both high precision and recall val-
ues) and participial uses of LVCs are the most
difficult to identify (ATT-LVC) relation between
the noun and the participle, mostly due to the
low recall value. Although the precision value
is rather low in the case of objects (OBJ-LVC),
objects and other arguments (OBL-LVC) can be
detected reasonably well. Table 5 shows results
for (non-)contiguous LVC classes. It is revealed
that for OBL-LVCs, there is no substantial dif-
ference between contiguous and non-contiguous
LVCs but for objects and participial LVCs, the dis-

*http://www.inf.u-szeged.hu/rgai/HuWN



Relation #  Precision Recall F-score
ATT-LVC 142 0.8267 04366 0.5714
OBJ-LVC | 587 0.8365 0.6712 0.7448
OBL-LVC | 266 09175 0.7105 0.8008
SUBJ-LVC | 102 09592  0.9216 0.9400
Other-LVC 4 - - -

Table 4: Distribution of relations in the gold stan-
dard data and results in terms of precision, recall
and F-score as predicted by the dependency parser.

Relation & type | Precision Recall F-score
ATT-LVC C 0.9524  0.4878 0.6452
ATT-LVC NC 0.6667  0.3667 0.4731
OBJ-LVC C 0.8535  0.7507 0.7988
OBJ-LVC NC 0.8025  0.5478 0.6512
OBL-LVCC 0.9226  0.7176  0.8073
OBL-LVC NC 0.8947  0.6800 0.7727
SUBJ-LVC C 0.9785  0.9286 0.9529
SUBJ-LVC NC 0.6000  0.7500 0.6667

Table 5: Results in terms of precision, recall and
F-score as predicted by the dependency parser for
(non-)contiguous (NC/C) LVC classes.

tance between the two components of the LVC has
an essential effect on the efficiency.*

As for the performance on dependency pars-
ing, we got 90.38 (LAS) and 92.12 (ULA) when
training with LVC-specific relations. If these
results are compared to those achieved with tra-
ditional (i.e. non-LVC-specific) relations, then it
is revealed that in the latter case LAS is 90.63,
i.e. 0.25 percentage point higher, which can be
considered negligible.

7 Discussion

As the results show, the dependency parsing
approach achieved the best results on LVC detec-
tion, especially due to the high precision score.
This is probably due to the rich feature set applied
by the Bohnet parser. Furthermore, our approach
to solve the problem of LVC detection as a classifi-
cation of syntactic constructions by using a depen-
dency parser is also justified by these results.

A comparison with previous parser-based
approach to MWE detection might also prove use-

*As there were hardly any non-contiguous SUBJ-LVCs in

the dataset, we cannot draw any conclusions on the difficulty
level of identifying non-contiguous light verb subjects.

ful. Green et al. (2013) employed constituency
parsers to identify contiguous MWEs in French
and Arabic. As a main difference between our
approach and theirs, we applied a dependency
parser for the task of LVC detection, which proved
especially effective since we worked with a free
word order language, thus we had to deal with
non-contiguous LVCs as well. Our dependency
parser approach could adequately identify them as
well, however, experimenting with a constituency
parser will be a possible way to continue our work.

In Hungarian, it sometimes happens that a
sequence that looks like an LVC is actually not an
LVC in the specific context as in A dékdn ujabb
elbaddst tartott sziikségesnek the dean new-COMP
presentation-ACC hold-PAST-3SG necessary-DAT
“The dean thought that another presentation was
necessary”. In other contexts, eldaddst tart
presentation-ACC hold “to have a presentation”
would most probably function as an LVC. How-
ever, in this case we encounter with another fixed
grammatical construction of Hungarian, namely,
valamilyennek tart valamit somewhat-DAT hold
something-ACC “to regard something as some-
thing”, e.g. szépnek tartja a ldnyt beautiful-DAT
hold-35SG-0BJ the girl-AcC “he thinks that the
girl is beautiful”’. Thus, there is no LVC in the
above example, but approaches that heavily build
on MWE lexicons may falsely identify this verb-
object pair as a light verb object-light verb pair
since they hardly consider contextual information.
In contrast, dependency parsers have access to
information about other dependents of the verb
hence they may learn that in such cases the pres-
ence of a dative dependent argues against the iden-
tification of the verb-object pair as an LVC.

As for the specific LVC-relations, our approach
was most successful on LVCs where the noun ful-
filled the role of the subject (i.e. it had the rela-
tion SUBJ-LVC). This may be attributed to the
fact that these LVCs are the least diverse in the
corpus: there are only a handful of such types,
and each LVC type has several occurrences in the
data thus they can be easily identified. On the
other hand, participial uses of LVCs (ATT-LVC)
were the hardest to detect, which is partly due
to their lexical divergence and partly due to the
fact that currently adjectives and participles are not
distinguished in Hungarian morphological pars-
ing, i.e. they have the same morphological codes.
Thus, the parser, which heavily builds on morpho-
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logical information, has no chance to learn that it
is only participles that tend to occur as parts of
LVCs but adjectives do not. A distinction of par-
ticiples and adjectives in the Hungarian computa-
tional morphology would most probably have ben-
eficial effects on identifying LVCs.

Our results empirically prove that a dependency
parser may be effectively applied to identify LVCs
in free texts, provided that we have a dependency
model trained on LVC-specific relations, which
itself requires a treebank manually annotated for
dependency relations and LVCs. Although the
LAS scores are somewhat lower than in the case
of LVC-less dependency relations, the task of LVC
detection can be also performed by the parser.
On the other hand, the classification approach
needs a trained dependency model since it clas-
sifies LVC candidates selected on the basis of syn-
tactic information. It also uses LVC lists gath-
ered from annotated corpora and in order to denote
LVC-specific relations (i.e. quasi-arguments) in
the case of complex predicates, an extra post-
processing step is needed in the workflow. Thus,
the resources needed by the two approaches are the
same but with the dependency parsing approach,
the implementation of a new LVC-detector from
scratch might be saved and complex predicates are
provided immediately by the parser. Moreover,
another advantage of the dependency parser is that
it performs better on non-contiguous LVCs, which
are frequent in Hungarian.

We also carried out an error analysis in order
to compare the two methods. It was difficult for
both the dependency parser and the classifier to
recognize rare LVCs or those that included a non-
frequent light verb. A typical source of error
for the dependency parser was that sometimes an
LVC-specific relation was proposed for non-nouns
(e.g. adverbs or conjunctions) as well, like in
akdr trnia (either write-INF.3SG) “either he should
write”, where akdr was labeled as an LVC-object
of the verb instead of a conjunction. Furthermore,
the classifier often made an error in cases where
the sentence included an LVC but another argu-
ment of the verb was labeled as part of the LVC,
e.g. filmet forgalomba hoz (film-ACC circulation-
INE bring) “to put a film into circulation”, where
the gold standard LVC is forgalomba hoz “to put
something into circulation” but filmet hoz “‘to bring
a film” was labeled as a false positive LVC. Since
different phenomena proved to be difficult for the
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two systems, a possible direction for future work
may be to combine the two approaches in order to
minimize prediction errors.

Here we experimented with Hungarian, a mor-
phologically rich language. Nevertheless, we
believe that the method of applying a depen-
dency parser for LVC detection is not specific to
this typological class of languages and it can be
employed for any language that has a dependency
treebank which contains annotation for LVCs.

8 Conclusions

In this paper, we empirically showed that a depen-
dency parser can be employed to detect LVCs in
free texts. For this, we used a Hungarian treebank,
which has been manually annotated for depen-
dency relations and light verb constructions. Our
results outperformed those achieved by state-of-
the-art techniques for Hungarian LVC detection
and the main advantages of our system is its high
precision on the one hand and the adequate treat-
ment of non-contiguous LVCs on the other hand.
The error analysis of the systems applied sug-
gests that since the two systems make errors in
different cases, combining them may lead to more
precise results. Another possible way of improv-
ing the system is to explore methods for the treat-
ment of participial LVCs. Furthermore, as future
work we aim at experimenting with the depen-
dency parser in other scenarios (e.g. the newspaper
subcorpus of the Szeged Dependency Treebank) in
order to make further generalizations on the role of
dependency parsing in LVC detection.
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Abstract

Dialog behavior is affected by power re-
lations among the discourse participants.
We show that four different types of power
relations (hierarchical power, situational
power, influence, and power over commu-
nication) affect written dialog behavior in
different ways. We also present a system
that can identify power relations given a
written dialog.

1 Introduction

The recent increase in online social interactions
has triggered great interest in computationally an-
alyzing such interactions to gain insights about
the discourse participants (DPs). Within the field
of analyzing online interactions, there is a grow-
ing interest in finding how social power relations
between participants are reflected in the various
facets of interactions, and whether the power rela-
tions can be detected using computational means
(Rowe et al., 2007; Bramsen et al., 2011). More
recent work has shown that an analysis of the di-
alog structure (and not just the message content)
helps detecting power relations (Biran et al., 2012;
Danescu-Niculescu-Mizil et al., 2012).
Understanding the relation between dialog and
power may help in various applications. For ex-
ample, if a dialog system is engineered to behave
appropriately given the user’s expectation of rela-
tive power (for different types of power), then the
user may experience the interaction with the sys-
tem as more natural. Turning to dialog analysis
rather than generation, we can build a computa-
tional system to analyze power relations between
participants in an interaction. Such a system could
have various applications. Power analysis in on-
line forums and communities c