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Abstract 

Biomedical synonyms are important resources 

for Natural Language Processing in Biomedi-

cal domain. Existing synonym resources (e.g., 

the UMLS) are not complete. Manual efforts 

for expanding and enriching these resources 

are prohibitively expensive. We therefore de-

velop and evaluate approaches for automated 

synonym extraction from Wikipedia. Using 

the inter-wiki links, we extracted the candidate 

synonyms (anchor-text e.g., “increased 

thirst”) in a Wikipedia page and the title (e.g., 

“polyuria”) of its corresponding linked page. 

We rank synonym candidates with word em-

bedding and pseudo-relevance feedback 

(PRF). Our results show that PRF-based re-

ranking outperformed word embedding based 

approach and a strong baseline using inter-

wiki link frequency. A hybrid method, Rank 

Score Combination, achieved the best results. 

Our analysis also suggests that medical syno-

nyms mined from Wikipedia can increase the 

coverage of existing synonym resources such 

as UMLS. 

1 Introduction 

Biomedical synonym resources have been an im-

portant part of biomedical natural language pro-

cessing (NLP). Synonym resources have been 

used for a variety of tasks such as query expansion 

(Aronson and Rindflesch, 1997; Díaz-Galiano et 

al., 2009), reformulation (Plovnick and Zeng, 

2004), and word sense disambiguation (McInnes 

et al., 2007).   

Another important avenue of their use lies in e-

portals for clinical notes such as My HealtheVet 

patient portal, which allows patients to access 

clinical notes written by their healthcare providers 

(Nazi et. al., 2013). While many organizations 

have been embracing these methods of patient-cli-

nician communication, various studies (Lerner et 

al., 2000; Chapman et al., 2003; Keselman et al., 

2007) have shown that patients often have diffi-

culty in comprehending clinical notes.  

A patient’s ability to comprehend clinical notes 

is directly related to his/her ability to understand 

medical jargon (Pyper et al., 2004; Keselman et 

al., 2007). Subsequently approaches have been 

developed to replace medical jargon with corre-

sponding lay terms (Kandula et al., 2010; Abra-

hamsson et al., 2014).  Such approaches rely on 

high quality synonym resource(s). The widely 

used biomedical knowledge resource, Unified 

Medical Language System (UMLS) (Humphrey 

et al., 1998) is a very valuable resource for such 

purposes. The UMLS incorporates over 100 bio-

medical terminology resources including Con-

sumer Health Vocabulary (CHV). It also contains 

definitions for medical terms which can be used 

to simplify the clinical notes (Ramesh et al., 

2013). Even though UMLS is a rich resource with 

a vast quantity of medical terms, we found that 

several synonymous or related medical terms that 

we extracted through Wikipedia, were not present 

in the UMLS dictionaries. We report this coverage 

in Section 5.2.  

In this paper, we propose a data-driven ap-

proach for automatic extraction and ranking of 

medical synonyms from Wikipedia. Wikipedia is 

a free-access, free-content collaborative online 

encyclopedia. Our previous work suggests that 

about 40% content in Wikipedia contain health re-

lated information (Liu et al., 2013). Many studies 

have shown that Wikipedia contains high quality 

of biomedical content (Reavley et al., 2012; 

Devgan et al., 2007; Rajagopalan et al., 2011). For 
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example, Devgan et al. (2007) evaluated that Wik-

ipedia contains highly accurate medical articles. 

They do however, also mention that some articles 

contain incomplete medical content. Rajagopalan 

et al. (2011) concluded that Wikipedia has similar 

accuracy and depth as a professionally edited da-

tabase. Similarly, Reavley et al. (2012) showed 

that Wikipedia contains high quality information 

on mental disorders. 

 As the result, Wikipedia is being increasingly 

used by healthcare providers. Specifically, studies 

show that Wikipedia is widely used by junior phy-

sicians (Hughes et al., 2009) and pharmacists 

(Brokowski & Sheehan, 2009). Additionally Wik-

ipedia is also being widely used by people who are 

looking for healthcare information. Based on the 

search engine ranking and page view statistics, 

Laurent and Vickers (2009) concluded that Eng-

lish Wikipedia is major source of health related 

information for online users. 

 

Since Wikipedia is written collaboratively by 

anonymous volunteers, a majority of whom are 

lay people, its content contains both biomedical 

jargons and lay terms. This makes Wikipedia a 

rich resource linking medical jargon with synony-

mous lay phrases. We leverage this resource by 

extracting inter-wiki links from Wikipedia to ob-

tain (page title, anchor text) pairs. A typical Wik-

ipedia page includes a title and a description text 

in which anchor texts are linked (through inter-

wiki links) to other Wikipedia pages. As illus-

trated in Figure 1, one of the anchor texts in the 

“Diabetes mellitus” Wikipedia page, “increased 

thirst” is linked to the corresponding page with the 

title term “polydipsia”. We treat the anchor text as 

a synonym candidate for the title term, which we 

treat as target concept. 

Synonym candidates and their target concepts 

extracted from inter-wiki links are often synony-

mous pairs. For example, the anchor texts  “fre-

quent urination,” “increased thirst,” and “in-

creased hunger” are linked to the title pages of  

“polyuria,” “polydipsia,” and “polyphagia”, re-

spectively. However, sometimes, the synonym 

candidates and their target concepts are only re-

lated but not synonymous. For example “non-

ketotic hyperosmolar coma” and “kidney failure” 

are linked to the “hyperosmolar hyperglycemic 

state” and “chronic kidney disease” respectively.  

In addition, as a crowdsourcing resource, Wik-

ipedia has noise. A typical case is where the inter-

wiki links are tagged partially. For example, only 

the “attack” in “heart attack” may be linked to 

“Myocardial Infarction”. 

To improve the quality of synonym extraction, 

we explored several unsupervised methods to 

rank the synonymous pairs, which utilize distrib-

uted word representation (i.e., word embeddings), 

pseudo relevance feedback (PRF) based re-rank-

ing, and ranking combinations. To our 

knowledge, this is the first effort that uses word 

embedding-based ranking and PRF to improve 

 

 
 

Figure 1: Introductory paragraph for the “Diabetes Mellitus” page in English Wikipedia on top, 

along with the “Polydipsia” Page below it 

Title term linked from anchor text “increased thirst”

Anchor Text ( Synonym Candidate)
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synonym extraction from Wikipedia. We com-

pared our methods with a strong baseline method 

which uses entity-link frequency.  

2 Background 

2.1 Related Work 

Synonym identification has been active research 

for two decades. Landauer and Dutnais (1997) 

used latent semantic analysis to generate 300-di-

mension word vectors to rank answers of syno-

nym questions in TOEFL. Turney (2001) used 

search queries to obtain Point-Wise Mutual Infor-

mation score for two terms to judge whether they 

are synonyms. Yu et al. (Yu et al., 2002; Yu and 

Agichtein, 2003) developed rule-based and learn-

ing-based methods for extracting author-defined 

synonyms from text (e.g., using surface cue 

phrases such as “also called” and parentheses to 

identify full synonyms and their abbreviations).  

Neelakantan and Collins (2015) applied Ca-

nonical Correlation Analysis to calculate repre-

sentation of phrases which were then used for syn-

onym classification. McCrae and Collier (2008) 

used automatically generated patterns (regular ex-

pressions) to mine candidate synonym pairs, 

which were then classified as synonymous or not 

based on the occurrence of term pairs in each pat-

tern. Henriksson et al. (2014) created ensembles 

of semantic spaces, by combining different distri-

butional models and semantic spaces induced 

from different corpora, for synonym extraction. 

Blondel et al. (2004) used a central similarity 

measure in word graphs to calculate similarity be-

tween two words. They constructed their graph 

using a dictionary with the assumption that syno-

nyms were likely to have common words in their 

definitions and might simultaneously appear in 

the definitions of many other words. Wang et al. 

(2015) modified the word2vec algorithm to create 

a semi-supervised approach that learned from 

both unlabeled text corpus and UMLS semantic 

types, groups.  

Bøhn and Nørvåg (2010) used redirect pages 

and inter-wiki links to extract named entities from 

Wikipedia. They used the frequency of inter-wiki 

links and other heuristics (e.g., letter capitaliza-

tion) to rank the synonym candidates. In our work, 

we use inter-wiki link frequency as our baseline 

and study the improvements provided by various 

methods described in section 3. 

2.2 Word Representations 

Word representations keep the semantic and con-

textual information of a word in a compact format 

(e.g., a vector or a tensor). Different methods have 

been used to obtain compact representations, in-

cluding clustering based approaches (e.g., Brown 

Clustering (Brown et al., 1992)), co-occurrence 

based approaches (Lebret and Collobert, 2014; 

Pennington et al., 2014), and hierarchical lan-

guage models (Mnih and Hinton, 2009). Mikolov 

et al. (2013a, 2013b) showed that using a dense 

vector representation for words outperforms 

methods like tf-idf in NLP tasks, e.g., Microsoft 

Sentence Completion Challenge (Zweig and 

Burges, 2011). It is expected that words sharing 

similar semantics or contexts will be close in the 

projected latent space. In this study, we used the 

Skip Gram model (Mikolov et al. 2013a) to com-

pute relatedness of synonym pairs extracted from 

the Wikipedia. Skip Gram models, which belong 

to distributed word representation (i.e., word em-

bedding) models, are trained through a log-linear 

classifier that maximizes the prediction accuracy 

of words within a certain range before and after 

the current word. We used word vector based sim-

ilarity methods to rank the synonym candidates 

because we believe that it has a better semantic 

representation than the simpler frequency-based 

approach.  

Medical target concepts in Wikipedia are often 

linked to a variety of synonym candidates; how-

ever we found that for several cases, the number 

of links for each synonym candidate sometimes is 

very low. For those cases, frequency of inter-wiki 

links may not be sufficient to accurately deter-

mine the ranking of synonym candidates. For ex-

ample, the target concept “myopathy”, is linked to 

“exertional myopathy”, “hereditary myopathy”, 

“muscle disorders”, “muscle weakness”, “muscu-

lar diseases”, “polyneuropathy” and “metabolic 

myopathy”, “progressive myopathy” through in-

ter-wiki links. However, each of these inter-wiki 

links occurs only once. As a consequence, we can-

not rank these synonym candidates using their 

link frequencies. Word embedding approaches do 

not suffer from this problem and are expected to 

perform better in such cases.   

In addition, word embedding approaches can 

filter out frequent but partial synonym candidates 

and provide better ranking. An example of a par-

tial synonym candidate is the “heart attack” exam-

ple discussed before, where only the word “at-

tack” is tagged as the anchor-text. We expect that 

such erroneous synonym candidates are rare oc-

currences and can be filtered out using their link 

frequency. But, in reality due to erroneous manual 

tagging, partial anchor-texts (i.e. synonym candi-

dates) sometimes occur more frequently than the 
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true synonyms. For example, “oral cancer” is 

linked most frequently through “mouth” and 

“oral” (eight and four times respectively), while a 

correct paraphrase like “cancer of mouth and 

tongue” is only linked one time. Word embedding 

approaches represent semantics better than the 

frequency-based approach and therefore may be 

able to identify synonyms and separate them from 

false positives.   

2.3 Pseudo Relevance Feedback 

We use pseudo-relevance feedback (PRF) (Attar 

and Fraenkel, 1977), a widely used method in in-

formation retrieval (IR), to obtain better estimates 

of the representations of target concept in the la-

tent space. PRF is a subtype of a broader class of 

methods called relevance feedback models (Roc-

chio, 1971) in IR. Relevance feedback models ex-

ploit the idea of using feedbacks (typically from 

the user) about the relevancy of the results re-

turned for an initial query, to improve or enrich 

this query. PRF, in particular, does not require 

user interaction, but instead uses the top-k re-

trieved documents as an automatic feedback. 

These top-ranked documents are added to the 

query, and the search runs again with the updated 

query. We adapted this approach to solve the 

problem of ranking synonym candidates, which 

we will introduce in detail in Section 3.3   

3 Methods 

To improve synonym extraction from Wikipedia 

inter-wiki links, we explored different unsuper-

vised approaches, including several new methods, 

for synonym candidate ranking. 

3.1 Entity Link Frequency (ELF) 

ELF ranks (target concept, synonym candidate) 

pairs by their Wikipedia inter-wiki link frequency. 

More specifically, each synonym candidate is 

ranked by the number of times it has been used as 

an anchor-text to link to the target concept. Be-

cause the inter-wiki links in Wikipedia are created 

manually, the link frequency associated with each 

candidate term is a very strong indicator of the vi-

ability of that particular synonym candidate. 

Noisy inter-wiki links (e.g., “arrhythmia” — 

“other causes” and “heart attack” — “attack”) of-

ten have low frequencies; while high frequency 

terms (“polydipsia” — “excessive thirst”) are of-

ten good synonym candidates. This method was 

used as the baseline in our experiments.  

3.2 Word-Embedding Based Ranking 

  

We use word vectors to estimate the similarity of 

two words by computing the cosine similarity of 

their vectors in the embedded space. Many medi-

cal terms, however, are phrases with two to five 

words. This requires methods to combine individ-

ual word vectors into phrases. In this work,    

given two phrases a and b (represented by “a1 ... 

an” and “b1 … bm” respectively), we estimate 

their similarity by using the average cosine dis-

tance between each pair of words they contain, as 

defined in Equation 1,  

 

 

𝐴𝐶𝑆𝑎𝑏 = 
1

𝑛𝑚
(∑ ∑ < 𝑊(𝑎𝑖), 𝑊(𝑏𝑗) >𝑚

𝑗=1
𝑛
𝑖=1 )  (1) 

 

where 𝑊(. ) is the normalized word vector of an 

individual word. This can be interpreted as com-

puting the cosine similarity of the two phrase vec-

tors, where a phrase vector is estimated by the 

mean of the normalized word vectors of the indi-

vidual words contained in that phrase. We call this 

method Average Cosine Similarity (ACS). 

3.3 Re-ranking based on Pseudo Relevance 

Feedback (PRF) 

A limitation of the word embedding method that 

we use, Skip Gram model, is that it does not dis-

ambiguate word senses. In other words, the vector 

of a word represents multiple senses of this word. 

As a consequence, synonym candidates with non-

relevant senses (e.g., a non-medical sense of the 

target concept) could be ranked high by word em-

bedding-based ranking method. To alleviate this 

problem, we leverage on Relevance feedback to 

disambiguate our term vectors.  

As introduced in the previous section, Pseudo 

Relevance Feedback (Attar and Fraenkel, 1977), 

is a popular technique in IR, which expands a 

given query by the top-n documents retrieved for 

this query. This updated query is then used to re-

trieve the documents. We adapted PRF for our 

problem by collecting the top-n synonym candi-

dates obtained by the ELF method. We then cal-

culate the mean vector of these n candidate 

phrases and the target concept. This mean vector 

is used as the new query. We then re-rank all syn-

onym candidates by their Average Cosine Simi-

larity (ACS) to this new query. When selecting the 

top-n synonym candidates through ELF, if there 

are multiple candidates with the same ELF scores, 

we use ACS to break the tie. For example, if the 
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synonym candidates “blood infection” and “bac-

terial infection” for the target concept “septice-

mia” have ELF score 1, the candidate with the 

higher ACS to the concept term will be chosen 

with a higher priority. In case ACS scores are also 

tied, we randomly order them. 

One major advantage of this method is the use 

of mean vector of the top-n candidates to represent 

the dominant sense of the target concept. There-

fore, it will rank synonym candidates that have 

senses similar to this dominant sense very highly. 

3.4 Ranking Combination 

Ensemble ranking is a standard method to com-

bine the strengths of different ranking methods. 

When we conducted this work, we did not have 

any annotated data to build a standard ensemble 

ranker. Instead, we adopted two simple unsuper-

vised methods for ranking combination: (1) Aver-

age Ranking (AveR); and (2) Ranking Score 

Combination (RSC). 

AveR ranks the candidates by their mean ranks 

from ELF, ACS and PRF. RSC ranks the candi-

dates by the sum of their ranking scores from ELF, 

ACS and PRF. We did not normalize the ELF 

scores into [0,1] by observing that a large ELF 

score (i.e., high inter-wiki link frequency) often 

correctly predicts synonyms, irrespective of its 

corresponding ACS or PRF scores (which are  val-

ues that lie between 0 and 1). Our preliminary ex-

periments comparing score combination using 

normalized vs. raw ELF scores confirmed our 

choice of using raw ELF scores. 

4 Experimental Settings 

4.1 Experimental Data 

We extracted all the (target concept, synonym 

candidate) pairs from Wikipedia except the pairs 

that contain special characters or numbers. In to-

tal, we obtained 24M links, with 3.6M unique 

links for 1.6M distinct concepts.  

Figure 2 shows the distribution of the number 

of synonym candidates extracted for each title 

term from the Wikipedia. Out of the total 

1,659,049 title-terms, 1,457,935 terms have less 

than three synonym candidates. Our preliminary 

study suggests that many of these terms are person 

or location names, which are not of our interest. 

Therefore, we did not include these terms when 

creating our gold-standard evaluation dataset and 

only evaluated our methods on terms with three or 

more synonym candidates. 

We use word2vec software to create the Skip 

Gram word embeddings. The word embeddings 

were trained on a combined text corpus of English 

Wikipedia, Simple English Wikipedia and articles 

from PubMed Open Access, which contain over 4 

billion words in total. The text was lowercased 

and stripped of all punctuations except comma, 

apostrophe and period.  

We set our word2vec training parameters 

based on the study of Pyysalo et al. (2013). Spe-

cifically, we used 200-dimension vectors with a 

window size of 6. We used hierarchical soft-max 

with a subsampling threshold of 0.001 for train-

ing.   

 

 
 

Figure 2: Distribution of number of synonym candidates for Wikipedia Terms. N is the number of 

synonym candidates extracted per title term. Wikipedia Concept. k is the number of title terms in 

Wikipedia that have N unique number of synonym candidates 
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4.2 Evaluation Dataset 

There is no lexical resource suitable for evaluating 

our task performance. Even UMLS does not cover 

all the synonyms and related terms we discovered 

from the Wikipedia. To evaluate our synonym 

ranking methods, we created a gold standard eval-

uation dataset from the Wikipedia data we ex-

tracted.  

Since the goal of this work is to extract syno-

nym candidates for medical terms, we only chose 

medically relevant concepts for evaluation. We 

randomly selected 4000 terms from the concepts 

(title terms) that are present either in the Con-

sumer Health Vocabulary or in the Wikipedia 

Health Category tree to the depth of 4. An anno-

tator with PhD degree in Biology further selected 

1000 relevant medical terms from these 4000 

terms. 

We built an annotation GUI that presented to 

the annotators 1000 medical terms and their syn-

onym candidates. Each term and its synonym can-

didates were shown in a single annotation page. 

The page order was randomized. The annotation 

task was to judge whether the synonym candidate 

was a “Synonym”, “Related Term” or “Rejected 

or Unrelated Term” of the target concept. Two an-

notators conducted the annotation. Both are pre-

medical school students. So far, 792 unique med-

ical concepts were annotated, out of which 256 

were annotated by both. We used these 256 con-

cepts for our evaluation. We also used the entire 

792 concepts and their synonyms to calculate the 

coverage by UMLS. 

A synonym candidate is defined as a “Syno-

nym” if it has the exact same meaning as the target 

concept. It is defined as a “Related Term” if it has 

a related meaning to the target concept. We accept 

hypernyms, hyponyms, and words derived from 

the same root as “Related terms”. Additionally we 

also accept words with high correlations to the tar-

get concept, e.g., a very common symptom for a 

disease. As an example, “high blood sugar” is a 

related term of “diabetes mellitus”. Candidates 

not in the above-mentioned categories were anno-

tated as “Unrelated or Rejected Terms”. 

The gold standard of 256 concepts consists of 

1507 (title term, synonym candidate) pairs and 

their corresponding annotations. The linear 

weighted kappa for the inter-annotator agreement 

was 0.4762, with the 95% confidence interval 

ranges from 0.4413 to 0.5111. This kappa value 

suggests that the annotators have moderate agree-

ment (Viera and Garret, 2005). If we combine re-

lated terms and rejected terms into one category, 

the resulting dataset has a much higher kappa of 

0.6250. This contrasts with a low kappa of 0.3929 

when related terms are instead combined with 

synonyms, suggesting that more annotator uncer-

tainty lies in the boundary between related and re-

jected terms than between related and synony-

mous terms.  

4.3 Evaluation Measure 

We use mean average precision (MAP) to evalu-

ate the performances of our ranking methods, be-

cause our problem is similar to a typical Infor-

mation Retrieval tasks. Instead of using a set of 

relevant and irrelevant documents to evaluate our 

ranking output, we use a set of synonyms, related 

terms and rejected terms from our gold-standard 

annotation for evaluation.  

We set two evaluation conditions: (1) combin-

ing the synonyms and related terms from the gold-

standard annotation to form the set of relevant 

(positive) instances and treating rejected terms as 

irrelevant (negative) instances; and (2) using the 

synonyms from the gold annotation as positive 

(relevant) instances and treating the related and 

rejected terms as irrelevant (negative) instances.  

By the above definition, condition 1 is a relaxed 

condition and condition 2 is strict. For both con-

ditions, only terms that were judged by both an-

notators as relevant (positive) instances are treated 

as positive.  

We compute MAP by Equations (2) and (3). 

 

𝐴𝑣𝑒𝑃 =  ∑ 𝑃(𝑘)∆𝑟(𝑘)𝑛
𝑘=1                        (2) 

 

𝑀𝐴𝑃 =
∑ 𝐴𝑣𝑒𝑃(𝑡)𝑀

𝑡=1

𝑀
                             (3) 

where AveP is the average precision of a query 

(target concept in our case); k is the rank of the 

synonym candidates; P(k) is the precision of the 

ranking at rank k;  ∆𝑟(𝑘) is the increase of recall 

of the ranking at rank k compared with the recall 

at rank k-1; MAP is the mean AveP of all the target 

concepts to evaluate on. 

5 Results 

5.1 Synonym Candidate Ranking 

The ranking performances (measured by MAP) of 

different methods are shown in Table 1.  

As we see, under the relaxed condition (Col-

umn 1), the word embedding-based ranking 

method ACS outperforms the frequency based 

ranking method ELF (Row 2 vs. Row 1); while 

under the strict condition (Column 2), ACS has 

slightly lower performance than ELF (Row 2 vs. 
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Row 1). This suggests that the word embedding-

based ranking method is superior than the fre-

quency based ranking method in identifying se-

mantically related (coherent) terms. However, 

they themselves may not be sufficient to accu-

rately identify synonyms. 

Result analysis suggests that ELF has a high 

precision at high ranks, especially when the fre-

quency of the candidate term (i.e., the number of 

times it is linked to the target term in Wikipedia) 

is high. However, the frequency values for syno-

nym candidates tend to be identical for lower 

ranked candidates. As a result, it is impossible to 

determine the order of these candidates using fre-

quency based method such as ELF. Table 2 shows 

a typical example. For the target concept “septice-

mia”, the frequencies of its candidates are all 1’s. 

In this case, we cannot gain any information from 

ELF about the ranking of these synonym candi-

dates. The annotated rankings from one of our an-

notators and the rankings predicted by the PRF 

method are given on the side. This is a major rea-

son why ELF has lower MAP than ACS and PRF. 

PRF performs better than ELF and ACS con-

sistently on both conditions. As introduced in Sec-

tion 3, in the PRF method, we use the top-n (n=5 

in our experiments) candidate terms returned by 

the ELF method as feedback terms and use ACS 

to break the tie (when there are candidates with 

the same ELF scores). This way, PRF implicitly 

takes advantages of both ELF and ACS, which ex-

plains why it is better than these two methods.   

Further analysis of the results suggest that PRF 

is good at rejecting unrelated terms, but can be 

confused between synonyms and related words. 

This is especially true when the related terms are 

just morphologically different from the original 

term (see Table 2 for an example).  

Table 1 also shows the performance from com-

bining individual ranking methods. As we can see, 

the performance of the average ranking method 

using equal weights (AveR, Row 4) falls between 

the best and the worst individual ranking methods 

on both conditions. This is not surprising because 

we did not tune the combination weights. It is 

likely we can boost the ranking performance by 

optimizing the combination weights using anno-

tated training data, which will be our future work. 

Interestingly, the performance from using com-

bined ranking scores (RSC) is almost always 

higher than all the individual methods with re-

spectable margins on both conditions. This result 

suggests that augmenting ELF rankings with word 

similarity based measures and pseudo relevance 

feedback is a very effective way to improve the 

quality of synonym candidate ranking. Paired t-

test shows that our best performing method RSC 

is significantly better than the ELF baseline on 

both conditions (p- value<0.001). Other methods 

are significantly better than ELF on the relaxed 

condition (p-value <0.01) but not on the strict con-

dition. 

In our experiments, we set n, the number of 

feedback terms used by PRF, as 5. This value was 

set heuristically due to the lack of the training 

data. In a post-experiment analysis, we tested the 

effects of using different values of n (from 1 to 

10). Figures 3 and 4 show the results. As we can 

see, the values of n do not affect the ranking re-

sults remarkably, especially on the strict condi-

tion. In particular, the orders of the performances 

of different methods remain the same. 

 

5.2 Coverage of Synonym Extraction 

To estimate how much the Wikipedia based syn-

onym extraction can contribute to existing syno-

nym resources, we analyzed the coverage of our 

synonyms in UMLS. So far, we have 5025 unique 

pairs of medical concepts and their synonym 

terms, which have been annotated (judged) by at 

least one annotator. Of the 5025 pairs, 4447 have 

been annotated as either a synonym or a related 

term. Of these 4447 terms, only 2621 are covered 

in UMLS. 

Methods MAP ( Relaxed 

condition ) 

MAP (strict condi-

tion) 

 ELF 0.6267 0.2401 

 ACS 0.6624 0.2383 

 PRF 0.6859 0.2519 

 AveR 0.6685 0.2433 

 RSC 0.6900 0.2745 

Table 1: Mean Average Precision values for Rele-

vance Feedback of 5 

 

Candidates for 

“septicemia” 

Annota-

tion 

PRF 

Rank-

ing 

Fre-

quency 

 bacterial infection Related 2 1 

 blood infection Synonym 6 1 

 coral poisoning Rejected 7 1 

 Septicaemia Synonym 1 1 

 Septicaemic Related 4 1 

 Septicemic Related 3 1 

 septic infection Synonym 5 1 

Table 2: Predictions for “septicemia” 
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If we look at only synonyms, 1523 of the 5025 

pairs have been annotated by at least one of the 

annotators as synonyms. Out of the 1523 terms, 

429 are not in UMLS.  

Clearly Wikipedia is a valuable synonym re-

source that can be mined to enhance existing lex-

ical resources such as UMLS.      

6 Conclusion and Future Work 

We have presented novel methods in mining and 

ranking synonyms from Wikipedia. Our approach 

is distinguished from previous works in that we 

utilize word embeddings and pseudo relevance 

feedback to estimate the semantic and contextual 

similarities of medical terms and use them as a 

feature to improve synonym candidate ranking. 

Our results show that a combination of frequency-

based ranking, word embedding based ranking 

and pseudo relevance feedback achieves the best 

performance. This suggests that word embedding 

is a valuable tool in improving synonym extrac-

tion from noisy resources like Wikipedia.  

We used English Wikipedia for this work. Our 

approach is general and can be applied to other 

languages. Its performance is contingent on the 

size of the Wikipedia and the quality of word em-

beddings for each specific language. Wikipedia 

has more than 280 languages, 50 of which have 

more than hundreds of thousands of articles. The 

word2vec tool can be trained and used on corpora 

in any of these languages.   

We use the mean of individual word vectors to 

estimate the phrase vector. In the future, we will 

explore more advanced algorithms (e.g., Recur-

sive Neural Networks (Socher et al., 2011)) for 

phrase composition. 

The synonym pairs mined and ranked by our 

methods will be added to a comprehensive syno-

nym resource after manual curation. We will use 

this resource to simplify medical health records, 

by substituting complex medical terms with their 

lay language synonyms.  

 
Figure 3: Plot of Mean Average Precision vs N for relaxed condition. N is the number of queries 

used for Relevance Feedback 
 

 
Figure 4: Plot of Mean Average Precision vs N for strict condition. N is the number of queries used 

for the Relevance Feedback 
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