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Abstract

We investigate whether one can determine
from the transcripts of U.S. Congressional
floor debates whether the speeches repre-
sent support of or opposition to proposed
legislation. To address this problem, we
exploit the fact that these speeches occur
as part of a discussion; this allows us to
use sources of information regarding re-
lationships between discourse segments,
such as whether a given utterance indicates
agreement with the opinion expressed by
another. We find that the incorporation
of such information yields substantial im-
provements over classifying speeches in
isolation.

Introduction

One ought to recognize that the present
political chaos is connected with the de-
cay of language, and that one can prob-
ably bring about some improvement by
starting at the verbal end— Orwell,
“Politics and the English language”

online accessibility of politically oriented texts in
particular, however, is a phenomenon that some
have gone so far as to say will have a potentially
society-changing effect.

In the United States, for example, governmen-
tal bodies are providing and soliciting political
documents via the Internet, with lofty goals in
mind: electronic rulemakingeRulemaking) ini-
tiatives involving the “electronic collection, dis-
tribution, synthesis, and analysis of public com-
mentary in the regulatory rulemaking process”,
may “[alter] the citizen-government relationship”
(Shulman and Schlosberg, 2002). Additionally,
much media attention has been focused recently
on the potential impact that Internet sites may have
on politicg, or at least on political journalistn
Regardless of whether one views such claims as
clear-sighted prophecy or mere hype, it is obvi-
ously important to help people understand and an-
alyze politically oriented text, given the impor-
tance of enabling informed participation in the po-
litical process.

Evaluative and persuasive documents, such as
a politician’s speech regarding a bill or a blog-
ger's commentary on a legislative proposal, form a
particularly interesting type of politically oriented

amounts of politically oriented text are now avail- €valuative statements than the actual text of a bill

able online. This includes both official documents,0r law under discussion, given the dense nature of
such as the full text of laws and the proceedings ofegislative language and the fact that (U.S.) bills

legislative bodies, and unofficial documents, suctPften reach several hundred pages in length (Smith

as postings on weblogs (blogs) devoted to politicset al-, 2005). Moreover, political opinions are ex-
In some sense, the availability of such data is sim

sional bills and related data was launched in January 1995,

ply a manifestation of a general trend of “every-when Mosaic was not quite two years old and Altavista did
body putting their records on the InternétThe

not yet exist.
2E.g., “Internet injects sweeping change into U.S. poli-

L1t is worth pointing out that the United States’ Library of tics”, Adam NagourneyThe New York Timegpril 2, 2006.
Congress was an extremely early adopter of Web technology: °E.g., “The End of News?”, Michael Massinghe New
the THOMAS database (http://thomas.loc.gov) of congres-York Review of Book®ecember 1, 2005.
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plicitly solicited in the eRulemaking scenario. tween two speakers, such as explicit assertions (‘I
In the analysis of evaluative language, it is fun-second that!”) or quotation of messages in emails
damentally necessary to determine whether the awr postings (see Mullen and Malouf (2006) but cf.
thor/speaker supports or disapproves of the topiégrawal et al. (2003)). Agreement evidence can
of discussion. In this paper, we investigate thée a powerful aid in our classification task: for ex-
following specific instantiation of this problem: ample, we can easily categorize a complicated (or
we seek to determine from the transcripts ofoverly terse) document if we find within it indica-
U.S. Congressional floor debates whether eactions of agreement with a clearly positive text.
“speech” (continuous single-speaker segment of Obviously, incorporating agreement informa-
text) represents support for or opposition to a protion provides additional benefit only when the in-
posed piece of legislation. Note that from an ex-put documents are relatively difficult to classify
perimental point of view, this is a very convenientindividually. Intuition suggests that this is true
problem to work with because we can automati-of the data with which we experiment, for several
cally determine ground truth (and thus avoid thereasons. First, U.S. congressional debates contain
need for manual annotation) simply by consultingvery rich language and cover an extremely wide
publicly available voting records. variety of topics, ranging from flag burning to in-
ternational policy to the federal budget. Debates
Task properties  Determining whether or not @ gre glso subject to digressions, some fairly natural
speaker supports a proposal falls within the realnynq others less so (e.g., “Why are we discussing
of sentiment analysjsan extremely active re- thjs pjll when the plight of my constituents regard-
search area devoted to the computational treatmemg this other issue is being ignored?”)
of subjective or opinion-oriented language (early Second, an important characteristic of persua-
work includes Wiebe and Ra_tpaport (1988), Hearsgive language is that speakers may spend more
(1992), Sack (1994), and Wiebe (1994); see Esulime presenting evidence in support of their po-
(2006) for an active bibliography). In particu- gitions (or attacking the evidence presented by
lar, since we treat each individual speech withingihers) than directly stating their attitudes. An
a debate as a single "document”’, we are considegyreme example will illustrate the problems in-
ing a version otlocument-level sentiment-polarity \,q\yed. Consider a speech that describes the U.S.
classification namely, automatically distinguish- {54 a5 deeply inspirational, and thus contains only
ing between positive and negative documents (Dagqsitive language. If the bill under discussion is a
and Chen, 2001; Pang et al., 2002; Turney, Zoozroposed flag-burning ban, then the speecufs
Dave et al., 2003). portive but if the bill under discussion is aimed at
Most sentiment-polarity classifiers proposed i”rescinding an existing flag-burning ban, the speech
the recent literature categorize each document ir}’nay represemppositionto the legislation. Given
dependently. A few others incorporate variousihe current state of the art in sentiment analysis,
measures of inter-document similarity between the is qoubtful that one could determine the (proba-

texts to be labeled (Agarwal and Bhattacharyyapy topic-specific) relationship between presented

2005; Pang and Lee, 2005; Goldberg and Zhugyigence and speaker opinion.

2006). Many interesting opinion-oriented docu-

ments, however, can be linked through certain reQualitative summary of results The above dif-

lationships that occur in the context of evaluativeficulties underscore the importance of enhancing

discussions For example, we may find textdal standard classification techniques with new infor-

evidence of a high likelihood oagreementbe- mation sources that promise to improve accuracy,

— _ . _ ~such as inter-document relationships between the
Because we are most interested in techniques apphcabl@ocuments to be labeled. In this paper, we demon-

across domains, we restrict consideration to NLP aspects o ] .

the problem, ignoring external problem-specific information. Strate that the incorporation of agreement model-

For example, although most votes in our corpus were almosing can provide substantial improvements over the

completely along party lines (and despite the fact that same: C . .
party information is easily incorporated via the methods Weappllcatlon of support vector machines (SVMs) in

propose), we did not use party-affiliation data. Indeed, inisolation, which represents the state of the art in
other settings (e.g., a movie-discussion listserv) one may ngfe individual classification of documents. The en-
be able to determine the participants’ political leanings, anq_I d . btained Vi fairl ..
such information may not lead to significantly improved re- _ance aCCU_raC'eS are _0 ained via a fairly primi-
sults even if it were available. tive automatically-acquired “agreement detector”
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total | train  test development
speech segments 3857 | 2740 860 257
debates 53 38 10 5
average number of speech segments per degpat@.8| 72.1 86.0 51.4
average number of speakers per debate 32.1| 309 411 226

Table 1: Corpus statistics.

and a conceptually simple method for integrat-ments belonging to a class of formulaic, generally
ing isolated-document and agreement-based irsne-sentence utterances focused on the yielding
formation. We thus view our results as demon-of time on the house floor (for example, “Madam
strating the potentially large benefits of exploiting Speaker, | am pleased to yield 5 minutes to the
sentiment-related discourse-segment relationshiggentleman from Massachusetts”), as such speech

in sentiment-analysis tasks. segments are clearly off-topic. We also removed
speech segments containing the term “amend-
2 Corpus ment”, since we found during initial inspection

, _ _ _ that these speeches generally reflect a speaker’s
This section outlines the main steps of the procesgpinion on an amendment, and this opinion may

by which we created our corpus (download site it from the speaker’s opinion on the underly-
Www.cs.cornell.edu/home/lIee/data/convote.html)-mg bill under discussion.

GovTrack (http:/govtrack.us) is an independent We randomly split the data into training, test,
website run by Joshua Tauberer that collects putend development (parameter-tuning) sets repre-
licly available data on the legislative and fund-Senting roughly 70%, 20%, and 10% of our data,
raising activities of U.S. congresspeople. Due tdespectively (see Table 1). The speech segments
its extensive cross-referencing and collating of inf€mained grouped by debate, with 38 debates as-
formation, it was nominated for a 2006 “Webby” Signed to the training set, 10 to the test set, and 5
award. A crucial characteristic of GovTrack from 0 the development set; we require that the speech
our point of view is that the information is pro- S€gments from an individual debate all appear in
vided in a very convenient format; for instance,the same set because our goal is to examine clas-
the floor-debate transcripts are broken into sepasification of speech segments in the context of the
rate HTML files according to the subject of the Surrounding discussion.
debate, so we can trivially derive long sequencea Method
of speeches guaranteed to cover the same topic.

We extracted from GovTrack all available tran- The support/oppose classification problem can be
scripts of U.S. floor debates in the House of Repapproached through the use of standard classifiers
resentatives for the year 2005 (3268 pages of trarsuch as support vector machines (SVMs), which
scripts in total), together with voting records for all consider each text unit in isolation. As discussed
roll-call votes during that year. We concentratedin Section 1, however, the conversational nature
on debates regarding “controversial” bills (ones inof our data implies the existence of various rela-
which the losing side generated at least 20% of th@ionships that can be exploited to improve cumu-
speeches) because these debates should presugiive classification accuracy for speech segments
ably exhibit more interesting discourse structure. belonging to the same debate. Our classification

Each debate consists of a seriesspéech seg- framework, directly inspired by Blum and Chawla
ments where each segment is a sequence of un2001), integrates both perspectives, optimizing
interrupted utterances by a single speaker. Sincgs labeling of speech segments based on both in-
speech segments represent natural discourse unityidual speech-segment classification scores and
we treat them as the basic unit to be classifiedpreferences for groups of speech segments to re-
Each speech segment was labeled by the voteeive the same label. In this section, we discuss
(“yea” or “nay”) cast for the proposed bill by the the specific classification framework that we adopt
person who uttered the speech segment. and the set of mechanisms that we propose for

We automatically discarded those speech segnodeling specific types of relationships.
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3.1 Classification framework for each speech segmentvas based on the signed
distancei(s) from the vector representingto the

Let sy, s0,..., s, be the sequence of speech seg~" o
trained SVM decision plane:

ments within a given debate, and 18t and
N stand for the “yea” and “nay” class, respec-
. , 1 d(s) > 20s;
tively. Assume we have a non-negative func- def d(s)
tion ind(s, C) indicating the degree of preference 1Nd(s,Y) = (1 + ?) /2 |d(s)] < 204
that an individual-document classifier, such as an 0 d(s) < =20,
SVM, has for placing speech-segmenin class
C. Also, assume that some pairs of speech segvhereo; is the standard deviation dfs) over all
ments havewveighted linksbetween them, where speech segmentsin the debate in question, and
the non-negativestrength (weight) str(¢) for a  ind(s, \V) def g ind(s, ).
link ¢ indicates the degree to which it is prefer- We now turn to the more interesting problem of
able that the linked speech segments receive thepresenting the preferences that speech segments
same label. Then, any class assignment= may have for being assigned to the same class.
c(s1),c(s2),...,c(s,) can be assignedast _ )
3.3 Relationships between speech segments

D ind(s,e(s)+ Y > str(f), A wide range of relationships between text seg-

s s,5': c(s)#c(s') £ between s,s’ ments can be modeled as positive-strength links.

Here we discuss two types of constraints that are
wherec(s) is the “opposite” class from(s). A considered in this work.

minimum-cosassignment thus represents an opti- _ _

mum way to classify the speech segments so that@Mme-speaker constraints: In- Congressional
each one tends not to be put into the class th4iebates and in general social-discourse contexts,
the individual-document classifier disprefers, but® Single speaker may make a number of comments

at the same time, highly associated speech se§g9arding a topic. Itis reasonable to expect that in

ments tend not to be put in different classes. many settings, the participants in a discussion may
As has been previously observed and exploite@® convinced to change their opinions midway

in the NLP literature (Pang and Lee, 2004: Agar_through a debate. Hence, in the general case we

wal and Bhattacharyya, 2005; Barzilay and Lap_wish to be able to express “soft” preferences for all

ata, 2005), the above optimization function unlikeOf an author’s statements to receive the same label,

many others that have been proposed for graph dyhere the strengths of such constraints could, for
set partitioning, can be solvegkactlyin an prov- instance, vary according to the time elapsed be-

ably efficient manner via methods for finding min- tWeen the statements. Weighted links are an ap-
imum cuts in graphs. In our view, the contribution ProPriate means to express such variation.

of our work is the examination of new types of ~However, if we assume that most speakers do
relationships, not the method by which such renot change their positions in the course of a dis-

lationships are incorporated into the classificatiorfUSSion, we can conclude that all comments made
decision. by the same speaker must receive the same label.

This assumption holds by fiat for the ground-truth
3.2 Classifying speech segments in isolation labels in our dataset because these labels were

In our experiments, we employed the WeII-knownderived from Fhe s'ingle vote cast by_ the speaker
classifierSV M9t to obtain individual-document ©N the bill being discusseéd.We can implement
classification scores, treatingj as the positive IS assumption vialinks whose weights are essen-
class and using plain unigrams as featdreol- tla_LIIy |nf|n|te._ Although one can also implement
lowing standard practice in sentiment analysi§hIS assumption waconcatengtlon ofsame-gpeaker
(Pang et al., 2002), the input ®VM'9"* con- speech segments (see Section 4.3), we view the

sisted of normalized presence-of-feature (rathefaCt that our graph-based framework incorporates

than frequency-of-feature) vectors. Tingl value SWe are attempting to determine whether a speech seg-
- ment represents support or not. This differs from the problem

®SVM'9"! s available at svmlight.joachims.org. Default of determining what the speaker’s actual opinion is, a prob-
parameters were used, although experimentation with differlem that, as an anonymous reviewer put it, is complicated by
ent parameter settings is an important direction for futuregrandstanding, backroom deals, or, more innocently, plain
work (Daelemans and Hoste, 2002; Munson et al., 2005). change of mind (‘I voted for it before | voted against it’)".
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both hard and soft constraints in a principled fash} Agreement classifier Devel. Test
ion as an advantage of our approach. (‘reference--agreement?”) | set set

Diff K In H di majority baseline 81.51 80.26
ifferent-speaker agreements In House dis- | 1. 0. 1o amdmtsfagr = 0 8425 81.07

course, it is commqn for one speaker to make ref- Train: with amdmisgagr=0 | 86.99  80.10
erence to another in the context of an agreement
or disagreement over the topic of discussion. Theable 2: Agreement-classifier accuracy, in per-
systematic identification of instances of agreemengent. “Amdmts”="speech segments containing the
can, as we have discussed, be a powerful tool foford ‘amendment”. Recall that boldface indi-

the development of intelligently selected weightscates results for development-set-optimal settings.
for links between speech segments.

The problem of agreement identification can be
decomposed into two sub-problems:  identifying'2"¢® of theagr scores. The thresholfagr con-
references and their targets, and deciding WhethéFoIS the precision of the agreement links, in that

each reference represents an instance of agre\é"allues offagrgreater than zero mean that greater

ment. In our case, the first task is straightfor-conﬁdence is required before an agreement link
ward because we focused solely on by-name ref:an be added:

erences. Henc_e, we vylll now concentrate on the 4 Evaluation

second, more interesting task.

We approach the problem of classifying refer-This section presents experiments testing the util-
ences by representing each reference with a wordty of using speech-segment relationships, evalu-
presence vector derived from a window of textating against a number of baselines. All reported
surrounding the referenée.In the training set, results use values for the free parameteterived
we classify each reference connecting two speakvia tuning on the development set. In the tables,
ers with a positive or negative label depending orboldface indicates the development- and test-set
whether the two voted the same way on the bill un+esults for thedevelopment-set-optimphrameter
der discussioh These labels are then used to trainsettings, as one would make algorithmic choices
an SVM classifier, the output of which is subse-based on development-set performance.
quently used to create weights agreement links
in the test set as follows. 4.1 Preliminaries: Reference classification

Let d(r) denote the distance from the vectorRecall that to gather inter-speaker agreement in-
representing refereneeto the agreement-detector formation, the strategy employed in this paper is
SVM'’s decision plane, and let, be the standard to classify by-name references to other speakers
deviation ofd(r) over all references in the debate as to whether they indicate agreement or not.
in question. We then define the strenggr of the To train our agreement classifier, we experi-
agreement linkcorresponding to the reference as: mented with undoing the deletion of amendment-

related speech segments in the training set. Note

o 0 d(r) < Oagr, that such speech segments weewerincluded in
agr(r) =  a-d(r) /4o, Vagr< d(r) <4o,;  the development or test set, since, as discussed in
a d(r) > 4o,. Section 2, their labels are probably noisy; how-

ever, including them in theaining set allows the
The free parameter specifies the relative impor- classifier to examine more instances even though
"One subtlety is that for the purposes of mining agree-some of them are Iabel_ed 'r_]correCtIy' _AS Table
ment cues (bunot for evaluating overall support/oppose 2 shows, using more, if noisy, data yields bet-

classification accuracy), we temporarily re-inserted into oufiar agreement-classification results on the devel-
dataset previously filtered speech segments containing the .
term “yield”, since the yielding of time on the House floor OPMeNt set, and so we use that policy in all subse-
typically indicates agreement even though the yield statequent experiment%l.
ments contain little relevant text on their own.
8We found good development-set performance using the °Our implementation puts a link between just one arbi-
30 tokens before, 20 tokens after, and the name itself. trary pair of speech segments among all those uttered by a
9Since we are concerned with references that potentiallgiven pair of apparently agreeing speakers. The “infinite-
represent relationships between speech segments, we ignomgight” same-speaker links propagate the agreement infor-
references for which the target of the reference did not speaknation to all other such pairs.
in the debate in which the reference was made. "yunfortunately, this policy leads to inferitest-seagree-
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Agreement classifief Precision (in percent); Support/oppose classifer Devel. Test
Devel. set Test set (“speech segmestyea?”) set set
fagr= 0 86.23 82.55 majority baseline 54.09 58.37
fagr= 1 89.41 88.47 #(“support”) — #(“oppos”) 59.14 62.67
SVM [speech segment] 70.04 66.05
Table 3: Agreement-classifier precision. SVM + same-speaker links 7977 67.21

SVM + same-speaker links .

An important observation is that precision may| ~ +agreementlinkslagr=0 | 89.11  70.81
be more important than accuracy in deciding * agreementlinksjagr= . | 87.94 71.16

which agreement links to add: false positives with . -
Table 4: Segment-based speech-segment classifi-

respect to agreement can cause speech segment% .
. . cation accuracy, in percent.

to be incorrectly assigned the same label, whereas

false negatives mean only that agreement-based

information about other speech segments is not Sl‘J‘ppOI‘t/OppOSG cIassﬁeE Devel. Test
employed. As described above, we can raise (‘speech segmentyea?’) | set set
agreement precision by increasing the thresholg SVM [speaker] 71.60  70.00
fagr, which specifies the required confidence for SVM + agreement links. .

the addition of an agreement link. Indeed, Tablgl ~ With fagr= 10 88.72 7128
3 shows that we can improve agreement precision with fagr = 84.44 76.05

by settlnge_agr tdo gh?h(pgi;t&/e) mean a?relemimTable 5: Speaker-based speech-segment classifica-
scoreu assighed by the agreement-classili€t;q, accuracy, in percent. Here, the initial SVM is
over all references in the given debgte How-

. . run on the concatenation of all of a given speaker’s
ever, this comes at the cost of greatly reducin

%peech segments, but the results are computed
agreement accuracy (development: 64.38%; te P ¢ ’ P

Sk

ver speech segments (not speakers), so that the
66.18%) due to lowered recall levels. WhetherCan bepcompar(gd to tho(se i 1F'Jable4 ) y
or not better speech-segment classification is ulti- '

mately achieved is discussed in the next sections.

development-set accuracy increase even more, in
the latter case quite substantially so.

] ) The last two lines of Table 4 show that the
Baselines The first two data rows of Table \eq regyits are obtained by incorporating agree-
4 depict baseline performance results.  The,eont information as well. The highest test-set re-
#("support’) — #(“oppos”) baseline is meant g+ 71 169, is obtained by using a high-precision
to explore whether the speech-segment classificgq eshold to determine which agreement links to
tion task can be reduced to simple lexical checks, 44 \while the development-set results would in-
Specifically, this method uses the signed differy, e s to utilize the standard threshold value of 0,
ence between the number of words containing th@vhich is sub-optimal on the test set, thggr = 0
stem “support” and the number of words contain-;reement-link policy still achieves noticeable im-

ing the stem “oppos” (returning the majoritg class ) ovement over not using agreement links (test set:
if the difference is 0). No better than 62.67% test-70.819 vs. 67.21%).

set accuracy is obtained by either baseline.

4.2 Segment-based speech-segment
classification

4.3 Speaker-based speech-segment

Using relationship information Applying an L
9 P pPlyIng classification

SVM to classify each speech segment in isolation
leads to clear improvements over the two baseWe use speech segments as the unit of classifica-
line methods, as demonstrated in Table 4. Whetion because they represent natural discourse units.
we impose the constraint that all speech segmen®s a consequence, we are able to exploit relation-
uttered by the same speaker receive the same lahips at the speech-segment level. However, it is
bel via “same-speaker links”, both test-set andnteresting to consider whether we really need to
ment classification. Section 4.5 contains further discussion. consider relationships specifically .betW?en Spee.Ch

12y elected not to explicitly tune the valueddgrin or-- ~ S€IMeENts themsel_ves, or whether it suffices to sim-
der to minimize the number of free parameters to deal with. ply consider relationships between tepeakers
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of the speech segments. In particular, as an alve believe, is our most important finding.

ternative to using same-speaker links, we tried a

speaker-basedpproach wherein the way we de-5 Related work

termine the initial individual-document classifica-

tion score for each speech segment uttered by RBolitically-oriented text = Sentiment analysis has
persorp in a given debate is to run an SVM on the Specifically been proposed as a key enabling tech-
concatenation ddll of p's speech segments within nology in eRulemaking, allowing the automatic
that debate. (We also ensure that agreement-linknalysis of the opinions that people submit (Shul-
information is propagated from speech-segment téhan et al., 2005; Cardie et al., 2006; Kwon et al.,
speaker pairs.) 2006). There has also been work focused upon de-

How does the use of same-speaker links comtermining the political leaning (e.g., “liberal” vs.
pare to the concatenation of each speaker’s speecgonservative”) of a document or author, where
segments? Tables 4 and 5 show that, not sumost previously-proposed methods make no di-
prisingly, the SVM individual-document classifier rect use of relationships between the documents to
works better on the concatenated speech segmeritg classified (the “unlabeled” texts) (Laver et al.,
than on the speech segments in isolation. How2003; Efron, 2004; Mullen and Malouf, 2006). An
ever, the effect on overall classification accuracyexception is Grefenstette et al. (2004), who exper-
is less clear: the development set favors samdmented with determining the pOlitiC&l orientation
speaker links over concatenation, while the test sedf websites essentially by classifying the concate-
does not. nation of all the documents found on that site.

But we stress that the most important obser- Others have applied the NLP technologies of
vation we can make from Table 5 is that oncenear-duplicate detection and topic-based text cat-
again, the addition of agreement information leadsgorization to politically oriented text (Yang and
to substantial improvements in accuracy. Callan, 2005; Purpura and Hillard, 2006).

4.4 “Hard” agreement constraints Detecting agreement We used a simple method
Recall that in in our experiments, we createdto learn to identify cross-speaker references indi-
finite-weight agreement links, so that speech segeating agreement. More sophisticated approaches
ments appearing in pairs flagged by our (imperhave been proposed (Hillard et al., 2003), in-
fect) agreement detector can potentially receivgluding an extension that, in an interesting re-
different labels. We also experimented witrc-  versal of our problem, makes use of sentiment-
ing such speech segments to receive the same lgolarity indicators within speech segments (Gal-
bel, either through infinite-weight agreement linksley et al., 2004). Also relevant is work on the gen-
or through a speech-segment concatenation stragfal problems of dialog-act tagging (Stolcke et al.,
egy similar to that described in the previous sub-2000), citation analysis (Lehnert et al., 1990), and
section. Both strategies resulted in clear degrads&somputational rhetorical analysis (Marcu, 2000;
tion in performance on both the development andreufel and Moens, 2002).
test sets, a finding that validates our encoding of We currently do not have an efficient means
agreement information as “soft” preferences. to encodedisagreemeninformation as hard con-
straints; we plan to investigate incorporating such
information in future work.
We have seen several cases in which the method
that performs best on the development set doeBelationships between the unlabeled items
not yield the best test-set performance. HowevefCarvalho and Cohen (2005) consider sequential
we felt that it would be illegitimate to change the relations between different types of emails (e.g.,
train/development/test sets in a post hoc fashiorhetween requests and satisfactions thereof) to clas-
that is, after seeing the experimental results. sify messages, and thus also explicitly exploit the
Moreover, and crucially, it is very clear that Structure of conversations.
using agreement information, encoded as prefer- Previous sentiment-analysis work in different
ences within our graph-based approach rather thastomains has considered inter-document similar-
as hard constraints, yields substantial improveity (Agarwal and Bhattacharyya, 2005; Pang and
ments on both the development and test set; thid,ee, 2005; Goldberg and Zhu, 2006) or explicit

4.5 On the development/test set split
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