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Abstract

This thesis proposal sheds light on the role of
interactive machine learning and implicit user
feedback for manual annotation tasks and se-
mantic writing aid applications. First we fo-
cus on the cost-effective annotation of train-
ing data using an interactive machine learn-
ing approach by conducting an experiment
for sequence tagging of German named en-
tity recognition. To show the effectiveness of
the approach, we further carry out a sequence
tagging task on Ambharic part-of-speech and
are able to significantly reduce time used for
annotation. The second research direction
is to systematically integrate different NLP
resources for our new semantic writing aid
tool using again an interactive machine learn-
ing approach to provide contextual paraphrase
suggestions. We develop a baseline system
where three lexical resources are combined to
provide paraphrasing in context and show that
combining resources is a promising direction.

1 Introduction

Machine learning applications require considerable
amounts of annotated data in order to achieve a good
prediction performance (Pustejovsky and Stubbs,
2012). Nevertheless, the development of such an-
notated data is labor-intensive and requires a certain
degree of human expertise. Also, such annotated
data produced by expert annotators has limitations,
such as 1) it usually does not scale very well since
annotation of a very large data set is prohibitively ex-
pensive, and 2) for applications which should reflect
dynamic changes of data over time, static training
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data will not serve its purpose. This issue is com-
monly known as concept drift (Kulesza et al., 2014).

There has been a lot of effort in automatically
expanding training data and lexical resources using
different techniques. One approach is the use of ac-
tive learning (Settles et al., 2008) which aims at re-
ducing the amount of labeled training data required
by selecting most informative data to be annotated.
For example it selects the instances from the training
dataset about which the machine learning model is
least certain how to label (Krithara et al., 2006; Set-
tles, 2010; Raghavan et al., 2006; Mozafariy et al.,
2012). Another recent approach to alleviate bot-
tleneck in collecting training data is the usage of
crowdsourcing services (Snow et al., 2008; Costa
et al., 2011) to collect large amount of annotations
from non-expert crowds at comparably low cost.

In an interactive machine learning approach, the
application might start with minimal or no train-
ing data. During runtime, the user provides simple
feedback to the machine learning process interac-
tively by correcting suggestions or adding new anno-
tations and integrating background knowledge into
the modeling stage (Ware et al., 2002).

Similarly, natural language processing (NLP)
tasks, such as information retrieval, word sense dis-
ambiguation, sentiment analysis and question an-
swering require comprehensive external knowledge
sources (electronic dictionaries, ontologies, or the-
sauri) in order to attain a satisfactory performance
(Navigli, 2009). Lexical resources such as Word-
Net, Wordnik, and SUMO (Niles and Pease, 2001)
also suffer from the same limitations that the ma-
chine learning training data faces.
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Figure 1: An online interface for the semantic writing aid
application. Paraphrase suggestions are presented from a
systematic combination of different NLP resources.

This proposal focuses on the development and en-
hancement of training data as well as on systematic
combinations of different NLP resources for a se-
mantic writing aid application. More specifically we
address the following issues: 1) How can we pro-
duce annotated data of high quality using an inter-
active machine learning approach? 2) How can we
systematically integrate different NLP resources? 3)
How can we integrate user interaction and feedback
into the interactive machine learning system? More-
over, we will explore the different paradigms of in-
teractions (when should the machine learning pro-
duce a new model, how to provide useful sugges-
tions to users, and how to control annotators behav-
ior in the automation process ). To tackle these prob-
lems, we will look at two applications, 1) an annota-
tion task using a web-based annotation tool and 2) a
semantic writing aid application, a tool with an on-
line interface that provides users with paraphrase de-
tection and prediction capability for a varying writ-
ing style. In principle, the two applications have
similar nature except that the ultimate goal of the
annotation task is to produce a fully annotated data
whereas the semantic writing aid will use the im-
proved classifier model instantly. We have identified
a sequence tagging and a paraphrasing setup to ex-
plore the aforementioned applications.

Sequence tagging setup: We will employ an an-
notation tool similar to WebAnno (Yimam et al.,
2014) in order to facilitate the automatic acquisition
of training data for machine learning applications.
Our goal is to fully annotate documents sequentially
but interactively using the machine learning support
in contrast to an active learning setup where the sys-
tem presents portions of the document at a time.

Paraphrasing setup: The semantic writing aid
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tool is envisioned to improve readability of docu-
ments and provide varied writing styles by suggest-
ing semantically equivalent paraphrases and remove
redundant or overused words or phrases. Using sev-
eral lexical resources, the system will detect and pro-
vide alternative contextual paraphrases as shown in
Figure 1. Such paraphrasing will substitute words or
phrases in context with appropriate synonyms when
they form valid collocations with the surrounding
words (Bolshakov and Gelbukh, 2004) based on the
lexical resource suggestion or using statistics gath-
ered from large corpora. While the work of Bha-
gat and Hovy (2013) shows that there are different
approaches of paraphrasing or quasi-paraphrasing
based on syntactical analysis, we will also further
explore context-aware paraphrasing using distribu-
tional semantics (Biemann and Riedl, 2013) and ma-
chine learning classifiers for contextual similarity.

2 Related Work

There have been many efforts in the development
of systems using an adaptive machine learning pro-
cess. Judah et al. (2009) developed a system where
the machine learning and prediction process incor-
porates user interaction. For example, for sensitive
email detection system, the user is given the oppor-
tunity to indicate which features, such as body or
title of the message, or list of participants, are im-
portant for prediction so that the system will accord-
ingly learn the classification model based on the user
preference. Similarly, recommender systems usu-
ally provide personalized suggestions of products to
consumers (Desrosiers and Karypis, 2011). The rec-
ommendation problem is similar to an annotation
task as both of them try to predict the correct sug-
gestions based on the existing user preference.
CueFlik, a system developed to support Web im-
age search (Amershi et al., 2011), demonstrates
that active user interactions can significantly impact
the effectiveness of the interactive machine learning
process. In this system, users interactively define vi-
sual concepts of pictures such as product photos or
pictures with quiet scenery, and they train the system
so as to learn and re-rank web image search results.
JAAB (Kabra et al., 2013) is an interactive ma-
chine learning system that allows biologists to use
machine learning in closed loop without assistance



from machine learning experts to quickly train clas-
sifiers for animal behavior. The system allows users
to start the annotation process with trustworthy ex-
amples and train an initial classifier model. Further-
more, the system enables users to correct sugges-
tions and annotate unlabeled data that is leveraged
in subsequent iteration.

Stumpf et al. (2007) investigate the impact of user
feedback on a machine learning system. In addition
to simple user feedback such as accepting and re-
jecting predictions, complex feedback like selecting
the best features, suggestions for the reweighting of
features, proposing new features and combining fea-
tures significantly improve the system.

2.1 Combination and Generation of Resources

There are different approaches of using existing
NLP resources for an application. Our approach
mainly focuses on a systematic combination of NLP
resources for a specific application with the help
of interactive machine learning. As a side product,
we plan to generate an application-specific NLP re-
source that can be iteratively enhanced.

The work by Lavelli et al. (2002) explores how
thematic lexical resources can be built using an itera-
tive process of learning previously unknown associ-
ations between terms and themes. The research is in-
spired by text categorization. The process starts with
minimal manually developed lexicons and learns
new thematic lexicons from the user interaction.

Jonnalagadda et al. (2012) demonstrate the use of
semi-supervised machine learning to build medical
semantic lexicons. They demonstrated that a distri-
butional semantic method can be used to increase the
lexicon size using a large set of unannotated texts.

The research conducted by Sinha and Mihalcea
(2009) concludes that a combination of several lexi-
cal resources generates better sets of candidate syn-
onyms where results significantly exceed the perfor-
mance obtained with one lexical resource.

While most of the existing approaches such as
UBY (Gurevych et al., 2012) strive at the construc-
tion of a unified resource from several lexical re-
sources, our approach focuses on a dynamic and in-
teractive approach of resource integration. Our ap-
proach is adaptive in such a way that the resource
integration depends on the nature of the application.
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3 Overview of the Problem

3.1 Interactive Machine Learning Approach

The generation of large amounts of high quality
training data to train or validate a machine learning
system at one pass is very difficult and even unde-
sirable (Vidulin et al., 2014). Instead, an interac-
tive machine learning approach is more appropriate
in order to adapt the machine learning model itera-
tively using the train, learn, and evaluate technique.
Acquiring new knowledge from newly added
training data on top of an existing trained machine
learning model is important for incremental learn-
ing (Wen and Lu, 2007). An important aspect of
such incremental and interactive machine learning
approach is, that the system can start with mini-
mal or no annotated training data and continuously
presents documents to a user for annotation. On the
way, the system can learn important features from
the annotated instances and improve the machine
learning model continuously. When a project re-
quires to annotate the whole dataset, an interactive
machine learning approach can be employed to in-
crementally improve the machine learning model.

3.2 Paraphrasing and Semantic Writing Aid

Acquisition and utilization of contextual para-
phrases in a semantic writing aid ranges from in-
tegration of structured data sources such as ontolo-
gies, thesauri, dictionaries, and wordnets over semi-
structured data sources such as Wikipedia and ency-
clopedia entries to resources based on unstructured
data such as distributional thesauri. Paraphrases
using ontologies such as YAGO (Suchanek et al.,
2007) and SUMO provide particular semantic rela-
tions between lexical units. This approach is domain
specific and limited to some predefined form of se-
mantic relations. Structured data sources such as
WordNet support paraphrase suggestions in the form
of synonyms. Structured data sources have lim-
ited coverage and they usually do not capture con-
textual paraphrases. Paraphrases from unstructured
sources can be collected using distributional similar-
ity techniques from large corpora. We can also ob-
tain paraphrase suggestions from monolingual com-
parable corpora, for example, using multiple trans-
lations of foreign novels (Ibrahim et al., 2003) or
different news articles about the same topics (Wang



and Callison-Burch, 2011). Moreover, paraphrases
can also be extracted from bilingual parallel cor-
pora by “pivoting” a shared translation and ranking
paraphrases using the translation probabilities from
the parallel text (Ganitkevitch and Callison-Burch,
2014).

The research problem on the one hand is the adap-
tation of such diverse resources on the target seman-
tic writing aid application and on the other hand the
combination of several such resources using interac-
tive machine learning to suit the application.

4 Methodology: Paraphrasing Component

The combinations of lexical resources will be based
on the approach of Sinha and Mihalcea (2009),
where candidate synonymous from different re-
sources are systematically combined in a machine
learning framework. Furthermore, lexical resources
induced in a data driven way such as distributional
thesauri (DT) (Weeds and Weir, 2005), will be com-
bined with the structured lexical resources in an in-
teractive machine learning approach, which incre-
mentally learns weights through a classifier. We
will train a classifier model using features from re-
sources, such as n-gram frequencies, co-occurrence
statistics, number of senses from WordNet, dif-
ferent feature values from the paraphrase database
(PPDB)! (Ganitkevitch and Callison-Burch, 2014),
and syntactic features such as part of speech and de-
pendency patterns. Training data will be acquired
with crowdsourcing by 1) using existing crowd-
sourcing frameworks and 2) using an online inter-
face specifically developed as a semantic writing aid
tool (ref Figure 1).

While the way the system provides suggestions
might be based on many possible conditions, we will
particularly address at least the following ones: 1)
non-fitting word detection, 2) detection of too many
repetitions, and 3) detection of stylistic deviations.

Once we have the resource combining component
in place, we employ an interactive machine learn-
ing to train a classifier based on implicit user feed-
back obtained as 1) users intentionally request para-
phrasing and observe their actions (such as which of
the suggestion they accept, if they ignore all sugges-
tions, if the users provide new paraphrase by them-
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selves, and so on), and 2) the system automatically
suggests candidate paraphrases (as shown in Figure
1) and observe how the user interacts.

S Experiments and Evaluation

We now describe several experimental setups that
evaluate the effectiveness of our current system, the
quality of training data obtained, and user satisfac-
tion in using the system. We have already conducted
some preliminary experiments and simulated evalu-
ations towards some of the tasks.

5.1 Annotation Task

As a preliminary experiment, we have conducted an
interactive machine learning simulation to investi-
gate the effectiveness of this approach for named
entity annotation and POS tagging tasks. For the
named entity annotation task, we have used the
training and development dataset from the Ger-
mEval 2014 Named Entity Recognition Shared Task
(Benikova et al., 2014) and the online machine
learning tool MIRA? (Crammer and Singer, 2003).
The training dataset is divided by an increasing size,
as shown in Table 1 to train the system where every
larger partition contains sentences from earlier parts.
From Figure 2 it is evident that the interactive ma-
chine learning approach improves the performance
of the system (increase in recall) as users continue
correcting the suggestions provided.

Sentences  precision recall F-score
24 80.65 1.12 2.21
60 62.08 6.68  12.07
425 71.57 35.13 47.13
696 70.36 43.02  53.40
1264 71.35 47.15  56.78
5685 77.22 56.57  65.30
8770 77.83 60.16  67.86
10812 78.06 62.72  69.55
15460 78.14 64.96  70.95
24000 80.15 68.82  74.05

Table 1: Evaluation result for the German named entity
recognition task using an interactive online learning ap-
proach with different sizes of training dataset tested on
the fixed development dataset.

Zhttps://code.google.com/p/miralium/



Furthermore, an automation experiment is carried
out for Amharic POS tagging to explore if interac-
tive machine learning reduces annotation time. In
this experiment, a total of 34 sentences are manu-
ally annotated, simulating different levels of preci-
sion and recall (ref Table 2) for automatic sugges-
tions as shown in Figure 3. We have conducted this
annotation task several times to measure the savings
in time when using automatic annotation. When no
suggestion is provided, it took about 67 minutes for
an expert annotator to completely annotate the doc-
ument. In contrast to this, the same annotation task
with suggestions (e.g with recall of 70% and preci-
sion of 60%) took only 21 minutes, demonstrating a
significant reduction in annotation cost.

recall (%)
no Auto. 30 50 70
prec (%) no Auto. 67 - - R

60 - 53 33 21
70 - 45 29 20
80 - 42 28 18

Table 2: Experimentation of interactive machine learning
for different precision and recall levels for Amharic POS
tagging task. The cell with the precision/recall intersec-
tion records the total time (in minutes) required to fully
annotate the dataset with the help of interactive automa-
tion. Without automation (no Auto.), annotation of all
sentences took 67 minutes.

a0

= precision

B0 . — recall R
o[-

performance

a 200 0o &S00 800 1000

size of training dataset {in sentences)

1200 1400

Figure 2: Learning curve showing the performance of in-
teractive automation using different sizes of training data
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5.2 Evaluation of Paraphrasing

For the semantic writing aid tool, we need to create a
paraphrasing component (see Sec. 3.2). We conduct
an evaluation by comparing automatic paraphrases
against existing paraphrase corpora (Callison-Burch
et al., 2008). The Microsoft Research Paraphrase
Corpus (MSRPC) (Dolan et al., 2004) dataset,
PPDB, and the DIRT paraphrase collections (Lin
and Pantel, 2001) will be used for phrase-level eval-
uations. The TWSI dataset (Biemann, 2012) will be
used for the word level paraphrase evaluation. We
will use precision, recall, and machine translation
metrics BLEU for evaluation.

Once the basic paraphrasing system is in place
and evaluated, the next step will be the improvement
of the paraphrasing system using syntagmatic and
paradigmatic structures of language as features. The
process will incorporate the implementation of dis-
tributional similarity based on syntactic structures
such as POS tagging, dependency parsing, token
n-grams, and patterns, resulting in a context-aware
paraphrasing system, which offers paraphrases in
context. Furthermore, interactive machine learning
can be employed to train a model that can be used to
provide context-dependent paraphrasing.

5.2.1 Preliminary Experiments

We have conducted preliminary experiments for
a semantic writing aid system, employing the Lan-
guageTools (Naber, 2004) user interface to display
paraphrase suggestions. We have used WordNet,
PPDB, and JobimText DT? to provide paraphrase
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Figure 3: Amharic POS tagging. lower pane: suggestion
provided to the user by the interactive classifier, upper
pane: annotations by the user. When (grey) the sugges-
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notation and copy it to the upper pane. Otherwise (shown
in red or no suggestion), the user should provide a new
annotation in the upper pane.



suggestions. Paraphrases are first obtained from
each individual resources and irrelevant or out-of-
context paraphrases are discarded by ranking al-
ternatives using an n-gram language model. Para-
phrases suggested by most of the underlining re-
sources (at least 2 out of 3) are provided as sugges-
tions. Figure 1 shows an online interface displaying
paraphrase suggestions based on our approach®.

We have conducted experimental evaluation to as-
sess the performance of the system using recall as a
metric (recall = % where s is the number of to-
kens in the source (paraphrased) sentence and r is
the number of tokens in the reference sentence). We
have used 100 sentences of paraphrase pairs (source
and reference sentences) from the MSRPC dataset.
The baseline result is computed using the original
paraphrase pairs of sentences which gives us a recall
of 59%. We took the source sentence and applied
our paraphrasing technique for words that are not in
the reference sentence and computed recall. Table
3 shows results for different settings, such as taking
the first, top 5, and top 10 suggestions from the can-
didate paraphrases which outperforms the baseline
result. The combination of different resources im-
proves the performance of the paraphrasing system.

setups Baseline top1l top5 top 10
WordNet 59.0 603 614 619
ppdb 59.0 60.2 622 64.6
JoBimText 59.0 599 603 604
2in3 59.0 60.7 653 66.2

Table 3: Recall values for paraphrasing using different
NLP resources and techniques. Top 1 is where we con-
sider only the best suggestion and compute the score. top
5 and 10 considers the Top 5 and 10 suggestions provided
by the system respectively. The row 2in3 shows the result
where we consider a paraphrase suggestion to be a candi-
date when it appears at least in two of the three resources.

6 Conclusion and Future Work

We propose to integrate interactive machine learn-
ing for an annotation task and semantic writing aid
application to incrementally train a classifier based
on user feedback and interactions. While the goal
of the annotation task is to produce a quality an-

*http://g0o.gl/COYKIA
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notated data, the classifier is built into the seman-
tic writing aid application to continuously improve
the system. The proposal addresses the following
main points: 1) How to develop a quality linguistic
dataset using interactive machine learning approach
for a given annotation task. 2) How to systemati-
cally combine different NLP resources to generate
paraphrase suggestions for a semantic writing aid
application. Moreover, how to produce an applica-
tion specific NLP resource iteratively using an inter-
active machine learning approach. 3) How to inte-
grate user interaction and feedback to improve the
effectiveness and quality of the system.

We have carried out preliminary experiments for
creating sequence tagging data for German NER
and Amharic POS. Results indicate that integrat-
ing interactive machine learning into the annotation
tool can substantially reduce the annotation time re-
quired for creating a high-quality dataset.

Experiments have been conducted for the system-
atic integrations of different NLP resources (Word-
Net, PPDB, and JoBimText DT) as a paraphras-
ing component into a semantic writing aid applica-
tion. Evaluation with the recall metric shows that the
combination of resources yields better performance
than any of the single resources.

For further work within the scope of this thesis,
we plan the following:

e Integrate an active learning approach for the
linguistic dataset development

e Investigate crowdsourcing techniques for inter-
active machine learning applications.

o Integrate more NLP resources for the semantic
writing aid application.

e Investigate different paradigms of interactions,
such as when and how the interactive classifier
should produces new model and study how sug-
gestions are better provided to annotators.

e Investigate how user interaction and feedback
can improve the linguistic dataset development
and the semantic writing aid applications.

e Investigate how to improve the paraphrasing
performance by exploring machine learning for
learning resource combinations, as well as by
leveraging user interaction and feedback.
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