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Abstract

Tang et al. (2019) explored the ability of NMT
encoders and decoders to disambiguate word
senses by evaluating hidden states. The work
contained an error when evaluating decoder
hidden states due to an implementation bug in
generating decoder hidden states, which was
discovered after the publication. After cor-
recting the error, decoder hidden states from
both Transformer and RNNS2S models achieve
higher accuracy than encoder hidden states,
which accords with the hypothesis that de-
coders provide further relevant information for
disambiguation. The error does not otherwise
affect the originally reported conclusions.

1 Error

Tang et al. (2019) explored the ability of NMT en-
coders and decoders to disambiguate word senses
by evaluating hidden states. The work contained
an error when evaluating decoder hidden states
due to an implementation bug in generating de-
coder hidden states, which was discovered after
the publication.

As aresult of this error, the accuracy of decoder
hidden states (DEC) reported in Table 2 does not
reveal the ability of decoders in disambiguation.
We have re-run the experiments with fixed decoder
hidden states. A list of corrections are given be-
low.

2 List of Corrections

e Abstract, the penultimate sentence:
In contrast to encoders, the effect
of decoder is different in models
with different architectures.
should become

Decoders could provide further rel-
evant information for disambigua-
tion.

e Section 1, the third finding
Decoders hidden states have differ-
ent effects on WSD in Transformer
and RNNS2S.
should be removed.
e Table 2:

DE—EN DE—FR

RNN. Trans. RNN. Trans.

Embedding  63.1 63.2 68.7 689
ENC 942 972 91.7 956
DEC 979 912 951 916

should become

DE—EN DE—FR

RNN. Trans. RNN. Trans.

Embedding  63.1 63.2  68.7 68.9
ENC 942 972 91.7 95.6
DEC 975 983 951 96.9

e In Section 3.1, the last sentence:
In addition, DEC achieves even
higher accuracy than ENC in
RNNS2S models but not in Trans-
former models.

should be

In addition, DEC achieves even
higher accuracy than ENC in both
RNNS2S models and Transformer
models.

e Section 4.1.3:
As Table 2 shows, RNN decoder
hidden states could further improve
the classification accuracy which
accords with our hypothesis. It
implies that the relevant informa-
tion for WSD in the target-side has



been well incorporated into the de-
coder hidden states to predict the
translations of ambiguous nouns.
It is curious that Transformer de-
coder hidden states are inferior to
Transformer encoder hidden states
in our WSD classification task,
given that Tang et al. (2018) and
Rios et al. (2018) report bet-
ter results with contrastive evalua-
tion and semi-automatic evaluation
of 1-best translations for Trans-
former models than for RNNS2S.
However, note that our evaluation
merely tests whether the informa-
tion necessary for word sense dis-
ambiguation is encoded in hidden
states and can be extracted by our
binary classifier. In practice, de-
coder hidden states are used for
predicting a target word from the
entire vocabulary, and thus need
to encode additional information
which may confound our classifier.

Despite these differences between
RNNS2S and the Transformer, our
results show that WSD is already
possible on the basis of the encoder
representation of the ambiguous
noun, and that extracting con-
textual information via encoder-
decoder attention or from the target
history is not essential for WSD.

should be

As Table 2 shows, decoder hid-
den states could further improve
the classification accuracy which
accords with our hypothesis. It im-
plies that the relevant information
for WSD in the target-side has been
well incorporated into the decoder
hidden states to predict the transla-
tions of ambiguous nouns.

Although decoder hidden states
achieve higher accuracy than en-
coder hidden states, the improve-
ment is not as big as that achieved
by encoder hidden states over word
embeddings. This indicates that
most of the disambiguation work is
done by encoders.

e In Section 5, the last sentence of the first
paragraph:
Moreover, the effect of decoder
hidden states on WSD is different
in Transformer and RNNS2S mod-
els.

should be

Even though decoders could pro-
vide more relevant information for
disambiguation, most of the dis-
ambiguation work is done by en-
coders.

e Footnote 6 in the Appendix:

The classifiers fed decoder states
are trained 200 epochs to converge.

should be removed.

3 Conclusion

There was an implementation bug in generating
decoder hidden states in Tang et al. (2019) and it
was discovered subsequent to publication. After
correcting the error, decoder hidden states from
both Transformer and RNNS2S models achieve
higher accuracy than those encoder hidden states.
The error does not affect the originally reported
statement that the encoder is the primary compo-
nent for disambiguation.
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