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Abstract

Image description generation models are so-
phisticated Vision-Language Models which
promise to make visual content, such as im-
ages, non-visually accessible through linguistic
descriptions. While these systems can bene-
fit all, their primary motivation tends to lie in
allowing blind and low-vision (BLV) users ac-
cess to increasingly visual (online) discourse.
Well-defined evaluation methods are crucial
for steering model development into socially
useful directions. In this work, we show that
the most popular evaluation metrics (reference-
based metrics) are biased against BLV users
and therefore potentially stifle useful model
development. Reference-based metrics assign
quality scores based on the similarity to human-
generated ground-truth descriptions and are
widely accepted as neutrally representing the
needs of all users. However, we find that
these metrics are more strongly correlated with
sighted participant ratings than BLV ratings,
and we explore factors which appear to medi-
ate this finding: description length, the image’s
context of appearance, and the number of ref-
erence descriptions available. These findings
suggest that there is a need for developing eval-
uation methods that are established based on
specific downstream user groups, and they high-
light the importance of reflecting on emerging
biases against minorities in the development of
general-purpose automatic metrics.

1 Introduction

As the internet becomes increasingly visual, long-
standing accessibility issues blind and low-vision
(BLV) users face remain largely unresolved (Glea-
son et al., 2019; Kreiss et al., 2022b). Vision-
language models have enabled the automation
of image-to-text description generation, which
can be used to generate alt-text descriptions; this
could make visual content accessible to BLV users
through, e.g., screen readers (Morris et al., 2016;

Gleason et al., 2019). However, these systems of-
ten do not directly address the needs of BLV users
(MacLeod et al., 2017), which recent work has
started to partially attribute to the evaluation meth-
ods used (Kreiss et al., 2022a).

Originating from machine translation and sum-
marization literature, reference-based metrics such
as BLEU (Papineni et al., 2002), METEOR (Baner-
jee and Lavie, 2005), ROUGE (Lin, 2004), CIDEr
(Anderson et al., 2016), and SPICE (Vedantam
et al., 2015) are the most common method for eval-
uating descriptions. These metrics require human-
generated ground-truth descriptions (i.e., refer-
ences) for scoring. With these, reference-based
metrics quantify the similarity of the proposed de-
scription (i.e., hypothesis) to the ground-truth refer-
ence descriptions. The more similar the proposed
hypothesis description is to the presumed “ideal”
references (relevant content, sufficiently detailed,
aligned with user preferences, etc.), the higher the
assigned score for the description.

To calculate this similarity, reference-based met-
rics make decisions on how to quantify semantic
similarity, trade off the signal from multiple ref-
erence descriptions, and treat variation in descrip-
tion length. Prior work suggests that BLV users
have strong preferences about description length
(McCall and Chagnon, 2022) and care greatly that
they make sense in the context of where images
appear (Kreiss et al., 2022a). Reference-based met-
rics do not necessarily make decisions on these
variables, but their implications have not been ex-
plicitly evaluated for their potential downstream
effects. With all of this in mind, we ask: when
scoring descriptions, do reference-based metrics
reflect the preferences of BLV users?

Overall, we find converging evidence that metric
design and common use actively favor sighted over
BLV user preferences, highlighting the need for
automatic metric development that’s grounded in
downstream user needs.
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2 Related Work

2.1 Reference-Based Metrics

While many reference-based metrics have been pro-
posed, we focus in this work on the three most com-
monly used metrics for image captioning: BLEU
(Papineni et al., 2002), METEOR (Banerjee and
Lavie, 2005), and ROUGE-L (Lin, 2004). Like
most reference-based metrics, BLEU was origi-
nally proposed for evaluating machine translation
task performance. BLEU draws from a corpus
of quality human reference “translations” (in our
case, descriptions) and compares hypothesis and
reference descriptions using their n-gram overlap
match numbers (ranges from 1-4 ngrams; BLEU-
1, BLEU-2, BLEU-3, and BLEU-4). Specifi-
cally, BLEU uses the maximum number of n-gram
matches across all references for scoring. Addi-
tionally, BLEU applies a brevity penalty based on
the hypothesis description and effective reference
corpus lengths. BLEU prioritizes hypotheses that
roughly match the length of reference descriptions.

METEOR finds generalized unigram matches
between hypothesis and reference texts while also
accounting for synonyms and morphological vari-
ants (unlike BLEU). It scores based on unigram
precision and recall for each hypothesis-references
pairing, implements a fragmentation measure to
account for the relationship between the ordering
of words in the hypothesis and reference texts, and
then reports the maximum as the METEOR score.
ROUGE-L, which was originally developed for
text summarization, uses the longest common sub-
sequence length rather than explicit n-gram over-
lap to score hypothesis-reference pairs, outputting
the maximum score across pairs as the ROUGE-
L score. Both METEOR and ROUGE-L do not
reward nor penalize hypothesis length.

While these metrics have been repeatedly tested
for their alignment with sighted participant judg-
ments on machine translation or image description-
like tasks, this was never extended to BLV user
groups. In this work, we put the implicit assump-
tion that these similarity measures are application-
agnostic to the test, specifically focusing on their
fit for guiding image accessibility efforts.

2.2 Comparing BLV and sighted image
description preferences

While BLV user preferences for image descriptions
are usually studied in isolation (Das et al., 2024;
Muehlbradt and Kane, 2022; Stangl et al., 2020), re-

cent work has started to investigate how those pref-
erences compare to sighted user judgments (Kreiss
et al., 2022a; Lundgard and Satyanarayan, 2021).
Most significant to our work, Kreiss et al. (2022a)
sampled images from Wikipedia and paired them
with distinct article contexts. For example, the
same image was shown in the article for Hairstyle,
Advertisement, and Cooperation. The authors then
crowdsourced descriptions for image-article pairs
and had BLV and sighted participants rate the de-
scription quality. While BLV and sighted partici-
pant ratings were largely correlated, they also sig-
nificantly diverged. Specifically, in contrast to
sighted participants, BLV participants showed a
strong preference for longer descriptions. Their
data further indicates that while the context an im-
age appeared in generally affected ratings, BLV
participants were even more sensitive to it (Kreiss,
2023). These findings directly suggest that there
are potential misalignments between BLV and
sighted user preferences in image descriptions, and
we investigate whether this leads to a potential mis-
alignment with reference-based evaluation metrics.

3 Investigating Sighted and BLV User
Alignment

Reference-based metrics are intended to be neutral
measures of similarity. Since gold-standard ref-
erence descriptions are given, there is a priori no
reason for the metrics to correspond more with the
preferences of sighted vs. BLV users. However, in
practice, all metrics are based on implicit assump-
tions that might induce biases in their scoring. We
test this explicitly by correlating assigned metric
scores with sighted and BLV participant judgments.

While recent work suggests that image context
shapes sighted and BLV participants’ preference
ratings (Kreiss et al., 2022a; Stangl et al., 2021;
Muehlbradt and Kane, 2022), these metrics tend
to be used in context-agnostic settings. We there-
fore test these metrics in both context-sensitive and
context-insensitive environments.

3.1 Datasets

We contrast two dataset conditions. For the context-
sensitive dataset, we extract all image-article pair-
ings, crowdsourced descriptions, and anonymized
BLV/sighted participant ratings of those descrip-
tions from Kreiss et al. (2022a). Then, for all de-
scriptions within an image-article pair, we sam-
ple a description as hypothesis and the rest as ref-
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Figure 1: Correlations between BLV/sighted participant
ratings and metric scores for each hypothesis-references
pairing within the context-sensitive dataset. Asterisks
denote statistically significant correlations.

erences, rotating until each description has been
a hypothesis (68 examples). Using the nlg-eval
Python package (Sharma et al., 2017), we calculate
BLEU-1/2/3/4, METEOR, and ROUGE-L scores
for each hypothesis-references pairing across all
image-article contexts.

The context-insensitive dataset is constructed in
the same way but we collapse over different con-
texts. Suppose, we want to score the quality of
a description written for an image that appeared
in the Wikipedia article on Advertisement. In the
context-sensitive condition, we compute the simi-
larity of this description to the other descriptions
for this image in this particular article. However,
this same image also appeared in the Wikipedia arti-
cle on Hairstyles. In the context-insensitive dataset,
we compare the hypothesis description to all other
available descriptions for this image, independent
of the context in which they were written. In other
words, all possible descriptions for the same image
across different contexts are sampled as references
(250 examples).

3.2 Methods and Correlation Results

For each hypothesis-references pairing, we calcu-
late the Pearson correlation between metric scores
and ratings from both BLV and sighted participant
groups. In the context-sensitive condition, we find
that across all metrics, correlations with sighted par-
ticipant ratings are not only always higher but also
more often significant in comparison to those with
BLV participant ratings (see Figure 1). Contrary to
the alleged neutrality of reference-based metrics,
there is clear bias toward sighted user preferences.

Figure 2 shows the difference in correlations
from the context-sensitive and context-insensitive
datasets. A positive difference suggests that the
correlation with participant ratings increased in the
context-insensitive condition, i.e., when references

were pooled across contexts. Prior evidence sug-
gests that context is an important signal for evalu-
ating the usefulness of a description (Stangl et al.,
2021; Muehlbradt and Kane, 2022; Kreiss et al.,
2022a) and we should therefore expect the correla-
tions to decrease due to the noisier reference signal.

Overall, the results are very mixed. Firstly, while
BLV ratings largely decrease in correlation, sighted
ratings increase. This is aligned with previously
observed patterns suggesting that BLV participants
are more sensitive to contextual variation compared
to sighted participants (Kreiss, 2023). Addition-
ally, there is significant variation between metrics
in their context-sensitivity. With METEOR and
ROUGE-L, the correlation with ratings from both
participant groups are robustly higher when the
context condition is respected. For BLEU-1 and
BLEU-2, this pattern is reversed, suggesting that
they are insensitive to the lost contextual signal.
Interestingly, for BLEU-3 and BLEU-4, we see di-
vergent behavior, where the expected pattern arises
with the BLV data but not for the sighted data.

The results suggest that implicit metric decisions
have significant impact on their alignment with
participant ratings, and they underscore the impor-
tance of explicitly considering context relevance in
evaluation of model performance.

4 Understanding the Misalignment

To contextualize the misalignment with BLV partic-
ipant ratings, we analyze specific factors that might
mediate the computed similarity.

4.1 Description Length

Hypothesis description length is a parameter over
which metrics make decisions (for example, BLEU
enforces a brevity penalty). Strikingly, BLV users
tend to have strong preferences for description
length (McCall and Chagnon, 2022). In the dataset

Figure 2: Comparison of correlations between
BLV/sighted participant ratings and metric scores
for each hypothesis-references pairing in the context-
sensitive vs. context-insensitive datasets.
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Figure 3: Reference count vs. correlation between metrics and human ratings in the context-sensitive data. Bars
indicate number of unique hypotheses. Lines and points are faded when correlations are not significant (p > 0.05).

we investigate here, BLV participants had a strong
preference for the longer descriptions; a core point
of contrast to the sighted participant ratings (Kreiss
et al., 2022a). It is therefore plausible that the dis-
tinct treatment of description length could be one
cause for a potential misalignment between metric
scores and BLV participant judgments. Using the
context-sensitive dataset, we therefore calculated
Pearson correlations between the metric scores and
hypothesis length. If they reflect BLV participant
behavior, metric scores should significantly corre-
late with description length. Otherwise, they rather
reflect sighted participant preference trends.

Across all metrics, there were no significant cor-
relations with hypothesis length (see Appendix A).
This suggests a lack of adequate consideration of
description length in reference-based metric design,
which may account for their current bias toward
sighted and against BLV user judgments.

4.2 Robustness: Reference Count

A widely attested variable shown to negotiate the
reliability of reference-based metric scores is the
number of references that the hypothesis descrip-
tion is compared to. Prior work suggests that ap-
proximately 5 references strike a balance between
being reasonable to obtain labels for and converg-
ing to stable metric scores (Vedantam et al., 2015).

In this analysis, we investigate how stable the
correlation results are based on the number of ref-
erences available for evaluation. Some reference-
based metrics evaluate each available hypothesis-
references pairing and then take the maximum
score (METEOR, ROUGE-L), while others con-
sider all available references at once during eval-
uation (BLEU). To investigate this question, we
use the context-sensitive data and construct dataset
variants by sampling references ranging from 1 to
the maximum amount of descriptions available for

an image-article pairing (1956 examples).
Figure 3 shows the correlation between metrics

and BLV/sighted participant ratings against refer-
ence count. The light gray bars indicate the num-
ber of unique hypothesis descriptions that the cor-
relations are computed over. Firstly, the overall
changes in correlations pattern similarly for BLV
and sighted participant judgments. METEOR and
ROUGE-L produce higher correlations as the ref-
erence count increases, while there is divergence
within BLEU. Correlations involving BLEU-1 and
BLEU-2 appear to decrease with increasing refer-
ence counts, while they increase with BLEU-3 and
BLEU-4. Interestingly, this divergence resembles
the context-sensitivity analysis pattern in Figure 2,
further suggesting a qualitative shift in metric be-
havior when comparing BLEU-1/2 to BLEU-3/4.

Overall, these results suggest a high degree of
variation depending on the underlying reference
count. For most metrics, increasing the number of
references results in increased correlation with BLV
and sighted participant ratings, suggesting that it is
essential for reliable downstream estimates.

5 Conclusion

In contrast to the general perception of reference-
based metrics as universally applicable, we find
that they’re significantly biased toward sighted and
against BLV user preferences. In an effort to under-
stand this pattern, we find that these metrics do not
correlate well with description length (which BLV
users care for greatly), and performance varies with
regard to context and reference count for certain
metrics more than others. Our results highlight the
necessity for developing reference-based metrics
which put BLV user needs at the center of their
design and evaluation pipeline in order to mitigate
the current bias.
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6 Limitations

The findings in this work indicate that reference-
based metrics are likely biased toward sighted user
preferences, and our ablation studies suggest that
this may originate from their treatment of factors
important to BLV users, such as context and length,
as well as variables which implicitly affect scoring,
such as reference count. However, specifically in
the robustness analysis, the limited size and sourc-
ing of the underlying dataset restricts the scope of
the findings. Only few hypotheses have as many as
eight references and further data efforts are needed
to robustly quantify the benefits of increased refer-
ence count. Additionally, pairings and descriptions
are solely scraped from Wikipedia, which may in-
troduce platform-specific bias in the results.

While we analyzed context and length, there
are a number of other factors important to BLV
users that appear to be fundamental limitations
for reference-based metrics. For example, models
should be able to indicate uncertainty over gen-
erated content (MacLeod et al., 2017), optimize
for identity-respecting language (Bennett et al.,
2021), and be severely sensitive to hallucinations
(MacLeod et al., 2017). In future analyses and de-
velopment of accessibility-first metrics, we need
to holistically evaluate and document these dimen-
sions of quality assessment to promote evaluation
metrics that can more easily translate to lasting
social impact.
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A Length Correlations

Figure 4: Correlation between reference-based metrics and hypothesis description length for the
context-sensitive dataset.
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