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Abstract

This paper investigates biases of Large Lan-
guage Models (LLMs) through the lens of
grammatical gender. Drawing inspiration from
seminal works in psycholinguistics, particu-
larly the study of gender’s influence on lan-
guage perception, we leverage multilingual
LLMs to revisit and expand upon the founda-
tional experiments of Boroditsky (2003). Em-
ploying LLMs as a novel method for examin-
ing psycholinguistic biases related to grammat-
ical gender, we prompt a model to describe
nouns with adjectives in various languages, fo-
cusing specifically on languages with grammat-
ical gender. In particular, we look at adjective
co-occurrences across gender and languages,
and train a binary classifier to predict gram-
matical gender given adjectives an LLM uses
to describe a noun. Surprisingly, we find that
a simple classifier can not only predict noun
gender above chance but also exhibit cross-
language transferability. We find a strong social
influence of language on the way multilingual
LLMs reason.

1 Introduction

The way we perceive the world is not only affected
by our culture (Oyserman and Lee, 2008; Ma-
suda et al., 2008), but also the language we speak
(Boroditsky et al., 2003; Boroditsky, 2001). The
relationship between cognition and language has
been of interest for a long time (Langacker, 1993),
especially through the lens of gender (Boroditsky
et al., 2003; Gygax et al., 2008). Recent advances
in Large Language Models (LLMs), that match
human performance on multiple tasks, provide an
exciting opportunity to study the relationship be-
tween the psycholinguistic biases of humans and
those of machines. While it is unclear whether
the latter relationship exists, it would be a more
scalable, affordable, and even ethical (Banyard and
Flanagan, 2013) alternative to human studies.
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Figure 1: Probing the bias of multilingual LLMs. We
prompt a LLM to describe gendered nouns using adjec-
tives. This allows us to study psycholinguistic biases
of LLMs. For example, if the generated adjectives are
predictive of the nouns’s gender, we can, by training a
binary classifier, predict grammatical gender by only
looking at the adjectives a LLM uses to describe a word.

In this work, we revisit the study of (Boroditsky
et al., 2003) in the era of LLMs. To see how gram-
matical gender affects cognition, Boroditsky et al.
(2003) ask speakers of languages with grammati-
cal gender (where nouns have assigned genders)
to describe various objects, finding that the lan-
guage a person speaks affects the attribution of
masculine or feminine characteristics to objects.
For example, a Spanish speaker (where “bridge”
is masculine) might describe a bridge with words
like “strong” or "sturdy”, while a German speaker
(where “bridge” is feminine) might use terms like
“elegant” or “beautiful”. However, several subse-
quent studies fail to replicate such results (Haertlé;
Mickan et al., 2014; Samuel et al., 2019), which is
but a symptom of the replication crisis in psychol-
ogy (Wiggins and Christopherson, 2019; Shrout
and Rodgers, 2018; Maxwell et al., 2015). Sim-
ilarly, studies in the field of NLP that examine
the way gendered nouns are used in text corpora
(Williams et al., 2021; Kann, 2019), find conflicting
evidence on whether there is a relationship between
grammatical gender and cognition.

The existence of gender bias has been well stud-
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ied for word embeddings (Bolukbasi et al., 2016;
Basta et al., 2019; Caliskan et al., 2017), as well as
a range of NLP systems, such as ones for machine
translation (Stanovsky et al., 2019; Vanmassenhove
et al., 2018), image and video captioning (Tatman,
2017; Hall et al., 2023), or sentiment analysis (Kir-
itchenko and Mohammad, 2018). More recently,
the social biases of LLMs have been studied (Kirk
et al., 2021). While the multilingual capabilities of
LLMs have been extensively evaluated, showing
they perform well on machine translation (Hendy
et al., 2023; Jiao et al., 2023; Wang et al., 2023)
as well as various multilingual benchmarks (Ahuja
et al., 2023; Bang et al., 2023), the evaluation of
biases in the multilingual setting is less mature.
Contrary to recent work showing that multilingual
LLMs have different biases for different languages
Mukherjee et al. (2023), we find that when it comes
to gendered nouns, LLMs are biased in a similar
way, as the biases are predictive of each other.

In this paper, we loosely follow the protocol
of Boroditsky et al. (2003) and prompt LLMs to
describe nouns using adjectives in different lan-
guages. Specifically, we focus on open-sourced
LLMs (Llama-2 (Touvron et al., 2023) and Mis-
tral (Jiang et al., 2023)). We select 10 languages
that have grammatical gender (e.g, German and
Spanish), and use the LLMs to describe gendered
nouns using adjectives. This allows us to see how
adjectives co-occur across languages. Our most im-
portant findings are that (i) a simple classifier can
predict the gender of a noun using the adjectives
used to describe it, and (ii) such a classifier reliably
transfers across languages, suggesting LLMs are
biased similarly in different languages.

2 Method

In this work, we are interested in the adjectives a
multilingual LLM uses to describe gendered nouns
when asked in different languages. Here, we de-
scribe how we generate such adjectives, and how
we examine whether they are predictive of the
grammatical gender of the nouns.

2.1 Describing nouns in different languages

We show our pipeline for describing gendered
nouns with adjectives in Figure 1. More formally,
for a language [ we have a database of K gen-
dered nouns N = {n},nb, ..., nk }, with corre-
sponding grammatical genders g(n!) = {f,m}
for feminine and masculine, respectively. We
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prompt the LLM to describe a noun ni using ad-

jectives, which we parse into a list of M adjectives
Ant) = {a},d},...,a},}. For every noun n, we
repeat the prompting N times and compute the
frequencies f with which the adjectives appear:
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Finally, we keep the adjectives with top-p frequen-
cies. In practice, we use N = 50 and p = 50.

2.2 Predicting gender from descriptions

To examine to what extent the adjectives an LLM
uses to describe a noun are predictive of its gram-
matical gender, we train a binary classifier ® to
predict grammatical gender:

g(nl) = @ (gf (aﬁ) e (aﬁ)) :

where the input to the classifier are GloVe (Pen-
nington et al., 2014) word embeddings e, of the
adjectives weighted by the adjectives frequencies f.
In practice, we use a modified version of f, where
/= —30/log(f) to give us a better scaling. The
classifier @ is a 2-layer MLP and we train it with
binary cross-entropy loss.

As shown in Figure 1, we first translate the gen-
erated adjectives to English. We do this for two rea-
sons. Firstly, adjectives in some languages are also
gendered and that would help the classifier learn
this shortcut (e.g. pretty in Spanish is bonito and
bonita for masculine and feminine, respectively).
Adjectives in English are not gendered, so the clas-
sifier ® has no way of inferring the gender of the
noun from the grammatical form. Secondly, this
allows for easy transfer of the classifier across lan-
guages — e.g. we can train ¢ on words generated
in Hindi, and evaluate on Italian.

3 Experiments

3.1 Implementation details

Languages We conduct experiments on the lan-
guages Bulgarian, Czech, French, German, Greek,
Hindi, Italian, Latvian, Portuguese, and Spanish.

Nouns We automatically collect commonly used
nouns from every language, and their correspond-
ing grammatical gender. For details on the way
we collect those nouns, and the number of nouns
per language, please refer to the Appendix. We
exclude neuter nouns as such nouns do not exist
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Figure 2: Bias when describing gendered nouns. Here
we prompt an LLM in Spanish and for a random sample
of adjectives, show the percentage of masculine nouns
they were used for.

in every language. We subsample the feminine or
masculine nouns in each gender to ensure a uniform
distribution for each language.

LLMs In our experiments we use the open-
sourced Mistral-7B (Jiang et al., 2023) model, un-
less stated otherwise. We also repeat our experi-
ments with Llama2-7B (Touvron et al., 2023).

Prompts We prompt the LLM to describe the
given noun in the corresponding language using
comma-separated adjectives. In practice, we use
few-shot prompts, which we show in the Appendix.

Translation Where we translate nouns, adjec-
tives, or prompts, we use Google Translate .

3.2 Bias in generated adjectives

First, we look at adjectives that commonly occur
for masculine or feminine nouns.
For every adjective a;, we look at the ratio ,,,:

Zne/\/,g(n):m ]]'(al € 'A(n)))
D onen Lai € A(n)))

which shows the proportion of masculine words
it was used to describe. We randomly sample ad-
jectives and show their r;, in Figure 2. We see
that adjectives like intricate and desolate are as-
sociated with feminine nouns, whereas adjectives
like dedicated and brave are associated with mascu-
line nouns. We show more examples for different
languages in the Appendix.

2

rm(a;) =

3.3 Do languages show similar biases?

Next, we explore whether adjectives describing
masculine and feminine nouns tend to co-occur
in different languages. To this end, we compute
a gendered-adjective similarity score .S, for ev-
ery language pair of languages [, and [,. We

1Google Translate, https://translate.google.com/
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Figure 3: Gendered adjective similarity sccores.

do that as follows. We take the set of NV adjec-
tives ap, as, ..., an that are used to describe at least
15 nouns in both [, and ;. Then for both lan-
guages, we construct a gendered-adjective score
vector ¢ € RN, where oi] = 7,(a;). Now, o,
and o, contain the gender ratio for all [V adjectives.
Finally, we define the gendered-adjective similarity
score Sy, as the cosine similarity between o, and
og-

In Figure 3 we show the score S for all language
pairs. We see that in Romance languages (Spanish,
Italian, French Portuguese), Slavic languages (Bul-
garian, Czech), and Germanic languages (German),
the LLM shows a high gendered-adjective simi-
larity score, meaning that the adjectives in these
languages tend to have similar value of r,,. On the
other hand, Greek, Hindi and Latvian have a low
score between themselves and others.

3.4 Predicting the gendered nouns

Can we predict the gender of a noun in some lan-
guage given the adjectives used to describe it? Fol-
lowing Section 2.2, we train binary classifiers to
predict the grammatical gender of a noun from the
adjectives used to describe it (translated to English).
We train a separate classifier for each language. As
seen in Table 1, for all languages the classifier re-
liably does better than random — meaning that the
adjectives are predictive of gender.

3.5 Transfer between languages

If we train a grammatical gender classifier, like in
Section 3.4, can we predict the gender of a noun
in an unseen language? To answer this, where we
train grammatical gender classifiers on adjectives
from 9 languages (translated to English), and eval-
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Accuracy

Language Fl Overall Masc. Fem.

Bulgarian 0.64 684% 72.4% 63.3%
Czech 0.52 59.0% 583% 60.2%
French 0.63 565% 558% 56.8%
German 0.60 60.0% 52.7% 69.4%
Greek 0.68 69.0% 62.7% 77.6%
Hindi 0.53 543% 575% 51.2%
Italian 046 682% 73.0% 54.3%
Latvian 0.64 62.6% 60.0% 65.0%
Portuguese 0.55 62.0% 62.7% 60.1 %
Spanish 0.62 633% 59.6% 68.0%

Table 1: Predicting grammatical gender. We train
a classifier to predict the gender of nouns given the
adjectives the LLM uses to describe them.

Accuracy

Language Fl Overall Masc. Fem.

Bulgarian 0.56 625% 64.4% 59.8%
Czech 045 60.6% 70.6% 43.5%
French 0.62 548% 503% 57.3%
German 054 58.6% 73.1% 46.0%
Greek 0.64 60.6% 478% 75.3%
Hindi 053 488% 379% 60.2%
Italian 040 60.1% 61.6% 55.6%
Latvian 041 51.7% 81.2% 29.7%
Portuguese 0.55 62.8% 63.0% 62.4%
Spanish 0.59 588% 56.7% 60.1%

Table 2: Unseen Language Results. We train on all
other languages and predict the genders of nouns in
the given language. We train a separate leave-one-out
classifier for each language.

uate on the final language. As we see in Table 2,
such classifiers can reliably predict gender across
languages. Interestingly, they even work better than
random for Greek, Hindi and Latvian, despite the
results reported in Section 3.3. We suggest that
although the LLM uses different adjectives to de-
scribe masculine and feminine nouns in different
languages (hence low S,,), they are semantically
similar (hence high accuracy when evaluating the
classifier on an unseen language).

4 Discussion

4.1 Reproducibility

Studying the phenomena relating cognition to
grammatical gender in psychology has led to incon-
clusive results(Boroditsky, 2001; Haertlé; Mickan
et al., 2014; Samuel et al., 2019). These could be
explained by different experimental settings with
speakers of different languages, which are diffi-
cult to control in a human study. Similarly, prior
works that examine text corpora using NLP tech-
niques show conflicting results (Williams et al.,
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Accuracy

LM Eval Kl Overall Masc. Fem.

Mistral-7B Same 0.59 623% 61.5% 62.6%
Llama2-7B  Same 0.59 64.6% 67.9% 59.9%
Mistral-7B Unseen 0.53 57.9% 60.7% 55.1%
Llama2-7B  Unseen 0.54 59.1% 62.6% 54.9%

Table 3: Evaluating Llama-2. We compare grammat-
ical gender classifiers Llama-2 to Mistral when tested
on the same language (as in Section 3.4), or an unseen
language (as in Section 3.5). We show mean results
over all 10 languages. We see that we observe a similar
predictive performance on adjectives used by Llama-2
as those by Mistral.

2021; Kann, 2019). The results of these works
heavily depend on the text corpora analyzed, and
the methods used to identify adjective-noun pairs,
which might be subpar for languages other than En-
glish. Our method presents more consistent results
by ensuring consistent evaluation across languages.

4.2 Importance of our results

Our results are only valid for noun-adjective as-
sociations in LLLMs. However, these associations
have been learnt through co-occurences of these
words in text corpora, which have been produced
by speakers of the respective languages. Future
work should study how well such biases in LLMs
are predictive of biases of humans.

The results we present suggest a consistent bias
that associates nouns with adjectives, depending
on their grammatical gender. This could be impor-
tant when LLMs are used to describe humans us-
ing objects, or vice versa (anthropomorphism, per-
sonification, metaphors, ...), where traits of these
objects are transferred to the human. Furthermore,
using LLMs to perform machine translation of such
phrases could lead to a loss of meaning or unex-
pected biases.

5 Conclusion

In this work, we revisit the psycholinguistic experi-
ments of Boroditsky et al. (2003), confirming the
hypothesis of their work applies to LLMs, where
different words are used to described masculine
and feminine nouns. Our most surprising finding is
that we can reliably zero-shot transfer a classifier
that predicts grammatical gender across languages.
This shows that while LLMs might think differently
on different languages, they are biased similarly
when it comes to grammatical gender. We hope



this work inspires others to explore psycholonguis-
tic experiments applied to LLLMs, and to drive a
discussion of whether such results can be useful to
inform or motivate human experiments.

6 Limitations

We only conducted experiments and observed
these effects for the opens-sourced Mistral-7B and
Llama2-7B models. It is not clear if similar effects
can be observed in larger LLMs, or commercial
LLMs such as GPT-4. While we ensured to cover
a wide range of languages, the ones we used are by
no means exhaustive and only cover indo-european
languages. Finally, we only explore the biases of
general-purpose, multilingual LLMs. Looking into
specialised LLMs, fine-tuned for the specific lan-
guage, might be more representative of what mod-
els would be used in practice.
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Appendix

A Collecting nouns

We collect words in German 2 and Spanish * from
a blog post that lists commonly used words in these
languages, and shows their grammatical gender.
For Bulgarian 4 Greek >, Czech ©, French 7, Hindi
8 Ttalian ?, Latvian '© and Portuguese 11 we take
a list of words and their grammatical gender from
Wikipedia. Following that, we only select words
whose English translation is in the list of commonly
used words in either German or Spanish.

Language Total Masc. Fem.
Bulgarian 1414 839 575
Czech 2383 1501 882
French 2763 996 1767
German 2031 952 1089
Greek 1257 670 587
Hindi 830 425 405
Italian 2919 2219 700
Latvian 1223 522 701
Portuguese 1766 1119 647
Spanish 1758 896 862

Table 4: Dataset Statistics. We present the number of
masculine and feminine words we consider for all 10
languages. The languages are sorted alphabetically.

We show the number of collected nouns per lan-
guage in Table 4. We use 90% of the nouns in each
language for training, and 10% for testing.

B Excluding animate nouns

Following prior works that look into grammatical
gender by looking at word co-occurrence in text
corpora (Williams et al., 2021), we exclude ani-
mate nouns from our datasets in all languages (e.g.

2https://frequencylists.blogspot.com/2®16/®1/
the-2980-most-frequently-used-german.html
3https://frequencylists.blogspot.com/2015/12/
the-2000-most-frequently-used-spanish.html
4https://en.wiktionary.org/wiki/Category:
Bulgarian_nouns_by_gender
5https://en.wiktionary.org/wiki/Category:
Greek_nouns_by_gender
6https://en.wiktionary.org/wiki/Category:
Czech_nouns_by_gender
7https://en.wiktionary.org/wiki/Category:
French_nouns_by_gender
8https://en.wiktionary.org/wiki/Category:
Hindi_nouns_by_gender
9https://en.wiktionary.org/wiki/Category:
Italian_nouns_by_gender
10https://en.wiktionary.org/wiki/Category:
Latvian_nouns_by_gender
11https://en.wiktionary.org/wiki/Category:
Portuguese_nouns_by_gender

Accuracy
LLM Fl Overall Male Female
Mistral-7B 0.57 55.0% 50.0% 60.0%
Llama2-7B  0.70 65.0% 50.0% 80.0%

Table 5: Evaluating the agreement with native En-
glish. We evaluate the agreement of our classifier
trained on 10 gendered languages to the perceived gram-
matical gender of native English speakers, which we
treat as ground truth.

LR N3 LR N3

“uncle”, “cashier”, “engineer”, etc.). We repeat the
experiments from Section 3.4 in Table 6, and see
that the inclusion of animate nouns does not affect
overall results.

Accuracy

Language Fl Overall Masc. Fem.

Bulgarian 070 71.1% 73.8% 68.3%
German 069 638% 63.1% 642%
Spanish 056 553% 562% 54.4%
Italian 051 652% 645% 67.1%
Czech 055 572% 543% 61.2%
Greek 0.68 69.5% 79.6% 60.1%
Portuguese 0.60 61.1% 56.7% 67.2%
Hindi 059 58.1% 67.7% 51.2%
Latvian 070 632% 60.0% 64.8%
French 060 57.0% 58.8% 55.8%

Table 6: Gendered Nouns Predictions. This table is for
the filtered dictionaries, i.e. without jobs/mother/father
etc.

C Gendered adjectives

We show more examples of adjectives that are pre-
dominantly used for masculine (or feminine) nouns
in Figure 4, similarly to Section 3.2.

D Promps

The prompt we use in English is as follows:
*xxQuestionxx*x: Describe the word “bottle”
using comma-separated adjectives. *x*Answerxx*:
glass, sleek, thin, brittle, elegant, transparent,
clear, tall, fragile, shiny
***Question***: Describe the word “stone” using
comma-separated adjectives. =***Answer*xx: round,
old, strong, cold, solid, ancient, sturdy, dense,
natural, durable
***xQuestion*xx: Describe the word <>
comma-separated adjectives. *xxAnswerxxx:

For the other languages we translate the prompt,

e.g. in Spanish we use:

*x*Preguntax*x: Describe la palabra
“botella” usando adjetivos separados por
comas. ***Respuestax*x: vidrio, liso, delgado,
quebradizo, elegante, transparente, claro, alto,
fragil, brillante

using
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Figure 4: Bias when describing gendered nouns. Here
we prompt an LLM in Bulgarian, French, and German
and for a random sample of adjectives, show the per-
centage of masculine nouns they were used for.

**x*kPreguntaxxx: Describe la palabra “piedra”
usando adjetivos separados por comas.
*x*Respuestax*x: redondo, viejo, fuerte,

frio, sélido, antiguo, robusto, denso, natural,
duradero

**xPreguntax**: Describe la palabra <> usando
adjetivos separados por comas. ***Respuestaxxx:
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