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Abstract

Large Language Models (LLMs) exhibit im-
pressive zero/few-shot inference and gen-
eration quality for high-resource languages
(HRLs). A few of them have been trained on
low-resource languages (LRLs) and give de-
cent performance. Owing to the prohibitive
costs of training LLMs, they are usually used
as a network service, with the client charged
by the count of input and output tokens. The
number of tokens strongly depends on the
script and language, as well as the LLM’s sub-
word vocabulary. We show that LRLs are
at a pricing disadvantage, because the well-
known LLMs produce more tokens for LRLs
than HRLs. This is because most currently
popular LLMs are optimized for HRL vocab-
ularies. Our objective is to level the playing
field: reduce the cost of processing LRLs in
contemporary LLMs while ensuring that pre-
dictive and generative qualities are not com-
promised. As means to reduce the number
of tokens processed by the LLM, we consider
code-mixing, translation, and transliteration of
LRLs to HRLs. We perform an extensive study
using the IndicXTREME classification and six
generative tasks dataset, covering 15 Indic and
3 other languages, while using GPT-4 (one of
the costliest LLM services released so far') as a
commercial LLM. We observe and analyze in-
teresting patterns involving token count, cost,
and quality across a multitude of languages and
tasks. We show that choosing the best policy
to interact with the LLM can reduce cost by
~90% while giving better or comparable per-
formance, compared to communicating with
the LLM in the original LRL.

1 Introduction

Large Language Models (LLMs) like GPT-4 (Ope-
nAl et al., 2023), ChatGPT, Llama-2 (Touvron
etal., 2023), PaLM (Chowdhery et al., 2022), inter
alia, are greatly contributing to the advancement
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of NLP with their exceptional zero/few-shot infer-
ence and generation abilities.

LLMs can also reduce dependence on expensive
human-generated gold data for finetuning mod-
els for various downstream tasks, particularly for
LRLs where gold data is scarce. However, our ex-
perience suggests that this benefit is offset by one
problem. Commercial LLM services like GPT-4
charge by the number of tokens exchanged with the
client. The typical message from the client to the
LLM consists of a task description or instruction,
followed by zero or more few-shot “in-context ex-
amples”, and the payload instance to be solved.
The output tokens from the LLM express the so-
lution to the payload instance.

The number of tokens exchanged between the
client and LLM service depends on the (subword)
vocabulary of the LLM, and the language(s) that
the client uses. If the client’s language is a LRL,
chances are, the LLM will heavily segment the
LRL tokens into subwords, because LRL sub-
words have minority status in most popular LLMs
today (Hong et al., 2021). Consequently, use of the
LLM will be expensive compared to HRL clients.

Despite giant leaps in reasoning and instruction-
following capabilities, GPT-4 effectively discrimi-
nates against LRL clients in the same manner, and
for the same reason, as its predecessor multilin-
gual models mBERT and XLM-R (Conneau et al.,
2020). This results in LRL clients being disadvan-
taged in terms of pricing, if not also quality. Our
goal is to reduce this inequity.

Our choice of GPT-4 is driven by the fact that
it is one of the costliest (yet most popular) com-
mercial blackbox LLM-as-a-service. The cost of
using the GPT-4 8K context model API is $0.03
per 1,000 input tokens and $0.06 per 1,000 output
tokens. For the 32K context model, the cost is as
high as $0.06 per 1,000 input tokens and $0.12 per
1,000 output tokens. Thus, a task of summarizing
the Wikipedia (~6 billion tokens) to half its size
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would cost $720,000 and $360,000 with GPT-4
having context length of 32K and 8K respectively.

Our initial study shows that GPT-4 generates di-
verse numbers of tokens for translations of a source
sentence in different Indian languages. We also
get a profile of default LRL task performances in
these languages, if directly communicated to the
LLM. The tool at our disposal is to preprocess the
LRL messages from client to LLM service, in the
face of a black-box service that we cannot influ-
ence. Specifically, we try to decrease the API cost
by reducing the number of tokens exchanged be-
tween the client and LLM, while trying to maintain
task quality. This can be done in various ways, as
shown in Figure 1 and detailed later.

To compare these approaches, we define (in
equation 1) a metric called the RelaTive Perfor-
mance to Cost Ratio (RTPCR), which specifies
the task performance we can get, given the token-
driven cost we pay using various preprocessing
methods M, relative to using the original LRL
text. We desist from directly comparing the cost
of LLM service access against operating costs of
an in-house LLM, because the latter depends on
too many hard-to-model factors like power and
cooling costs (and comparing against the LLM ser-
vice).

Cricket is like a
religion in India.

Translation

Cricket STIT9
ol

Codemix(En)

Codemix(Hi)

cricket bharte

dharmer mato. 10 /“
waw —

translation Cricket in india )

o . 8 )

of religion like. \_/

Transliteration

Token generated by

Figure 1: Different numbers of tokens generated by
GPT-4 before and after preprocessing a LRL sentence
using various techniques.

Explicit instance translation using LLM before
inference will accrue extra cost, compared to free-
of-charge translation using an open-source ma-
chine translation tool. An alternative is implicit
translation, in which we instruct the LLM to trans-
late the payload instance to English in the back-
ground before solving it, thus saving explicit trans-
lation cost. (We do not ask the LLM for the
translated version.) We observe that the improve-
ment using implicit translation trails behind ex-

plicit translation. Therefore, using a dedicated
LRL-to-HRL translator outside the LLM service
can save cost and improve LRL task quality. A
problem may arise if the LRL does not have a
high-quality, open-sourced translator available and
falling back on the LLM for translation will in-
crease costs and decrease RTPCR. We next strike
out in a third direction: can mixing LRL and HRL
words help? To reduce cost, we can use a LRL-
HRL or LRL-LRL dictionary, because such trans-
lations are often context-independent. Lastly, as a
natural companion to selective wordmixing, we ex-
periment with a transliteration technique, in which
we transliterate the whole LRL message into Latin
script. After all, the giant corpora used to train
LLMs are more likely to contain LRL words heav-
ily transliterated into Latin script, wordmixed with
native LRL and HRL words, than ‘pure’ LRLs.

We summarize our contributions. (1) We iden-
tify a key cost-performance disadvantage faced
by LLM clients that wish to solve LRL prob-
lems. (2) We demonstrate that this disadvan-
tage is present in GPT-4 with respect to 15 In-
dian languages for diverse classification and gen-
eration tasks, using a new measure we introduce,
called RTPCR. (3) We experiment with implicit
and explicit client message translation and com-
pare their RTPCR scores, to show that a free trans-
lator can reduce cost and improve performance.
(4) We experiment with wordmixing and translit-
eration and show that both help reduce cost, but
transliteration may result in modest performance
impacts. (5) Apart from aggregative performance,
we also present many case studies with interest-
ing findings: The number of token counts varies
greatly across Indian languages; translation to En-
glish may both increase and decrease the number
of English words, depending on the source lan-
guage; and LLM performance is rather sensitive
to syntax.

2 Related work

Recently LLMs like ChatGPT, GPT-4 (OpenAl
et al., 2023), Llama-2 (Touvron et al., 2023),
PalLM (Chowdhery et al., 2022), BLOOM (Scao
et al., 2023), etc, have shown incredible zero-
shot and few-shot capabilities across language
and tasks. Although their performance in high-
resource languages (HRLs) is impressive, stud-
ies (Hendy et al., 2023; Jiao et al., 2023; Bang
etal.,2023) find that the same level of performance
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is not seen for low-resource languages (LRLs).
Various benchmark datasets like XTREME (Hu
etal., 2020), XTREME-R (Ruder et al., 2021), and
XGLUE (Liang et al., 2020) have been designed to
gauge the cross-lingual capabilities of a multilin-
gual LLM. Benchmarks are also available in LRLs,
e.g., IndicXTREME (Doddapaneni et al., 2023)
for Indian languages. Benchmarks are also avail-
able in other language families like African (Ade-
lani et al.,, 2022) and Indonesian (Wilie et al.,
2020). In this work, we work with IndicXTREME.
MEGA (Ahuja et al., 2023) witnesses improved
task performance when translating the test instance
to English. Having said that, they experiment from
the performance perspective using the Bing trans-
lator (not an open-sourced tool). Unlike them, our
focus is not only on performance but also on the
cost. As inference using GPT-4 is costly for LRLs,
we experiment with different techniques to reduce
cost without hurting the performance. Similarly,
a recent study (Huang et al., 2023) finds that a
prompt written in English performs better than one
written in other low-resource languages. There are
works like (Ahia et al., 2023) and (Petroni et al.,
2019) which explore the over-fragmentation of to-
kenizer in different languages, and later one pro-
poses a metric called Parity premium to quantify
the tokenization disparity between two languages.
We compared the Parity premium metric with our
RTPCR and found latter more robust. Frugal-
GPT (Chen et al., 2023) tries to address the cost as-
pect of GPT-4 on a different level, like selecting the
fewer but more effective in-context examples for
few-shot inference, caching previous queries and
responses for future use, or LLM-cascading where
cheap LLMs are tried first to check if the response
is reasonable and only go for expensive ones if pre-
vious responses are not satisfactory. They have
experimented with English, where the words are
not fragmented much. LRLs present a steeper
challenge, where first we need to reduce the cost
by controlling over-fragmentation of LRL words.
FrugelGPT can be applied thereafter to further re-
duce the cost. As per our knowledge, we are first to
study the effect on performance when prepossess-
ing the LRL input instance in a variety of different
ways and relating it to the LLM API cost.

3 Methodology

In this work, we primarily preprocess the original
LRL input instances using the techniques below to

reduce the number of tokens generated.

3.1 Native

Here, we pass the query instance as it is in the na-
tive language script. We compare this scheme with
all those stated below.

3.2 Translation

Here, we translate the LRL input instances before
passing through the GPT-4. To translate, we con-
sider with three possibilities.

Using open-source MT: We rely on off-the-shelf
machine translation tools to translate LRL to En-
glish. We use IndicTrans2 (Gala et al., 2023) for
this purpose.

Using GPT-4 explicitly: We first use GPT-4 as a
translator to translate the LRL sentences to En-
glish; we then pass those translated English sen-
tences to GPT-4 for inference.

Using GPT-4 implicitly: Here, our prompt (see
Appendix Figure 7) instructs GPT-4 to translate
LRL instances to English “within its premises”
if it faces difficulty in understanding the LRL in-
stances. The hope is that some cost will be saved
because we do not ask for the English translation.

The main problem with implicit translation is that

we cannot control which LRL instances it chooses

to translate, or the quality or effects of translation.

Between the two explicit translation approaches,

from the point of view of cost, obviously, the open-

source MT tool is better, but it might be possible
that for some LRLs, such MT may not be readily
available. In such cases, explicit translation using

GPT-4 can help, but it will come with the extra cost

burden of API calling to do the translation before-

hand.

3.3 Wordmix

In this approach, ifa LRL word is excessively frag-
mented wrt the LLM subword vocabulary (see Al-
gorithm 1 in Appendix B for details), then we will
replace that word with its corresponding English
translation. We call the new input Wordmix(En)
as it is now a ‘synthetic’ text that contains a mix
of LRL and English (or a more advantaged LRL,
say Hindi — Wordmix(Hi)) words thus giving it
the name. Note that, in the wordmix approach, we
do not need any translation tool; an LRL-HRL or
LRL-LRL dictionary suffices. The extreme case is
where all LRL words are individually translated to
English — W2W. For results of Wordmix(Hi) and
W2W see Appendix A.1.
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Figure 2: Average token generated per word by GPT-4. Here, we show the average number of tokens gener-
ated per word by GPT-4 when a sentence is processed in its own script (Native), translated via GPT-4 (labeled:
Translation(GPT-4)), translated via open-sourced machine translation tool (labeled: Translation(IndicTrans)), and
transliterated in English (labeled: Transliteration) for different Indian languages across various tasks.

3.4 Transliteration

We transliterate” the LRL script into English (Latin
script) in this approach. As we will now process
the original LRL input instance in Latin script, the
hypothesis is that fewer tokens shall be generated
(as shown in Figure 1) than the original LRL script.
Consequently, the cost should decrease. Another
motivation behind using transliteration is that the
training corpus of GPT-4 (and other popular LLMs,
although mostly undisclosed) is likely to include
social media or marketplace data, which includes
a great deal of LRL text in Latin script.

3.5 RTPCR

To rank these techniques relative to using native
script wrt both cost and performance, we devised
a metric called RTPCR (RelaTive Performance to

Cost Ratio):

Perf(M)
Perf(Native)
Cost(M)
Cost(Native)

Here Perf(M) and Perf(Native) denote the task-
specific performance of the method M and na-
tive LRL script, respectively. Similarly, Cost(M)
and Cost(Native) represent the cost incurred by
the method M and native LRL script, respectively.
RTPCR will be high when the performance of M
is better than native, and the cost is lower for M
than native. Conversely, a low RTPCR value in-

RTPCR(M) = (1)

*https://github.com/libindic/indic-trans

dicates that M lags in terms of performance but
accrues more cost than using native text. Table 5
shows RTPCR values of different techniques.

4 Experiments and results

4.1 Datasets and evaluation metric

We experiment with all the classification tasks
available in the IndicXTREME (Doddapaneni
et al., 2023) benchmark dataset and six gen-
erative datasets which include summarization
(XLSUM (Hasan et al, 2021)), Question-
Answering(Chaii  (Addison Howard, 2021),
TyDi QA (Clark et al.)), Machine Transla-
tion(Samanantar (Ramesh et al., 2022)) and
mathematical reasoning tasks (MGSM (Shi
et al., 2022), ConiclOK (Wu et al., 2023) and
ArMath (Alghamdi et al., 2022)) total covering
15 Indian languages along with Thai, Swahili
and Chinese. (details in Table 10). We report the
accuracy score as a performance metric for classi-
fication tasks, ROUGE for summarization, BLEU
for machine translation and Exact Match for
question-answering and mathematical reasoning
tasks. To make the GPT-4’s output consistent and
deterministic as much as possible, we set the seed
and temperature parameters constant throughout
the experiments. The Appendix discusses all
the details related to different prompt designs
(Figure 7) and GPT-4 API hyperparameters
(Table 13).
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Techniques As Bn Bd Gu Hi Kn Ko Ml Mr Ne Od Pn Ta Te Ur Avg
Transliteration -11.42 -14.53 110.90 0.08 -3.57 8.00 - -13.20 -2.81 - 094 -122 -39.71 -10.18 -2.66 -7.11
Translation(GPT-4)  2.56 2.09 71044 492 1.50 9.67 - 670 488 - 1412 264 742 390 2.07 793
Translation(IndicTrans) 5.91 2.93 1906.26 6.86 0.12 12.84 - 798 5.98 - 1998 253 7.86 13.10 0.66 14.72
Translation(implicit) 1.62 2.81 1362.65 1.75 0.67 8.79 - 670 0.09 - 12,69 383 785 209 126 9.59
Wordmix(En) -2.24 -1.35 48863 -645 0.70 -0.38 - 111 -337 - -859 -331 3.04 -727 -092 -0.33
Transliteration -9.36 -17.17 - -20.07  0.56 -20.72 - -22.06 -6.90 - -13.69 -2.74 - -21.11 - -13.50
Translation(GPT-4) -0.27 -6.55 - =238 -1.12 427 - 466 -1.22 - 282 135 - -1.27 - 249
IndicXParaphrase Translation(IndicTrans) 5.99 -6.74 - -1.53 -7.78 -5.60 - -8.12 -4.61 - 472 071 - -0.34 - -3.63
Translation(implicit) 3.67 1.33 - 250 0.19 091 - 072 140 - 350 071 - -0.34 - 096
Wordmix(En) 0.92 -0.69 - -12.66 -0.50 -5.61 - -1.21 -1.83 - -1.68 -2.03 - 0.86 - =237
Transliteration -22.04 -28.13 - -18.77 -599 -17.54 -3.63 -23.07 -16.75 -22.22 -23.16 -23.33 -23.73 -25.93 -15.41 -19.28
Translation(GPT-4) -54.93 -39.28 - -41.23 -32.62 -44.37 -60.96 -51.92 -36.11 -39.17 -56.31 -44.81 -31.28 -40.07 -36.46 -43.33
Translation(IndicTrans) 13.54 -7.80 - -840 -23.85 7.03 4.14 -1024 1.24 -22.89 -15.63 -22.48 21.65 0.59 -23.86 -7.54
Translation(implicit) 8.69 10.94 - 150 12.11 22.82 20.32 9.00 22.27 11.19 -293 4.13 1500 11.11 5.23 10.32
Wordmix(En) -3.40 9.38 - =725 510 878 1091 739 0.67 -10.27 -14.13 -13.62 5.07 10.28 -0.87 0.08
Transliteration -22.28 -20.18 - -8.81 -7.45 -18.66 - -19.71 -10.02 - -16.90 -11.69 -30.57 -14.97 - -16.35
Translation(GPT-4) -14.72 -2.26 - 030 079 -1.56 - -0.10 -6.02 - -9.10 -524 -10.66 -7.66 - -4.96
Translation(IndicTrans) 7.81 6.61 - 16.52 426 9.22 - 1056 7.74 - 1519 794 9.22 1347 - 972
Translation(implicit) 3.35 3.41 - 6.5 239 380 - 399 225 - 477 361 352 225 - 357
Wordmix(En) -8.15 -6.86 - =794 -2.09 -13.45 - =621 -3.37 - -13.99 -6.70 -7.33 -10.88 - =179

Dataset Techniques Bn Gu Hi Mr Ne Pa Ta Te Ur Avg
Summarization Transliteration -22.50 -11.93 -8.90 -14.47 -17.28 -35.52 -42.98 -32.73 -17.97 -22.70
Translation(GPT-4) -33.71 -33.42 -25.38 -28.34 -45.13 -28.21 -51.35 -53.85 -21.15 -35.62
Translation(IndicTrans) -36.99 -35.87 -23.57 -32.59 -46.50 -31.41 -51.63 -50.32 -18.91 -36.42
Translation(implicit) -0.84 -4.23 -2.38 12.04 1096 7.31 -0.65 -1.90 5.46 2.86
Wordmix(En) 0.00 -23.94 -584 -2.13 -10.73 -12.75 -10.14 -24.03 -9.38 -10.99
As Bn Gu Kn Ml Mr Od Pa Ta Te
MT Transliteration -13.55 -11.49 -7.40 -16.02 -13.45 -17.31 -6.38 -3.32 -3.72 -11.86 -10.45
Translation(GPT-4) 421 -1586 3.67 -2.05 -24.46 -441 -2292 -23.11 -930 235 -9.19
Translation(IndicTrans) 11.05 10.32 2.07 5.03 -2.85 0.22 -13.85 -19.64 -2.94 2.84 -0.78
Translation(implicit) 1.84 -1.68 020 6.37 598 7.06 176 179 2.06 -11.18 1.42
Wordmix(En) -7.63 -1.51 -020 349 -435 -0.88 344 0.71 -029 -6.96 -1.42
Bn Hi Ta Te
QA Transliteration -5.32 -6.60 -6.26 8.40 -2.45
Translation(GPT-4) -15.56 -10.34 -21.81 -14.57 -15.57
Translation(IndicTrans) -7.41 -5.08 4.2 -3.76 -3.03
Translation(implicit) 4.68 -1.54 2.32 11.40 4.22
Wordmix(En) -10.81 -1547 -6.53 -8.42 -10.31
Ar Bn Te Th Sw Zh
Reasoning Transliteration -21.04 -45.87 -54.79 -86.00 - -23.53 -46.25
Translation(GPT-4) -1.86 14.86 23.65 2.33 15.45 -10.15 7.38
Translation(IndicTrans) -5.00 0.93 52.28 -30.62 -4.77 -2.80 1.67
Translation(implicit) 0.74 0.00 5.34 -12.32 484 -1.49 -0.48
Wordmix(En) -0.72 -12.77 -0.90 -23.97 -9.13 9.06 -6.41

Table 1: Classification tasks: the change in accuracy (in terms of %) wrt the native script. The best results are in
boldface and underlined. The last column shows the average performance across languages.

Table 2: Generation tasks: the change in BLEU(MT)/ROUGE(Summfarization)/Exact match(QA,Mathematical
reasoning) (in terms of %) wrt the native script. The best results are in boldface and underlined. The last column
shows the average performance across languages.

Techniques As Bn Bd Gu Hi Kn Ko Ml Mr Ne Od Pn Ta Te Ur Avg
Transliteration -69.78 -68.34 -59.68 -75.28 -61.24 -77.11 - -75.12 -61.36 - -83.27 -73.84 -74.14 -79.63 -53.34 -72.44
Translation(GPT-4) 33.28 3640 43.80 27.34 4276 21.89 - 23.06 4237 - 1742 26,64 2731 23.16 44.67 29.00
Translation(IndicTrans) -83.69 -82.17 -79.81 -86.72 -79.33 -89.20 - -88.73 -79.49 - -91.62 -86.96 -86.84 -88.57 -78.84 -85.96
Wordmix(En) -17.47 -11.07 -839 -35.60 -8.17 -285 - -17.44  -9.02 - -36.15 -2428 -935 -2694 -12.13 -21.12
Transliteration -69.20 -68.75 - -75.56 -58.63 -76.72 - -7451 -59.42 - -83.67 -75.14 - -78.52 - -73.92
IndicXParaphrase Translation(GPT-4) 36.85 42.67 - 3177 52,05 27.62 - 2818 47.96 - 1949 31.28 - 2831 - 3212
Translation(IndicTrans) -82.25 -79.29 - -85.08 -75.48 -86.71 - -86.40 -77.39 - -90.58 -84.78 - -86.38 - -84.61
Wordmix(En) -15.55 -11.21 - -35.09 -11.30 -28.91 - -16.12 -14.57 - -32.07 -27.51 - 3577 - 2462
Transliteration -67.95 -66.70 - -73.44 -5745 -75.10 -58.03 -73.02 -57.42 -57.31 -83.12 -73.04 -75.08 -77.81 -53.00 -70.41
Translation(GPT-4) 37.00 38.28 - 3223 4797 2522 4823 2639 4949 4728 19.09 3043 28.6 2569 5323 3321
Translation(IndicTrans) -83.41 -82.30 - -84.51 -76.59 -87.69 -76.74 -87.00 -76.22 -76.37 -90.66 -85.13 -87.09 -87.46 -73.85 -84.05
Wordmix(En) -15.10 -14.43 - -28.69 -10.71 -2042 -8.83 -12.72 -11.01 -0.93 -26.59 -31.41 -12.68 -1424 -9.85 -17.06
Transliteration -69.15 -68.02 - 7493 -57.55 -76.55 - -74.92 -60.10 - -83.43 -74.24 -73.61 -78.34 - -73.67
Translation(GPT-4) 33.58 36.53 - 27.63 43.15 22.84 - 23.6 41.92 - 17.03 2691 27.17 2446 - 2757
Translation(IndicTrans) -84.14 -82.70 - -86.69 -78.46 -88.81 - -88.54 -79.54 - -91.68 -86.82 -86.49 -87.83 - -86.56
Wordmix(En) -11.36 -8.76 - -29.12  -8.79 -32.13 - -15.80 -10.62 - -30.56 -26.47 -12.64 -33.57 - -21.89

4.2 Latin script reduces token generation

Table 3: Classification tasks: the change in token generation per instance (in terms of %) wrt the native script is
shown. The best results are in boldface and underlined. The last column shows the average cost across languages.

In Figure 2, we show the average number of tokens
15688enerated per word if a sentence passes through the



Dataset Techniques Bn Gu Hi Mr Ne Pa Ta Te Ur Avg
Transliteration -67.81 -73.39 -57.75 -59.72 -59.23 -75.08 -70.37 -73.55 -51.90 65.42
Summarization Translation(GPT-4) 12.15 10.75 19.65 13.28 18.92 1191 1298 10.36 2491 14.99
Translation(IndicTrans) -82.84 -84.94 -79.10 -78.43 -79.55 -86.02 -84.64 -83.94 -75.72 -81.69
Wordmix(En) -11.42 -25.23 -10.94 -11.31 -9.48 -28.73 -7.42 -13.64 -10.79 1433
As Bn Gu Kn Ml Mr Ood Pa Ta Te
Transliteration -56.08 -55.46 -59.11 -58.37 -57.84 -57.04 -56.91 -56.77 -56.42 -57.21 -57.12
MT Translation(GPT-4) 4327 45.09 47.74 49.09 48.54 4581 49.43 47.84 4553 48.86 47.12
Translation(IndicTrans) -78.60 -76.92 -76.55 -77.42 -76.76 -77.06 -76.71 -76.65 -77.83 -75.92 -77.04
Wordmix(En) 0.00 0.00 0.00 -2.65 -127 -11.03 0.00 -0.01 0.00 0.67 -1.43
Bn Hi Ta Te
Transliteration -68.09 -56.70 -70.94 -75.97 -67.93
QA Translation(GPT-4) 39.16 4540 11.61 33.30 3237
Translation(IndicTrans) -78.81 -74.79 -84.48 -81.79 -79.97
Wordmix(En) -15.28 -10.40 -33.29 -36.32 23.82
Ar Bn Te Th Sw Zh
Transliteration -35.87 -66.26 -78.81 -54.95 35.83 -40.01
Reasoning Translation(GPT-4) 94.10 42.02 2535 59.93 115.78 185.40 87.10
Translation(IndicTrans) -56.22 -79.56 -87.08 -75.25 -42.71 -5.86 -57.78
Wordmix(En) -20.46 -19.06 -45.50 -37.10 -4.08 -2.32 21.42

Table 4: Generation tasks: the change in token generation per instance (in terms of %) wrt the native script is shown.
The best results are in boldface and underlined. The last column shows the average cost across languages.

Dataset Techniques As Bn Bd Gu Hi Kn Ko Ml Mr Ne Od Pn Ta Te Ur Avg
Transliteration 2.93 2.70 523 4.05 249 4.72 - 349 252 - 6.03 3.78 233 441 2.09 337

Translation(GPT-4) 0.77 0.75 5.64 0.82 0.71 0.90 - 0.87 0.74 - 097 081 084 0.84 0.71 0.84

IndicSentiment Translation(IndicTrans) 6.49 5.77 99.38 8.05 4.84 10.45 - 9.58 5.17 - 1432 7.86 820 9.90 4.76 8.17
Translation(implicit) 1.02 1.03 14.63 1.02 1.01 1.09 - 1.07 1.00 - 1.13 1.04 1.08 1.02 1.01 1.10

Wordmix(En) 1.18 1.11 643 145 1.10 1.39 - 1.22 1.06 - 143 128 1.14 127 1.13 1.26

Transliteration 2.94 2.65 - 327 243 340 - 3.06 229 - 528 391 - 3.67 - 332

Translation(GPT-4) 0.73 0.65 - 074 0.65 0.75 - 0.74 0.67 - 081 0.77 - 077 - 074

IndicXParaphrase Translation(IndicTrans) 5.97 4.50 - 6.60 3.76 7.10 - 6.76 4.22 - 10.11 6.62 - 132 - 6.26
Translation(implicit) 1.04 1.01 - 097 1.00 1.01 - 1.01 1.01 - 1.04 1.01 - 1.00 - 1.01

Wordmix(En) 1.19 1.12 - 135 112 1.33 - 1.18 1.15 - 145 135 - 1.57 - 1.30

Transliteration 2.43 2.16 - 3.06 221 331 230 285 196 1.82 4.55 2.84 3.06 3.34 1.80 2.73

Translation(GPT-4) 0.33 0.44 - 044 046 044 026 038 043 041 0.37 042 0.53 048 0.41 043

IndicCOPA Translation(IndicTrans) 6.84 5.21 - 591 325 870 4.48 6.90 4.26 3.26 9.03 S5.21 9.42 8.02 2.91 5.79
Translation(implicit) 1.09 1.11 - 1.01 1.12 123 120 1.09 122 1.11 097 1.04 1.15 1.11 1.05 1.10

Wordmix(En) 1.14 1.28 - 130 1.18 1.37 122 1.23 1.13 091 1.17 126 120 1.29 1.10 1.21

Transliteration 2.52 2.50 - 3.64 218 347 - 320 225 - 502 343 263 393 - 318

Translation(GPT-4) 0.64 0.72 - 079 0.70 0.80 - 0.81 0.66 - 078 075 0.7 0.74 - 074

IndicXNLI Translation(IndicTrans) 6.80 6.16 - 875 484 9.76 - 9.65 5.27 - 13.84 8.19 8.08 9.32 - 8.16
Translation(implicit) 1.03 1.03 - 1.06 1.02 1.04 - 1.04 1.02 - 1.05 1.04 1.04 1.02 - 1.04

Wordmix(En) 1.04 1.02 - 130 1.07 1.28 - 1.11 1.08 - 124 127 1.06 134 - 118

Table 5: RTPCR values for all techniques across all classification datasets and languages. The best results are in
boldface and underlined. The last column shows the average RTPCR across languages.

GPT-4 in its own script, is translated to English us-
ing open-sourced MT and GPT-4, and is translit-
erated to English script. The general observation
is that token generation is greatly reduced when
processing the instance in Latin script (translation
or transliteration). The reduction can be anywhere
between 2x and 7x, depending on the languages.
Another interesting observation is that the reduc-
tion is higher for Dravidian languages like Malay-
alam, Tamil, Telugu, Kannada, etc., while the re-
duction is comparatively less in North-Indian lan-
guages like Hindi and Bengali. This might imply
that GPT -4 is better trained in North-Indian lan-
guages than South-Indian ones. Another thing to
notice here is that although transliteration does not
necessarily produce a valid English word, it still
helps to reduce the number of token generation.

4.3 Translation performs better

Table 1 and 2 shows the change in performance
(%) compared to the native script for classifica-
tion and generation tasks, respectively (complete
result in Appendix Table 14 & 15). For classi-
fication, it is clear that, on the whole, translation
improves the GPT-4 performance, be it translation
by GPT-4, open-source MT like IndicTrans or im-
plicit translation by GPT-4. However, translation
by IndicTrans has the upper hand most of the time.
From this observation, it is clear that GPT-4 bet-
ter understands text in English than LRLs. Next,
Wordmix(En) also shows promise by giving a com-
parable performance to native script, given that
our wordmix technique is a bit crude, and further
improvement can be possible by improving the
word replacement heuristics. Wordmix(Hi) also
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Dataset Techniques Bn Gu Hi Mr Ne Pa Ta Te Ur Avg
Transliteration 2.41 3.31 2.16 2.12 2.03 2.59 1.92 2.54 1.71 231

Wordmix(En) 1.13 1.02 1.06 1.10 0.99 1.22 0.97 0.88 1.02 1.04

Summarization Translation(IndicTrans) 3.67 4.26 3.66 3.12 2.62 4.91 3.15 3.09 3.34 3.54
Translation(GPT-4) 0.59 0.60 0.62 0.63 0.46 0.64 0.43 0.42 0.63 0.56
Translation(implicit) 0.99 0.97 0.98 1.12 1.11 1.07 1.00 0.99 1.04 1.03

Transliteration 1.97 1.99
Wordmix(En) 0.92 0.98
MT Translation(IndicTrans) 5.19 4.78

Translation(GPT-4) 0.73 0.58

Translation(implicit) 1.02 0.98

Bn

Transliteration 2.97 2.16 3.23 4.51 322
Wordmix(En) 1.05 0.94 1.40 1.44 1.21
QA Translation(IndicTrans) 4.37 3.76 6.71 5.29 5.03
Translation(GPT-4) 0.61 0.62 0.70 0.64 0.64
Translation(implicit) 1.05 0.98 1.02 1.11 1.04

Ar Te Th Sw Zh
Transliteration 1.23 1.60 2.13 0.31 - 0.56 1.17
Wordmix(En) 1.25 1.08 1.82 1.21 0.95 1.12 1.24
Reasoning Translation(IndicTrans) 2.17 4.94 11.79 2.80 1.66 1.03 4.07
Translation(GPT-4) 0.51 0.81 0.99 0.64 0.54 0.31 0.63
Translation(implicit) 1.01 0.99 1.07 0.87 1.03 0.98 0.99

Table 6: RTPCR values for all techniques across all generation datasets and languages. The best results are in
boldface and underlined. The last column shows the average RTPCR across languages.

performs comparable to Wordmix(En), but the lat-
ter is more fruitful when considering the cost reduc-
tion (details in Appendix A.1). On the other hand,
in transliteration, performance drops, and it is ex-
pected as we are not translating the word to English
but changing the script. For generation tasks, ex-
cept the reasoning tasks, direct translation does not
seem to be beneficial from the performance point
of view, but here, the implicit translation improves
the performance of Summarization, MT and QA
tasks.

4.4 Open-source MT reduces cost

In Table 3 and 4, we compare the cost incurred by
different techniques for GPT-4 inference. As the
cost is proportional to the tokens generated from
the inputs and outputs, we use the average token
generated per query instance as a proxy for cost.
We show the percentage change in token genera-
tion compared to the native script (While report-
ing the average token generation per instance for
different techniques in Appendix Table 16 & 17).
Here, the observation is clear: all the techniques
reduce cost except the translation via GPT-4. It
is expected since in this method, we first explic-
itly translate the instance using GPT-4 and then use
the translated instance for classification/generation
again using GPT-4. So here, we need to take
the extra burden of translation costs using GPT-
4. On the other hand, translation via IndicTrans
(open-source MT) reduces the cost by as much as
90%. But in case of unavailability of such free MT,

one can go for wordmix or transliteration, which
also reduces the cost significantly. Having said
that, transliteration can impact performance (see
Table 1 & 2).

4.5 RTPCR helps find best value for money

Table 5 and 6 shows RTPCR for different meth-
ods compared to the Native script. Here, the trans-
lation via IndicTrans is the clear winner for obvi-
ous reasons. The translation in this case is free,
and GPT-4 performance as we see in Table 1 im-
proved when using English-translated query in-
stances. The lowest RTPCR score is for translation
using GPT-4 because although the performance im-
proves after translation, the cost we pay for trans-
lation outweighs the performance gain. RTPCR
for transliteration is also high — though the per-
formance drops a bit, it reduces the cost signifi-
cantly compared to using native script. RTPCRs
for wordmix and implicit translation via GPT-4 are
also better than native (RTPCR is 1), as wordmix
performs comparably as native but reduces cost.
On the other hand, the cost of implicit translation
by GPT-4 is the same as the native script, but the
performance gain is more for implicit translation.

4.6 Comparing RTPCR to Parity premium

We compare RTPCR with the recent Parity pre-
mium score (Petrov et al., 2023), which measures
‘ﬁ%i‘;;" Here |t(s;)| represents the tokenization
length of the sentence s in language ¢ using tok-

enizer t. For our case, we take a and b as a partic-
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Language As

Bn Gu Hi Kn Ml

Mr Od Pn Ta Te Ur

RTPCR (Translation)

6.49 5.77 8.05 4.84 10.45 9.58 5.17 14.32 7.86 8.20 9.90 4.76*

IndicSentiment RTPCR (Transliteration) 3.33 3.17 3.99 2.63 4.40 4.03 2.59 5.97 3.92 3.88 4.88 2.20*

Parity

6.21 5.67 7.54 490 9.43 8.88 4.93 12.01 7.72 7.77 8.95 4.70*

Table 7: Parity and RTPCR agree. Here, we show the RTPCR and Parity values of the sentence classification
dataset for different Indian languages. Detailed results are in Appendix Table 19. The highest and lowest values

are marked with underline and asterisk (x), respectively.

Immutable-n

Mutable

Acc? (%) Parity RTPCR Acct (%) Parity RTPCR Acc?t (%) Parity RTPCR

Language Immutable-1

as 179.08 391 10091 149.25
bn 263.61 4.09 14.89  300.00
gu 202.85 514 1557 75.83

hi 253.84 1.99 7.04 178.81
kn 109.82  6.07 1275 185.75
ml 152.04 593 1494  496.15
mr 31464 217 9.01 407.91
or 15.36 7.22% 8.30 53.77

pa 154.83 523 1334 126.09
ta 148.57 535 1332 196.38
te 78.46 566 10.07  168.15

4.05 10.08  330.13 3.87 16.64
419 16776 339.08 436 19.14
524 922 239.93 5.03  17.10
2.10 5.86 279.45 2.06 7.81

637 1822  278.45 6.66 25.17
588 35.04 803.67 6.26  56.59
2,13 10.82  225.08 2.14  6.96

7.88" 12.14 33338 7.70%  33.34
544 1229  472.54 547 3134
519 1536  790.59 548  48.83
582  15.60 115.68 6.00 12.96

Table 8: Parity and RTPCR disagree. Here, we show the RTPCR and Parity values of the mutable Wikidata object
prediction dataset for different Indian languages. Ace? (%) represents the performance improvement (%) from
native scripts to English translation. Detailed results are in Appendix Table 18. The highest RTPCR and Parity
values are marked with underline and asterisk (x), respectively.

ular native language and English, respectively. In
Table 7, we show the RTPCR (for both translation
and transliteration method) and Parity premium
scores for the Indian sentiment analysis dataset.
From the table, it is evident that both scores are
highly correlated. The scores are highest for Odia
and lowest in case of Urdu, which suggests En-
glish scripts can help Odia much higher compared
to Urdu.

Next, inspired by Mulan (Fierro et al., 2024),
we create a Wikidata object prediction dataset
(dataset details in Appendix Section A.1) given the
subject and relation for various Indian languages.
Here the relation can be of three types, namely
time-dependent (mutable) like head of the country,
time-independent one-to-one (immutable-1) like
father and one-to-many (immutable-n) like bor-
der shared with, making the task more challenging
than normal sentiment classification tasks. In Ta-
ble 8, we show the RTPCR and Parity scores for all
the relation and language types. We also report the
performance improvement percentage going from
native script to English in the Acet (%) column
for all relation types. Here we see disagreement be-
tween the RTPCR and Parity scores. As an exam-
ple, for the immutable-1 relation type, Gujarati and
Odia produce the highest RTPCR and Parity scores,
respectively. However, while the performance

improvement from Gujarati to English scripts is
around 200%, for Odia, it is just around 15%. This
observation is consistent with immutable-n and
mutable relation types, where Malayalam and Odia
have the highest RTPCR and Parity premium, re-
spectively, but the improvement of Malayalam is
higher compared to Odia. So our understanding
from the whole exercise is as follows: tasks can be
classified into two broad categories, one where the
model finds it difficult as it does not understand
the task in that particular language, and the second
type is the task is difficult to the model irrespective
of the language. RTPCR as a metric is more appro-
priate for the latter case, and for the former, both
RTPCR and parity will portray a similar picture.

4.7 Analysis of the results

In Table 9, we show examples covering different
cases in our methodology. The first two examples
are related to the translation method. As shown
earlier, translation improves the inference perfor-
mance; however, this solely depends on the quality
of the translation. In the first example, the original
sentence in Bengali expresses a negative sentiment
sarcastically; GPT-4 finds it challenging to com-
prehend it in Bengali and, as a result, produces a
wrong classification. However, when we translate
it to English (translation quality is good), GPT-4

15688



Cases

Instances

Labels

Translation helps

Original sentence: ST SHFIF AR(¥E NI SHICEBAT FACo @S
SR @2y Wt @S Rangens a5t 51 @ @O av s @36 I3

«ft TIZF FACS AR | AT AR G JP ST FIS FACS A |
Translated sentence: You can critique on your favorite topics, but
since this is a free platform, anyone, even a monkey, can use it.
The monkey could do a better job than many.

Gold label: Negative
Native script prediction: Positive
Translation prediction: Negative

Translation hurts

Original sentence: ENEal A9 &Har 1.5 T g o fd100 sq. ft
P BIC H FHR & foIY J5T MO &, ST 37T AR TR TP Hea™ &l ob e A fepeft
off STE T & &1 HRT AR ST o !

Translated sentence: Its  minimum capacity is 1.5 tons,
which is quite a lot for a small room of 100 sq. ft., which is typically the
area of any place in a middle-class home. Take all my money!!!

Gold label: Negative
Native script prediction: Negative
Translation prediction: Positive

Wordmix helps

Original sentence: 9% RPaMIG ©a%a CHIfF (Gfee- Qg @SB G Snmad,
B IR @RSArss S| AfSf pies @RI Sy ST S0y @F
PACO R

Translated sentence: 9% BTN Terrible GOIfF (Bfete-wx WS o=t

TR, B All of it (ReAT5F S| ARG the view @RI ST ST
STHY (A9 FICO R(T |

Gold label: Negative
Native script prediction: Positive
wordmix prediction: Negative

Original sentence: 99| Q|RREQGUIQ | TR QIRUVNCQER 6QE AUGIL @

Wordmix hurts

99° 64196 AR AL |

69 AP IR 6ITER QAL |

Translated sentence: QI in the plastic. G2IQ | YR While you’re running

Gold label: Negative
Native script prediction: Negative
wordmix prediction: Failed to predict

Original sentence:
Implicit translation

oft &S emow feaie [Rftem 3@ ol
G5 ST IETIT (T (BIT (@9 FC Q92 A 70T @18 |

Gold label: Positive

Native script prediction: Neutral

o

Implicit  translation: ot afsfB oE pFaE fftea Translation prediction: Positive
I@ oFl @ff oMy west @W G @ I @R AW
AT (¥ F(dI<translation>It separates every piece of hair

It pulls out all the loose hair and prevents it from falling out.</translation>

Table 9: Case analysis. The first two examples show the translation technique’s good and bad sides, followed by
the next two examples related to the Wordmix(En) method. The last example shows how implicit translation can
help with inference. (Note: To reduce cost we do not explicitly output the translation of the sentence; this is just
for illustration purposes.) Detailed discussion is in section 4.7. Key sentiment-related words are underlined.

can classify it correctly. In the second example,
although the translation looks acceptable on the
surface, it misses the negative emotion latent in
the Hindi sentence, resulting in a wrong prediction.
The subsequent two cases are related to the word-
mix technique. Here, the first one talks about the
terrible (Bn: ©X%J) storytelling of a movie and
also uses the phase “CTIT SWIRIN” (great exam-
ple); GPT-4 focuses on the later to make a wrong
positive prediction. Nevertheless, when we re-
place OIFJ with ‘terrible’, GPT-4 produces the
correct result. One problem with this approach is
that we replace any word in the original sentence
with its translation without looking at the context,
and it can sometimes produce non-meaningful sen-
tences. The following example shows such a case
where wordmixing produces an incoherent Odia-
English wordmix sentence, and GPT-4 fails to pre-
dict anything. The last example corresponds to the
implicit translation using the GPT-4 while infer-
ence. Here, the original sentence in Bengali pro-
duces the wrong prediction, but when we advise
GPT-4 to translate the Bn sentence to En “in the
background” if needed, it produces the correct re-
sult. To clarify, we do not output the translation ex-
plicitly to reduce the output token generation; this

is just to verify and illustrate the technique’s effec-
tiveness.

5 Conclusion

We study the cost of solving five classification
and six generation task datasets across various In-
dian languages using GPT-4, the leading commer-
cial LLM. While GPT-4 does well on these tasks,
LRL words get highly fragmented, leading to high
cost of API calls. We wish to retain the perfor-
mance advantage of GPT-4 while reducing API
cost. To that end, we try different pre-processing
techniques involving translation, wordmixing, and
transliteration. We find that translating the whole
LRL sentence to English reduces the cost and im-
proves performance (given a free LRL—HRL MT
system). In the absence of such an MT system,
implicit translation using GPT-4 or even an LRL-
HRL dictionary can be used to replace highly frag-
mented words and reduce costs. We introduce the
RTPCR metric that considers both the performance
and cost aspects and gives a holistic picture of
the gain achieved among the two transformation
methods. In future, we wish to explore wordmix
more deeply while using other HRLs related to the
source LRL.
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6 Limitations

Despite high costs, GPT-4 is widely regarded as
providing better quality than open-source counter-
parts like BLOOM (Scao et al., 2023) and GPT-
neo. GPT-4 has been compared and shown to be
superior to BARD in multiple application scenar-
ios including text processing and understanding?.
For this reason, and to contain costs, we only ex-
periment with one commercial LLM, GPT-4. Al-
though it will increase the experiment cost signif-
icantly, bringing other paid LLMs into the experi-
mental setup will make our observations more ro-
bust. Also, our wordmix technique, where we re-
place an LRL word with its translation, without
taking sentence context into account, is crude —
it sometimes impacts sentence structure. Replac-
ing a word or phrase while considering sentence
context will be more appropriate. In this work,
we only focus on Indian languages. Although we
cover as many as 15 languages, an immediate ex-
tension can be to check the hypothesis for other
LRLs worldwide.
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Cost-Performance Optimization for Processing

Low-Resource Language Tasks Using Commercial LLMs
(Appendix)

A Supplementary results

Dataset

Language covered

Example

IndicSentiment

Assamese, Bengali, Bodo, Gujarati, Hindi, Kan-
nada, Malayalam, Marathi, Odia, Punjabi, Tamil,
Telugu, Urdu

Sentence: The recently included feature of stories by defaultly visible|
for 24 hrs, makes me super happy. Social connection just at ease!
Label: Positive

IndicXParaphrase

Assamese, Bengali, Gujarati, Hindi, Kannada,
Malayalam, Marathi, Odia, Punjabi, Telugu

Sentence 1: it is found in bangladesh, india, myanmar, and pakistan.
Sentence 2: it is not found in bangladesh, india, myanmar, and pakistan.
Label: No

IndicCOPA

Assamese, Bengali, Konkani, Gujarati, Hindi,
Kannada, Malayalam, Marathi, Nepali, Odia,
Punjabi, Tamil, Telugu, Urdu

Premise: The man broke his toe.

Choice 1: He got a hole in his sock.

Choice 2: He dropped a hammer on his foot.
Question: CAUSE

Label: Choice2

IndicXNLI

Assamese, Bengali, Gujarati, Hindi, Kannada,
Malayalam, Marathi, Odia, Punjabi, Tamil, Tel-
ugu

Premise: You don’t have to stay here.
Hypothesis: You can leave.
Label: Entailment

Alexa Intent classi-
fication

Hindi, Bengali, Telugu, Urdu, Malayalam, Kan-
nada, Tamil

Instruction: Please turn off the light.
Intent: lightoff.

XLSUM

(Summarization)

Bengali, Gujarati, Hindi, Marathi, Nepali, Pan-
jabi, Tamil Telugu, Urdu

Paragraph: The Met Office has issued a yellow weather warning fo
wind covering Wales and England, starting from 21:00 GMT on Wednes:
day evening. Travel and power are both likely to be disrupted, with the|
warning to remain in place until 15:00 on Thursday. Gusts of 55mph
(88kmbh) are likely and could hit up to 70mph on coasts and hills, with|
heavy and blustery showers.

Summary: Winds could reach gale force in Wales with stormy weathe
set to hit the whole of the country this week.

Samanantar

(Machine Transla-
tion)

Hindi-> {Assamese, Bengali, Gujarati, Marathi,
Malayalam, Kannada, Odia, Panjabi, Tamil, Tel-
ugu

Source: S @q @I?II'\’%Q
Target: Shared the video clip.

chaii, TyDi QA

Context: Before the Delhi Durbar was built, the Gateway of India was|
built to commemorate the visit of King George V and Queen Mary to|
Mumbai in 1911. But they could only see a cardboard model of the|

(Questi(?n— Hindi, Bengali, Telugu, Tamil structure, as construction began after 1915. [11] Sir George Sydenham|

Answering) ’ ’ ’ Clarke, the Government of Bombay, laid the foundation stone for the ar.
chitecture on 31 March 1911. The final design was approved on March|
31, 1913. The gateway was paved with yellow basalt and concrete. [12]
The foundation’s work was completed in 1920 and the entire work in|
1924. [13] Viceroy The Earl of Reading opened the gateway on 4 De
cember 1924. [6].
Question: Who laid the foundation stone of the Gateway of India archi
tecture built in the city of Mumbai in the western Indian state of Maha
rashtra?.
Answer: Sir George Sydenham Clarke

MGSM,

Conic_math,

Ar_math

(Mathematical rea-
soning)

Arabic, Bengali, Telugu, Thai, Swahili, Chinese

Question: Janet’s ducks lay 16 eggs per day. She eats three for breakfast|
every morning and bakes muffins for her friends every day with four]
She sells the remainder at the farmers’ market daily for $2 per fresh|
duck egg. How much in dollars does she make every day at the farmers
market?.

Answer: 18.

Table 10: Dataset details. Examples (in English) are for illustration; actual datasets are in Indian languages.

Datasets

A.1 IndicMulan

The details of the Indic-Mulan dataset are in Table 11 and Table 12. Table 11 shows the number of
<subject, relation, object> triplets across 11 Indian languages. And Table 12 shows the relation-wise
query count across languages. In Figure 7, we show the prompt used for object prediction.

Distinct words reduces after translation In Figure 4, we plot the change in distinct words in an LRL
sentence before and after the translation using both the GPT-4 and open-source MT tools. Surprisingly, we
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Immutable-1 Immutable-n Mutable

as 1114 386 229
bn 4239 695 987
gu 1337 520 355
hi 1692 665 691
kn 1500 519 351
ml 1513 743 551
mr 1471 584 503
or 1304 482 352
pa 1328 643 465
ta 1288 674 656
te 1506 574 475

Table 11: Triplets across relation types for 11 Indian languages in Indic-MULAN.

as bn gu hi kn ml mr or pa ta te

capital 74 461 176 192 150 182 146 107 102 47 195
country of origin 172 440 175 168 186 168 186 192 175 152 183
headquarters location 133 398 140 153 155 142 156 122 127 151 162
location of formation 27 196 74 199 164 193 50 24 49 48 50
named after 44 257 74 81 70 87 77 50 75 92 91
native language 160 200 160 177 166 177 173 192 189 181 174
original broadcaster 10 285 2 140 12 14 119 8 87 29 19
original language of film or TV show 186 184 69 188 196 183 179 189 178 174 180
place of birth 75 700 160 126 135 106 121 154 113 138 150
place of death 91 753 168 123 144 125 128 135 114 129 152
religion or worldview 142 365 139 145 122 136 136 131 119 147 150
award received 5 8 18 8 9 8 4 14 7 6 4
country of citizenship 109 152 123 143 128 138 124 121 137 147 125
diplomatic relation 20 60 65 61 62 58 20 56 61 61 62
educated at 11 33 47 32 14 35 27 37 37 39 31
field of work 49 88 42 76 70 69 65 41 65 69 68
genre 24 50 24 51 43 34 38 35 27 48 58
instrument 17 49 23 40 48 129 44 16 45 39 38
languages spoken, written or signed 107 124 123 126 100 134 123 119 123 128 109
shares border with 37 22 42 23 33 32 27 35 28 30 52
twinned administrative body 7 109 13 105 12 106 112 8 113 107 27
chairperson 1394 9 79 19 73 49 10 53 70 22
director / manager 1 37 60 10 9 28 17 4 8 31 6
employer 25 70 1 61 27 61 51 53 60 69 68
head coach 2 63 8 26 6 5 35 3 2 6 4
head of government 14 53 35 49 13 37 42 18 31 50 11
member of sports team 26 23 8 33 30 28 22 50 31 54 45
officeholder 9 8 1114 13 30 36 5 28 56 19
party chief representative 1 3 46 2 1 2 3 5 2 2 1
position held 13 38 1 30 32 31 26 4 31 43 41
record label 2114103 23 1 7 1 8 8 1 3
residence 61 189 1 82 88 77 8 3 67 90 125
unmarried partner 18 127 82 8 31 98 51 62 62 80 14
work location 44 94 151 96 81 74 87 94 82 104 116

Table 12: Number of triplets for each relation across 11 Indian languages in Indic-MULAN.

observe that for most of the languages, the number of distinct words drops significantly after translation
for both methods. The number of distinct words increased after translation only for languages — Hindi,
Urdu, and Punjabi. One thing that needs to be noted here is that the reduction of distinct words is more for
the South-Indian languages than other Indic languages. This can potentially lead to a loss of information,
and as an effect, the model’s performance after translation can suffer.

Wordmix(Hi) In place of English it is also possible to use a more advantaged LRL. We did our exper-
iments with Hindi as such a choice since among the Indian LRLs, Hindi words are comparatively less
fragmented (as shown in Figure 2). We call this variant Wordmix(Hi).

Effect of wordmixing In Figure 5, we check the effect of wordmixing in more detail. We compare two
different wordmixing techniques involving English and Hindi as target languages to translate an LRL
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Native Script

Prompt description: Output the correct answer which can fill up the [Blank] tag in the
sentence In Hindl. Output only the answer, if the answer Is not known, output 'Not known'.
Sentence: W8 Y el 2MET [Blank] 21

Answer:

Translated instance

Prompt description: Output the correct answer which can fill up the [Blank] tag in the
sentence in English. Output only the answer, If the answer Is not known, output "Not
known'.

Sentence: The capital city of Poland is [Blank].

Answer:

Figure 3: Prompts used to query LLMs.

L i icTrans) W i T-4) L i icTrans) W i T-4) mT i icTrans) W i T-4)
40 40 30
S 20
z 2 20
s 10
3
5 0
£ 0 0
2
E 20 -10
ry ;
5 R I S S R S ¥ & & £ &H P > &
F o FP F P E & F & & $ &
> R R & oS 40 I R R
& + I Malayalam Tamil Kannada Telugu Bengali Hindi  Urdu ¢ & IS
(a) IndicXNLI (b) Alexa intent classification (c) IndicXParaphrase
L i icTrans) M T i 'T-4) L i icTrans) W i T-4)

Change in distinct words(%)

N I S R T T N e e 2 N D2 2o &S
'\"@%:»0&0& FITELEE T L L FELF F S
N <
*’D

il $) S S
’\°\;»° & Ye&@ o4 CHT @if& ¥ ‘:‘cf K T
(d) IndicSentiment (e) IndicCOPA

Figure 4: Change in distinct words after translation. Here, we compare change in distinct words after translation
using (IndicTrans and GPT-4) with sentence in native scripts for different Indian languages across tasks.

word. While the choice of English is understandable, we choose Hindi because it is fragmented less
compared to other Indian languages (shown in Figure 2) and also with the assumption that a language
from the same language family can cooperate better in a sentence. As per observation, although Word-
mix(Hi) cannot reduce the cost as compared to Wordmix(En), Wordmix(Hi) often performs better than
Wordmix(En). To some extent, this validates a hypothesis of effective transfer between LRL members of
the same language family. Having said that, these observations demand a deeper exploration involving
different target languages to get a deeper understanding.

W2W (Dictionary) Here, we take a LRL-English dictionary and replace each LRL word with its corre-
sponding English translation. It is quite obvious that W2W will hamper the sentence syntax and semantics,
but having said that, we use it as we are getting a free approximate translation of the LRL sentence and
also to check if word order really matters in GPT-4 inference.

Sentence structure matters In Figure 6, we compare the performance of GPT-4 between techniques
that import English words in the original native script sentence. These techniques change the structure or
syntax of the sentence differently, unlike the full-sentence translation using M T, which keeps the sentence
syntax intact. For instance, wordmix can change sentence structure as it heuristically replaces any word
with its corresponding English translation, totally oblivious of the context. Similarly, the extreme case
can be W2W translation, where we use a dictionary to replace each word in the original sentence with
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Figure 5: GPT-4 wordmixing performance vs cost reduction comparison while mixing native script with an
HRL (English) and LRL (Hindi). Here, we plot the accuracy using native script, Wordmix(Native-En), and
Wordmix(Native-Hi) sentence inference along with the change of API cost compared to native script inferenc-
ing for different Indian languages across tasks.
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Figure 6: Impact on different ways of incorporating English words while GPT-4 inferencing. Here, we compare
performance using native script, full sentence translation using MT (IndicTrans), partial native word replacement to
English (Wordmix(En)), and full word-to-word translation (W2W) using LRL-HRL dictionary for different Indian

languages across tasks.

its corresponding English word. This can produce a completely incoherent sentence without proper syn-
tax. Our experiment shows out of these three techniques, total translation using MT always does better,
followed by Wordmix(En). W2W gives the worst performance. This establishes the fact that although
English script is much easier for GPT-4 to understand, word structure matters.
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B

Word selection algorithm

Algorithm 1 wordmix: Word selection.

—_—
N —

SOLX T OUEWY =

inputs LRL corpus D, LLM tokenizer 7, LRL-HRL dictionary Dicrx
outputs wordmix LRL corpus Dcas

: Doy < empty list
. Lw <+ empty list

SRw < empty list
W < distinct words from corpus D
for w € W do
Lw «+ len(w)
SRw « Tl
for s € D do
for w € s do
if len(w) > mean(Lw) & % > mean(SRw ) then
L L Replace w with Dicrim(w) in s
Do < s
return D¢y

> Word length list
> Token to word length split ratio list

C

Experimental settings

Hyperparameter | Value

LLM GPT-4-0613

GPT4 temperature | 0.5 (during translation), 0.0001(during classification), 0.1(during generation)

GPT4 max token 256

GPT4 Seed 42

temperature close to zero for classification tasks of the GPT-4 APL

Table 13: Details of GPT-4 hyperparameters.

We use GPT-4-0613 model, which costs $0.03 / 1K tokens for input and $0.06 / 1K tokens for output.
We run all the experiments in 16GB RAM CPU based system, without any GPU usage. To preserve cost,
we do all the experiments one time, and to make them reproducible we fix the seed value to 42 and set

15696



Native Script

Prompt description: Classify the sentiment(positive/negative) of the Hindi sentence.

Sentence: if$at Hifer & 1T, F MTHT SUAT AVTR 3TwCIA B & [0 BRIl | a Jd ¥4 A TP Wik Hiidar & g,
STUY 2 3ET-3ET VG B SATATRTHT 8, T IS hay el 22

Label:

Translated/W2W instance

Prompt description: Classify the sentiment(positive/negative) of the sentence.

Sentence: For video calling, they will ask you to install your messenger. So basically for a social media, you need 2
different apps, isn't that rubbish?

Label:

Transliterated instance

Prompt description: Classify the sentiment(positive/negative) of the Hindi to English transliterated sentence.
Sentence: video colling ke liye, ve aapako apana massenger inastol karne ke liye kahenge. to mul rup se ek soshal
media ke liye, aapako 2 alag-alag eps kii aavashyaktaa he, kya yah bakawaas nahin he?

Label:

Codemix instance
Prompt description: Classify the sentiment(positive/negative) of the Hindi-English codemixed sentence.

Sentence: Video calling & foT, & 3TI®T 39T Messenger Install B3 & fiIT will say. @ @ ¥0 & T Gira Hfsar &
f%rq, 3T 2 different Q’UH @t Necessity %, HT gg dhdiH H’ﬁ%”
Label:

Implicit translation instance

Prompt description: Classify the sentiment(positive/negative) of the Sentence. For your better understanding you
can translate the Hindi Sentence to English in background when needed.

Sentence: dif$at HifeiT & 1T, F MU SUAT AHTR T B & f¢ B | o) Ia ¥U A T Wira Hidar & fig,
3TUD! 2 SATT-3NT U B TILIHT 8, T T8 Shar™d el 82

Label:

Figure 7: Prompts used for different techniques. Here, all these prompts are related to the IndicSentiment dataset.
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Dataset Techniques As Bn Bd Gu Hi Kn Ko Ml Mr Ne Od Pn Ta Te Ur Avg

Native script 88.04 9130 431 87.56 93.78 83.73 T 8654 89.42 T7799 9043 8730 8410 92.35 8130
Transliteration 7790 7811 9.00 87.63 9043 90.43 - 7512 8691 - 7872 89.33 52.63 75.54 89.89 75.52

1142 41453 11090 0.08 -3.57 8.00 - 1320 -2.81 - 094 -122 -39.71 -10.18 -2.66 -7.11

Translation(GPTg) 2029 9330 3493 9187 9519 9183 - 9234 9378 - 89.00 92.82 93.78 87.38 94.26 87.75

256 209 71044 492 150 9.67 - 670 488 - 1412 264 742 390 207 7.93

IndicSentiment o (IndicTrans) 324 9407 8647 9357 0389 94.48 . 9345 94.77 - 9357 9272 94.16 95.12 92.96 93.27
591 293 190626 6.86 0.12 12.84 - 798 598 - 1998 253 7.86 13.10 0.66 14.72

TransiationGmplicity %7 9396 6304 8909 9441 91.09 - 9234 89.50 - 87.89 9394 94.15 85.86 9351 89.10

162 281 136265 175 067 879 - 670 0.09 - 1269 3.88 785 209 126 959

Wordmix(n) 5007 9016 2537 8191 9444 g341 - 87.50 86.41 - 7129 8744 89.95 77.99 91.50 81.03

224 -135 488.63 -645 070 -038 oLl 4337 - 859 331 3.04 -727 -092 -0.33

Native Script 78.67 92.50 ~ 7867 96.68 87.53 - 8864 9280 - 80.56 56.11 - 8357 - 8357

Transliteration 7131 7662 - 62.88 9722 6939 - 69.09 86.40 - 69.53 54.57 . 65.93 - 7229

9.36 -17.17 - 2007 0.56 -20.72 - 2206 -6.90 - -13.69 -2.74 - 2111 - -13.50

Translation(GPT-4) /346 8644 - 7680 95.60 83.79 . 8451 91.67 - 7829 56.87 - 8251 - 8149

027 -6.55 - 238 112 427 . 466 -1.22 . 282 135 o127 - 249

IndieXParaphrase 1 indicTrans) 5338 8627 - 7747 89.16 82.63 - 8144 88.52 - 7676 56.51 - 8329 - 80.54
599 -6.74 - -153 178 -5.60 . 812 -46l - 472 071 - 034 . 363

TransiationGmplicity 136 9373 - 7670 96.86 88.33 - 8928 9410 - 8338 56.51 - 8329 - 8437

367 133 - 250 019 091 - 072 140 - 350 071 - 034 - 096

Wordmix(gmy 7039 9186 - 6871 962 82.62 - 87.57 9110 - 7921 5497 - 84.29 - 8159

092 -0.69 - 12,66 -0.50 -5.61 - 121 -1.83 - 168 -2.03 - 086 - 237

Native seript 65.56 7111 T 7143 7879 6333 6L11 6932 63.77 72.86 713.05 8551 61.19 67.50 84.06 70.66

Transliteration 111 5111 - 5802 7407 5222 58.80 5333 53.09 56.67 56.67 6556 46.67 50.00 71.11 57.04

22.04 28.13 - 1877 -5.99 -17.54 -3.63 23.07 -16.75 22.22 -23.16 -23.33 -23.73 -25.93 -15.41 -19.28

Transiation(GPTgy 233 4318 - 4198 53.00 3523 23.86 3333 4074 4432 3222 47.19 4205 4045 5341 40.04

5493 -39.28 - 4123 32.62 4437 -60.96 -51.92 -36.11 -39.17 -56.31 -44.81 -31.28 -40.07 -36.46 -43.33

IndicCOPA Translation(IndicTrans) 1444 6356 - 6543 60.00 67.78 63.64 6222 64.56 56.18 6222 6629 7444 67.90 64.00 6533
13.54 -7.80 - -840 2385 7.03 414 -1024 124 -22.89 -15.63 -22.48 21.65 0.59 -23.86 -7.54

TranstationGmplicity 7120 7889 - 725 $8.33 77.78 73.53 7556 77.97 $1.01 7159 89.04 7037 75.00 88.46 77.95

8.69 10.94 - 150 1211 22.82 2032 9.00 2227 1119 -2.93 443 1500 1111 523 1032

Wordmix(En) 333 7778 - 6625 82.81 68.80 67.78 7444 6420 6538 6333 73.86 6429 74.44 8333 70.72

340 938 - 725 510 878 1091 739 0.67 -1027 -14.13 -13.62 5.07 1028 -0.87 0.08

Native script 60.85 68.60 T 6288 7328 6521 T 6285 62.67 T 60.55 6851 63.98 62.12 T 64.69

Transliteration 4729 5483 - 5734 67.82 53.04 - 5046 56.39 - 5032 60.50 44.42 52.82 - 541

2228 -20.18 - 881 745 -18.66 - -19.71 -10.02 - -16.90 -11.69 -30.57 -14.97 - 11635

Transiation(GPTg) 5189 6714 - 63.07 73.86 64.19 - 6279 58.90 - 5504 6492 57.16 57.36 - 6148

1472 226 - 030 079 -1.56 - 010 -6.02 - 910 -524 -10.66 -7.66 - 496

IndicXNLI Translation(IndicTrany) 6560 73.23 - 7327 7640 7122 . 69.49 61.52 - 6975 7395 69.88 70.49 - 7098
781 6.61 - 1652 426 9.22 - 1056 774 - 1519 794 922 1347 Y

TransiationGmplicity 0280 7103 - 6675 75.03 67.69 - 6536 64.08 - 6344 7098 6623 63.52 - 67.00

335 341 - 615 239 3.80 - 399 225 - 477 361 352 225 - 357

Wordmix(En) 359 6398 - 5789 7175 56.44 - 5895 60.56 - 5208 63.92 59.29 55.36 - 59.65

815 -6.86 - 794 209 -13.45 . 621 -337 - 1399 -670 -7.33 -10.88 - 779

Native seript - 7233 - - 7563 69.23 - 7034 - N - - 68.04 7191 71.70 7131

Transliteration - 5807 ; - 7381 53.07 - 4501 ; . . - 2685 5545 68.39 54.38

- -19.72 - - 241 2334 - 36,01 - . . S .60.54 22.89 -4.62 2374

) - 7521 - - 7857 T3.02 - 7247 - - - - 7024 73.00 74.69 73.89

Alexa Intent Translation(GPT-4) - 398 . - 389 547 o303 . - - - 323 152 417 362
Clansification Translation(IndicTrans) - 7159 - - 7846 76.79 - 7197 - - - - 7505 77.29 7542 76.94
- 127 ; - 374 1092 - 1085 ; . . - 1030 748 519 7.90

Iransiationgimplicit - 7534 . - 1921 7576 - 7285 . . . - 7269 7479 7658 75.32

- 416 ; - 473 943 - 357 ; - - - 683 401 681 5.62

Wordmix(En) - 7338 ; - 7799 7025 - 7128 ; . . - 7027 7249 7244 72.59

o145 . - 312 147 - 134 - - 328 081 103 179

Table 14: Accuracy of all techniques for all classification datasets and languages. Below each accuracy value,
the change in performance (in terms of %) wrt the native script is shown. The best results are in boldface and
underlined. The last column shows the average performance across languages.
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Bn Gu Hi Mr Ne Pa Ta Te Ur Avg

Native 13.11 11.82 17.65 9.88 13.14 18.75 10.75 11.03 21.42 14.17
Transliteration 10.16 10.41 16.08 845 10.87 12.09 6.13 742 17.57 11.02
Summarization Wordmix(En) 13.11 8.99 16.62 9.67 11.73 1636 9.66 8.38 19.41 12.66
Translation(IndicTrans) 826 7.58 1349 6.66 7.03 1286 520 548 17.37 9.33
Translation(GPT-4) 8.69 7.87 13.17 7.08 721 13.46 523 5.09 16.89 9.41
Translation(implicit) 13.00 11.32 17.23 11.07 14.58 20.12 10.68 10.82 22.59 14.60

As Bn Gu Kn Ml Mr Or Pa Ta Te
Native 7.60 11.92 1499 9.74 736 9.07 1191 26.78 10.21 10.20 11.98
Transliteration 6.57 10.55 13.88 8.18 6.37 7.50 11.15 2589 9.83 8.99 10.89
MT Wordmix(En) 7.02 11.74 1496 10.08 7.04 8.99 12.32 2697 10.18 9.49 11.88

Translation(IndicTrans) 8.44 13.15 1530 10.23 7.15 9.09 10.26 21.52 991 10.49 11.55
Translation(GPT-4) 7.92 10.03 15.54 9.54 556 8.67 9.18 20.59 9.26 10.44 10.67
Translation(implicit) 7.74 11.72 15.02 10.36 7.80 9.71 12.12 27.26 10.42 9.06 12.12

Bn Hi Ta Te

Native 90.17 92.19 83.74 84.84 87.74
Transliteration 85.37 86.11 78.50 91.97 85.49
0A Wordmix(En) 80.42 77.93 7827 77.70 78.58
Translation(IndicTrans) 83.49 87.51 87.19 81.65 84.96
Translation(GPT-4) 76.14 82.66 65.48 72.48 74.19
Translation(implicit) 94.39 90.77 85.68 94.51 91.34

Ar Bn Te Th Sw Zh
Native 92.98 42.99 31.08 46.01 44.02 32.90 48.33
Transliteration 73.42 23.27 14.05 6.44 - 25.16 28.47
Reasoning Wordmix(En) 9231 37.50 30.80 34.98 40.00 35.88 45.25
Translation(IndicTrans) 88.33 43.39 47.33 31.92 4192 3198 47.48
Translation(GPT-4) 91.25 49.38 38.43 47.08 50.82 29.56 51.09
Translation(implicit) 93.67 42.99 32.74 40.34 46.15 32.41 48.05

Table 15: Performance(BLEU for MT/ROUGE for Summarization/EM for QA and Mathematical Reasoning) of
all techniques for all generation datasets and languages. Below each performance value, the change in performance
(in terms of %) wrt the native script is shown. The best results are in boldface and underlined. The last column
shows the average performance across languages.
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Dataset Techniques As Bn Bd Gu Hi Kn Ko Ml Mr Ne Od Pn Ta Te Ur Avg
Native script 169.75 152.87 138.45 204.75 131.15 251.00 - 241.16 13643 - 318.29 208.42 203.76 24191 125.50 194.11

Transliteration 51.29 48.40 55.82 50.61 50.84 57.46 - 60.01 52.72 - 5325 5452 5269 4927 5856 53.50

-69.78 -68.34 -59.68 -75.28 -61.24 -77.11 - -75.12 -61.36 - -83.27 -73.84 -74.14 -79.63 -53.34 -72.44

Translation(GPT-4) 226.25 208.51 199.09 260.73 187.23 305.94 - 296.78 194.23 - 373.73 263.94 259.40 297.93 181.56 250.41

IndicSentiment 33.28 36.40 43.80 2734 4276 21.89 - 23.06 4237 - 1742 26.64 2731 23.16 44.67 29.00
Translation(IndicTrans) 27.68 27.25 27.95 27.19 27.11 27.10 - 27.18 27.98 - 26.67 27.18 26.81 27.65 2655 27.25

-83.69 -82.17 -79.81 -86.72 -79.33 -89.20 - -88.73 -79.49 - -91.62 -86.96 -86.84 -88.57 -78.84 -85.96

Wordmix(En) 140.10 135.95 126.83 131.85 120.43 179.47 - 199.11 124.12 - 203.23 157.81 184.71 176.73 110.28 153.12

-17.47 -11.07 -839 -35.60 -8.17 -28.5 - -17.44  -9.02 - -36.15 -2428 -935 -2694 -12.13 -21.12

Native script 263.87 218.26 - 300.39 189.15 345.18 - 328.80 201.89 - 482.65 298.38 - 32254 - 295.11

Transliteration 81.27 68.20 - 7343 7825 80.37 - 83.80 81.92 - 7883 74.17 - 69.29 - 7695

-69.20 -68.75 - -75.56 -58.63 -76.72 - 7451 -59.42 - -83.67 -75.14 - -78.52 - -73.92

Translation(GPT-4) 361.11 311.40 - 395.81 287.61 440.52 - 421.46 298.71 - 576.73 391.70 - 413.86 - 389.89

IndicXParaphrase 36.85 42.67 - 3177 52.05 27.62 - 28.18 47.96 - 1949 31.28 - 2831 - 3212
Translation(IndicTrans) 46.84 45.21 - 4482 46.38 45.87 - 44.72 45.65 - 4548 4542 - 4394 - 4543

-82.25 -79.29 - -85.08 -75.48 -86.71 - -86.40 -77.39 - -90.58 -84.78 - -86.38 - -84.61

Wordmix(En) 222.84 193.80 - 19498 167.77 245.38 - 275.81 172.48 - 327.88 216.30 - 207.18 - 22244

-15.55 -11.21 - -35.09 -11.30 -28.91 - -16.12 -14.57 - -32.07 -27.51 - 3577 - -24.62

Native script 131.50 123.83 - 140.07 93.01 176.83 98.20 166.03 90.37 92.72 229.17 149.84 16291 17398 82.74 136.51

Transliteration 42.14 41.24 - 3720 3958 44.03 41.21 4480 3848 39.58 38.68 4040 40.59 38.60 38.89 40.39

-67.95 -66.70 - -73.44 -5745 -75.10 -58.03 -73.02 -57.42 -57.31 -83.12 -73.04 -75.08 -77.81 -53.00 -70.41

Translation(GPT-4) 180.16 171.23 - 185.21 137.63 221.43 145.56 209.85 135.09 136.56 272.93 195.44 209.51 218.68 126.78 181.85

IndicCOPA 37.00 38.28 - 3223 4797 2522 4823 2639 4949 4728 19.09 3043 28.6 25.69 5323 3321
Translation(IndicTrans) 21.82 21.92 - 2170 21.77 21.76 22.84 21.59 2149 2191 2140 22.28 21.03 21.81 21.64 21.78

-83.41 -82.30 - -84.51 -76.59 -87.69 -76.74 -87.00 -76.22 -76.37 -90.66 -85.13 -87.09 -87.46 -73.85 -84.05

Wordmix(En) 111.64 105.96 - 99.88 83.05 140.72 89.53 14491 80.42 91.86 168.23 102.78 142.26 149.21 74.59 113.22

-15.10 -14.43 - -28.69 -10.71 -2042 -8.83 -12.72 -11.01 -093 -26.59 -31.41 -12.68 -1424 -9.85 -17.06

Native script 202.37 187.22 - 243.68 155.95 287.14 - 270.63 155.30 - 384.11 246.97 240.77 264.73 - 239.90

Transliteration 62.43 59.87 - 61.09 6620 67.33 - 67.87 6197 - 63.64 63.61 63.55 57.34 - 63.17

-69.15 -68.02 - -7493 -57.55 -76.55 - 7492 -60.10 - -83.43 -74.24 -73.61 -78.34 - -73.67

Translation(GPT-4) 270.33 255.62 - 311.00 223.25 352.72 - 334.49 220.40 - 449.53 313.43 306.19 32947 - 306.04

IndicXNLI 33.58 36.53 - 27.63 43.15 22.84 - 23.6 4192 - 17.03 2691 27.17 2446 - 2757
Translation(IndicTrans) 32.10 32.38 - 3244 3359 32.14 - 31.02 31.77 - 3197 32.56 32.53 32.23 - 3225

-84.14 -82.70 - -86.69 -78.46 -88.81 - -88.54 -79.54 - -91.68 -86.82 -86.49 -87.83 - -86.56

Wordmix(En) 179.39 170.82 - 17271 142.24 194.88 - 227.87 138.80 - 266.72 181.60 210.34 175.86 - 187.38

-11.36  -8.76 - -29.12  -8.79 -32.13 - -15.80 -10.62 - -30.56 -26.47 -12.64 -33.57 - -21.89

Native script - 41.64 - - 3459 6753 - 70.01 - - - - 57.60 66.10 32.00 52.78

Transliteration - 1252 - - 1450 14.52 - 15.84 - - - - 1397 1296 15.10 14.20

- -69.93 - - -58.08 -78.50 - -71.37 - - - - -75.75 -80.39 -52.81 -73.10

. - 5876 - - 5193 8441 - 8731 - - - - 7474 83.56 49.38 70.02

é{:’s‘:l:i:;:‘:n Translation(GPT-4) - oain : - 5013 25.00 - 247 . . ; - 2976 2641 5431 32.66
Translation(IndicTrans) - 156 B - 168 741 - 155 B B B - 1371 761 753 753

- -81.84 - - -77.80 -89.03 - -89.22 - - - - -87.20 -88.49 -76.47 -85.73

Wordmix(En) - 3559 - - 31.79 47.63 - 6298 - - - - 49.17 46.55 28.56 43.18

- -14.53 - - -8.09 -29.47 - -10.04 - -14.64 -29.58 -10.75 -18.19

Table 16: Average tokens generated per instance of all techniques for all classification datasets and languages.
Below each average token value, the change in token generation (in terms of %) wrt the native script is shown. The
best results are in boldface and underlined. The last column shows the average cost across languages.
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Bn Gu Hi Mr Ne Pa Ta Te Ur Avg

Summarization Native 4187.78 4677.24 2500.08 3769.24 2682.88 4262.24 3854.80 4836.57 1948.24 3635.45
Transliteration 1347.94 1244.39 1056.28 1518.29 1093.74 1062.06 1142.00 1279.42 937.04 1186.80
Wordmix(En) 3709.58 3497.39 2226.51 3342.76 2428.56 3037.89 3568.86 4177.00 1737.97 3080.72
Translation(IndicTrans) 718.69 704.24 522.46 813.13 548.78 595.87 592.12 776.61 473.06 638.33
Translation(GPT-4) 4696.44 5180.26 2991.28 4269.80 3190.36 4769.94 4355.26 5337.75 2433.48 4136.06

As Bn Gu Kn Ml Mr Or Pa Ta Te
MT Native 7095 6547 5031 4530 57.52 72.00 5329 7834 69.14 53.66 61.60

Transliteration  31.16 29.16 20.57 1886 2425 3093 2296 33.87 30.13 2296 26.49
Wordmix(En) 7095 6547 5031 4410 56.79 64.06 5329 7833 69.14 54.02  60.65
Translation(IndicTrans)  15.18 15.11 11.80 10.23 13.37 16.52 12.41 18.29 15.33 12.92 14.12
Translation(GPT-4) 101.65 9499 7433  67.54 8544 10498 79.63 11582 100.62 79.88  90.49

Bn Hi Ta Te

QA Native 834.50 898.04 4269.58 843.30 1711.36
Transliteration 266.27 388.81 1240.61 202.65 524.59
Wordmix(En) 706.96 804.61 2848.23 536.98 1224.20
Translation(IndicTrans) 176.85 22642 662.53 153.54 304.84
Translation(GPT-4) 1161.32 1305.72 4765.46 1124.10 2089.15

Ar Bn Te Th Sw Zh
Reasoning Native  50.82 282.13 454.11 199.31 102.09 77.96 194.40
Transliteration  32.59 9520 96.21  89.78 - 105.89 83.93
Wordmix(En) 4042 228.37 24747 12536 9792 76.15 135.95
Translation(IndicTrans) 22.25 57.67 58.66 49.32 5849 73.39 53.30
Translation(GPT-4)  98.64 400.67 569.21 318.75 22029 222.50 305.01

Table 17: Average tokens generated per instance of all techniques for all generation datasets and languages. Below
each average token value, the change in token generation (in terms of %) wrt the native script is shown. The best
results are in boldface and underlined. The last column shows the average cost across languages.

Language Immutable-1 Immutable-n Mutable
Native(acc) Trans(acc) Parity RTPCR |Native(acc) Trans(acc) Parity RTPCR |Native(acc) Trans(acc) Parity RTPCR

as 19.93 55.62 391 1091 24.61 61.34 4.05 10.08 8.73 37.55 3.87 16.64
bn 14.84 53.96 4.09 14.89 12.23 48.92 4.19  16.76 7.6 33.37 436 19.14
gu 18.25 55.27 5.14 1557 [29.42 51.73 524 9.22 11.27 38.31 5.03 17.1
hi 17.85 63.16 1.99 7.04 16.99 47.37 2.1 5.86 11.29 42.84 2.06 7.81
kn 27.2 57.07 6.07 12.75 18.88 53.95 637 18.22 11.97 45.3 6.66  25.17
ml 24.52 61.8 593 1494 7.27 43.34 5.88 35.04 |49 44.28 6.26  56.59
mr 14.82 61.45 2.17  9.01 10.62 53.94 2.13  10.82 12.72 41.35 2.14  6.96
or 45.17 52.11 722 83 38.59 59.34 7.88 12.14 7.67 33.24 7.7 33.34
pa 23.49 59.86 523 1334 [22.08 49.92 544 12.29 7.1 40.65 547 3134
ta 24.77 61.57 535 1332 16.02 47.48 5.19 1536 |4.57 40.7 548 48.83
te 32.87 58.66 5.66 10.07 17.77 47.65 582 15.6 17.47 37.68 6 12.96

Table 18: Parity and RTPCR disagree. Here, we show the RTPCR and Parity values of the Mutable Wikidata object
prediction dataset for different Indian languages. Native(acc) and Trans(acc) represent the performance of native
scripts and English translation, respectively.

Language As Bn Gu Hi Kn Ko MI Mr Ne Od Pn Ta Te Ur
RTPCR(Translation) 6.49 5.77 8.05 4.84 10.45 - 9.58 5.17 - 14.32 7.86 8.2 9.9 4.76
IndicSentiment RTPCR(Transliteration) |3.33 3.17 3.99 2.63 44 - 4.03 2.59 - 597 3.92 3.88 4.88 2.2
Parity 6.21 5.67 754 49 943 - 8.88 493 - 12.01 7.72 7.77 8.95 4.7
RTPCR(Translation) 597 45 6.6 376 7.1 - 6.76 422 - 10.11 6.62 - 732 -
IndicXParaphrase RTPCR(Transliteration)|3.25 3.2 4.11 2.42 43 - 4 247 - 6.13 4.04 - 4.66 -
Parity 5.82 495 694 42 779 - 7.64 457 - 10.92 6.83 - 7.58 -
RTPCR(Translation) 6.8 6.16 8.75 4.84 9.76 - 9.65 527 - 13.84 8.19 8.08 9.32 -
IndicXNLI RTPCR(Transliteration) | 3.27 3.15 3.97 2.36 4.28 - 4.01 25 - 6.01 3.87 3.8 4.61 -
Parity 639 5.79 7.5 473 895 - 8.77 4091 - 12.12 7.59 7.59 827 -
RTPCR(Translation) 6.84 521 591 325 87 448 69 426 3.26 9.03 5.21 9.42 8.02 2.91
IndicCOPA RTPCR(Transliteration) |3.18 3.07 3.83 241 4.11 242 3.77 238 238 6.07 3.79 41 4.61 2.18
Parity 6.29 589 4.48 6.71 442 8.53 8.06 4.32 441 11.2 7.04 8.06 8.33 3.97
RTPCR(Translation) - 591 - 4.67 10.11 - 10.28 - - - - 8.62 9.34 447
Alexa Intent RTPCR(Transliteration) | - 3.39 - 243 477 - 459 - - - - 4.17 522 2.13
Parity - 5.86 - 4.69 9.52 - 9.74 - - - - 8.23 9.14 4.38

Table 19: Parity and RTPCR agree. Here, we show the RTPCR and Parity values of various classification datasets
for different Indian languages.
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