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Abstract

Aspect-term sentiment analysis (ATSA) identi-
fies fine-grained sentiments towards specific
aspects of the text. While pre-trained lan-
guage models (PLMs) have set the state-of-
the-art (SOTA) for ATSA, they are resource-
intensive due to their large model sizes, re-
stricting their wide applications to resource-
constrained scenarios. Conversely, conven-
tional machine learning methods, such as Sup-
port Vector Machines (SVMs), offer the benefit
of less resource requirement but have lower pre-
dictive accuracy. This paper introduces an in-
novative pipeline, termed SVM-ATSA, which
bridges the gap between the accuracy of SVM-
based methods and the efficiency of PLM-
based methods. To improve the feature expres-
sion of SVMs and better adapt to the ATSA
task, SVM-ATSA decomposes the learning
problem into multiple view subproblems, and
dynamically selects as well as constructs fea-
tures with reinforcement learning. The exper-
imental results demonstrate that SVM-ATSA
surpasses SOTA PLM-based methods in pre-
dictive accuracy while maintaining a faster in-
ference speed and significantly reducing the
number of model parameters.

1 Introduction

Aspect-term sentiment analysis (ATSA) is one of
the subtasks in aspect-based sentiment analysis
(ABSA) (Pontiki et al., 2014), which aims to pre-
dict fine-grained sentiment polarities given dif-
ferent aspect terms in a sentence. Specifically,
given a sentence S = w1, w2, . . . , wn, and let
A = a1, a2, . . . , ak be the set of aspect terms ex-
tracted from, the goal of this task is to determine
the polarity of each aspect term. For instance, con-
sider the sentence “The battery life of this laptop is
amazing, but the screen is too dim.” The input of
the pipeline should be the original sentence and the
identified aspect terms “battery life” and “screen”.

*Corresponding author

Thus, the output would be (battery life, positive)
and (screen, negative). It is important to note
that different data samples can share one original
sentence.

With the emergence of pre-trained language
models (PLMs), researchers have proposed numer-
ous PLM-based methods, which are the SOTA
methods for the ATSA task (Tian et al., 2021;
Wang et al., 2021; Chen et al., 2022; Yang and
Li, 2024). However, their large model sizes make
them resource-intensive, restricting their wide ap-
plications to resource-constrained scenarios.

A recent work of Tarzanagh et al. (2023) demon-
strates a formal equivalence between the optimiza-
tion geometry of self-attention and a hard-margin
SVM problem that uses linear constraints on the
outer-products of token pairs to separate the op-
timal input tokens from non-optimal tokens. In-
spired by this work, this paper revisits SVMs for the
ATSA task and proposes an SVM-ATSA pipeline to
address the poor accuracy problem in SVM-based
methods and the resources-intensive issue in PLM-
based methods.

Unlike neural networks can automatically learn
the expressive feature representation, the feature
expression ability of a single SVM is limited, thus
tending to result in poor accuracy. To tackle this
challenge, SVM-ATSA exploits a multiple view
subproblem construction technique. Specifically,
the learning problem is first decomposed into multi-
ple subproblems according to the aspect terms (i.e.,
using clustering to construct each subproblem with
similar aspect terms) which may be iteratively di-
vided when further decomposition is needed (e.g.,
due to the complexity of the problems). Moreover,
SVM-ATSA automatically considers data balanc-
ing when constructing the subproblems, since each
subproblem is handled by a single SVM to better
fit the subproblem and the data imbalance prob-
lem can lead to poor model quality. Then, feature
selection and construction are performed for each
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Figure 1: F1 comparison on the ATSA task

base SVM model in SVM-ATSA, with reinforce-
ment learning techniques to dynamically customize
feature sets for each subproblem. After that, SVM-
ATSA automatically sets the hyper-parameter con-
figuration of the SVM model for each subproblem.
Finally, the overall model quality is evaluated and
may get further improved with zeroth order opti-
mization. We formulate the learning problem of
SVM-ATSA, and theoretically demonstrate that
SVM-ATSA has the same training error bound to
the single SVM-based approach. Our experimen-
tal results on the aspect-term sentiment analysis
(ATSA) show that SVM-ATSA outperforms the ex-
isting SOTA approaches based on RoBERTalarge
and DeBERTa (Wang et al., 2021; Yang and Li,
2021), which are summarized in Figure 1.

To summarize, our major contributions in the
work are as follows.

• We propose SVM-ATSA for the ATSA task
which can automatically tune the whole
pipeline including feature construction and
feature selection. In SVM-ATSA, an effective
technique based on reinforcement learning is
proposed for dynamic feature selection.

• We support SVM-ATSA with techniques in-
cluding multiple view subproblem construc-
tion while considering the complexity of the
ATSA task in SVM training.

• Our results show that SVM-ATSA can achieve
higher accuracy than the SOTA models for
ATSA, and enjoys a lower training time com-
plexity. The model trained has 10 times fewer
parameters than the SOTA models.

2 Our SVM-ATSA Solution

In this section, we elaborate on the details of SVM-
ATSA. The overview of SVM-ATSA is shown in
Figure 2, which summarizes the key components of
SVM-ATSA. It decomposes the learning problem
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Figure 2: SVM-ATSA training and inference pipeline

of ATSA into multiple subproblems based on clus-
tering so that the feature expression of SVM can
be boosted. Besides, SVM-ATSA ensures the data
in each subproblem is balanced to guarantee the
model quality. Through this subproblem construc-
tion, SVM-ATSA trains a number of SVM models
in the learning pipeline, instead of restricting to us-
ing only one SVM model (Kiritchenko et al., 2014;
Wen et al., 2018) or simply decomposing the learn-
ing problem (Graf et al., 2004; You et al., 2015). To
further enhance the model quality of SVM-ATSA,
we propose techniques including feature construc-
tion on the raw features and feature selection to
represent each subproblem, and automatically set-
ting hyper-parameter configurations. We power
the training process for SVM-ATSA with zeroth
order optimization to calibrate potential flaws for
different components in the pipeline. At last, all
the SVM models are used collectively to make pre-
dictions. The whole pipeline of SVM-ATSA is
elaborated in greater detail next.

2.1 Problem Definition

Before introducing the technical details of SVM-
ATSA, we formulate its learning problem first. Al-
though our SVM-ATSA solution consists of mul-
tiple components, we can formulate it as an opti-
mization problem. Formally, let DT and DV rep-
resent the training and validation datasets, respec-
tively. The datasets are further divided into k sub-
setsD1

T , . . . ,Dk
T andD1

V , . . . ,Dk
V , respectively. In

the learning pipeline, the hyper-parameters need to
be configured including k, F which is a set of fea-
tures, and Λ for the configuration of SVMs. Thus,
the search space can be written as Θ = k×F ×Λ.
Thus, the goal is to minimize the objective below:

argmin
k∈N+,θi∈Θ

L(k,θi,Di
T ,Di

V ) =

k∑

i=1

|Di
V |

|DV |
L0(θi,Di

T ,Di
V )

(1)
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where L0(θi,Di
T ,Di

V ) is the empirical loss of the
i-th SVM on V i, θi = {f i, λi}, f i denotes the
features for the i-th SVM, λi denotes the hyper-
parameter configuration for the SVM, |Di

V |
|DV | repre-

sents the importance of the i-th SVM, and N+ is
positive integers.

The gradient-based methods can resolve the
above learning problem. The derivative of the learn-

ing problem over θi is
k∑

i=1

|Di
V |

|DV | ·
∂L0(θ

i,Di
T ,Di

V )

∂θi .

Since θi = {f i, λi}, the derivative can be writ-

ten as
k∑

i=1

|Di
V |

|DV | · (
∂L0(θ

i,Di
T ,Di

V )

∂f i·λi +
∂L0(θ

i,Di
T ,Di

V )

f i·λi +

∂L0(θ
i,Di

T ,Di
V )

∂λi·f i ). As Θ = F × Λ contains condi-
tional variables (e.g., γ is used only for the RBF
kernel), no closed form can be used to compute
the gradients. In SVM-ATSA, we apply Hyper-
band (Li et al., 2018) to find the solution for the
optimization problem, which can work on the non-
continuous search space with conditional variables.

Next, we introduce each component in the SVM-
ATSA pipeline, including subproblem construction,
feature construction, and feature selection. We
also introduce the training and inference process of
SVM-ATSA and provide some analysis of it.

2.2 Subproblem Construction

Here, we elaborate on the subproblem construction
component of SVM-ATSA, which aims to improve
the feature presentation of the SVM model. Before
presenting the technical details, we provide the mo-
tivation of the need for subproblem construction.

2.2.1 Motivation of Subproblem Construction
A single SVM model may suffer from poor pre-
dictive accuracy for complex problems due to the
its limited parameters and the unpowerful feature
representation. In SVM-ATSA, we construct mul-
tiple view subproblems from the original problem,
where each subproblem is much smaller than the
original one, and meanwhile, consider the balanc-
ing of the data distribution. Hence, our SVM-ATSA
solution can utilize more SVMs to handle complex
problems in the ATSA task and improve the fea-
ture expression of single SVM. We introduce the
complexity of the ATSA task and provide exam-
ples to support our motivation for the subproblem
construction in the following.

Complexity of the ATSA task: Problem decom-
position is critical for complex problems like the
ATSA task due to fine-grained information in the

analysis. In AutoSVM, each subproblem is con-
structed for several similar aspect terms such as
“service” and its similar aspect terms. This is be-
cause the adjectives used to describe similar aspect
terms tend to be similar. For example, “tasty” and
“delicious” can be used for the food aspect, while
“costly” and “cheap” describe the cost aspect of the
restaurant. By dedicating a subproblem to simi-
lar aspect terms, SVM-ATSA can learn knowledge
of similar aspect terms and consider adjectives of
similar meaning, and meanwhile, more SVMs (and
hence more learnable parameters) can be used to
fit the problem. Next, we explain the subproblem
construction process summarized in Algorithm 1.

Algorithm 1: Subproblem Construction
Input: training data DT , # of subproblems

k, balancing blc
Output: a set of subproblems

{D1
T , . . . ,Dk

T }
1 LT ← PerformClustering(DT ′, k);
2 initialize {D1

T , . . . ,Dk
T } as empty sets;

// Allocate the instances to the
subproblems.

3 for the i-th instance in DT do
4 t← LT [i];
5 add the i-th instance to subset Dt

T ;
// Need data balancing.

6 if blc = true then
7 BalanceSubproblems(D1

T , . . . ,Dk
T )/*cf.

Operation 1*/;
8 return {D1

T , . . . ,Dk
T }

2.2.2 Subproblem Construction Process
Given the complex ATSA task, how to divide it
into several subproblems while ensuring model
quality is challenging. In SVM-ATSA, we use
the clustering algorithm as a good heuristic. Let
{a1, a2, a3, . . . , an} denote the aspect terms in the
training dataset DT , where aj corresponds to the
aspect term of the j-th training instance. We use
k-means to cluster the training instances based on
the word embedding of the aspect terms. After the
clustering, the training dataset DT is divided into
k subproblems denoted by D1

T ,D2
T ,D3

T , . . . ,Dk
T .

There are more technical details on the decompo-
sition process. For example, when the data among
a subproblem is unbalanced, we need to perform
data balancing to ensure the quality of the model
(cf. Line 7 of Algorithm 1). As the subproblems are
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independent, SVM-ATSA can train a customized
SVM model for each subproblem to achieve high
predictive accuracy. When a test instance is fed in,
we can easily assign it to a subproblem with the
cluster centers of the subproblems.

2.2.3 Data Balancing
A significant obstacle encountered in clustering the
training data to subproblems is the potential for
data imbalance within each subproblem. For in-
stance, it is common to find a subproblem with a
disproportionate number of positive reviews com-
pared to neutral ones. Such imbalance can detri-
mentally affect the performance of the SVM mod-
els derived from this data. To address this issue and
ensure that each subproblem is characterized by
a balanced dataset, we implement a data augmen-
tation strategy that enriches the minority classes.
The pseudo-code for this balancing technique is
detailed in Operation 1. Initially, we identify the
largest class, which serves as a benchmark (eg.,
the class of positive). Our goal is to augment the
size of the smaller classes (e.g., neutral and neg-
ative) to match the benchmark class. To achieve

Operation 1: BalanceSubproblems(D1, . . . ,Dk)

Input: Datasets D1, . . . ,Dk

1 D = D1
⋃ · · ·⋃Dk;

2 for each j in {1, ..., k} do
3 y ← GetMajorityClass(Dj);
4 Dj

y,Dy ← GetDataOfClassY(Dj , D, y);
5 for an instance t of class y′ in D do
6 Dj

y′ ,Dy′ ← GetDataOfClassY(Dj ,
D, y′);

7 Plabel ←
|Dj

y′ |
|Dj

y |
, P ′

label ←
|Dy′ |
|Dy | ;

// add t to the subproblem.
8 if Plabel < P ′

label then
9 Dj ← Dj

⋃{t};

this, we randomly select and replicate instances
from the underrepresented class (e.g., the negative
class) within the training dataset. This resampling
process continues until the proportion of classes in
the subproblem is the same as in the training set.
Within SVM-ATSA, the decision to employ this
resampling method is determined by a learnable
parameter for each subproblem. This parameter
is adjustable via the blc variable, as specified in
Line 6 of Algorithm 1.

We would like to clarify that data augmentation

is performed after clustering, ensuring it does not
affect the computation of cluster centers in Algo-
rithm 1. Additionally, data augmentation does not
duplicate instances, as examples in different clus-
ters do not overlap. Even when instances share
the same original sentence, the features extracted
for them differ significantly due to the syntactic
parser. Consequently, data augmentation enhances
the overall performance of the model. There might
be an illusion of inconsistency between the sub-
problem construction and data balancing. The in-
consistency in cluster divisions between the orig-
inal training data and augmented data arises from
our dual objectives of reducing noise and enhanc-
ing generalization. Firstly, the primary goal of
using word embeddings of aspect terms for clus-
tering is to ensure that different categories of as-
pects are grouped separately. This method helps
in reducing noise in the model input. For instance,
terms related to food aspects such as “poor taste” or
“unpleasant smell” are clustered together, separate
from service-related aspects. This prevents irrele-
vant terms from introducing noise into the training
process of specific aspect models. Secondly, to
address the issue of having too few samples in cer-
tain subproblem, we incorporate data balancing by
using samples from other subproblems. This helps
ensure that each subproblem has enough data to
represent sentiment terms adequately. Subprob-
lems with fewer samples might not provide enough
data for the model to learn effectively. By augment-
ing these subproblems with samples from other
subproblems, we introduce additional sentiment
terms that are generally applicable, such as “bad”
or “excellent”.

2.3 Feature Construction
After obtaining the subproblems, SVM-ATSA rep-
resents each subproblem with a customized set of
features, to ensure the model quality. Although we
can customize the features by feature selection for
each subproblem. However, due to the complexity
of some problems, SVM-ATSA enhances original
features with automatic feature construction, which
can construct new features from the original data
to better mine the deeper correlation information
within the data. After that, we utilize a feature
selection method to choose new features that can
better express the subproblem. In what follows,
we describe the automatic feature construction and
feature selection processes in detail.

In SVM-ATSA, feature construction uses the in-
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teraction information of the original features of the
dataset to generate new features. We employ vari-
ous methodologies for feature construction, specifi-
cally focusing on transformation and aggregation
methodologies. SVM-ATSA employs the follow-
ing six construction methods. (i) Standardization:
transforms the numerical type feature into a stan-
dard normal distribution. (ii) Discretization: di-
vides the numerical feature into several bins or
intervals. (iii) Addition: adds two numeric features
to obtain the sum as a feature. (iv) Subtraction: sub-
tracts two numeric features to obtain the difference
as a feature. (v) Multiplication: multiplies two nu-
meric features to obtain their product as a feature.
(vi) Division: computes the division between two
numeric features and uses it as a feature. These
methods help generate features of various aspects.
We also provide flexibility in feature construction,
where the construction methods can be customized
or extended based on the specific requirements of
the practitioners or the properties of the datasets
and machine learning models.

2.4 Feature Selection

In SVM-ATSA, feature selection is employed in
two stages: before and after automatic feature
construction. For the first stage of feature selec-
tion, we filter non-informative features before auto-
matic feature construction (cf. Section 2.3), which
can reduce the number of features to be gener-
ated, thus mitigating time costs. For this part of
feature selection, we sort the features using their
relevance score to the corresponding subproblem.
The relevance score of a feature f in the i-th sub-
problem is measured by chi-squared: chi(f) =

M(M i
fM

ī
f̄
−M i

f̄
M ī

f )
2

(M i
f+M ī

f )(M
i
f+M i

f̄
)(M i

f̄
+M ī

f )(M
i
f̄
+M ī

f̄
)
, where M de-

notes the size of the whole learning problem; f
denotes a feature; M i

f (resp. M i
f̄
) represent the

number of training instances having nonzero (resp.
zero) values at the feature f in the i-th subproblem;
M ī

f represents the number of training instances
with nonzero values at the feature but not in the
i-th subproblem; M ī

f̄
is the number of training in-

stances neither having nonzero values in the feature
f nor belonging to the i-th subproblem.

2.4.1 QBSO-FS for Feature Selection
For the second stage of feature selection, we se-
lect the valuable features after automatic feature
construction to enhance the model quality. In this
stage of feature selection, we exploit the QBSO-
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Figure 3: The overview of SVM-ATSA

FS (Sadeg et al., 2019) algorithm, which uses a
hybrid version of BSO (Sadeg et al., 2015) with
Q-learning (Watkins, 1989) for generating feature
subsets and a classifier to evaluate them. Here we
adopt the SVM model as the evaluator to instruct
the value of state and action for the Q-learning.
Specifically, QBSO-FS replaces the local search
executed by bees in the BSO algorithm with the
Q-learning algorithm. In this context, each bee is
considered an intelligent agent that collects expe-
rience during its search process and benefits from
the experiences of other bees. The states constitut-
ing the environment are feature subsets of all the
possible solutions within the bee’s neighborhood,
where a solution is represented as a Boolean vector
indicating which features belong to the feature sub-
set. During the intelligent agent decision-making
process, an action involves adding or removing a
feature from the current subset, essentially flipping
the state of a feature in the current solution. The
primary performance metric is classification accu-
racy, with the size of the feature subset being a sec-
ondary criterion. The reward rt associated with a
pair (st, at) is computed based on the classification
accuracy. Formally, let At = {at1 , at2 , . . . , atm}
represent the set of possible actions in the current
state st, and st+1 denotes the next state reached
after selecting an action from At. If we use A(s)
to denote the classification accuracy obtained with
the feature subset represented by s, then the reward
rt is given by:

rt =

{ A(st+1), if A(st) < A(st+1)
1
2 ×A(st+1), if A(st) = A(st+1) and |s| > |st+1|
−1

2 ×A(st+1), if A(st) = A(st+1) and |s| ≤ |st+1|
A(st+1)−A(st)), if A(st) > A(st+1)

(2)

where |s| denotes the size of the set s. Intu-
itively, the reward function aims to incentivize ac-
tions that lead to improvements in classification
accuracy while considering the size of the feature
subset.
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2.5 Training and Inference Process

SVM-ATSA can automatically adjust the feature
selector, hyper-parameter configuration tuner, and
SVM trainer in the learning pipeline with the zeroth
order optimization, using the current overall model
quality information. The overview of the automatic
parts of SVM-ATSA is shown in Figure 3. Thus,
the SVM model trained in SVM-ATSA is the result
of a combination of well-tuned subproblem con-
struction, carefully selected features, and properly
configured hyper-parameters. Next, we present the
details of automatically selecting features, setting
hyper-parameters and training SVMs.

Feature Selection in the Training: A learning
problem can have many relevant features, but some
work better for one subproblem than another. For
instance, the SVM sentiment analysis classifier
may only use surface and word similarity features
for the first aspect, while it may use all the features
for the second aspect. Therefore, different subprob-
lems require different sets of features, which means
we need to customize the features. To do this, we
need to find the best feature combination for each
subproblem. This paper proposes a solution that
ranks all the features, constructs new features based
on the good ones, and selects the best features for
each subproblem.

Automatic Hyper-parameter Configuration: The
quality of SVM models is significantly impacted
by their hyper-parameters, which determine the
SVM’s hyper-plane space. In SVM-ATSA, we au-
tomatically configure the hyper-parameters instead
of manually setting them. We use Hyperband (Li
et al., 2018) to select the kernel type and hyper-
parameters for each SVM model. This is done by
training a machine learning model using the history
of hyper-parameters to guide the search for the best
kernel and corresponding hyper-parameters. Addi-
tionally, SVM-ATSA learns whether to balance the
training instances for the SVMs. Once the train-
ing instances are represented as feature vectors and
hyper-parameters are set, an SVM model is trained
for each subproblem.

Inference of SVM-ATSA: When presented with
a test instance xt with the target value yt, SVM-
ATSA assigns xt to the SVM model whose sub-
problem cluster center is most similar to it. Rele-
vant features are then selected using the techniques
outlined in Section 2.3, and the SVM model pre-
dicts a target value (e.g., positive class).

2.6 Analysis of SVM-ATSA

Here we analyze the training time complexity and
the training error bound of SVM-ATSA.

2.6.1 Training Time Complexity

SVMs generally have lower training time com-
plexity than the BERT-based solutions. Next, we
provide the time complexity analysis for SVM-
ATSA on the ATSA task, in comparison with
RoBERTalarge (Wang et al., 2021) which builds
one of the existing SOTA solutions for ATSA. We
let α be the sentence length on average, m be
the training dataset size, d be the dimensional-
ity of training data, t be the number of epochs,
L be the number of hidden layers, H as the
number of heads of self-attention and Rd as the
representation dimension (768 in BERT specifi-
cally). For the BERT-based model (i.e., RoBERTa),
the training time complexity can be calculated as
O(α2 ·Rd ·H ·L · t ·m). However, SVMs have the
time complexity of O(t ·m · d) for the SVM train-
ing (Keerthi et al., 2001), which indicates SVM-
ATSA has a much lower training time complexity
than the existing SOTA solutions.

2.6.2 Training Error Bound of SVM-ATSA

SVM-ATSA employs multiple SVMs to fit the
learning problem, while the single SVM-based so-
lution tends to handle complex tasks poorly (Pon-
tiki et al., 2014). Here we demonstrate SVM-ATSA
has the same training error bound.

Theorem 2.1 (Training Error Bounds of
SVM-ATSA). Let hS be the hypothesis returned
by SVMs for a sample S, and let NSV (S) be the
number of support vectors that define hS . Then,

ES∼Dm [R(hS)] ≤ ES∼Dm

[
NSV (S)

m+ 1

]
.

As we can see from the theorem, the training
error bound of SVM-ATSA depends on the number
of support vectors and the training set size, which
is similar to the original SVMs. In other words, the
training error bound of SVM-ATSA is theoretically
the same as that of the original SVMs.

3 Experimental Study

Here, we present our experimental setup, the results
of different methods on the ATSA task, and some
analysis experiments.
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Table 1: Details of the datasets for the ATSA task

datasets #positive #negative #netural #total

Laptop14
Train 987 866 460 2313
Test 341 128 169 638

Restaurant14
Train 2164 807 637 3608
Test 728 196 196 1120

Restaurant15
Train 907 256 36 1199
Test 326 182 34 542

Restaurant16
Train 1235 439 69 1743
Test 467 116 30 613

Twitter
Train 1561 1560 3127 6248
Test 173 173 346 692

MAMS
Train 3380 2764 5042 11186
Test 400 329 607 1336

3.1 Experimental Setup

SVM-ATSA was implemented in Python and the
code is available at [URL omitted due to anony-
mous reviews]. We used k-means for the sub-
problem construction, although other methods for
subproblem construction can be easily plugged
into SVM-ATSA. The experiments were con-
ducted on a workstation running Linux with an In-
tel(R) Xeon(R) Platinum 8336C CPU @ 2.30GHz
128 core CPU and 128GB main memory, and a
NVIDIA GeForce RTX 4080 GPU with 16GB
memory. The code of our paper can be found in:
https://github.com/Kurt-Liuhf/absa-svm

Datasets. We used six public ATSA datasets
for evaluation: Table 1 provides the details of the
six datasets for the ATSA task (Kiritchenko et al.,
2014), covering Laptop, Restaurant, Twitter, and
MAMS. The polarity including positive, negative,
and neutral of each aspect is available in the ATSA
task, rather than the polarity of the whole review.

SOTA Models: PLM-based models have be-
come predominant in the ATSA task. As a
result, we have selected four of the most re-
cent PLM-based models as our baseline mod-
els. In these baseline models, some of them
combine Graph Convolutional Network (GCN)
and BERT, such as dotGCN-BERT (Chen et al.,
2022) and TGCN-BERT (Tian et al., 2021). Some
of them improve the model performance by em-
ploying the Span-based Anti-bias aspect Repre-
sentation Learning (SARL) framework, such as
SARL-RoBERTa (Wang et al., 2021) and SARL-
DeBERTa, while LSA-X-DeBERTa (Yang and Li,
2021, 2024) attempts to address the task via fine-
grained utilization of the sentiment information.
We do not compare with DPL-BERT (Zhang et al.,
2022) and TF-BERT (Zhang et al., 2023) as their
data statistics are different from other baselines

and their predictive accuracy is worse than other
models such as SARL and LSA-X-DeBERTa. In
SVM-ATSA, the features were extracted from sur-
face, parse, word similarity, and sentiment lexicon
following the existing conventional machine learn-
ing approach for this task (Kiritchenko et al., 2014).
The baseline results are obtained from the original
papers of the baselines. We believe the model pa-
rameters yielding the results in the original papers
have been carefully tuned, ensuring a fair compari-
son.

Hyper-parameters and dictionaries: The num-
ber of subproblems was selected from 1 to 35; C
was chosen from 1 to 220. The kernel functions
include RBF, polynomial, Sigmoid, and linear ker-
nels. The polynomial kernel’s degree was in 1 to
100. The RBF kernel’s γ was in 10−3 to 10 di-
vided by the training dataset size. The features
were selected automatically for each subproblem,
with the automatic feature construction and feature
selection described in Section 2.3. In the experi-
ments, we used the following common lexicon dic-
tionaries (Kiritchenko et al., 2014): hashtag senti-
ment, tweet sentiment, sentiment140, NRC emotion,
MPQA subjectivity, Amazon laptop word-aspect
association and Yelp restaurant word–aspect as-
sociation. We extract sentiment lexicon features
for SVM-ATSA based on the above eight dictio-
naries, following similar settings as the existing
SVM-based approach (Pontiki et al., 2014).

3.2 Predictive Accuracy Comparison
Table 2 and Table 3 shows the results of different
methods on the ATSA task. SVM-ATSA outper-
forms the existing SOTA models, even those using
DeBERTa, and achieves SOTA results among all
these six datasets. This result is encouraging, be-
cause SVM-ATSA is a smaller model that does
not need pre-trained models (e.g., BERT) or extra
labeled data (e.g., DPL-BERT), meanwhile SVM-
ATSA uses much fewer computation resources. We
also report the Macro-F1 scores among these mod-
els, and the findings are similar. Overall, SVM-
ATSA consistently outperforms all the existing so-
lutions across these six tasks, achieving an accuracy
or F1 score improvement up to around 6% over the
SOTA solution.

3.3 Analysis Experiments
In this set of experiments, we investigate the in-
ference efficiency and analyze the model size of
SOTA solutions and our SVM-ATSA solution for
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Table 2: Accuracy and Macro-F1 comparison. Due to different preprocess ways, data statistics of the Restaurant15,
Restaurant16 and MAMS datasets used in LSA-X-DeBERTa are not the same as in other baselines. We run SVM-
ATSA for both versions of datasets for fair comparison (see Table 3).

Models
Laptop14 Restaurant14 Restaurant15 Restaurant16 Twitter MAMS

Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1
dotGCN-BERT (Chen et al., 2022) 81.03 78.10 86.16 80.49 85.24 72.74 93.18 82.32 78.11 77.00 84.95 84.44
TGCN-BERT (Tian et al., 2021) 81.97 78.71 / / / / / / 78.03 77.31 83.68 83.07
SARL-RoBERTa (Wang et al., 2021) 85.42 82.97 88.21 82.44 88.19 73.83 94.62 81.92 78.03 77.32 / /
SARL-RoBERTalarge (Wanget al., 2021) 85.74 82.97 90.45 85.34 91.88 78.88 95.76 84.29 78.32 77.32 / /
SARL-DeBERTa (Wang et al., 2021) 83.32 79.95 86.69 78.91 86.53 69.73 93.31 80.13 / / 82.03 81.84
LSA-X-DeBERTa (Yang and Li, 2021, 2024) 86.46 84.41 90.98 87.02 / / / / 77.17 76.45 / /
SVM-ATSA (ours) 88.24 86.60 91.16 87.07 93.91 89.67 95.76 91.80 83.38 82.20 87.20 86.77

Table 3: Accuracy and Macro-F1 comparison.

Models
Restaurant15 Restaurant16 MAMS
Acc F1 Acc F1 Acc F1

LSA-X-DeBERTa 91.85 81.29 95.61 84.87 86.38 85.97
SVM-ATSA (ours) 92.41 84.07 95.72 92.40 86.98 86.47

the ATSA task. Besides, we investigate the impact
of feature processing and data balancing.

Inference efficiency: Figure 4a shows the infer-
ence efficiency of SVM-ATSA and the SOTA PLM-
based method LSA-X-DeBERTa. The efficiency of
SVM-ATSA is 40 to over 70 times faster than the
LSA-X-DeBERTa approach. In the Twitter dataset,
SVM-ATSA only took 0.21 seconds while LSA-X-
DeBERTa needed about 14.53 seconds. This is an
important property of SVM-ATSA which produces
better predictive accuracy to the SOTA PLM-based
solutions, while faster in inference.

Model size for the ATSA task: Here, we mea-
sure the model size by the number of parameters,
which shows that SVM-ATSA has a significantly
smaller number of parameters than the existing
SOTA models for the ATSA task. Specifically, our
solution only requires fewer than 10M parameters
on the Laptop14 and Restaurant14 datasets, while
the BERT-based models have over 110M param-
eters. For larger BERT-based models, even more
learnable parameters need to be introduced. For
example, the RoBERTabase requires around 125M
and the RoBERTalarge requires 355M parameters.
SVM-ATSA can outperform the SOTA solutions
both in accuracy and F1, while reducing the number
of parameters by over 10 times.

The impact of feature processing: To study the
importance of feature processing which includes
feature construction and feature selection intro-
duced in Section 2.3 and Section 2.4 respectively,
we conducted the ablation experiment of feature
processing. Figure 4b shows the results which
demonstrate the feature processing is crucial in
boosting the predictive accuracy.
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Figure 4: Inference efficiency comparison and the effect
of feature processing

Balancing subproblems: We also conducted ex-
periments to investigate the effect of data balancing
in subproblem construction. The results are shown
in Figure 5. As we can see from the results, the
balancing process took only a very small amount
of time compared to the whole subproblem con-
struction process in the SVM-ATSA training. This
small amount of time brings a significant boost
in the model quality for all ATSA datasets. For
example, in the Laptop14 dataset, the accuracy is
increased significantly by balancing the subprob-
lems.

4 Related Work

In this section, we review the work of SVM-based
methods and PLM-based methods for the aspect-
term sentiment analysis (ATSA) task.
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Figure 5: The effect of data balancing in subproblem construction

SVM-based ATSA methods: SVMs have been
used to tackle the aspect term sentiment analy-
sis (ATSA) task (Pontiki et al., 2014; Kiritchenko
et al., 2014; Wen et al., 2021), by utilizing lexi-
cal, surface, semantic, and sentiment lexicon fea-
tures. However, their predictive accuracies are
much lower than the PLM-based models.

PLM-based ATSA methods: A series of stud-
ies based on pre-trained language models such as
BERT, RoBERTalarge or DeBERTa have been ded-
icated to solving the ATSA task (Chen et al., 2022;
Wang et al., 2021; Yang and Li, 2021). For exam-
ple, dotGCN-BERT (Chen et al., 2022) and TGCN-
BERT (Tian et al., 2021) combine Graph Convolu-
tional Network (GCN) with BERT. SARL (Wang
et al., 2021) proposes a span-based anti-bias as-
pect representation learning framework which elim-
inates the sentiment bias in the aspect embedding
through adversarial learning against the prior senti-
ment of the aspects. TF-BERT (Zhang et al., 2023)
considers the consistency of multi-word opinion
expressions at the span-level. DPL-BERT (Zhang
et al., 2022) enhances a pseudo-label framework
to leverage the coarser-grained SA labels to assist
the ATSA task. LSA-X-DeBERTa (Yang and Li,
2021, 2024) proposes a local sentiment aggrega-
tion (LSA) paradigm by constructing a differential-
weighted sentiment aggregation window to model
aspect sentiment coherency.

Although these methods achieve good accuracy,
they have a large model size which restricting their
wide applications to resource-constrained scenarios.
Our proposed SVM-ATSA solution outperforms all
the existing SOTA models, while having a smaller
model size and faster inference efficiency.

5 Conclusion

We have proposed SVM-ATSA for the aspect term
sentiment analysis (ATSA) task. By effectively
decomposing the ATSA task into multiple sub-
problems and employing dynamic feature selection
through reinforcement learning, SVM-ATSA suc-
cessfully reconciles the need for both high predic-
tive accuracy and smaller model size. SVM-ATSA
outperforms the existing SOTA models based on
RoBERTalarge and DeBERTa and enjoys substan-
tially fewer parameters. Our results show that an
SVM-based solution can outperform SOTA lan-
guage models on the ATSA task, when the SVM-
based learning pipeline is properly designed.

6 Limitations

PLM-based methods do not need feature construc-
tion and feature selection. Instead, they only need
to tokenize the input text and convert the tokens
into token ids. Furthermore, PLM-based methods
can automatically learn the feature representation
for the task. Our method is a pipeline contain-
ing sub-problem construction, feature construction,
and feature selection. Each step in the pipeline
requires to be carefully designed to achieve good
predictive accuracy.
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